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Abstract

An inference method based on higher order asymptotic expansions of the bias and covariance of the Maximum Likelihood Estimate (MLE) is used to investigate the accuracy of parameter estimates obtained from remote sensing measurements in oceanic and planetary environments. We consider the problems of (1) planetary terrain surface slope estimation, (2) Lambertian surface orientation and albedo resolution and (3) passive source localization in a fluctuating waveguide containing random internal waves. In these and other applications, measurements are typically corrupted by signal-independent ambient noise, as well as signal-dependent noise arising from fluctuations in the propagation medium, relative motion between source and receiver, scattering from rough surfaces, propagation through random inhomogeneities, and source incoherence. We provide a methodology for incorporating such uncertainties, quantifying their effects and ensuring that statistical biases and errors meet desired thresholds.

The method employed here was developed by Naftali and Makris[84] to determine necessary conditions on sample size or Signal to Noise Ratio (SNR) to obtain estimates that attain minimum variance, the Cramer-Rao Lower Bound (CRLB), as well as practical design thresholds. These conditions are derived by first expanding the bias and covariance of the MLE in inverse orders of sample size or SNR, where the first-order covariance term is the CRLB. The necessary sample sizes and SNRs are then computed by requiring that (i) the first-order bias and second-order covariance terms are much smaller than the true parameter value and the CRLB, respectively, and (ii) the CRLB falls within desired error thresholds. Analytical expressions have been derived for the asymptotic orders of the bias and covariance of the MLE obtained from general complex Gaussian vectors,[68, 109] which can then be used in many practical problems since (i) data distributions can often be assumed to be Gaussian by virtue of the central limit theorem, and (ii) they allow for both the mean and variance of the measurement to be functions of the estimation parameters, as is the case in the presence of signal-dependent noise.

In the first part of this thesis, we investigate the problem of planetary terrain
surface slope estimation from satellite images. For this case, we consider the probability distribution of the measured photo count of natural sunlight through a Charge-Coupled Device (CCD) and also include small-scale albedo fluctuation and atmospheric haze, besides signal-dependent (or camera shot) noise and signal-independent (or camera read) noise. We determine the theoretically exact biases and errors inherent in photoclinometric surface slope and show when they may be approximated by asymptotic expressions for sufficiently high sample size. We then determine the sample sizes necessary to yield surface slope estimates that have tolerable errors. We show how small-scale albedo variability often dominates biases and errors, which may become an order of magnitude larger than surface slopes when surface reflectance has a weak dependence on surface tilt.

The method described above is also used to determine the errors of Lambertian surface orientation and albedo estimates obtained from remote multi-static acoustic, optical, radar or laser measurements of fluctuating radiance. Such measurements are typically corrupted by signal-dependent noise, known as speckle, which arises from complex Gaussian field fluctuations. We find that single-sample orientation estimates have biases and errors that vary dramatically depending on illumination direction measurement diversity due to the signal-dependent nature of speckle noise and the nonlinear relationship between surface orientation, illumination direction and fluctuating radiance. We also provide the sample sizes necessary to obtain surface orientation and albedo estimates that attain desired error thresholds.

Next, we consider the problem of source localization in a fluctuating ocean waveguide containing random internal waves. Propagation through such a fluctuating environment leads to both the mean and covariance of the received acoustic field being parameter-dependent, which is typically the case in practice. We again make use of the new expression for the second-order covariance of the multivariate Gaussian MLE,[68] which allows us to take advantage of the parameter dependence in both the mean and the variance to obtain more accurate estimates. The degradation in localization accuracy due to scattering by internal waves is quantified by computing the asymptotic biases and variances of source localization estimates. We show that the sample sizes and SNRs necessary to attain practical localization thresholds can become prohibitively large compared to a static waveguide. The results presented here can be used to quantify the effects of environmental uncertainties on passive source localization techniques, such as matched-field processing (MFP) and focalization.

Finally, a method is developed for simultaneously estimating the instantaneous mean velocity and position of a group of randomly moving targets as well as the respective standard deviations across the group by Doppler analysis of acoustic remote sensing measurements in free space and in a stratified ocean waveguide. It is shown that the variance of the field scattered from the swarm typically dominates the range-velocity ambiguity function, but cross-spectral coherence remains and enables high resolution Doppler velocity and position estimation. It is shown that if pseudo-random signals are used, the mean and variance of the swarms' velocity and position can be expressed in terms of the first two moments of the measured range-velocity ambiguity function. This is shown analytically for free space and with Monte-Carlo simulations for an ocean waveguide. It is shown that these expressions can be used to obtain
accurate, with less than 10% error, of a large swarm’s instantaneous velocity and position means and standard deviations for long-range remote sensing applications.
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Title: Professor of Mechanical and Ocean Engineering
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2-1 Resolved surface element with slope $\theta$ to flat topography. The slope, or tilt $\theta$ is the angle suspended between the $z$-axis and the surface normal, measured counter-clockwise. All other angles are measured counter-clockwise from the $z$-axis or the surface normal direction, as indicated by subscript $z$ or $n$ respectively. The true incident angle is equal to the angle between the $z$-axis and the incident direction, $\iota_z$, minus surface slope, $\theta$, or $\iota_n = \iota_z - \theta$. Similarly, the true emission angle is equal to the angle between the $z$-axis and the emission direction, $\epsilon_z$, minus surface slope, $\theta$, or $\epsilon_n = \epsilon_z - \theta$. Specular reflection occurs when $\epsilon_n = -\iota_n$. Given known angles $\iota_z$ and $\epsilon_z$, photoclinometry can be used to obtain an estimate of the unknown surface slope $\theta$. . . . . . . . . 37
2-2 Lambertian photometric function given constant albedo, Eq. 2.3 using $L = 0$. (a) 3D representation of the value of Eq. 2.3 for $L = 0$ as a function of surface slope $\theta$, which is the parameter to be estimated, and incident angle with respect to flat topography $\iota_z$. The emission angle $\epsilon_z$ is assumed to be zero so that the satellite is nadir-looking. The black lines correspond to lines of constant true incident angle, $\iota_n = \iota_z - \theta$. The regions beyond the $|\iota_n| = 90^\circ$ lines correspond to incidence on the 'back' of the surface patch, so that nothing is reflected towards the receiver and $I = 0$. Superimposed on the plot is the curve along which the derivative of $I$ with respect to $\theta$ is zero (white dashed line). Also shown is the line that corresponds to specular reflection, $\epsilon_n = -\iota_n$ (white dot-dashed line). The plot can also be interpreted as a sheared and rotated version of the plot of $I$ versus true incident and emission angle, $\iota_n$ and $\epsilon_n$ respectively. (b) Three cuts along constant values of incident angle to flat topography, $\iota_z$, for the same photometric function. Each curve is obtained by cutting along the corresponding white dotted line in Fig. 2-2(a) from right to left.

2-3 The same as Fig. 2-2 for the lunar photometric function given constant albedo, Eq. 2.3 using $L = 1$.

2-4 The same as Fig. 2-2 for the lunar-Lambert photometric function given constant albedo, Eq. 2.3 using $L = 0.55$, which is a typical value when modeling the reflectance of Martian terrain.
Absolute value of the bias and Root Mean Square Error (RMSE) (Eqs. 2.11-2.14) of the Maximum Likelihood Estimate (MLE) of surface slope for the Lambertian photometric function of Fig. 2-2 given typical values for the different sources of noise: (i) CCD camera read noise, \( \sigma_R^2 \approx 6400 \) electrons, (ii) CCD camera shot noise, \( \overline{K} \approx O(10^4) \) electrons, (iii) atmospheric haze, \( \sigma_{\text{haze}}^2 \approx 2000 \) electrons, and (iv) albedo variability, \( \sigma_{B_0} = 0.1 \times \overline{B_0} \) (see Appendix C). (a) Bias as a function of incident angle with respect to flat topography \( \nu_z \), and true surface slope \( \theta \). (b) RMSE as a function of \( \nu_z \) and \( \theta \).

The same as Fig. 2-5 for the lunar photometric function of Fig. 2-3.

The same as Fig. 2-5 for the lunar-Lambert photometric function of Fig. 2-4.

Necessary sample sizes to obtain an unbiased estimate of planetary surface slope and for an unbiased estimate to attain the minimum possible RMSE. The planetary surface reflectance is assumed to follow the Lambertian photometric function of Fig. 2-2. (a) \( 10 \log_{10} \) of the necessary sample size for an unbiased estimate \( \hat{\theta} \) as a function of incidence angle to flat topography \( \nu_z \), and true surface slope \( \theta \) computed using Eqs. 2.9 and B.14. (b) \( 10 \log_{10} \) of the necessary sample size for an unbiased estimate to attain the minimum possible RMSE as a function of \( \nu_z \) and \( \theta \) computed using Eqs. 2.10 and B.15-B.16. The white dashed line indicates the curve along which the derivative of the photometric function with respect to the estimated parameter \( \theta \) is zero and the necessary sample sizes approach infinity.

The same as Fig. 2-8 for a planetary surface that can be modeled using the lunar photometric function of Fig. 2-3.

The same as Fig. 2-8 for a planetary surface that can be modeled using the lunar-Lambert photometric function of Fig. 2-4, where \( L = 0.55 \).
2-11 Absolute value of the first-order bias and the square root of the CRLB, Eqs. B.14 and B.15, respectively, of the Maximum Likelihood Estimate (MLE) of surface slope for the lunar-Lambert photometric function. (a) First-order bias as a function of incident angle with respect to flat topography $\iota_z$, and true surface slope $\theta$. (b) Square root of the CRLB as a function of $\iota_z$ and $\theta$. The white dashed line indicates the curve along which the derivative of the photometric function with respect to the estimated parameter $\theta$ is zero and the asymptotic biases and errors approach infinity.

2-12 The same as Fig. 2-4 for an emission angle $\epsilon_z = 20$ degrees. Again, the regions beyond the $|\iota_n| = 90^\circ$ lines correspond to incidence on the 'back' of the surface patch, so that nothing is reflected towards the receiver and $I = 0$. Note the axes are shifted compared to Fig. 2-4 to ensure the emission direction never lies behind the surface patch.

2-13 The same as Fig. 2-7 for an emission angle $\epsilon_z = 20$ degrees.

2-14 The same as Fig. 2-10 for an emission angle $\epsilon_z = 20$ degrees.

2-15 Absolute value of the bias (Eqs. 2.11 and 2.13) of the MLE of surface slope for the lunar-Lambert photometric function, given typical values for the different sources of noise: (i) CCD camera read noise, $\sigma_R^2 \approx 6400$ electrons, (ii) CCD camera shot noise, $\overline{K} \approx O(10^4)$ electrons, (iii) atmospheric haze, $\sigma_{haze}^2 \approx 2000$ electrons, and (iv) albedo variability, $\sigma_{Bo} = 0.1 \times \overline{Bo}$ (see Appendix C). The emission angle is again assumed to be zero, and $L = 0.55$. The total bias has been shown in Fig. 2-7(a).

2-16 RMSE (Eqs. 2.12 and 2.13-2.14) of the MLE of surface slope for the lunar-Lambert photometric function, given typical values for the different sources of noise: (i) CCD camera read noise, $\sigma_R^2 \approx 6400$ electrons, (ii) CCD camera shot noise, $\overline{K} \approx O(10^4)$ electrons, (iii) atmospheric haze, $\sigma_{haze}^2 \approx 2000$ electrons, and (iv) albedo variability, $\sigma_{Bo} = 0.1 \times \overline{Bo}$ (see Appendix C). The emission angle is again assumed to be zero, and $L = 0.55$. The total RMSE has been shown in Fig. 2-7(b).
Horizontal cuts along $t_z = 12^\circ$ in Figs. 2-7 and 2-15-2-16. The bias and error due to small-scale albedo variability such that $\sigma_{B_0} = 0.005 \times \overline{B_0}$, as well as the total bias and error in this case are also shown.

Resolved surface patch.

Probability densities given real, imaginary or Gaussian constraint on parameter estimate.

Comparison of the necessary sample sizes to achieve (a) a correlation greater than 0.99 between $P_{\hat{\psi},Re}(\hat{\psi}; \psi)$ and $P_{\hat{\psi},C}(\hat{\psi}; \psi)$, (b) an unbiased estimate, (c) an estimate that attains the minimum possible variance.

A visualization for a corresponding to the surface gradient parameterization for a 3-D measurement vector $\mathbf{R}$ with $\sigma_N$ negligible and Lambertian surface defined by the polar coordinate parameterization ($\theta_n = \pi/4$, $\phi_n = \pi/4$, $\rho = 0.6$). Incident vectors $\mathbf{s}_1$ and $\mathbf{s}_2$ are fixed at $(\sqrt{2}/3, -\sqrt{1/6}, \sqrt{1/6})$ and $(\sqrt{1/6}, \sqrt{2}/3, \sqrt{1/6})$ respectively, but $\mathbf{s}_3$ is allowed to vary as in (a) where the positive z-axis is central and points out of the page. (b) The bound $[J_{\hat{\mathbf{a}}}]_{11}$ on the $x$-gradient, $a_1 = \rho$, including full 3-D coupling. Only values where $\mathbf{s}_3 \cdot \mathbf{n}$ is positive and the Lambertian surface is in view from the positive z-axis are shown. Optimal resolution occurs when $\mathbf{s}_3$ is tangent to the Lambertian surface along the $x$-axis (horizontal), for the $p$-bound, and the $y$-axis (vertical) for the $q$-bound (see Fig. 3-5(b)), with sign so as to maximize the volume of incident vectors. Poorest resolution occurs when the volume of incident vectors approaches zero, as realized along the dark arc. (c) The sample size necessary for the MLE $\hat{a}_1 = \hat{\rho}$ to be effectively unbiased, from Eq. 3.15. (d) The sample size necessary, from Eq. 3.16, for $\hat{\rho}$ to effectively attain the bound given in (b).

Same as Fig. 3-4 for estimation of the $y$-gradient, $a_2 = q$.

Same as Fig. 3-4 for estimation of the albedo, $a_3 = \rho$.
4-1 Geometry of an ocean waveguide environment with two-layer water column of total depth $H = 100$ m, and upper layer depth of $D = 30$ m. The bottom sediment half-space is composed of sand. The internal wave disturbances have coherence length scales $l_x$ and $l_y$ in the $x$ and $y$ directions, respectively, and are measured with positive height $h$ measured downward from the interface between the upper and lower water layers.

4-2 Signal to Additive Noise Ratio (SANR) at 415 Hz in an undisturbed waveguide with no internal waves. The SANR received at the 10-element vertical array described in Section 4.3 is plotted as a function of source range $\rho_0$ and depth $z_0$. The observed range-depth pattern is due to the underlying modal coherence structure of the total acoustic field intensity. The receiver array is centered at $\rho = 0$ m and $z = 50$ m. The source level is fixed as a constant over range so that $10\log_{10} \text{SANR}[1]$ is 0 dB at 1 km source range at all source depths. For the undisturbed waveguide, SANR is equivalent to Signal to Noise Ratio (SNR).

4-3 Ocean acoustic localization MLE behavior given a single sample for (a) range estimation and (b) depth estimation for a 415 Hz source placed at 50 m depth in an undisturbed waveguide with no internal waves. The MLE first-order bias magnitude (solid line), square root of the CRLB (circle marks) and square root of the second-order variance (cross marks), as well as the measured Signal to Additive Noise Ratio (SANR, dashed line) are plotted as functions of source range. Given the necessary sample size conditions in Eq. (A.6), whenever the first-order bias and the second-order variance attain roughly 10% of the true parameter value and the CRLB, respectively, more than a single sample will be needed to obtain unbiased, minimum variance MLEs. The source level is fixed as a constant over range so that $10\log_{10} \text{SANR}[1]$ is 0 dB at 1 km source range.
4-4 Undisturbed waveguide. \(10\log_{10} n\), where
\[ n = \{\max[n_b, n_o] \times n'\} \]

is the sample size necessary to obtain an unbiased source range MLE whose MSE attains the CRLB and has \(\sqrt{\text{CRLB}} \leq 100\ m\), where \(n_b, n_o, n'\)
are calculated using Eqs. (A.6) and (A.7), given a 415 Hz source at
50 m depth. Source level is fixed as a constant over range so that
\(10\log_{10}\text{SANR}\) is 0 dB at 1, 10, 20, and 30 km source range (black
circles), respectively, for the four curves shown.

4-5 Undisturbed waveguide. \(10\log_{10}\) of the square root of the CRLB for
(a) source range \(\rho_0\), (b) source depth \(z_0\) MLEs given a single sample.
\(10\log_{10}(\max[n_b, n_o])\), the sample sizes or SNRs necessary to obtain (c)
source range, (d) source depth MLEs that become unbiased and have
MSEs that attain the CRLB. Given any design error threshold, the
sample size necessary to obtain an accurate source range or depth MLE
is then equal to \((\max[n_b, n_o]) \times n'\), where
\[ n' = \frac{\text{CRLB}(\max[n_b, n_o])}{(\text{design threshold})^2}. \]
The source level is fixed as a constant over range so that \(10\log_{10}\text{SANR}[1]\)
is 0 dB at 1 km source range at all source depths.

4-6 (a) Signal to Additive Noise Ratio (SANR), (b) Signal to Noise Ratio
(SNR), and (c) the ratio of coherent to incoherent intensity at 415
Hz in a waveguide containing random internal waves. The internal
wave disturbances have a height standard deviation of \(\eta_h = 4\ m\) and
coherence lengths of \(l_x = l_y = 100\ m\). This medium is highly random
so that incoherent intensity dominates at all depths beyond about 20
km. The total received intensity, given by the numerator of SANR in
Eq. (4.6) follows a decaying trend with local oscillations over range.
All quantities are plotted as functions of source range \(\rho_0\) and depth \(z_0\)
received at the 10-element vertical array described in Section 4.3. The
receiver array is centered at \(\rho = 0\ m\) and \(z = 50\ m\). The source level
is fixed as a constant over range so that \(10\log_{10}\text{SANR}[1]\) is 0 dB at 1
km source range at all source depths.
4-7 Ocean acoustic localization MLE behavior given a single sample for (a) range estimation and (b) depth estimation for a 415 Hz source placed at 50 m depth in a waveguide containing random internal waves. The internal wave disturbances have a height standard deviation of $\eta_h = 4$ m and coherence lengths of $l_x = l_y = 100$ m. The MLE first-order bias magnitude (solid line), square root of the CRLB (circle marks) and square root of the second-order variance (cross marks), as well as the Signal to Additive Noise Ratio (SANR, dashed line) and Signal to Noise Ratio (SNR, dash-dotted line) are plotted as functions of source range. Other than the first-order bias and CRLB of the range MLE, the remaining quantities have increased by at least an order of magnitude when compared to the static waveguide scenario in Fig. 4-3. Given the necessary sample size conditions in Eq. (A.6), whenever the first-order bias and the second-order variance attain roughly 10% of the true parameter value and the CRLB, respectively, more than a single sample will be needed to obtain unbiased, minimum variance MLEs. The source level is fixed as a constant over range so that $10\log_{10} SANR[1]$ is 0 dB at 1 km source range.

4-8 Fluctuating waveguide containing internal waves. $10\log_{10} n$, where $n = \{\max[n_b, n_v] \times n'\}$ is the sample size necessary to obtain an unbiased source range MLE whose MSE attains the CRLB and has $\sqrt{CRLB} \leq 100$ m, and $n_b$, $n_v$, $n'$ are calculated using Eqs. (A.6) and (A.7), given a 415 Hz source placed at 50 m depth. Source level is fixed as a constant over range so that $10\log_{10} SANR$ is 0 dB at 1, 10, 20, and 30 km source range (black circles), respectively, for the four curves shown.
4-9 Fluctuating waveguide containing internal waves. \(10\log_{10}\) of the square root of the CRLB for (a) source range \(\hat{\rho}_0\), (b) source depth \(\hat{z}_0\) MLEs given a single sample. \(10\log_{10}(\max[n_b,n_v])\), the sample sizes or SNRs necessary to obtain (c) source range, (d) source depth MLEs that become unbiased and have MSEs that attain the CRLB. Given any design error threshold, the sample size necessary to obtain an accurate source range or depth MLE is then equal to \(\max[n_b,n_v]) \times n'\), where \(n' = CRLB(\max[n_b,n_v])/(\text{design threshold})^2\). The internal wave disturbances have a height standard deviation of \(\eta_h = 4\) m and coherence lengths of \(l_x = l_y = 100\) m. The source level is fixed as a constant over range so that \(10\log_{10}\text{SANR}[1]\) is 0 dB at 1 km source range at all source depths.

4-10 The same as Fig. 4-7, but here the covariance \(C\) of the measurement is assumed parameter independent so that its derivatives in Eqs. 4.2-4.3 are set to zero. The asymptotic biases and variances of source range and depth MLEs are typically underestimated, as seen by comparing with Fig. 4-7. This scenario is equivalent to incorrectly assuming the received measurement is a deterministic signal embedded in purely additive white noise, in which case the SANR and SNR of the measurement are equal and the two curves coincide.

4-11 The same as Fig. 4-7, but here the mean \(\mu\) of the measurement is assumed parameter independent so that its derivatives in Eqs. 4.2-4.3 are set to zero. The asymptotic biases and variances of source range and depth MLEs may be significantly overestimated, as seen by comparing with Fig. 4-7. This scenario is equivalent to incorrectly assuming the received measurement is purely random with zero mean, embedded in additive white noise.
4-12 The same as Fig. 4-9, but here the covariance $C$ of the measurement is assumed parameter independent so that its derivatives in Eqs. 4.2-4.3 are set to zero. The CRLB and the sample sizes necessary to attain it are underestimated when compared with Fig. 4-9. This scenario is equivalent to incorrectly assuming the received measurement is a deterministic signal embedded in purely additive white noise.

4-13 The same as Fig. 4-9, but here the mean $\mu$ of the measurement is assumed parameter independent so that its derivatives in Eqs. 4.2-4.3 are set to zero. The CRLB and the sample sizes necessary to attain it are overestimated when compared with Fig. 4-9. This scenario is equivalent to incorrectly assuming the received measurement is purely random with zero mean, embedded in additive white noise.

5-1 Sketch of the resolution footprint volume enclosing a target with initial offset $u_0$ from the coordinate system origin and velocity $v_q$. The variables $L_x$, $L_y$, and $L_z$ denote the dimensions of the footprint volume in $x$, $y$, $z$ coordinates, respectively. The position mean and standard deviation are $\mu_u$, $\sigma_u$, while the velocity mean and standard deviation are $\mu_v$, $\sigma_v$.

5-2 Sketch of waveguide geometry and sound speed profile. The locations of the fish shoal, the source/receiver imaging system and the resolution footprint with respect to the coordinate system $(x, y, z)$ are also shown. The coordinate system coincides with that of Fig. 5-1. The sound speed in the water column is constant, $c_1 = 1500$ m/s, and the sound speed in the sediment half-space is $c_2 = 1700$ m/s. The density $\rho_1$ and attenuation $\alpha_1$ in the water column are $1$ kg/m$^3$ and $6 \times 10^{-5}$ dB/$\lambda_1$, respectively, where $\lambda_1$ is the wavelength in the water column. The sediment half-space has density $\rho_2 = 1.9$ kg/m$^3$, and attenuation $\alpha_2 = 0.8$ dB/$\lambda_2$, representative of sand, where $\lambda_2$ is the wavelength in the bottom sediment.
5-3 Free Space. Expected value (black dashed line) and expected square magnitude (black solid line) of the ambiguity function via 100 Monte-Carlo simulations for the field scattered from a random aggregation of targets following the Case A scenario described in Table 5.1. The source signal and remote sensing system parameters are given in Table 5.2. The expected square magnitude of the ambiguity function based on the analytical expressions of Eqs. (5.4-5.5) and (5.6) is also shown (gray line) and is found to be in good agreement with the Monte-Carlo result. The variance of the ambiguity function dominates the total intensity and the magnitude squared of the ambiguity function’s expected value is negligible.

5-4 Waveguide. Expected value (black dashed line) and expected square magnitude (black solid line) of the ambiguity function via 100 Monte-Carlo simulations for the field scattered from a random aggregation of targets following the Case A scenario described in Table 5.1. The cross-range resolution is set to be such that the fish areal number density is 2 fish/m². The source signal and remote sensing system parameters are given in Table 5.2. The expected magnitude of the ambiguity function based on evaluating Eqs. (5.14-5.15) and (5.6) is also shown (gray line) and is found to be in good agreement with the Monte-Carlo result. The variance of the ambiguity function dominates the total intensity and the magnitude squared of the ambiguity function’s expected value is negligible.
5-5 Free Space. The strength of the sidelobes is much less than half that of
the main lobe and the Moment Method provides accurate velocity and
position estimates, as shown in Fig. 5-6. (a) Expected value of the am-
biguity function square magnitude for the pressure field scattered from
a shoal of migrating herring (Table 5.1, Case A) and given the source
signal and remote sensing system parameters in Table 5.2. The white
curve indicates 3 dB-down contour(s), which may be used to roughly
delimit the target shoal. The maximum of the ambiguity surface is
shown by a white cross. (b, c) Constant-velocity and constant-position
cuts through the point indicated by the white cross in (a). Dashed
lines indicate the mean position and velocity estimates based on the
maximum value of the ambiguity surface (Peak Method).

5-6 Free Space. Estimates of the velocity and position mean and standard
deviation for simulated migrating and swarming herring shoals, and
a migrating school of tuna (Table 5.1), given the source signal and
remote sensing system parameters summarized in Table 5.2. Target
positions are localized within the remote sensing system’s resolution
footprint, and velocity estimate errors are typically less than roughly
10%. Horizontal lines indicate true values. (a, b) Estimates of the
targets’ velocity mean and standard deviation. Triangles and solid
vertical lines indicate the sample means and sample standard devia-
tions of estimates obtained via the Moment Method (Eqs. (5.19a) and
(5.19b)), using 100 Monte-Carlo simulations. Circles and dashed lines
indicate the sample mean and sample standard deviation for estimates
of the mean velocity obtained via the Peak Method (Eq. (5.21a)), i.e.
by locating the maximum of the ambiguity function square magnitude
(white cross in Fig. 5-5(a)). (c, d) Same as (a, b) but for estimates of
the group’s position mean and standard deviations obtained via both
the Moment (triangles and solid vertical lines) and Peak (circles and
dashed lines) methods.
5-7 Waveguide. There is now more energy in the sidelobes of the ambiguity function compared to Fig. 5-5, but both the Peak and Moment methods still provide accurate velocity and position estimates as seen in Fig. 5-8. (a) Expected value of the ambiguity function square magnitude for the pressure field scattered from a shoal of migrating herring (Table 5.1, Case A) and given the source signal and remote sensing system parameters in Table 5.2. The fish are assumed to be submerged in the waveguide of Fig. 5-2. The cross-range resolution is set to be such that the fish areal number density is 2 fish/m². The white curve indicated 3 dB-down contour(s), which may be used to roughly delimit the target shoal. The maximum of the ambiguity surface is shown by a white cross. (b, c) Constant-velocity and constant-position cuts through the point indicated by the white cross in (a). Dashed lines indicate the mean position and velocity estimates based on the maximum value of the ambiguity surface (Peak Method).
5-8 Waveguide. Estimates of the velocity and position mean and standard deviation for simulated migrating and swarming herring shoals, and a migrating school of tuna (Table 5.1), given the source signal and remote sensing system parameters summarized in Table 5.2. Target positions are localized within the remote sensing system's resolution footprint, and velocity estimate errors are typically less than roughly 10%. Horizontal lines indicate true values. (a, b) The sample means and sample standard deviations of estimates of the tagets' velocities mean and standard deviation obtained via the Moment Method (Eqs. (5.19a) and (5.19b), triangles and solid vertical lines). Also the sample mean and sample standard deviation of the target mean velocity estimate obtained via the Peak Method (Eq. (5.21a), circles and dashed lines), i.e. by locating the maximum of the ambiguity function (white cross in Fig. 5-7). (c, d) Same as (a, b) but for estimates of the group's position mean and standard deviations obtained via both the Moment (triangles and solid vertical lines) and Peak (circles and dashed lines) methods.

E-1 Waveguide. Necessary length scales for the quadruple modal sum of Eq. (E.37) to reduce to a double modal sum, given different frequencies $\Omega$ and sound speed profiles.

F-1 Rigid plate.
F-2 Pressure release sphere.
F-3 Pressure release boundary.
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Chapter 1

Introduction

In remote sensing applications, parameter estimation often requires the nonlinear inversion of measured data that are randomized by additive signal-independent ambient noise, as well as signal-dependent noise arising from fluctuations in the propagation medium, relative motion between source and receiver, scattering from rough surfaces, propagation through random inhomogeneities, and source incoherence. Parameter estimates obtained from such nonlinear inversions are typically biased and do not attain desired experimental error thresholds. Further, additional errors can easily ensue if both the mean and covariance of the measurement are parameter dependent and this dependence is neglected in either by inappropriately modeling the random measured field as either (i) a deterministic signal vector, or (ii) a fully randomized signal vector with zero mean, both embedded in additive white noise. These approximations are in fact typically employed in ocean acoustic inversions, spectral and radar detection, localization problems, and statistical optics. [104, 49, 30]

For these reasons, a method has been developed for determining necessary conditions on the sample sizes or Signal to Noise Ratios (SNRs) to obtain accurate parameter estimates and aid experimental design. [84] The method is based on asymptotic expansions for the bias and covariance of maximum likelihood estimates (MLEs) in inverse orders of sample size or SNR, where the first-order covariance term is the minimum variance, the Cramer-Rao Lower Bound (CRLB) (see Appendix B). Analytical expressions are provided for the asymptotic orders of the bias and covariance of
MLEs obtained from general complex Gaussian data vectors, which can then be used in many practical problems since (i) data distributions can often be assumed to be Gaussian by virtue of the central limit theorem, and (ii) they allow for both the mean and the variance of the measurement to be functions of the estimation parameters, as is the case in the presence of signal-dependent noise.

This approach is based on classical estimation theory,[44, 60] and has already been applied in a variety of problems, including time-delay and Doppler shift estimation,[84] source localization in a deterministic ocean waveguide,[102] pattern recognition in 2-D images,[11] and geoaoustic parameter inversion.[110] All previous applications, however, were chosen so that only the mean or the covariance of the measurement would be parameter dependent, but not both. These are special cases of the problems considered here where signal-dependent noise is typically present: (1) planetary terrain photoclinometric surface slope estimation, (2) Lambertian surface orientation and albedo resolution, and (3) passive source localization in a fluctuating waveguide containing random internal waves.

In planetary terrain surface slope estimation, photoclinometry is typically employed to derive high-resolution elevation maps.[76, 81, 62, 93] For this problem, besides signal-independent (or camera read) noise and signal-dependent (or camera shot) noise, we also incorporate errors due to uncertainties in surface albedo and atmospheric haze. We show that in many practical photoclinometric scenarios the approximate asymptotic biases and errors for a single sample differ dramatically from the exact ones, making asymptotic expressions for errors applicable only when a large number of independent samples is available.

Acoustic, optical, radar and laser images of remote surfaces are typically corrupted by signal-dependent noise known as speckle.[27, 48, 49, 86, 71] Surface orientation and albedo estimates obtained from measurements of fluctuating radiance corrupted by speckle noise are often biased and do not attain minimum variance. The biases and errors of surface and orientation estimates are found to vary significantly with illumination direction and measurement diversity. This work expands upon work presented by Makris at the SACLANT 1997 conference[73], as well as unpublished
notes of Makris from the Naval Research Laboratory (NRL).

For passive source localization in an ocean waveguide, scattering by internal waves may result in the incoherent intensity or variance of the acoustic field dominating. The ensuing loss of intermodal coherence in the forward propagating field leads to a degradation in the accuracy of localization estimates.\cite{21, 4, 3} We quantify the effect of internal waves on the asymptotic biases and variances of source localization estimates and show that the sample sizes and SNRs necessary to attain practical localization error thresholds can become prohibitively large compared to a static waveguide. The results presented here can be used to quantify the effects of environmental uncertainties on passive source localization techniques, such as matched-field processing (MFP) and focalization,\cite{24} both of which typically utilize line arrays and CW signals.

Finally, we develop a method for estimating the first- and second-order velocity and position statistics of underwater target aggregations, such as groups of Autonomous Underwater Vehicles (AUVs) and fish schools, imaged using a long-range (tens of kilometers), remote sensing system. These estimates are based on analytical expressions for the magnitude squared of the range-velocity ambiguity function for the acoustic field scattered from such target groups. We show that in free space the first two moments of the ambiguity function along constant range and velocity axes are linearly related to the first two moments of the targets' velocity and position given appropriate signal design. We then demonstrate using illustrative examples that in a waveguide it is still possible to obtain such estimates of the velocity and position standard deviations, which can then be used to provide a means for target discrimination and classification.
Chapter 2

Statistical Biases and Errors Inherent in Photoclinometric Surface Slope Estimation with Natural Light

2.1 Introduction

High-resolution elevation maps of planetary terrain are typically obtained by the method of photoclinometry [76, 81, 62, 93], which relates variations in surface radiance to variations in surface orientation relative to the light source, typically the Sun, and the optical receiver, typically on a spacecraft [29, 83, 61]. While other methods also exist to produce topographic models, including stereogrammetry and radar altimetry, photoclinometry offers significant advantages since it (1) requires only a single image, and (2) can provide higher resolution measurements [83].

It has been observed, however, that photoclinometry may not work very well under certain lighting conditions that provide little topographic contrast, and that these conditions typically correspond to small incidence angles [28, 36, 57, 61, 62]. Uncertainties in surface albedo may also lead to errors in surface slope estimates
that are significant for small-scale albedo variations [54, 62], but become relatively insignificant for large-scale albedo variations [12].

The primary purpose of the present paper is to provide a formulation of uncertainties and analysis of errors that (1) is consistent with the behavior of the likelihood function [44] of the photoclinometric surface slope estimate that governs the uncertainties, and (2) accounts for all the primary photoclinometric error sources, including albedo, haze, camera read noise and camera shot noise, in a unified manner. Here, classical estimation theory [44, 60] is used to provide a method for determining both the exact and asymptotic biases and errors inherent in a Maximum Likelihood Estimate (MLE) of photoclinometric surface slope given the probability distribution of the measured Charge-Coupled Device (CCD) data and the nonlinear physical model relating the measured CCD data to surface slope by planetary surface reflectance [83]. The formulation also provides bounds on the minimum possible error for any unbiased photoclinometric estimate of surface slope as well as necessary conditions on sample size to attain this error bound, or a desired design threshold on error. The asymptotic biases and errors are determined by series expansion in inverse orders of sample size, where higher order terms vanish in decreasing order as uncertainty decreases until the Cramer-Rao Lower Bound (CRLB) or first-order error term is attained [84]. Since approximations to investigate photoclinometric errors [28, 36, 57, 12, 61, 62] have previously not been formulated in terms of the likelihood function that governs uncertainties, error bounds, asymptotic behavior for decreasing uncertainty, necessary sample sizes, and exact theoretical biases and variances have not been previously provided. We show that in many practical photoclinometric scenarios the approximate asymptotic biases and errors for a single sample differ dramatically from the exact ones, making asymptotic expressions for errors applicable only when a large number of independent samples is available. Moreover, the asymptotic expressions for errors must be formulated in terms of the likelihood function as in Refs. [95, 5, 80, 84] for them to properly converge as uncertainty decreases or sample size increases.

In Section 4.2 we derive the likelihood function, the MLE and biases and errors for photoclinometric surface estimation. The MLE is chosen because it is known to
become asymptotically unbiased and attain the minimum possible mean square error of any unbiased estimate as sample size becomes large or uncertainty becomes small [89, 44]. In Section 4.3 we compute the exact theoretical biases and root mean square errors of the surface slope MLE for various photometric functions and typical values of camera read noise, camera shot noise, atmospheric haze, and albedo variability. We show that the biases and root mean square errors grow rapidly when the dependence of measured intensity on surface slope approaches a constant, and that albedo variability is typically the dominant source of biases and errors. We also present estimation methods for minimizing these biases and errors to obtain surface slope estimates that fall within desired design error thresholds.

2.2 The Likelihood Function and Maximum Likelihood Estimation of Planetary Surface Slopes

In photoclinometry, natural light from a thermal source, such as the Sun or a star, typically acts as the source of planetary surface illumination. Natural light is known to undergo Circular Complex Gaussian Random (CCGR) field fluctuations and exponentially distributed instantaneous intensity fluctuations, as a consequence of the central limit theorem [49]. Spacecraft observations of planetary surfaces are typically made with photon-counting CCD cameras [77, 81], where the number of detected photons is known to follow the conditional Poisson probability distribution for a given average light intensity. Since the average intensity of natural light follows a Gamma distribution, conditional integration over all possible intensities leads to the negative binomial distribution for the photocount [49].

Photocount is related to planetary surface orientation by modeling the reflectance properties of the planetary surface with a photometric function. Many planetary surfaces have been successfully modeled with one or a combination of a such closed-form empirical functions, including Lambert’s law, Minnaert’s law, and the lunar-Lambert model [83].
In this section, we discuss three common photometric functions used to model planetary surface reflectance. We then use classical estimation theory to derive the likelihood function and MLE for photometric surface slope estimation, the theoretical lower bound on surface slope error, and necessary conditions on sample size to appropriately constrain biases and errors within desired design error thresholds.

2.2.1 Photometric Functions of Planetary Surface Reflectance

The most commonly used photometric function in planetary topography applications is the lunar-Lambert function first introduced in Ref. [82],

\[ I(\mu_n, \mu_0n, \alpha) = Bo(\alpha) \left[ \frac{2L(\alpha)\mu_0n}{\mu_n + \mu_0n} + (1 - L(\alpha))\mu_0n \right] \]  \hspace{1cm} (2.1)

where \( I(\mu_n, \mu_0n, \alpha) \) is the reflectance function, \( \mu_n = \cos \epsilon_n \), \( \mu_0n = \cos \epsilon_n \), and \( \epsilon_n, \epsilon_n \) are the emission and incidence angles respectively, as shown in Fig. 2-1. The phase angle \( \alpha \) corresponds to the angle between the incidence and emission angles, and \( Bo(\alpha) = I(1,1, \alpha) \) is defined as the intrinsic albedo. \( L(\alpha) \) is the ratio of the lunar to the Lambertian component in the lunar-Lambert function, so that in the limit \( L(\alpha) \to 0 \) the modeled surface is Lambertian, while in the limit \( L(\alpha) \to 1 \), the surface is lunar. The photometric function is the ratio of the intensity incident at angle \( \epsilon_n \) to that reflected to the receiver at emission angle \( \epsilon_n \).
Figure 2-1: Resolved surface element with slope $\theta$ to flat topography. The slope, or tilt $\theta$ is the angle suspended between the $z$-axis and the surface normal, measured counter-clockwise. All other angles are measured counter-clockwise from the $z$-axis or the surface normal direction, as indicated by subscript $z$ or $n$ respectively. The true incident angle is equal to the angle between the $z$-axis and the incident direction, $\iota_z$, minus surface slope, $\theta$, or $\iota_n = \iota_z - \theta$. Similarly, the true emission angle is equal to the angle between the $z$-axis and the emission direction, $\epsilon_z$, minus surface slope, $\theta$, or $\epsilon_n = \epsilon_z - \theta$. Specular reflection occurs when $\epsilon_n = -\iota_n$. Given known angles $\iota_z$ and $\epsilon_z$, photoclinometry can be used to obtain an estimate of the unknown surface slope $\theta$. 

\[ \theta = \iota_z - \iota_n \]

\[ \iota_n = \iota_z - \theta \]

\[ \epsilon_n = \epsilon_z - \theta \]
For many planetary surfaces and phase angles, $L(\alpha)$ can be well approximated as a constant $L$, especially when observations are made over a limited range of incidence angles. Ref. [12], for example, shows that variations in $L$ for Martian terrain lead to small errors of 10\% of the $L = 0.55$ mean for Mars Orbiter Camera (MOC) [77] incident angles in the vicinity of 25-45°. Similarly, the effect of large-scale albedo variations, i.e. changes in the value of $Bo(\alpha)$ across the planetary terrain, can be minimized by scaling out the average brightness of the imaged region [12]. Small-scale variations in albedo cannot be similarly accounted for and may lead to much larger errors [54, 62, 12]. Here we model $Bo(\alpha)$ as a Gaussian random variable based on a central limit theorem assumption of many independent sources of albedo variation. The mean is set to the average albedo value across the imaged region and the standard deviation is defined as proportional to a fraction of the mean following calculations presented in Ref. [6] for typical Martian surfaces.

The illumination and zenith direction vectors define the principal plane [88]. It is common in planetary applications for satellite cameras to be close to nadir-looking, so that the difference between the emission angle and its projection on the principal plane is negligible. Assuming that local surface slopes are always in the up- or down-sun direction, which is also the direction where reflectance is most sensitive to slope changes for a Lambertian surface or small emission angles in the lunar-Lambert model of Eq. 2.1 [12, 62], the emission and incidence angles can then be written in terms of slope $\theta$ with respect to a flat surface, $\epsilon_n = \epsilon_z - \theta$ and $\epsilon_n = \epsilon_z - \theta$. Here $\epsilon_z$ and $\epsilon_z$ are defined as the known angles that the incident and emission directions make to the zenith direction, respectively.

With these assumptions, the photometric function can be written as

$$ I(\mu_n, \mu_0n, \alpha) \equiv I(\theta) = Bo f(\theta), \quad (2.2) $$

where

$$ f(\theta) = \left[ \frac{\cos (\epsilon_z - \theta)}{\cos (\frac{\epsilon_z + \epsilon_z}{2} - \theta) \cos (\frac{\epsilon_z - \epsilon_z}{2}) + (1 - L) \cos (\epsilon_z - \theta)} \right] \quad (2.3) $$
Surface slope $\theta$ can be estimated from knowledge of $I(\theta)$. While surface slopes will be underestimated if their azimuth does not lie in the principal plane, this error is found to be negligibly small for relatively flat topography, as are errors introduced when the satellite viewing direction is off the principal plane [12].

Equation 2.3 is plotted as a function of surface slope $\theta$ and incident angle with respect to flat topography $\iota_z$ for the parameter $L$ set to 0, 1, and 0.55 in Figs. 2-2(a), 2-3, and 2-4(a), respectively. The case $L = 0.55$ is shown here as an appropriate choice for Martian terrain [12]. For other planetary bodies, Ref. [83] provides best-fit $L(\alpha)$ values for various terrain types. The angle of emission with respect to the $z$-axis is assumed to be $\epsilon_z \approx 0^\circ$, which is equivalent to the typical case of a nadir-looking satellite, so that the true emission angle is $\epsilon_n = -\theta$. In all three figures, white dashed lines highlight where the derivative of $I$ with respect to $\theta$ is zero so that the dependence of the CCD measurement on surface slope is constant. White dot-dashed lines correspond to the direction of specular reflection, which in this case occurs when $\iota_n = -\epsilon_n = \theta$, or equivalently $\iota_z = \iota_n + \theta = 2\theta$. Finally, black lines denote lines of constant true incidence angle, $\iota_n$, which are described by the equation $\iota_z = \iota_n + \iota_n$, so that their slope and y-intercept are 1 and $\iota_n$, respectively.
Figure 2-2: Lambertian photometric function given constant albedo, Eq. 2.3 using $L = 0$. (a) 3D representation of the value of Eq. 2.3 for $L = 0$ as a function of surface slope $\theta$, which is the parameter to be estimated, and incident angle with respect to flat topography $\tau_z$. The emission angle $\epsilon_n$ is assumed to be zero so that the satellite is nadir-looking. The black lines correspond to lines of constant true incident angle, $\tau_n = \tau_z - \theta$. The regions beyond the $|\tau_n| = 90^\circ$ lines correspond to incidence on the ‘back’ of the surface patch, so that nothing is reflected towards the receiver and $I = 0$. Superimposed on the plot is the curve along which the derivative of $I$ with respect to $\theta$ is zero (white dashed line). Also shown is the line that corresponds to specular reflection, $\epsilon_n = -\tau_n$ (white dot-dashed line). The plot can also be interpreted as a sheared and rotated version of the plot of $I$ versus true incident and emission angle, $\tau_n$ and $\epsilon_n$ respectively. (b) Three cuts along constant values of incident angle to flat topography, $\tau_z$, for the same photometric function. Each curve is obtained by cutting along the corresponding white dotted line in Fig. 2-2(a) from right to left.
Figure 2-3. The same as Fig. 2-2 for the lunar photometric function given constant albedo, Eq. 2.3 using $L = 1$. 
Lunar-Lambert Photometric Function, $I(\mu_n = 1, \mu_0, 0)$

Figure 2-4: The same as Fig. 2-2 for the lunar-Lambert photometric function given constant albedo, Eq. 2.3 using $L = 0.55$, which is a typical value when modeling the reflectance of Martian terrain.
The Lambertian photometric function of Eqs. 2.2-2.3 for \( L = 0 \) is symmetric about the line where the true incidence angle \( \iota_n \) equals zero, which is also where \( dI/d\theta \) is zero, as a consequence of Lambert’s cosine law, and as can be seen in Fig. 2-2(a). The lunar photometric function of Eqs. 2.2-2.3 for \( L = 1 \) is instead antisymmetric about the direction of specular reflection, while its derivative with respect to surface slope goes to zero when the incident and emission directions become collinear, as can be seen in Fig. 2-3(a). For the lunar-Lambert photometric function of Eqs. 2.2-2.3 for \( L = 0.55 \), the \( dI/d\theta = 0 \) curve (white dashed line) is close to the \( \iota_n = 0 \) line for small tilt angles \( \theta \), while it gradually moves towards the \( \iota_z = 0 \) line as \( \theta \) increases, as can be seen in Fig. 2-4(a). For the Martian example of \( L = 0.55 \), and for small tilt angles, the lunar-Lambert surface then approaches Lambert’s cosine law, but becomes similar to a lunar surface as the surface slopes become larger.

The Lambertian, lunar and lunar-Lambert photometric functions are also plotted as functions of the true incidence angle \( \iota_n = \iota_z - \theta \), for different values of the angle between the illumination direction and the zenith direction, \( \iota_z \), in Figs. 2-2(b)-2-4(b). These plots are constructed by cutting along the white dotted lines of Figs. 2-2(a)-2-4(a) from right to left. Again, we note that the Lambertian photometric function depends only on the value of the true incidence angle \( \iota_n \), while the lunar photometric function becomes independent of surface slope when the incident and emission directions are collinear.

### 2.2.2 The Probability Distribution of CCD Photocount Measurements of Planetary Surface Reflectance

Charge-Coupled Devices (CCDs) typically form the basic recording unit of the high-performance cameras used for space exploration missions [77, 81] by measuring the number of electrons released from a photosurface when an electromagnetic field is incident upon it. This number is linearly proportional to the number of incident photons, which in turn is a function of the average light intensity incident on the photosurface [56], so that the CCD output signal can be parameterized in terms of
average intensity.

Natural light from thermal sources, such as the Sun, is known to follow Circular Complex Gaussian Random (CCGR) field fluctuations by the central limit theorem, so that average intensity is described by the Gamma distribution [49]. Since the number of photon arrivals for a given light intensity is known to be a Poisson random variable, the statistics of CCD-measured photocount then follow the negative binomial distribution [49]. For thermal light at optical frequencies, and for the common integration times of CCDs [77], the discrete negative binomial distribution can be well approximated by the continuous Gaussian probability density (see Appendix C),

\[ P_K(K|\theta) = \frac{1}{\sqrt{2\pi}\sigma_K(\theta)} \exp \left( -\frac{1}{2} \frac{(K - K(\theta))^2}{\sigma_K(\theta)} \right) \]  (2.4)

where \( K \) is the measured photocount.

The mean and variance of \( K \) have been derived in Appendix C (Eqs. C.19, C.20) and are repeated here for convenience

\[ \overline{K} = \gamma[I(\theta) + H] = \gamma[\overline{Bof}(\theta) + H], \]  (2.5)

\[ \sigma_K^2 = \overline{K}^2 \frac{\sigma_{Bo}^2}{\overline{Bo}^2} + \sigma_H^2 \]  (2.6)

where \( \gamma \) is a known proportionality constant that depends on incident solar flux, camera integration time, pixel surface area and other parameters as described in Eq. C.5, \( \overline{Bo} \), \( \sigma_{Bo}^2 \) are the mean and variance of surface albedo, respectively, and \( H \) is the expected intensity of atmospheric haze which is assumed to be a known constant [12]. Atmospheric haze is described by a CCGR field that is independent and additive to the CCGR field scattered from the surface which carries reflectance information. The variances or expected intensities of these two fields then add, so that the haze contribution increases the mean and variance of the photocount \( K \). This leads to a dilution of surface reflectance information in the total photocount. Atmospheric haze often contributes minimally to topographic shading [12]. Ref. [63] provides a model for how haze is affected by changes in atmospheric conditions and illumination.
The photocount variance then has signal-independent components due to camera read noise $\sigma^2_{\text{RN}}$ [56], and atmospheric haze $\sigma^2_{\text{haze}} \equiv \gamma H$, and signal-dependent components $\gamma B o f(\theta)$ for shot noise and $K^2 \sigma^2_{\text{Bo}/Bo^2}$ for albedo uncertainty. The signal-dependent components arise from the Poisson nature of photon statistics, the CCGR fluctuations of the incident field, and the multiplicative dependence of the photometric function on albedo. By defining the Signal to Noise Ratio (SNR) of $K - \gamma H$, or a sample mean of $n$ independent and identically distributed measurements of $K - \gamma H$, as the ratio of the squared mean to variance, SNR is proportional to sample size $n$. It also becomes large as the mean photocount becomes large and the standard deviation of albedo becomes small compared to the mean albedo.

2.2.3 Maximum Likelihood Estimation

The likelihood function for an estimate of $\theta$ is defined as $P_K(K|\theta)$ evaluated at the measured values of $K$, where $P_K(K|\theta)$ is the conditional probability distribution of a data vector $K$ of independent and identically distributed photocount measurements $K_1, K_2, K_3, \ldots, K_n$ obeying Eqs. 2.4 through 2.6 given surface slope parameter $\theta$. Measurements of random photocount, in the vector $K$, then contain information about surface slope $\theta$ through both the mean and variance of the photocount via Eqs 2.1- 2.6. The MLE $\hat{\theta}$ is defined as the surface slope that maximizes the likelihood function with respect to $\theta$ [89, 44]. The Cramer-Rao Lower Bound (CRLB) is the minimum mean square error attainable by any unbiased estimate, regardless of the method of estimation. The CRLB $i^{-1}$ is the inverse the Fisher information, also known as the expected information, which is defined as $i = \langle l^2 \rangle$, where $l(K|\theta) = \ln P_K(K|\theta)$ is the log-likelihood function, and $l_j = \frac{\partial l(K|\theta)}{\partial \theta_j}$.

If the sample size $n$ is sufficiently large, or uncertainty is sufficiently small, the MLE $\hat{\theta}$ is asymptotically unbiased and obeys the Gaussian distribution

$$P_{\theta}(\hat{\theta}|\theta) = \sqrt{\frac{i}{2\pi}} \exp \left( -\frac{i}{2}(\hat{\theta} - \theta)^2 \right)$$  \hspace{1cm} (2.7)
with variance $i^{-1}$ equal to the CRLB \[89, 60\], where \[70, 71\]

\[
i = n \left( \frac{1}{\sigma_K^2} \left( \frac{\partial \bar{K}}{\partial \theta} \right)^2 + \frac{1}{2} \left( \frac{\partial \ln(\sigma_K^2)}{\partial \theta} \right)^2 \right)
\]

\[
= \frac{n}{\sigma_K^2} \left( \frac{\partial \bar{K}}{\partial \theta} \right)^2 \left( 1 + \frac{1}{2\sigma_K^2} \left[ 1 + 2\bar{K} \frac{\sigma_{\hat{B}_0}^2}{B_0^2} \right]^2 \right)
\] (2.8)
given the probability distribution for $K$ described in Eq. 2.4-2.6 and Appendix C, Eq. C.18. In the deterministic limit $n \to \infty$, where $K$ is obtained from exhaustive sample averages, $P_{\hat{\theta}}(\hat{\theta} | \theta)$ becomes the delta function $\delta(\hat{\theta} - \theta)$.

In photoclinometry, surface slope estimates are obtained from single images, so the sample size is actually $n = 1$ and the MLE often will be biased and not attain minimum variance. The necessary sample sizes for the MLE to become effectively unbiased and have a Mean Square Error (MSE) that asymptotically attains the CRLB are derived in Appendix A.2 and appear in Eqs. A.6b-A.6a. For convenience, we define the necessary minimum sample size, $n_b$, to obtain an unbiased MLE by conservatively requiring that the first-order bias $b_1$ (Eq. B.14) be 10 times smaller than the true value of the parameter,

\[
n_b = 10 \frac{|b_1(\hat{\theta} | \theta)|}{|\theta|}
\] (2.9)

Similarly, the necessary minimum sample size, $n_v$, for the MSE of an unbiased estimate to attain the CRLB is defined by requiring that the second-order variance $\text{var}_2$ (Eq. B.16) be 10 times smaller than the CRLB,

\[
n_v = 10 \frac{|\text{var}_2(\hat{\theta} | \theta)|}{\text{var}_1(\hat{\theta} | \theta)}
\] (2.10)

where $\text{var}_1 = i^{-1}$ is the CRLB (Eq. B.15). In the asymptotic limit as uncertainty decreases, the conditions in Eqs. 2.9-2.10 can also be interpreted in terms of the SNR necessary to obtain an unbiased MLE that attains the CRLB.
2.3 Results and Discussion

In this section we calculate the exact theoretical biases and errors of photoclinometric surface slope estimates for photometric functions following Lambert’s law, Minnaert’s law, the lunar-Lambert model, for a typical Martian surface imaging scenario (see Appendix C) using the statistical formulation of Section 2.2.3 and the Appendices.

To calculate the exact theoretical bias and Root Mean Square Error (RMSE) of a MLE surface slope estimate $\hat{\theta}$ it is useful to observe that for $K = g(\theta)$ and $\theta = g^{-1}(K)$, it follows that $\hat{\theta} = g^{-1}(\hat{K})$ by invariance of the MLE [60] where $\hat{K} = K$ is the MLE of the mean photocount $K$. The bias and RMSE of $\hat{\theta}$ are then given by

$$\text{bias}(\hat{\theta}) = \theta - \langle \hat{\theta} \rangle$$
$$\text{RMSE}(\hat{\theta}) = \sqrt{\text{bias}^2(\hat{\theta}) + \text{var}(\hat{\theta})}$$

where

$$\langle \hat{\theta} \rangle = \int_0^\infty g^{-1}(K) P_K(K|\theta) dK$$
$$\text{var}(\hat{\theta}) = \int_0^\infty \left( g^{-1}(K) - \langle \hat{\theta} \rangle \right)^2 P_K(K|\theta) dK$$

for the conditional probability distribution defined in Eqs. 2.4 through 2.6. The exact theoretical bias and RMSE are calculated using Eqs. 2.11-2.14 for the combined effects of all variance terms in Eq. 2.6 assuming $\sigma_R^2 \approx 6400$ electrons, $\bar{K} \approx O(10^4)$ electrons, $\sigma_{\text{haze}} \approx 2000$ electrons, and $\sigma_{B_0} = 0.1 \times \bar{B_0}$ as discussed in Appendix C. Results are shown as a function of the incident angle with respect to the zenith direction, $\iota_z$, and true surface slope $\theta$ in Figs. 2-5-2-7.

Both the bias and RMSE of the surface slope estimate increase significantly in the region where the first derivative of $I$ with respect to $\theta$ goes to zero, and the measurement becomes ‘insensitive’ to the parameter to be estimated. For the Lambertian photometric function (Fig. 2-5) the worst errors then occur along the $\iota_n = 0$ line, a consequence of Lambert’s cosine law, as expected from Fig. 2-2. For the lunar photo-
metric function (Fig. 2-6), the bias and variance of the estimate are worst along the line $t_z = \epsilon_z$ where the incident and observation directions become collinear, as noted in Fig. 2-3. Finally, the worst bias and errors for the lunar-Lambert photometric function (Fig. 2-7) occur along a curve that lies in the region between the $t_n = 0$ and $t_z = \epsilon_z$ curves, depending on the exact weighting between the Lambertian and lunar functions. By using the full likelihood function for the surface slope estimate $\hat{\theta}$, we find that previous approximations to the biases and errors typically underestimated their true values by as much as 50%, as can be seen by comparing for example the error ranges shown in Fig.A4a of Ref. [57] to those presented in Fig. 2-7. The first-order error term in Ref. [57], for example, is based on an implicit assumption of additive signal-independent noise, and so is not consistent with the dominant sources of photoclinometric noise, albedo and camera shot noise, which are multiplicative and signal-dependent, and does not equal the first-order term expected from estimation theory, the square root of the CRLB (Eq. B.15).
Figure 2-5: Absolute value of the bias and Root Mean Square Error (RMSE) (Eqs. 2.11-2.14) of the Maximum Likelihood Estimate (MLE) of surface slope for the Lambertian photometric function of Fig. 2-2 given typical values for the different sources of noise: (i) CCD camera read noise, $\sigma_R^2 \approx 6400$ electrons, (ii) CCD camera shot noise, $K \approx O(10^4)$ electrons, (iii) atmospheric haze, $\sigma_{haze}^2 \approx 2000$ electrons, and (iv) albedo variability, $\sigma_{Bo} = 0.1 \times Bo$ (see Appendix C). (a) Bias as a function of incident angle with respect to flat topography $i_z$, and true surface slope $\theta$. (b) RMSE as a function of $i_z$ and $\theta$. 
Figure 2-6: The same as Fig. 2-5 for the lunar photometric function of Fig. 2-3.
Figure 2-7: The same as Fig. 2-5 for the lunar-Lambert photometric function of Fig. 2-4.
Since the bias and RMSE for the lunar-Lambert photometric function may be as large as 10 degrees or more when the incident angle with respect to the zenith direction, $\iota_z$ is less than 20 degrees (Fig. 2-7), obtaining optimal estimates may then necessitate averaging over statistically independent measurements. Here, an optimal estimate is defined as one that is unbiased (or has a bias that is negligible compared to the true value of the parameter), and its RMSE attains the specified design threshold. Statistically independent samples can be obtained, for example, by measuring surface radiance under different illumination and/or observation conditions, or by estimating surface slopes over larger regions that can be divided into statistically independent and identically distributed sub-regions. When averaging over a spatial region, the correlation area of albedo variability will limit the total number of statistically independent samples available in that region to the ratio of the total area of the region to the correlation area. The number of samples $N$ necessary to attain the design threshold is given by

$$\sqrt{N} = \frac{\text{RMSE}(\hat{\theta})}{\text{design threshold}}$$ (2.15)

By calculating the sample sizes necessary to asymptotically obtain optimal estimates, we find that, while one sample appears to be enough for most illumination conditions, the required number of samples increases significantly in the region of the $dI/d\theta = 0$ curve. The necessary sample sizes are computed using Eqs. 2.9-2.10, B.14-B.16, and shown in Figs. 2-8-2-10. In each figure, the white dashed line denotes the curve where $dI/d\theta$ goes to zero and more than $10^4$ samples are typically required to obtain an estimate that asymptotically becomes unbiased and has a RMSE that attains the square root of the CRLB. In Figs. 2-8(a) and 2-10(a), a ridge occurs at $\theta = 0$, where the denominator vanishes according to our definition for $n_b$ (Eq. 2.9).
Figure 2-8: Necessary sample sizes to obtain an unbiased estimate of planetary surface slope and for an unbiased estimate to attain the minimum possible RMSE. The planetary surface reflectance is assumed to follow the Lambertian photometric function of Fig. 2-2. (a) $10\log_{10}$ of the necessary sample size for an unbiased estimate $\hat{\theta}$ as a function of incidence angle to flat topography $\iota_x$, and true surface slope $\theta$ computed using Eqs. 2.9 and B.14. (b) $10\log_{10}$ of the necessary sample size for an unbiased estimate to attain the minimum possible RMSE as a function of $\iota_x$ and $\theta$ computed using Eqs. 2.10 and B.15-B.16. The white dashed line indicates the curve along which the derivative of the photometric function with respect to the estimated parameter $\theta$ is zero and the necessary sample sizes approach infinity.
Figure 2-9: The same as Fig. 2-8 for a planetary surface that can be modeled using the lunar photometric function of Fig. 2-3.
Figure 2-10: The same as Fig. 2-8 for a planetary surface that can be modeled using the lunar-Lambert photometric function of Fig. 2-4, where $L = 0.55$. 
Figure 2-11 shows the first-order bias (Eq. B.14) and the square root of the CRLB (Eq. B.15) for the lunar-Lambert photometric function of Eqs. 2.2-2.3 using $L = 0.55$. We find that these asymptotic biases and variances differ dramatically from the exact theoretical values, as can be seen by comparing Figs. 2-11 to 2-7. This is especially evident in two regimes: (1) at large incidence angles, larger than typically 10 degrees, where the asymptotic biases and errors go to zero, and (2) at small incidence angles, where the asymptotic biases and errors very rapidly approach infinity as $dI/d\theta$ goes to zero along the white dashed lines in Fig. 2-11. In the special case when $n_v$ samples are available, the RMSE equals the square root of the CRLB. Even then, the CRLB may still be larger than the design threshold, in which case a total of $N = n_v \times n'$ samples would be necessary, where $\sqrt{n'} = \sqrt{\text{CRLB}}/(\text{design threshold})$. 


Figure 2-11: Absolute value of the first-order bias and the square root of the CRLB, Eqs. B.14 and B.15, respectively, of the Maximum Likelihood Estimate (MLE) of surface slope for the lunar-Lambert photometric function. (a) First-order bias as a function of incident angle with respect to flat topography $t_z$, and true surface slope $\theta$. (b) Square root of the CRLB as a function of $t_z$ and $\theta$. The white dashed line indicates the curve along which the derivative of the photometric function with respect to the estimated parameter $\theta$ is zero and the asymptotic biases and errors approach infinity.
One way of obtaining more independent samples is to tilt the satellite camera to an off-nadir direction. For example, consider the case where the emission direction is at an angle of 20 degrees to the zenith direction, but still lies in the solar plane as defined in Fig. 2-1 and Section 2.2.1. The photometric function, the bias and RMSE (Eqs. 2.11-2.14) of the MLE, and the necessary sample size conditions for this case are shown in Figs. 2-12-2-14.

Comparing Figs. 2-7 and 2-10 to Figs. 2-13 and 2-14, respectively, we find that rotating the camera significantly affects the bias and RMSE, as well as the sample size necessary to obtain an optimal surface slope estimate for given values of \( \epsilon_z \) and \( \theta \). This example then suggests that carefully designed off-nadir viewing may provide an opportunity for reducing surface slope biases and errors when combined with nadir images.

Depending on the exact experimental conditions, it may be possible to specify a general strategy where an optimal estimate can be obtained from a single sample. For example, for the two cases of the lunar-Lambert function presented here (Figs. 2-4 and 2-12), requiring \( |\epsilon_z| > 30^\circ \), and \( |\epsilon_z| > |\epsilon_z| + 20^\circ \) will allow optimal estimates to be obtained for most values of \( \theta \). These two conditions are less stringent than the \( |\epsilon_z| \approx 60^\circ - 75^\circ \), which is typically specified as the optimal regime for photoclinometry [28, 57], where the upper limit typically stems from the need to avoid shadows which are not amenable to investigation. The results presented here (Figs. 2-5-2-7 and 2-13) suggest that photoclinometry may work equally well even at shallower incidence angles.
Figure 2-12: The same as Fig. 2-4 for an emission angle $\epsilon_z = 20$ degrees. Again, the regions beyond the $|\epsilon_n| = 90^\circ$ lines correspond to incidence on the 'back' of the surface patch, so that nothing is reflected towards the receiver and $I = 0$. Note the axes are shifted compared to Fig. 2-4 to ensure the emission direction never lies behind the surface patch.
Figure 2-13: The same as Fig. 2-7 for an emission angle $\epsilon_z = 20$ degrees.
Figure 2-14: The same as Fig. 2-10 for an emission angle $\epsilon_z = 20$ degrees.
2.3.1 Comparison of the Different Sources of Noise or Uncertainty

Here, we examine the biases and errors due to each source of noise or uncertainty described in Section 4.3 acting in the absence of the others. Specifically, biases and errors are calculated with Eqs. 2.11-2.14 by replacing Eq. 2.6 with only the variance term for either (i) read noise, (ii) shot noise, (iii) atmospheric haze, or (iv) albedo variability for each respective case.

As expected, the biases and errors for each noise source increase significantly in the region where the reflectance function has weak dependence on surface slope, as shown in Figures 2-15 and 2-16. The total bias and RMSE for all these error sources has been shown in Fig. 2-7. Biases often dominate the RMSEs.

We find that albedo variability is typically the dominant source of biases and errors, on the order of 10-20° or more at small incidence angles (τn smaller than roughly ten degrees), as can be seen from Fig. 2-15(d). Camera shot and read noise are the next most important noise sources, leading to biases and errors on the order of 5° (Fig. 2-15(a-b)). Finally, haze appears to be the least significant source of noise, resulting in biases and errors that are typically on the order of a 1-2°, or approximately an order of magnitude smaller than those due to albedo variability, as can be seen from Fig. 2-15(c). This last result is in agreement with previous literature [62], where errors due to haze have typically been found to comprise less than 20% of the total error when accurately modeled. Note however that haze effects may increase significantly in magnitude during dust storms [20].
Figure 2-15: Absolute value of the bias (Eqs. 2.11 and 2.13) of the MLE of surface slope for the lunar-Lambert photometric function, given typical values for the different sources of noise: (i) CCD camera read noise, $\sigma_R^2 \approx 6400$ electrons, (ii) CCD camera shot noise, $K \approx O(10^4)$ electrons, (iii) atmospheric haze, $\sigma_{haze}^2 \approx 2000$ electrons, and (iv) albedo variability, $\sigma_{Bo} = 0.1 \times \overline{Bo}$ (see Appendix C). The emission angle is again assumed to be zero, and $L = 0.55$. The total bias has been shown in Fig. 2-7(a).
Figure 2-16: RMSE (Eqs. 2.12 and 2.13-2.14) of the MLE of surface slope for the lunar-Lambert photometric function, given typical values for the different sources of noise: (i) CCD camera read noise, $\sigma_R^2 \approx 6400$ electrons, (ii) CCD camera shot noise, $\bar{K} \approx O(10^4)$ electrons, (iii) atmospheric haze, $\sigma^2_{\text{haze}} \approx 2000$ electrons, and (iv) albedo variability, $\sigma_{B_0} = 0.1 \times B_0$ (see Appendix C). The emission angle is again assumed to be zero, and $L = 0.55$. The total RMSE has been shown in Fig. 2-7(b).
Since the ratio of the albedo to the shot noise contribution of the photocount variance from Eq. 2.6 is $\frac{K^2}{B_o^2}$, we expect that albedo noise should dominate the variance of the photocount $K$ if the standard deviation of albedo uncertainty is larger than $\frac{1}{\sqrt{K}}$ times the mean albedo, or roughly 1% of the mean albedo for the mean photocount used here of $K \approx O(10^4)$, given sufficiently low read and haze noise contributions. This is indeed found to be the case in Figs. 2-15-2-16 where $\sigma_{B_o} = 0.1 \times B_o$, for our typical Martian scenario. For much lower albedo uncertainty of $\sigma_{B_o} = 0.005 \times B_o$, as reported for Miranda [51], the total bias and error are instead dominated by shot noise, which can be seen by comparing the black dashed lines to the gray dash-dotted lines in Fig. 2-17 which shows a cut through Figs. 2-7 and 2-15-2-16 along the line $\nu_z = 12^\circ$. 


Figure 2-17: Horizontal cuts along $\phi_L = 12^\circ$ in Figs. 2-7 and 2-15-2-16. The bias and error due to small-scale albedo variability such that $\sigma_{Bo} = 0.005 \times \overline{Bo}$, as well as the total bias and error in this case are also shown.
2.4 Conclusions

Both theoretically exact and asymptotic biases and errors inherent in photoclinometric estimation of planetary surface orientation from Charge-Coupled Device (CCD) measurements are calculated using an approach developed from classical estimation theory. The approach can be used to determine the accuracy of topographic reconstructions and aid in experimental design.

The likelihood function governing statistical fluctuations of a photoclinometric slope estimate is derived, including uncertainty due to camera shot noise, camera read noise, small-scale albedo fluctuations and atmospheric haze. The derivation incorporates common photometric models of planetary surface reflectance and the known probability distributions of CCD measurements of natural light. From this, bounds on the minimum mean square error of any unbiased estimate of photoclinometric surface slope are derived, as are necessary conditions to attain these bounds and constrain errors within desired design thresholds. Approximate asymptotic biases and errors for low uncertainty (1) are formulated in terms of the likelihood function to insure proper convergence with decreasing uncertainty, and (2) typically differ dramatically from the exact ones, making them applicable only when a large number of independent samples is available. Biases and errors are shown to typically become much larger than surface slopes for illuminations and observations where planetary reflectance is weakly dependent on surface slope, near inflection points of the photometric function.

The approach developed here provides a unified method for quantitatively comparing the biases and errors from different sources of uncertainty in a photoclinometric estimate. Albedo variability, for example, is shown to typically dominate estimate biases and errors when the standard deviation of albedo uncertainty is larger than approximately $\frac{1}{\sqrt{K}}$ times the mean albedo in the imaged region, for CCD photocount $K$, while other error sources such as shot noise may become dominant for very low albedo uncertainty.
Chapter 3

Resolving Lambertian Surface Orientation from Fluctuating Radiance

3.1 Introduction

Acoustic, optical, radar and laser images of remote surfaces are typically corrupted by signal-dependent noise known as speckle. This noise arises when wavelength scale roughness on the surface causes a random interference pattern in the field scattered from it by an active system. Relative motion between source, surface and receiver, or source incoherence causes the received field to fluctuate over time with circular complex Gaussian random (CCGR) statistics.[27, 48, 49, 86, 71] Underlying these fluctuations, however, is the expected radiance of the surface, from which its orientation may be inferred. In many cases of practical importance, Lambert’s Law is appropriate for such inference because variations in the projected area of a surface patch, as a function of source and receiver orientation, often cause the predominant variations in its radiance.

The aim of this paper is to provide a method for estimating remote surface orientation and albedo from measurements of fluctuating radiance that are corrupted by
speckle noise. The ability to accurately resolve remote surface orientation from measurements of fluctuating radiance is not only of great importance to ocean acoustics,[105, 58] but also to optics,[14, 106] medical ultrasound,[101] planetary terrain surveillance,[33, 37] and machine vision.[53] Due to the signal-dependent nature of speckle noise, and the nonlinear relationship between surface orientation, illumination direction and radiance,[87] surface orientation estimates based on a single sample typically have large biases and mean square errors (MSEs). Given the probability distribution of surface radiance and the physical model relating it to surface orientation and albedo, maximum likelihood estimates (MLEs) are derived and their biases and variances are expanded in terms of the likelihood function.[95, 5, 80, 84] The likelihood function governs the physical and statistical behavior of surface orientation estimates, so that the expansions presented here are guaranteed to converge in inverse orders of sample size or Signal to Noise Ratio (SNR). Analytical expressions are then derived for the sample sizes or SNRs necessary to obtain estimates that are in the asymptotic regime where biases are negligible and MSEs attain minimum variance. The biases and errors are found to vary significantly with illumination direction and measurement diversity. In a particularly compelling example, it is shown that the minimum error in estimating the angle of incidence with respect to a Lambertian surface is at best proportional to the cotangent of this angle, so that surface orientation varies from irresolvable at normal incidence to perfectly resolvable at shallowest grazing. A preliminary investigation of surface orientation estimation from fluctuating intensity presented by Makris at the SACLANT 1997 conference[73] determined sample size conditions by a Taylor series approach that is not guaranteed to converge in inverse orders of sample size as the approach here does since it did not involve the expansion of the likelihood function. The special case of deterministic data, which corresponds to infinite SNR, has been treated by Horn.[53]

In Section 3.2, we present the necessary Radiometry background and describe how measurements of surface radiance are typically obtained, and in Section 3.3, we give the probability density for such radiometric measurements. In Section 3.4, we review estimation theory and the maximum likelihood method, and determine necessary
conditions on sample size or SNR to obtain estimates of the desired accuracy. Finally, in Section 3.5 we present illustrative examples of estimating surface orientation and albedo.

3.2 Radiometry

The flux $d\Phi$, received in an acoustic, optical, radar or laser beam of solid angle $d\beta$, is related to the area of the resolved surface patch $dA_\beta$ (Fig. 3-1), the local surface radiance $L_\beta$, and the solid angle subtended by the receiver aperture $d\Omega$, by the linear equation

$$d\Phi = dA_\beta L_\beta d\Omega.$$ \hspace{1cm} (3.1)

The solid angle subtended by the receiver aperture from the surface patch $dA_\beta$ is

$$d\Omega = \cos \psi_r \frac{dA}{r^2},$$

where $dA$ is the area of the aperture, $\cos \psi_r$ is the foreshortening of the surface patch with respect to the receiver, $\psi_r$ is the scattering angle, and $r$ is the range to the aperture. The intensity of the received beam is then

$$I_\beta = \frac{d\Phi}{dA} = dA_\beta L_\beta \frac{\cos \psi_r}{r^2}.$$ \hspace{1cm} (3.2)

Assuming that the receiver is of sufficiently high resolution that it resolves an elemental surface patch $dA_\beta$, that is locally planar and small enough so that

$$d\beta = dA_\beta \frac{\cos \psi_r}{r^2},$$ \hspace{1cm} (3.3)

surface radiance can be directly measured by the receiver as

$$\frac{dI_\beta}{d\beta} = L_\beta.$$ \hspace{1cm} (3.4)
Figure 3-1: Resolved surface patch.
For a Lambertian surface,

\[ L_\beta = \rho E \cos \psi_i, \quad (3.5) \]

so that the radiance measured in an acoustic, optical, radar or laser image of the scene \( L_\beta \), is independent of the viewing direction \( \psi_i \). It follows a linear relationship with the foreshortening \( \cos \psi_i \) of the surface patch, the surface irradiance \( E \), and the surface bidirectional reflectance distribution function \( \rho \) which is \( 1/\pi \) for a perfectly reflecting Lambertian surface. Here \( \psi_i \) is the angle of incident insonification and \( E \) is defined as incident flux per unit area on the surface of albedo \( \pi \rho \).

### 3.3 The Likelihood Function and Measurement Statistics

Let the stochastic measurement vector \( \mathbf{R} \) contain the independent statistics \( R_k \) whose expected values \( \sigma_k(a) = \langle R_k \rangle \) are linearly related to measured surface radiance, where the vector \( a \) contains the surface orientation parameters \( a_r \) to be estimated from the measurements \( \mathbf{R} \) for \( r = 1, 2, 3 \ldots Q \). More succinctly, let \( \mathbf{\sigma}(a) = \langle \mathbf{R} \rangle \).

Assuming the \( R_k \) are corrupted by Circular Complex Gaussian Random (CCGR) field fluctuations, the conditional probability distribution for the measurements \( \mathbf{R} \) given parameter vector \( a \) is the product of gamma distributions\[71, 70\]

\[
Pr(\mathbf{R}; \mathbf{a}) = \prod_{k=1}^{M} \frac{(\frac{\mu_k}{\sigma_k(a)})^{\mu_k} (R_k)^{\mu_k-1} \exp(-\frac{R_k}{\sigma_k(a)})}{\Gamma(\mu_k)}.
\quad (3.6)
\]

The quantity \( \mu_k \) is the number of coherence cells in the measurement average used to obtain \( R_k \)[71, 70] the variance of which is given by \( \sigma_k^2/\mu_k \). It is important to note that \( \mu_k \) is then also equal to the squared-mean-to-variance ratio, or Signal to Noise Ratio (SNR), defined as \( \langle R_k \rangle^2/((\langle R_k^2 \rangle - \langle R_k \rangle)^2) \). For example, \( \mu_k \) equals the time-bandwidth product of the received field if each \( R_k \) is obtained from a continuous but finite-time average. Additionally, \( \mu_k \) can be interpreted as the number of stationary...
speckles averaged over a finite spatial aperture in the image plane or the number of stationary multi-look images averaged for a particular scene.[70]

3.4 Classical Estimation Theory and a Higher Order Asymptotic Approach to Inference

The Maximum Likelihood Estimator (MLE) \( \hat{\mathbf{a}} \), for the parameter set \( \mathbf{a} \), maximizes the log-likelihood function \( l(\mathbf{R}; \mathbf{a}) = \ln (P_{\mathbf{R}}(\mathbf{R}; \mathbf{a})) \) with respect to \( \mathbf{a} \). The Cramer-Rao Lower Bound (CRLB) \( i^{-1} \) is the minimum mean square error attainable by any unbiased estimate, regardless of the method of estimation. The CRLB is the inverse of the Fisher information matrix, also known as the expected information, the elements of which are given by \( i_{bc} = \langle l_{b} l_{c} \rangle \), where \( l_{r} = \frac{\partial l(\mathbf{R}; \mathbf{a})}{\partial a_{r}} \) and \( a_{r} \) is the \( r \)th component of \( \mathbf{a} \).

For sufficiently large sample size, \( \mu_{k} \), the MLE is asymptotically unbiased and follows the Gaussian distribution

\[
P_{\mathbf{a}}(\hat{\mathbf{a}}; \mathbf{a}) = \sqrt{\frac{\lvert i \rvert}{(2\pi)^{M}}} \exp \left( -\frac{1}{2} (\hat{\mathbf{a}} - \mathbf{a})^T i (\hat{\mathbf{a}} - \mathbf{a}) \right),
\]

with variance \( i^{-1} \) equal to the CRLB,[89, 60], where[71, 70]

\[
i_{bc} = \sum_{k=1}^{M} \left( \mu_{k} \frac{\partial \ln \sigma_{k}(\mathbf{a})}{\partial a_{b}} \frac{\partial \ln \sigma_{k}(\mathbf{a})}{\partial a_{c}} \right),
\]

\[
i^{bc} \equiv [i^{-1}]_{bc} = \sum_{k=1}^{M} \left( \frac{(\sigma_{k}(\mathbf{a}))^{2}}{\mu_{k}} \frac{\partial a_{b}}{\partial \sigma_{k}(\mathbf{a})} \frac{\partial a_{c}}{\partial \sigma_{k}(\mathbf{a})} \right)
\]

given the probability distribution for \( \mathbf{R} \) described in Eq. 3.6. In the deterministic limit \( \mu_{k} \to \infty \), where the \( R_{k} \) are obtained from exhaustive sample averages, \( P_{\mathbf{a}}(\hat{\mathbf{a}}; \mathbf{a}) \) becomes the delta function \( \delta(\hat{\mathbf{a}} - \mathbf{a}) \).

Expressions for the asymptotic orders of the MLE bias and variance have been derived in detail in Ref. [84] and are summarized in Appendix B. For the statistical
model of Eq. 3.6,

\[
\begin{align*}
 b_1(\hat{b}_r; a, \mu, 1) &= -\sum_{k=1}^{M} \frac{1}{\mu_k} \frac{\sigma_k^2}{2} \frac{\partial^2 a_r}{\partial \sigma_k^2}, \\
 \text{var}_1(\hat{b}_r; a, \mu, 1) &= \sum_{k=1}^{M} \frac{\sigma_k^2}{\mu_k} \left( \frac{\partial a_r}{\partial \sigma_k} \right)^2, \\
 \text{var}_2(\hat{b}_r; a, \mu, 1) &= \sum_{k=1}^{M} \frac{1}{\mu_k^2} \left[ 2\sigma_k^2 \frac{\partial^2 a_r}{\partial \sigma_k^2} \frac{\partial a_r}{\partial \sigma_k^2} + \sigma_k^4 \frac{\partial a_r}{\partial \sigma_k^2} \frac{\partial^3 a_r}{\partial \sigma_k^3} + \frac{\sigma_k^4}{2} \left( \frac{\partial^2 a_r}{\partial \sigma_k^2} \right)^2 \right]
\end{align*}
\]

where \( b_1 \) is the first-order MLE bias, and \( \text{var}_1, \text{var}_2 \) are the first- and second-order MLE covariance, respectively.

As shown in Appendix B, assuming for simplicity that \( \mu_k = \mu \) for all \( k \), the MLE bias and variance can then also be expressed as asymptotic series in inverse powers of \( \mu \),

\[
\begin{align*}
\text{bias}(\hat{b}_r, \mu, 1) &= \frac{b_1(\hat{b}_r; a, e, 1)}{\mu} + \frac{b_2(\hat{b}_r; a, e, 1)}{\mu^2} + O(\mu^{-3}), \\
\text{var}(\hat{b}_r, \mu, 1) &= \frac{\text{var}_1(\hat{b}_r; a, e, 1)}{\mu} + \frac{\text{var}_2(\hat{b}_r; a, e, 1)}{\mu^2} + O(\mu^{-3}),
\end{align*}
\]

where the components of the vector \( e \) are \( e_k = 1 \) for \( k = 1, 2, \ldots, M \). To simplify notation, let \( \text{var}_j(\hat{b}_r; a, e, 1) \equiv \text{var}_k(\hat{b}_r; a) \) and \( b_j(\hat{b}_r; a, e, 1) \equiv b_j(\hat{b}_r; a) \).

The value of \( \mu \) necessary for \( \hat{b}_r \) to become asymptotically unbiased is found by conservatively requiring the first-order bias to be an order of magnitude smaller than the true value of the parameter,

\[
\mu = 10 \left| \frac{b_1(\hat{b}_r; a)}{a_r} \right| = 10 \left| \frac{\sigma_k^2}{2a_r} \right|
\]

Similarly, the value of \( \mu \) necessary for the MLE variance to asymptotically attain the CRLB is found by requiring the second-order variance to be an order of magnitude
smaller than the first-order variance, so that

$$\mu = 10 \frac{\text{var}_2(\hat{a}_r; a)}{\text{var}_1(\hat{a}_r; a)} = 10 \frac{\sum_{k=1}^{M} 2\sigma_k^2 \frac{\partial \varphi_k}{\partial \varphi_k} \frac{\partial \varphi_k}{\partial \varphi_k} + \sigma_k^4 \frac{\partial \varphi_k}{\partial \varphi_k} \frac{\partial^2 \varphi_k}{\partial \varphi_k \partial \varphi_k} + \frac{1}{2} \sigma_k^4 \left( \frac{\partial \varphi_k}{\partial \varphi_k} \right)^2}{\sum_{k=1}^{M} \sigma_k^2 \left( \frac{\partial \varphi_k}{\partial \varphi_k} \right)^2}$$

(3.16)

Only for values of $\mu$ satisfying these conditions is it possible for the variance to be in the asymptotic regime where it is unbiased and continuously attains the CRLB.[84, 102, 110]

### 3.5 Inferring Lambertian Surface Orientation

For measurement $k$, a collimated source with known unit incident direction $s_k$ irradiates a planar Lambertian surface with unknown unit normal vector $n$. For each measurement, the receiver measures Lambertian surface radiance from any hemispherical position within view of the surface. For convenience, a Cartesian coordinate system $(x, y, z)$ is adopted, with the origin in the center of the resolved surface patch, as shown in Fig.3-1. Because surface incident irradiance $E_k$ is presumed known, given knowledge of source power, directionality, and transmission characteristics to the surface, it can be deterministically scaled out of the measured surface radiance leaving $\sigma_{L_k} = \langle L_k \rangle / E_k$. When signal-independent additive CCGR noise of intensity $\sigma_{N_k} d\beta_k E_k$ is also measured with the radiant field from the surface, the expected measurement vector $\langle R \rangle$ becomes $\sigma(a) = \sigma_L(a) + \sigma_N$.

Lambert's Law for the expected radiometric component of the data is then

$$\langle R \rangle_L = \sigma_L(a) = [\sigma_1(a), \ldots, \sigma_M(a)]^T = Sx,$$

(3.17)

where the matrix $S$ is defined by

$$S^T = [s_1 \ s_2 \ s_3 \ \ldots \ s_M],$$

(3.18)

and the vector $x$ equals $\rho n$.  
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The general problem is to determine both the Lambertian surface normal vector \( \mathbf{n} \) and the albedo \( \pi \rho \) from the fluctuating measurements \( \mathbf{R} \). The surface normal is typically expressed in terms of the surface gradient components

\[
\mathbf{n}^T = \frac{-p_n - q_n}{1 + p_n^2 + q_n^2}^{1/2},
\]

(3.19)

where

\[
p_n = \frac{\partial z}{\partial x}, \quad q_n = \frac{\partial z}{\partial y},
\]

(3.20)

or in terms of spherical coordinates

\[
\mathbf{n}^T = [\cos \phi_n \sin \theta_n \sin \phi_n \sin \theta_n \cos \theta_n].
\]

(3.21)

### 3.5.1 Maximum Likelihood Estimates of Surface Orientation and Albedo

The 3-D parameter vector \( \mathbf{x} \) is to be estimated from the potentially over-determined \( M \)-D measurement vector \( \mathbf{R} \). From Eqs. 3.8 and 3.17, the mean square error bound on any unbiased estimate \( \hat{\mathbf{x}} \) is

\[
\langle (\hat{\mathbf{x}} - \mathbf{x})(\hat{\mathbf{x}} - \mathbf{x})^T \rangle \geq \mathbf{J}^{-1} = [\mathbf{S}^T \mathbf{J} \mathbf{S}]^{-1},
\]

(3.22)

where \([\mathbf{J}_\sigma]_{ij} = \delta_{ij} \mu_i / \sigma^2_i\) is infinite when all incident vectors \( \mathbf{s}_k \) are tangent to \( \mathbf{n} \) in the absence of signal-independent noise.

To derive the maximum likelihood estimate (MLE) of the vector \( \mathbf{x} = \rho \mathbf{n} \), the probability distribution for \( \mathbf{R} \) in Eq. 3.6 is rewritten as

\[
P_{\mathbf{R}}(\mathbf{R}; \mathbf{x}) = \prod_{k=1}^{M} \left( \frac{\mu_k}{\sigma_k(\mathbf{x})} \right)^{\mu_k - 1} \frac{e^{-\mu_k \mathbf{R}_k}}{\Gamma(\mu_k)}.
\]

(3.23)

The MLE \( \hat{x}_r \) maximizes the log-likelihood function \( \ln(P_{\mathbf{R}}(\mathbf{R}; \mathbf{x})) \) with respect to \( x_r \),
so that it satisfies

\[
\frac{\partial \ln(P_R(R; x))}{\partial x_r} = \sum_{k=1}^{M} \frac{\mu_k}{\sigma_k} \left[ \frac{R_k}{\sigma_k} - 1 \right] \frac{\partial \sigma_k}{\partial x_r} \bigg|_{x_r=\hat{x}_r} = 0
\]  

(3.24)

where \( \frac{\partial \sigma_k}{\partial x_r} \) is the \((k, r)\) element of \( S \). Considering all the elements of \( x \), Eq. 3.24 can be rewritten in vector form as

\[
\sum_{k=1}^{M} (S_k)^T \frac{\mu_k}{\sigma_k} \bigg|_{x=\hat{x}} = \sum_{k=1}^{M} (S_k)^T \frac{R_k}{\sigma_k^2} \bigg|_{x=\hat{x}}
\]  

(3.25)

\[
[S^T J_\sigma \sigma] \bigg|_{x=\hat{x}} = [S^T J_\sigma R] \bigg|_{x=\hat{x}}
\]  

(3.26)

where \( S_k \) is the \( k \)th row of \( S \). The MLE, given linearity between \( x \) and \( \sigma \) is then given by

\[
\hat{x} = [S^T J_\sigma S]^{-1} S^T J_\sigma (R - \sigma_N),
\]  

(3.27)

is unbiased and attains the error bound \( J_x^{-1} \) of Eq. 3.22.

Given this information, the MLEs for albedo \( \pi = \pi |\hat{x}| \), surface normal \( n = \hat{x}/\hat{\rho} \), cone and polar angles \( \hat{\theta}_n = \cos^{-1} \hat{n}_3, \hat{\phi}_n = \tan^{-1} \frac{\hat{\rho}}{\hat{n}_3} \), and surface gradient components \( \hat{\rho}_n = \frac{\hat{\rho}_1}{\hat{n}_3}, \hat{\rho}_n = \frac{\hat{\rho}_2}{\hat{n}_3} \), however, are not generally unbiased and do not generally have minimum variance except for sufficiently large sample sizes.

Taking the case where \( R \) is a 3-D vector and \( \sigma_N \) is negligible, for example, the joint distribution for \( \hat{x} \) is

\[
P_{\hat{x}}(\hat{x}|x) = |s_1 \cdot s_2 \times s_3| P_R(S\hat{x} | \sigma),
\]  

(3.28)

which leads to the respective joint distributions

\[
P_{\text{grad}}(\hat{\rho}_n, \hat{\phi}_n, \hat{\rho}|p_n, q_n, \rho) =
\]

\[
P_{\hat{x}}(-\hat{\rho}\hat{p}_n(1 + \hat{p}_n^2 + \hat{q}_n^2)^{-1/2}, -\hat{\rho}\hat{p}_n(1 + \hat{p}_n^2 + \hat{q}_n^2)^{-1/2}, \hat{\rho}(1 + \hat{p}_n^2 + \hat{q}_n^2)^{-1/2}) \bigg|_{x=\hat{x}}
\]

\[
|\hat{\rho}^2(1 + \hat{p}_n^2 + \hat{q}_n^2)^{-3/2}|
\]  

(3.29)
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and

\[ P_{\text{polar}}(\hat{\theta}_n, \hat{\phi}_n, \hat{\rho}|\theta_n, \phi_n, \rho) = \]
\[ = P_x(\hat{\rho} \cos \hat{\phi}_n \sin \hat{\theta}_n, \hat{\rho} \sin \hat{\phi}_n \sin \hat{\theta}_n, \hat{\rho} \cos \hat{\theta}_n|\mathbf{x}) \]
\[ \left| \hat{\rho}^2 \sin^2 \hat{\theta}_n \right| \]
\[ (3.30) \]

for the gradient and polar coordinate MLEs.

Returning to the general case when \( \mathbf{R} \) is an \( M \)-D vector, the asymptotic maximum likelihood distributions for surface orientation and albedo follow Eq. 3.7 when Eqs. 3.15 and 3.16 are satisfied.

### 3.5.2 The Angle of Incidence

Suppose that the angle of incidence \( \psi \) is to be estimated from a single measurement \( R \), with mean \( \sigma = \rho \cos \psi \) and variance \( \sigma^2 / \mu \), given that the albedo \( \pi \rho \) is known. From Eq. 3.8, the resulting mean-square error bound is the inverse of the (scalar) Fisher information

\[ \langle (\tilde{\psi} - \psi)^2 \rangle \geq i^{-1} = \frac{(\cos \psi + \sigma_N)^2}{\mu \sin^2 \psi}, \]
\[ (3.31) \]

for any unbiased estimate \( \tilde{\psi} \), which becomes

\[ \langle (\tilde{\psi} - \psi)^2 \rangle \geq i^{-1} = \frac{\cot^2 \psi}{\mu}, \]
\[ (3.32) \]

when the signal-independent noise is negligible. These expressions show resolution of the incident angle to be highest when the Lambertian surface is illuminated at shallow grazing and lowest when the surface is illuminated near normal incidence. This can be motivated physically by noting that for shallow grazing angle illumination Lambert’s Law has a first order dependence that is proportional to the incident angle. Conversely, for illumination near normal incidence Lambert’s Law is independent of the incident angle to first order. It is also significant that when the root mean square error (RMSE) bound is finite, it can be reduced in proportion to the square-root of
the sample size $\mu$ averaged to obtain the radiometric statistic $R$, as shown in detail in Section 3.4.

The MLE for the angle of incidence is

$$\hat{\psi} = \cos^{-1} \left( \frac{R - \sigma_N}{\rho} \right)$$

(3.33)

Many of the potential benefits and difficulties associated with maximum likelihood estimation can be illustrated by examining the statistical properties of $\hat{\psi}$.

For the remainder of this section, let $\sigma_N$ be negligible, as may be expected in practical imaging systems expect at shallow grazing where $\psi$ is very near $\pi/2$. First of all, because $R$ is a gamma variate and can take on any positive definite value, the estimate $\hat{\psi}$ is real for $0 \leq R/\rho \leq 1$ and imaginary for $R/\rho > 1$. The probability that $\hat{\psi}$ is real is found to be $\gamma(\mu, \mu/\cos \psi)/\Gamma(\mu)$ by appropriately integrating $P_R(R|\psi)$. But this leaves finite probability $\Gamma(\mu, \mu/\cos \psi)/\Gamma(\mu)$ that $\hat{\psi}$ is imaginary. More specifically, let the statistic $\hat{\psi} = \hat{\psi}_r + i\hat{\psi}_i$, where $\hat{\psi}_r, \hat{\psi}_i$ are the real and imaginary parts of $\hat{\psi}$ respectively. Then the statistic $\hat{\psi}$ is distributed according to

$$P_{\hat{\psi}}(\hat{\psi}; \psi) = \rho \sin \hat{\psi} P_R(\rho \cos \hat{\psi}; \psi) \quad \text{over } 0 \leq \hat{\psi} \leq \pi/2,$$

(3.34)

for $\hat{\psi}$ real, and

$$P_{\hat{\psi}}(\hat{\psi}; \psi) = \rho \sinh \hat{\psi} P_R(\rho \cosh \hat{\psi}; \psi) \quad \text{over } 0 \leq \hat{\psi} \leq \infty,$$

(3.35)

for $\hat{\psi}$ imaginary. The probability $\Gamma(\mu, \mu/\cos \psi)/\Gamma(\mu)$ that $\hat{\psi}$ is imaginary decreases as the angle of incidence $\psi$ and sample size $\mu$ increase, as does the bias of $\hat{\psi}$.

Apparently, CCGR fluctuations in the radiant field can lead to unphysical MLEs of the incident angle $\psi$. This can be remedied by reconditioning the MLE, given ancillary information[44] that $\hat{\psi}$ is real, so that

$$P_{\hat{\psi}, \Re(\hat{\psi}); \psi} \equiv P_{\hat{\psi}}(\hat{\psi}; \psi) \equiv \Re\{\hat{\psi}; \psi\} = \rho \sin \hat{\psi} P_R(\rho \cos \hat{\psi}; \psi) \frac{\Gamma(\mu)}{\gamma(\mu, \mu/\cos \psi)},$$

(3.36)
for $0 \leq \psi \leq \pi/2$. Similarly, the probability that $\hat{\psi}$ is imaginary is defined as

$$P_{\hat{\psi}, \text{Im}}(\hat{\psi}; \psi) \equiv P_{\hat{\psi}}(\hat{\psi} = \Im \{\hat{\psi}\}; \psi) = \rho \sinh \hat{\psi} P_R(\rho \cosh \hat{\psi}; \psi) \frac{\Gamma(\mu)}{\Gamma(\mu, \mu/\cos \psi)},$$

(3.37)

For sufficiently large sample size $\mu$, the relationship between MLE $\hat{\psi}$ and data $R$ approaches linearity, so that $\hat{\psi}$ obeys the Gaussian distribution

$$P_{\hat{\psi}, \text{G}}(\hat{\psi}; \psi) = \sqrt{\frac{\mu}{2\pi \cot^2 \psi}} \exp \left( -\frac{1}{2\mu} \frac{(\hat{\psi} - \psi)^2}{\cot^2 \psi} \right),$$

(3.38)

with bias vanishing and variance equaling the inverse Fisher information, $\cot^2 \psi / \mu$.

Figure 3-2 shows the probability densities of Eq. 3.36 (dash-dot line), Eq. 3.37 (dash line), and Eq. 3.38 (solid line) for $\psi = 30^\circ$. As the sample size $\mu$ increases, the correlation between $P_{\hat{\psi}, \text{G}}$ and $P_{\hat{\psi}, \text{Re}}$ approaches one, while $P_{\hat{\psi}, \text{Im}}$ goes to zero. For the value of $\psi$ used in these plots, a sample size of approximately 320 is necessary for the correlation between $P_{\hat{\psi}, \text{G}}$ and $P_{\hat{\psi}, \text{Re}}$ to become larger than 0.99. As the true value $\psi$ increases, the necessary sample size to achieve a good correlation is found to decrease, as discussed earlier.
Figure 3-2: Probability densities given real, imaginary or Gaussian constraint on parameter estimate.
Following Section 3.4, \( \hat{\psi} \) is effectively unbiased when
\[
\mu \gg \left| \frac{\cot^3 \psi}{2\psi} \right|,
\]
and effectively attains the bound \( i^{-1} = \cot^2 \psi / \mu \) when
\[
\mu \gg \left| \cot^2 \psi \left( 3 + \frac{7}{2} \cot^2 \psi \right) \right|.
\]

As the above expressions show, the sample size necessary for \( \hat{\psi} \) to behave as a minimum variance, unbiased estimate varies nonlinearly from unity at shallow grazing angles to infinity near normal incidence.

Figure 3-3 shows the sample sizes necessary for the MLE to become asymptotically unbiased (Eq. 3.39, dash line), for the MLE variance to asymptotically attain the CRLB (Eq. 3.40, dash-dot line), and for the correlation between \( P_{\psi,G} \) and \( P_{\psi,Re} \) to be greater than 0.99 (solid line), as functions of the angle of incidence \( \psi \). The curves have been truncated so that the minimum necessary sample size is 1. For most values of \( \psi \), achieving a minimum variance estimate also ensures that an unbiased estimate is obtained that approximately obeys the Gaussian distribution of Eq. 3.38. For shallow-grazing incidence angles (\( \psi \) approaching 90 degrees), the sample size necessary for \( P_{\psi,G} \) to be a good approximation to \( P_{\psi,Re} \) becomes the limiting condition.
Figure 3-3: Comparison of the necessary sample sizes to achieve (a) a correlation greater than 0.99 between $P_{\psi_{,Re}}(\psi;\psi)$ and $P_{\psi_{,Gr}}(\psi;\psi)$, (b) an unbiased estimate, (c) an estimate that attains the minimum possible variance.
3.5.3 3-D Surface Orientation and Albedo

Two independent measurements of surface radiance with distinct illumination can lead to at most two unique solutions for the two components of Lambertian surface orientation.\[53\] This ambiguity in surface orientation can be easily resolved if one of the solutions places the surface out of the view of the observer. Otherwise, the ambiguity can be resolved if a third measurement is made under distinct illumination. These observations can be geometrically motivated by considering the intersection of the cones formed by appropriately rotating the Lambertian surface normals about the source direction for each measurement given the slope estimated from that measurement. Here, specific examples of resolution bounds on orientation estimation are presented, as well as expressions for the CRLBs for cone and polar angles, surface gradients and/or albedo given two or three measurements of surface radiance.

For surface gradient \( \mathbf{a}^T = [p \ q \ r] \), or polar coordinate \( \mathbf{a}^T = [\theta \ \phi \ \rho] \) parameterizations, the mean square error bound on any unbiased estimate \( \tilde{\mathbf{a}} \) is

\[
\langle (\tilde{\mathbf{a}} - \mathbf{a}) (\tilde{\mathbf{a}} - \mathbf{a})^T \rangle \geq J_a^{-1} = \frac{\partial \mathbf{a}}{\partial \mathbf{x}} J_x^{-1} \frac{\partial \mathbf{a}^T}{\partial \mathbf{x}},
\]

where \( J_x \) is given in Eq. 3.22. The bound \( J_a^{-1} \) becomes singular when all the \( \mathbf{s}_k \) are coplanar but not tangent to the surface for non-zero \( \sigma_N \), or when the Jacobian \( \left| \frac{\partial \mathbf{a}}{\partial \mathbf{x}} \right| \) is singular. When \( \sigma_N \) vanishes, \( |J_x|^{1/2} |J_\sigma|^{-1/2} \) can be interpreted as the effective weighted volume of incident vectors \( \mathbf{s}_k \). For example, when \( \mathbf{R} \) is a 3-D vector, the bound \( J_x^{-1} \) is

\[
[J_x^{-1}]_{ij} = \frac{\sigma_1^2 |\mathbf{s}_2 \times \mathbf{s}_3||\mathbf{s}_2 \times \mathbf{s}_3|_i[\mathbf{s}_3 \times \mathbf{s}_1]|_i[\mathbf{s}_3 \times \mathbf{s}_1]|_j + \frac{\sigma_2^2}{\mu_2} |\mathbf{s}_3 \times \mathbf{s}_1|^3 / \mu_3 [\mathbf{s}_1 \times \mathbf{s}_2]|_i[\mathbf{s}_1 \times \mathbf{s}_2]|_j}{(\mathbf{s}_1 \cdot \mathbf{s}_2 \times \mathbf{s}_3)^2},
\]

so that \( |J_x|^{1/2} |J_\sigma|^{-1/2} \) simply is the volume \( (\mathbf{s}_1 \cdot \mathbf{s}_2 \times \mathbf{s}_3)^2 \) of the parallelepiped of incident vectors. Behavior of the Jacobian \( \left| \frac{\partial \mathbf{a}}{\partial \mathbf{x}} \right| \) depends upon the final coordinates \( \mathbf{a} \), as can be seen from the respective forms \( (p^2 + q^2 + 1)^{3/2} / \rho^2 \) and \( 1 / (\rho^2 \sin^2 \theta) \) for the surface gradient and polar systems.

Assume that the measurements \( R_k \) have the same number of coherence cells,
\( \mu_k = \mu \) for all \( k \). The stereo case is considered where three measurements \( R_1, R_2 \) and \( R_3 \) are used to compute the two parameters \( a_1 \) and \( a_2 \). Let \( a_1 = \alpha \) and \( a_2 = \beta \) be the Lambertian surface orientations (azimuth and elevation angles, or surface gradients). The abbreviation \( C_k = \sigma_k(\alpha, \beta) = \cos \psi[k] \) is used, where \( \psi[k] \) denotes the angle of incidence for the \( k^{th} \) measurement. It is also convenient to define the vector \( \mathbf{L} \) to have the elements \( L_k = \ln C_k \), which contain the natural logarithms of the positive semi-definite measurement cosines. With this definition, the CRLB’s for the general Lambertian surface orientations \( \alpha \) and \( \beta \) are

\[
E[(\hat{\alpha} - \alpha)^2] \geq \frac{1}{\mu} \frac{|\partial \mathbf{L} / \partial \alpha|^2}{|\partial \mathbf{L} / \partial \alpha \times \partial \mathbf{L} / \partial \beta|^2}, 
\]

(3.43)

\[
E[(\hat{\beta} - \beta)^2] \geq \frac{1}{\mu} \frac{|\partial \mathbf{L} / \partial \alpha|^2}{|\partial \mathbf{L} / \partial \alpha \times \partial \mathbf{L} / \partial \beta|^2}, 
\]

(3.44)

The bounds only depend upon the cosine between the source direction and Lambertian surface normal for each measurement, \( C_k \), and the respective partial derivatives of these cosines with respect to the two orientation parameters to be estimated. It is relatively easy to determine conditions in which these expressions will attain limiting values due to the positive semi-definiteness of terms in the numerators and denominators. For example, the bounds are infinite when all three measurements are coplanar with the surface normal, such that \( \mathbf{n} \cdot (\mathbf{s}[1] \times \mathbf{s}[2]) = \mathbf{n} \cdot (\mathbf{s}[2] \times \mathbf{s}[3]) = 0 \). However, the bounds are not necessarily infinite for coplanar illumination directions that are not also coplanar with the surface normal, i.e. for \( \mathbf{s}[1] \cdot (\mathbf{s}[2] \times \mathbf{s}[3]) = 0 \), but \( \mathbf{n} \cdot (\mathbf{s}[1] \times \mathbf{s}[2]) \neq 0 \), or \( \mathbf{n} \cdot (\mathbf{s}[2] \times \mathbf{s}[3]) \neq 0 \). The bounds are zero when any of the two direction cosines \( C_1, C_2, C_3 \) are zero and the two respective illumination directions for these have differing polar angles.

It is also possible to estimate the albedo when three measurements with unique illumination directions are available. Let \( a_3 = \rho \) be the surface albedo. It is useful to define the unit all-measurements-equal vector \( \mathbf{E} \) by its components such that \( E_k = 1 \).
for $k = 1, 2, 3$. With this definition, the CRLB's for estimation of $\alpha, \beta, \rho$ are given by

$$E[(\hat{\alpha} - \alpha)^2] \geq \frac{1}{\mu} \frac{\left| \frac{\partial L}{\partial \beta} \times E \right|^2}{\left( \frac{\partial L}{\partial \alpha} \times \frac{\partial L}{\partial \beta} \right) \cdot E}^2,$$  \hspace{1cm} (3.45)

$$E[(\hat{\beta} - \beta)^2] \geq \frac{1}{\mu} \frac{\left| \frac{\partial L}{\partial \alpha} \times E \right|^2}{\left( \frac{\partial L}{\partial \alpha} \times \frac{\partial L}{\partial \beta} \right) \cdot E}^2,$$  \hspace{1cm} (3.46)

$$E[(\hat{\rho} - \rho)^2] \geq \frac{\rho^2}{\mu} \frac{\left| \frac{\partial L}{\partial \alpha} \times \frac{\partial L}{\partial \beta} \right|^2}{\left( \frac{\partial L}{\partial \alpha} \times \frac{\partial L}{\partial \beta} \right) \cdot E}^2.$$  \hspace{1cm} (3.47)

It is noteworthy that the bound for $\rho$ is a function of the surface orientation components $\alpha$ and $\beta$, as well as $\rho$. While the bounds for $\alpha$ and $\beta$ given in Eqs. 3.45 and 3.46 are independent of the value of $\rho$, they are affected by uncertainty in the value of $\rho$, and Eqs. 3.43 and 3.44 are no longer applicable. These particular bounds for $\alpha$ and $\beta$ are infinite when all three illumination directions are coplanar such that $s[1] \cdot (s[2] \times s[3]) = 0$, even if the directions are not coplanar to the surface normal. Additionally, these bounds for $\alpha$ and $\beta$ can be zero when any of the two direction cosines are zero.

Note that for the CRLB for $\rho$ to be given by $\rho^2/\mu$, and thereby be otherwise independent of Lambertian surface orientation, it is sufficient to have

$$\left( \frac{\partial L}{\partial \alpha} \times \frac{\partial L}{\partial \beta} \right) \cdot P \left( \frac{\partial L}{\partial \alpha} \times \frac{\partial L}{\partial \beta} \right) = 0,$$  \hspace{1cm} (3.48)
where the permutation matrix is defined as

\[
P = \begin{bmatrix}
  0 & 1 & 0 \\
  0 & 0 & 1 \\
  1 & 0 & 0
\end{bmatrix}.
\] (3.49)

For example the CRLB for \( \rho \) is given by \( \rho^2/\mu \) when any two of the measurement cosines \( C_1, C_2, C_3 \) are equal to zero.

Eqs. 3.45-3.47 are useful in providing a geometric interpretation of the CRLB for \( \alpha, \beta \) and \( \rho \) given three measurements. For example, consider the conditions leading to the limiting values of zero and infinity for the bounds. Inspection of the positive semi-definite numerators and denominators of Eqs. 3.45-3.47 motivates consideration of the following two cases: (1) the partial derivative of the logarithmic measurement vector with respect to the orientation component \( \alpha \) or \( \beta \) respectively is orthogonal to the all-measurements-equal vector; (2) the cross product of the partial derivatives of the logarithmic measurement vector with respect to the \( \alpha \) and \( \beta \) orientations is orthogonal to the all-measurements-equal vector. When (1) is true but (2) is not, the respective bound on orientation component \( \beta \) or \( \alpha \) is zero. When (1) is not true but (2) is true the bound on either orientation is infinite. As noted before, this occurs when the illumination directions for all measurements are coplanar with the surface normal. When both (1) and (2) are true, the bound on \( \alpha \) or \( \beta \) depends only on the number of coherence cells.

Figures 3-4-3-6 show the CRLBs of Eqs. 3.45 - 3.47 and the necessary sample sizes of Eq. 3.15 and 3.16 for the \( x \)- and \( y \)-gradients, and surface albedo \( \rho \). These computations exhibit the dramatic nonlinear variations in the sample sizes necessary to obtain accurate estimates of Lambertian surface orientation and albedo from multi-static acoustic, optical, radar or laser images corrupted by signal-dependent speckle noise.
Figure 3-4: A visualization for a corresponding to the surface gradient parameterization for a 3-D measurement vector $\mathbf{R}$ with $\sigma_N$ negligible and Lambertian surface defined by the polar coordinate parameterization ($\theta_n = \pi/4$, $\phi_n = \pi/4$, $\rho = 0.6$). Incident vectors $s_1$ and $s_2$ are fixed at $(\sqrt{2}/3, -\sqrt{1}/6, \sqrt{1}/6)$ and $(\sqrt{1}/6, \sqrt{2}/3, \sqrt{1}/6)$ respectively, but $s_3$ is allowed to vary as in (a) where the positive $z$-axis is central and points out of the page. (b) The bound $[J_a^{-1}]_{11}$ on the $x$-gradient, $a_1 = p$, including full 3-D coupling. Only values where $s_3 \cdot n$ is positive and the Lambertian surface is in view from the positive $z$-axis are shown. Optimal resolution occurs when $s_3$ is tangent to the Lambertian surface along the $x$-axis (horizontal), for the $p$-bound, and the $y$-axis (vertical) for the $q$-bound (see Fig. 3-5(b)), with sign so as to maximize the volume of incident vectors. Poorest resolution occurs when the volume of incident vectors approaches zero, as realized along the dark arc. (c) The sample size necessary for the MLE $\hat{\alpha}_1 = \hat{p}$ to be effectively unbiased, from Eq. 3.15. (d) The sample size necessary, from Eq. 3.16, for $\hat{p}$ to effectively attain the bound given in (b).
Figure 3-5: Same as Fig. 3-4 for estimation of the y-gradient, $a_2 = q$. 
Figure 3-6: Same as Fig. 3-4 for estimation of the albedo, $a_3 = \rho$. 

\[ 10\log_{10}(\mu J_{a3}^{-1}/0.1) \]

\[ 10\log_{10} \mu_{\text{bias}} \]

\[ 10\log_{10} \mu_{\text{var}} \]
3.6 Conclusions

A maximum likelihood method for estimating remote surface orientation from multi-static acoustic, optical, radar or laser images is derived. It is assumed that the images are corrupted by signal-dependent noise, known as speckle, arising from complex Gaussian field fluctuations, and that the surface properties are effectively Lambertian. Surface orientation estimates for a single sample are shown to have biases and errors that vary dramatically depending on illumination direction. This is due to the signal-dependent nature of speckle noise and the nonlinear relationship between surface orientation, illumination direction and fluctuating radiance. The minimum number of independent samples necessary for maximum likelihood estimates to be asymptotically unbiased and attain classical estimation theory’s lower bound on resolution as well as practical design thresholds are derived.

In a particularly compelling example, it is shown that the minimum error in estimating the angle of incidence of a Lambertian surface is at best proportional to the cotangent of this angle. The greatest accuracy occurs for estimates obtained from shallow illumination angles where Lambert’s Law shows its greatest sensitivity to surface illumination, while poorest resolution occurs near normal incidence where sensitivity is the least. For the general stereo case where at least three measurements are used to estimate 3-D surface orientation and albedo, the minimum mean square error is shown to be inversely proportional to the volume delimited by the unit normals of incident illumination. As a result, the number of samples or SNR necessary to accurately estimate surface orientation and albedo is shown to become arbitrarily large as the illumination directions approach the coplanar limit, while accurate stereo resolution of 3-D surface orientation and albedo is shown to be possible even with a single sample given illumination directions of sufficient diversity and shallow angle incidence.
Chapter 4

General Second-Order Covariance of Gaussian Maximum Likelihood Estimates Applied to Passive Source Localization in Fluctuating Waveguides

4.1 Introduction

In remote sensing applications, parameter estimation often requires the nonlinear inversion of measured data that are randomized by additive signal-independent ambient noise, as well as signal-dependent noise arising from fluctuations in the propagation medium. Parameter estimates obtained from such nonlinear inversions are typically biased and do not attain desired experimental error thresholds. For this reason, necessary conditions have been developed on sample size or Signal to Noise Ratio (SNR) to obtain accurate estimates and aid experimental design.[84]

These conditions are derived by first expanding the bias and covariance of maximum likelihood estimates (MLEs) in inverse order of sample size or SNR, where the
first-order covariance term is the minimum variance, the Cramer-Rao Lower Bound (CRLB), which is also the minimum mean square error (MSE) of any unbiased estimate regardless of the method of estimation. It is then required that (i) the first-order bias term and the second-order covariance term become much smaller than the true value of the parameter and the CRLB, respectively, and (ii) the CRLB falls within desired error thresholds.

Here, we provide an analytical expression for the second-order covariance term of MLEs obtained from general complex Gaussian data vectors, which can then be used in many practical problems since (i) data distributions can often be assumed to be Gaussian by virtue of the central limit theorem, and (ii) it allows for both the mean and the variance of the measurement to be functions of the estimation parameters, as is the case in the presence of signal-dependent noise. For example, the expression can be used to aid the design of many experiments in a variety of fields where nonlinear inversions are typically performed and data are often corrupted by signal-dependent noise, such as ocean acoustics, geophysics, statistical signal processing and optics. [104, 49, 30]

We then consider the problem of source localization in a fluctuating ocean waveguide containing random internal waves and calculate the minimum array-gain-augmented Signal to Additive Noise Ratio (SANR) necessary for accurate localization. The fluctuating ocean waveguide is modeled using analytical expressions for the mean, mutual intensity, and spatial covariance of the acoustic field forward propagated through random 3-D internal waves in a stratified ocean waveguide for a continuous wave (CW) narrowband signal. [21] This model provides an analytical treatment of the loss of intermodal coherence in the forward propagating field due to scattering by internal waves. While the ensuing degradation in localization performance may be expected, [4, 3] the exact effect of internal waves is here quantified for the first time by computing the asymptotic biases and variances of source localization estimates. The results presented here can be used to quantify the effects of environmental uncertainties on passive source localization techniques, such as matched-field processing (MFP) and focalization, [24] both of which typically utilize line arrays and CW signals.
Incomplete or imprecise knowledge of environmental parameters and randomness in the propagation environment are known to seriously deteriorate the performance of MFP, which has been investigated extensively in the past.\cite{103, 46, 97, 43, 94, 42, 108, 107, 96, 111} MFP has been demonstrated in a number of theoretical and experimental scenarios involving fluctuating or unknown environments,\cite{42, 96, 111} but with significant localization ambiguities due to multimodal propagation and environmental mismatch. For example, in Ref. \cite{111} it was shown that given $10\log_{10}\text{SNR}$ of more than 20 dB, peaks in the MFP ambiguity surface occurred at the true source range, but significant sidelobes were also observed at other ranges. All past experimental demonstrations of MFP have used SNRs that have exceeded the minimum levels necessary for accurate localization derived here.

Previously, the performance of passive source localization techniques was investigated by deriving CRLBs in a non-fluctuating waveguide.\cite{4} Later it was shown that these were single-sample bounds,\cite{72} multiple sample bounds were derived,\cite{72, 41} and it was shown that stationary averaging could reduce the bounds to zero.\cite{72} Asymptotic statistics were then used to derive necessary conditions on sample size for errors to attain the CRLB and these were applied to source localization in a non-fluctuating waveguide.\cite{102} Our approach is based on classical estimation theory,\cite{84} is independent of the estimation technique and has already been applied in a variety of other problems, including time-delay and Doppler shift estimation,\cite{84} pattern recognition in 2-D images,\cite{11} geoacoustic parameter inversion, \cite{110} and planetary terrain surface slope estimation.\cite{8} In all previous applications except the last, however, the measurement was modeled as either (i) a deterministic signal vector, or (ii) a fully randomized signal vector with zero mean, both embedded in additive white noise. These are special cases of the scenario considered here where both the mean and the variance of the measurement are parameter-dependent, which is necessary to properly model acoustic propagation through a fluctuating waveguide that leads to a signal-dependent noise component. The methodology presented here can then be used in any experimental design to ensure that statistical biases and errors meet necessary error thresholds.
In Section 4.2, we first review the first-order bias and first-order covariance of MLEs given general multivariate Gaussian data. We then provide a new analytic expression for the second-order covariance. In Section 4.3, we calculate the MLE statistics and determine necessary conditions on sample size or SNR to obtain estimates that meet any design error threshold in a deterministic and a random waveguide.

4.2 General Asymptotic Expansions for the Bias and Covariance of the MLE

In this section, we first review the asymptotic expansions for the bias and covariance of the MLE. We also summarize the conditions necessary for an MLE to become asymptotically unbiased and have a variance that attains the CRLB. We then provide a new expression for the second-order covariance of the MLE given general multivariate Gaussian random data and describe how these measurements are obtained.

4.2.1 General Multivariate Gaussian Data

The general bias and variance expressions of Eqs. (A.8-A.10) are now applied to the specific case of data that obey the conditional Gaussian probability density[60]

\[
p(X; \theta) = \frac{1}{(2\pi)^{nN/2}|C(\theta)|^{n/2}} \exp \left\{ -\frac{1}{2} \sum_{j=1}^{n} (X_j - \mu(\theta))^T C(\theta)^{-1} (X_j - \mu(\theta)) \right\}
\]

(4.1)

where \(C\) is the real-valued covariance matrix, and \(\mu\) is the real-valued mean of the real random data. Similarly to the work of Ref. [102], in the present study of underwater localization, \(X_j\) represents the real and imaginary parts of the narrow-band acoustic data collected across an array of \(N/2\) sensors around the given harmonic-source frequency, and the parameter set \(\theta\) represents the range and depth of the acoustic source.

The first-order bias has already been provided in Eq. (7) of Ref. [84] and is repeated
Typically, as discussed in the Introduction, both the data mean and covariance in Eq. (4.1) are functions of the desired parameter set $\theta$. This necessitates evaluation of the joint moments in Eq. (A.10) as shown in Ref. [68] and summarized in Appendix B. The second-order covariance of the MLE given multivariate Gaussian random data is given by [68]

\[
\text{var}_2(\hat{\theta}; \theta, n) = -i^{\tau} + i^{\tau m} i^{\tau m ab} \bigg[ \mu_{ma} C^{-1} \mu_{mb} - \mu_{mm} C^{-1} \mu_{ab} - \mu_{mb} C^{-1} \mu_{m} \\
+ \text{tr}(\hat{C}_m C_m \hat{C}_a \hat{C}_b) + \text{tr}(\hat{C}_m C_a \hat{C}_m \hat{C}_b) + \text{tr}(\hat{C}_{ab} C_m \hat{C}_m) - \text{tr}(\hat{C}_{ma} \hat{C}_m \hat{C}_b) \\
- \text{tr}(\hat{C}_{ma} \hat{C}_b \hat{C}_m) + \frac{1}{2} \text{tr}(\hat{C}_{mb} \hat{C}_m) - \frac{1}{2} \text{tr}(\hat{C}_{mm} \hat{C}_{ab}) - \frac{1}{2} \text{tr}(\hat{C}_{mb} \hat{C}_m) \\
+ 4\mu_{ma}(C^{-1})_m \mu_b + 2\mu_{ma}(C^{-1})_b \mu_m - \mu_{ab}(C^{-1})_m \mu_m + \mu_a(C^{-1})_{mm} \mu_b \\
+ \mu_m(C^{-1})_a(C^{-1})_b \mu_m + 2\mu_m(C^{-1})_a(C^{-1})_m \mu_b + \mu_a(C^{-1})_{m} (C^{-1})_m \mu_b \\
+ i^{\tau m} i^{\tau m ab cd} \bigg[ \mu_{ma} C^{-1} \mu_c \left[- \mu_{md} C^{-1} \mu_b - 2\mu_b(C^{-1})_d \mu_m - 4\mu_{b}(C^{-1})_m \mu_d \right] \\
- \text{tr}(\hat{C}_{md} \hat{C}_b) + \text{tr}(\hat{C}_{bd} \hat{C}_m) + \text{tr}(\hat{C}_m \hat{C}_b \hat{C}_d) + \text{tr}(\hat{C}_m \hat{C}_d \hat{C}_b) \bigg] \\
+ \mu_{ac} C^{-1} \mu_m \left[ \frac{1}{2} \mu_{mb} C^{-1} \mu_m + 2\mu_{mb} C^{-1} \mu_d + \frac{1}{2} \text{tr}(\hat{C}_{bd} \hat{C}_m) - \text{tr}(\hat{C}_m \hat{C}_b \hat{C}_d) \right] \\
+ \text{tr}(\hat{C}_{mb} \hat{C}_d) + \text{tr}(\hat{C}_m \hat{C}_b \hat{C}_c) \left[ \mu_m(C^{-1})_b \mu_d + \mu_m(C^{-1})_d \mu_b + 3\mu_b(C^{-1})_m \mu_d \right] \\
- \frac{1}{2} (\text{tr}(\hat{C}_m \hat{C}_b \hat{C}_d) + \text{tr}(\hat{C}_m \hat{C}_d \hat{C}_b) - \text{tr}(\hat{C}_{md} \hat{C}_b) - \text{tr}(\hat{C}_{mb} \hat{C}_d) + \text{tr}(\hat{C}_{bd} \hat{C}_m)) \right] \\
+ \text{tr}(\hat{C}_{ma} \hat{C}_c) \left[ - \frac{1}{4} \text{tr}(\hat{C}_{ma} \hat{C}_b) - \mu_m(C^{-1})_d \mu_b - 2\mu_b(C^{-1})_m \mu_d \right] \\
- \frac{3}{2} \mu_a(C^{-1})_m \mu_c \mu_b(C^{-1})_m \mu_d + \text{tr}(\hat{C}_{ac} \hat{C}_m) \left[ \frac{1}{2} \text{tr}(\hat{C}_{mb} \hat{C}_d) + \frac{1}{8} \text{tr}(\hat{C}_{bd} \hat{C}_m) \right] \\
+ \mu_m(C^{-1})_a \mu_c \left[- \mu_m(C^{-1})_d \mu_b - 2\mu_b(C^{-1})_m \mu_d \right] \\
+ \mu_c C^{-1} \mu_a - \mu_c(C^{-1})_a \mu_d + \frac{1}{2} \text{tr}(\hat{C}_{cd} \hat{C}_a) \left[ \frac{1}{2} \text{tr}(\hat{C}_{mm} \hat{C}_b) + \frac{1}{2} \text{tr}(\hat{C}_{mb} \hat{C}_m) \right] \\
- \text{tr}(\hat{C}_m \hat{C}_m \hat{C}_b) + \mu_{mm} C^{-1} \mu_b + \mu_{mb} C^{-1} C^{-1} \mu_m + \mu_m(C^{-1})_m \mu_b \bigg] \right] \quad (4.3)
\]

where subscripts indicate derivatives with respect to the specified indices, $\text{tr}(C)$. 

\begin{equation}
\begin{aligned}
b_1(\hat{\theta}; \theta, n) = -\frac{1}{2} i^{\tau a} \left( \mu_{bc} C^{-1} \mu_a - \mu_b C^{-1} a \mu_c + \frac{1}{2} \text{tr}(\hat{C}_{bc} \hat{C}_a) \right),
\end{aligned}
\end{equation}

\begin{align}
\text{Typically, as discussed in the Introduction, both the data mean and covariance in Eq. (4.1) are functions of the desired parameter set } \theta. \text{ This necessitates evaluation of the joint moments in Eq. (A.10) as shown in Ref. [68] and summarized in Appendix B. The second-order covariance of the MLE given multivariate Gaussian random data is given by [68]}
\end{align}
stands for the trace of $C$, and the auxiliary term $\tilde{C}_R$ is defined in Eq. (B.1c) for an arbitrary set of indices $R$. As shown in Appendix B, the above expression can be used even if the random data are not distributed in a Gaussian form, provided that they can be expressed as functions of Gaussian random variables with a Jacobian of the transformation that is independent of the parameter set $\theta$. Equation (4.3) can be used to calculate the second-order MLE covariance in applications where both the data mean and covariance are functions of the estimated parameters.

### 4.2.2 Mean and Variance of the Measured Field

We consider a vertical receiving array employed to localize a harmonic source in a fluctuating ocean waveguide. The mean and covariance of the measured field can then be obtained from the analytical expressions provided in Ref. [21] and summarized in Appendix D. Equation (D.1) defines the $q$th element of the vector $\bar{\mu}$ for $q = 1, 2, 3, \ldots, N/2$, where $N/2$ is the number of hydrophones in the receiving array. Similarly, Eq. (D.4) defines the $(q, p)$ element of the covariance matrix $\bar{C}$ for $q, p = 1, 2, 3, \ldots, N/2$. In the above, we have defined the complex mean $\bar{\mu}$ and covariance $\bar{C}$ that are related to the real mean $\mu$ and covariance $C$ of Eq. (4.1) by the following expressions:[60]

\[
\mu = \begin{bmatrix} \text{Re}(\bar{\mu}) \\ \text{Im}(\bar{\mu}) \end{bmatrix}, \quad C = \frac{1}{2} \begin{bmatrix} \text{Re}(\bar{C}) & -\text{Im}(\bar{C}) \\ \text{Im}(\bar{C}) & \text{Re}(\bar{C}) \end{bmatrix} + \sigma_{an}^2 I \quad (4.4)
\]

where $I$ is the identify matrix and $\sigma_{an}^2$ is defined as the instantaneous variance of the additive noise on each hydrophone. The expressions above are valid under the assumption that the complex Fourier transform of the data measured at each hydrophone follow a circularly complex Gaussian random process[49] when the mean is subtracted. Evaluation of Eqs. (A.8-A.10) requires knowledge of the higher-order derivatives of $\mu$ and $C$ with respect to parameters $\rho$ and $z_0$, which are provided in Appendix D.

The SNR and Signal to Additive Noise Ratio (SANR) for a single sample collected
across the array are then defined as

\[
SNR[1] = \frac{\sum_{q=1}^{N/2} |\langle \Psi_T(r_q|r_0) \rangle|^2}{\sum_{q=1}^{N/2} \left[ \text{Var}(\Psi_T(r_q|r_0)) + \sigma_{an}^2 \right]} = \frac{tr(|\mu|^2)}{tr(C) + N\sigma_{an}^2/2}
\]

\[
SANR[1] = \frac{\sum_{q=1}^{N/2} \left[ |\langle \Psi_T(r_q|r_0) \rangle|^2 + \text{Var}(\Psi_T(r_q|r_0)) \right]}{N\sigma_{an}^2/2} = \frac{tr(|\mu|^2) + tr(C)}{N\sigma_{an}^2/2}
\]

Since the total received intensity is given by the numerator of Eq. (4.6), we adopt the convention\cite{102} of setting the SANR[1] of the field across the array to unity for a source located at \( r = 1 \) km range and any depth \( z \), to maintain consistency between the different waveguides examined in the next section. The definition provided in Eq. (4.6) does not account for potential improvements due to array gain. For a uniform array of \( N/2 \) elements, the SANR[1] can be array-gain-augmented by \( (N/2) \) for the ideal case of a plane wave signal embedded in spatially uncorrelated white noise.\cite{104} For a deterministic signal embedded in additive white noise, the covariance matrix \( C \) reduces to \( \sigma_{an}^2 I \) so that SNR and SANR are equal and proportional to sample size,\cite{102}

\[
n = \frac{SANR}{SANR[1]}
\]

The sample size conditions in Eqs. (A.6) and (A.7) can then also be written in terms of SANR and SANR[1]. For general multivariate Gaussian data, this simple proportionality is only approximately valid when the signal-dependent noise contribution to the covariance is weak.

### 4.3 Illustrative Examples

Here we demonstrate how the methodology presented in Section A and the expression for the MLE second-order covariance in Eq. (4.3) can be used to specify conditions on sample size or SNR to obtain accurate source localization estimates in a fluctuating ocean waveguide. The effects of the loss of coherence in the forward propagating field are quantified by (i) calculating these sample sizes and SNRs, as well as the
asymptotic biases and variances of source localization MLEs, and (ii) comparing them to those for a static waveguide. In the latter, the measured acoustic field is fully coherent, and the source localization problem reduces to that of parameter estimation given a deterministic signal embedded in white additive Gaussian noise. Such a problem was treated for a different waveguide, source frequency and receiving array in Ref. [102], and results are presented here for comparison with the fluctuating waveguide case considered. In the fluctuating waveguide, both the mean and the variance of the measurement are parameter dependent so that Eq. (4.3) must be used to correctly calculate the asymptotic MLE variance. The internal wave height standard deviation is chosen to be greater than the acoustic wavelength so that the waveguide becomes highly randomized within a few kilometers of the source,[21] and the effects of environmental uncertainty on source localization can be distinguished.

The simple two-layer waveguide used in Ref. [21] is again employed here to model internal waves in a shallow-water continental shelf environment. Figure 4-1 shows the selected sound speed profile, bottom composition and internal wave characteristics. The origin of the coordinate system is placed at the sea surface. The $z$ axis points downward and normal to the interface between horizontal strata. The water depth is $H$ and the boundary separating the upper and lower medium is at depth $z = D$. Let coordinates of the source be defined by $r_0 = (-\rho_0, 0, z_0)$, and receiver coordinates by $r = (0, 0, z)$. Spatial cylindrical $(\rho, \phi, z)$ and spherical systems $(r, \theta, \phi)$ are defined by $x = r \sin \theta \cos \phi$, $y = r \sin \theta \sin \phi$, $z = r \cos \theta$, and $\rho = x^2 + y^2$. The horizontal and vertical wave number components for the $n$th mode are, respectively, $\xi_n = k \sin \alpha_n$ and $\gamma_n = k \cos \alpha_n$, where $\alpha_n$ is the elevation angle of the mode measured from the $z$ axis. Here, $0 \leq \alpha_n \leq \pi/2$ so that down- and up-going plane wave components of each mode will then have elevation angles $\alpha_n$ and $\pi - \alpha_n$, respectively. The azimuth angle of the modal plane wave is denoted by $\beta$, where $0 \leq \beta \leq 2\pi$. The geometry of spatial and wave number coordinates is shown in Ref. [74].

For single frequency simulations, we employ a 415 Hz monopole source and a 10-element vertical array in a 100 m deep waveguide. The water column is comprised of a warm upper layer with density $d_1 = 1024 \text{ kg/m}^3$ and source speed $c_1 = 1520$
m/s overlying a cool lower layer with density $d_2 = 1025 \text{ kg/m}^3$ and sound speed $c_2 = 1500 \text{ m/s}$. The boundary between the layers is at a depth of $D = 30 \text{ m}$, and the attenuation in both layers is $\alpha = 6 \times 10^{-5} \text{ dB/} \lambda$. The spacing of the array elements is 1.5 m ($\lambda/2 \approx 1.8 \text{ m}$) with the shallowest element at 43.5 m, so that the array is centered in the water-column. The ocean bottom is a fluid half space with a sound speed of $c_b = 1700 \text{ m/s}$, a density of $d_b = 1.9 \text{ kg/m}^3$, and an attenuation of $\alpha_b = 0.8 \text{ dB/wavelength}$, which are representative values for sandy environments.

Note that the results presented in this paper are not representative of the performance of the waveguide invariant[23, 15] or the array invariant,[65] since the former uses acoustic intensity data versus range and frequency and the latter employs beam-time or coherent hydrophone data over time. Here, we instead consider instantaneous measurements of the acoustic field due to a CW source made with a vertical line array. The results presented here can also be used for broadband signals when matched-field processing is performed separately for each frequency component and the computed ambiguity surfaces are then combined incoherently. This is commonly known as incoherent processing,[111, 98] even though each separate frequency bin is still processed coherently before the correlation values of the data and replica fields are averaged. For a broadband signal that consists of $M_f$ frequency bins, incoherent averaging means that the effective sample size equals $n \times M_f$, so that conditions on the necessary sample sizes can be found by scaling the right hand sides of Eqs. (A.6a), (A.6b) and (A.7) by $1/M_f$. 
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Figure 4-1: Geometry of an ocean waveguide environment with two-layer water column of total depth $H = 100$ m, and upper layer depth of $D = 30$ m. The bottom sediment half-space is composed of sand. The internal wave disturbances have coherence length scales $l_x$ and $l_y$ in the $x$ and $y$ directions, respectively, and are measured with positive height $h$ measured downward from the interface between the upper and lower water layers.
4.3.1 Undisturbed Waveguide

For the undisturbed static waveguide, coherent interference between the waveguide modes leads to a range- and depth-dependent structure in the total acoustic field intensity which maintains a modal coherence pattern over very long ranges with the SANR range-depth pattern of Fig. 4-2. The SANR[1] is computed using Eq. (4.6) and plotted as a function of source-receiver range and source depth for the shallow water waveguide of Fig. 4-1 when there are no internal waves present. The source level is fixed as a constant over range so that $10\log_{10}\text{SANR}[1]$ is 0 dB across the array for a source-receiver range of 1 km. For the static waveguide, the covariance of the acoustic field measurement in Eq. (4.4) reduces to $C = \sigma^2_{\text{an}}I$ so that SNR[1] and SANR[1] in Eqs. (4.5-4.6) are equivalent. For the array of 10 elements considered here, the array-gain-augmented SANR[1] is higher than the SANR[1] shown in Fig. 4-2 by a factor of 10.

The first-order bias, first-order covariance (CRLB) and second-order covariance of the MLEs for source range and depth are plotted in Fig. 4-3, given a source fixed at 50 m depth and a sample size of $n = 1$. The asymptotic bias and the square root of the CRLB for a range estimate are very small, typically less than 10 m even at ranges beyond 30-40 km, while the corresponding quantities for a depth estimate (Fig. 4-3(b)) reach values comparable to the waveguide depth of 100 m. This suggests that it may be possible to obtain unbiased range MLEs from a single sample, whereas depth MLEs will have significant biases, *given the SANR[1] in Fig. 4-2*. The second-order covariance exceeds the CRLB for both the range and depth MLE even at a few kilometers from the source, so that the variance of MLEs obtained from a single sample will not in general attain the CRLB. The CRLB and the second-order covariance approximately coincide where $10\log_{10}\text{SANR}[1]$ is about -5 dB, which is where the array-gain-augmented $10\log_{10}\text{SANR}[1]$ equals 5 dB. Increasing the array gain could help obtain single-sample MLEs that attain the CRLB at longer ranges from the source.
Figure 4-2: Signal to Additive Noise Ratio (SANR) at 415 Hz in an undisturbed waveguide with no internal waves. The SANR received at the 10-element vertical array described in Section 4.3 is plotted as a function of source range $\rho_0$ and depth $z_0$. The observed range-depth pattern is due to the underlying modal coherence structure of the total acoustic field intensity. The receiver array is centered at $\rho = 0$ m and $z = 50$ m. The source level is fixed as a constant over range so that $10 \log_{10} \text{SANR}[1]$ is 0 dB at 1 km source range at all source depths. For the undisturbed waveguide, SANR is equivalent to Signal to Noise Ratio (SNR).
Figure 4-3: Ocean acoustic localization MLE behavior given a single sample for (a) range estimation and (b) depth estimation for a 415 Hz source placed at 50 m depth in an undisturbed waveguide with no internal waves. The MLE first-order bias magnitude (solid line), square root of the CRLB (circle marks) and square root of the second-order variance (cross marks), as well as the measured Signal to Additive Noise Ratio (SANR, dashed line) are plotted as functions of source range. Given the necessary sample size conditions in Eq. (A.6), whenever the first-order bias and the second-order variance attain roughly 10% of the true parameter value and the CRLB, respectively, more than a single sample will be needed to obtain unbiased, minimum variance MLEs. The source level is fixed as a constant over range so that \(10 \log_{10} \text{SANR}[1]\) is 0 dB at 1 km source range.
The results shown here are consistent with those of Figs. 2 and 4 of Ref. [102] for a deterministic source signal in a static waveguide, as expected. Since the bias and variance terms in the asymptotic expansions of the MLE moments, e.g. Eq. (A.3), always depend on inverse order of sample size $n$, the asymptotic statistics of the MLE for any arbitrary $n$ can be obtained by shifting the curves in Fig. 4-3 according to the order of the term involved and the value of $n$ desired for a given SANR[1]. For the static waveguide, the data covariance $C$ is parameter independent, in which case the MLE bias and covariance can also be expanded in inverse orders of SNR.[68] The necessary sample sizes given throughout this section can then also be interpreted in terms of necessary SNR or SANR. Increasing SANR by a factor of 10 in Fig. 4-3, for example, would reduce the first-order bias and the CRLB by one order of magnitude, and the second-order covariance by two orders of magnitude, as seen by replacing $n$ in Eqs. (A.2) and (A.3) with SANR/SANR[1] (Eq. (4.7)). Minimum variance range MLEs could then be obtained from a single sample up to the maximum range for which the second-order covariance and the CRLB are equal in Fig. 4-3, i.e. 8 km, given such a factor of 10 increase in SANR.

Figure 4-4 shows the sample size $n$ necessary to obtain an unbiased source range MLE whose MSE attains the CRLB and has $\sqrt{\text{CRLB}} \leq 100$ m. It also shows that for fixed SANR, $n$ fluctuates as a function of source range due to the modal interference structure of the static waveguide. If the received $10\log_{10}\text{SANR}$ is fixed at 0 dB for all ranges between 1 and 50 km, then to obtain a source range estimate of 100 m accuracy for 95% of the ranges either (a) 20 samples are needed, or (b) given a single sample a $10\log_{10}\text{SANR}$ of 13 dB (Eq. (4.7)) is necessary.

Figure 4-5(a-b) shows the square root of the single-sample CRLB for source range and depth estimation. The sample sizes necessary to obtain unbiased source range and depth estimates that asymptotically attain the CRLB are given by the maximum of $n_b$, $n_v$ in Eq. (A.6) and shown in Fig. 4-5(c-d). They are found to be roughly inversely proportional to SANR[1] and are typically much larger than one, as expected from Fig. 4-3. We find that the necessary sample size is at least an order of magnitude larger in the upper waveguide layer where SANR[1] decreases more rapidly, as can
be seen in Fig. 4-2. Given sufficient source level, however, accurate range MLEs may be obtained from a single sample at any desired source-receiver separation. For example, increasing source level so that $10\log_{10}SANR$ at 1 km range is 40 dB should be sufficient to accurately estimate the range of a source at any depth and ranges up to roughly 30 km, according to Fig. 4-5 and Eq. (4.7).

Given the sample sizes in Fig. 4-5(c), for example, the source range MLE will be in the asymptotic regime where its variance continuously attains the CRLB, which is the minimum possible mean square error (MSE) of an unbiased estimate, regardless of the method of estimation. Since the CRLB is inversely proportional to sample size, as shown in Eq. (A.3), conditions can be specified on sample size for the MLE error to meet any desired threshold. It is then possible to determine whether these conditions can be met in practice, since the number of statistically independent samples of the received acoustic signal is limited by the ratio of the measurement time window to the coherence time scale of acoustic field intensity,[71, 84] which can also be calculated.[22]
Figure 4-4: Undisturbed waveguide. $10\log_{10} n$, where $n = \{\max[n_b, n_v] \times n'\}$ is the sample size necessary to obtain an unbiased source range MLE whose MSE attains the CRLB and has $\sqrt{\text{CRLB}} \leq 100$ m, where $n_b$, $n_v$, $n'$ are calculated using Eqs. (A.6) and (A.7), given a 415 Hz source at 50 m depth. Source level is fixed as a constant over range so that $10\log_{10}\text{SANR}$ is 0 dB at 1, 10, 20, and 30 km source range (black circles), respectively, for the four curves shown.
Figure 4-5: Undisturbed waveguide. $10\log_{10}$ of the square root of the CRLB for (a) source range $\hat{\rho}_0$, (b) source depth $\hat{z}_0$ MLEs given a single sample. $10\log_{10}(\max[n_b, n_e])$, the sample sizes or SNRs necessary to obtain (c) source range, (d) source depth MLEs that become unbiased and have MSEs that attain the CRLB. Given any design error threshold, the sample size necessary to obtain an accurate source range or depth MLE is then equal to $(\max[n_b, n_e]) \times n'$, where $n' = CRLB(\max[n_b, n_e])/(\text{design threshold})^2$. The source level is fixed as a constant over range so that $10\log_{10}\text{SANR}[1]$ is 0 dB at 1 km source range at all source depths.
The temporal coherence scale of acoustic field fluctuations for a shallow-water continental shelf environment such as the one considered here is on the order of minutes, so that the calculated necessary sample sizes imply that accurate source localization may not be practical at ranges greater than 20 km, given the SANR[1] in Fig. 4-2, since stationary averaging over time periods on the order of hours may then be necessary.

4.3.2 Waveguide Containing Internal Waves

The fluctuating waveguide considered here is the same as that in Ref. [21]. The variance of the acoustic field intensity, or incoherent intensity, starts dominating the expected total intensity for ranges beyond roughly a few kilometers in the upper layer and 20 km in the lower waveguide layer, as seen in Fig. 4-6(c). The SNR[1] and SANR[1] are computed using Eqs. (4.5-4.6), respectively, and are plotted together with the ratio of coherent to incoherent intensity in Fig. 4-6(a-c) as functions of source-receiver range and source depth for a waveguide containing random internal waves. The forward propagated field quickly loses its modal coherence structure and follows a decaying trend with local oscillations over range due to scattering by random 3-D internal waves. The internal wave disturbances have a height standard deviation of \( \eta_h = 4 \) m and coherence lengths of \( l_x = l_y = 100 \) m. [21] In this random waveguide, there is no longer a simple linear relationship between SNR[1] and SANR[1], but \( 10 \log_{10} \text{SNR}[1] \) can be approximated as equal to \( 10 \log_{10} \text{SANR}[1] \) minus 4-5 dB for ranges beyond roughly 30 km, as can be seen by comparing Figs. 4-6(a)-(b), as well as in Fig. 4-7.
Figure 4-6: (a) Signal to Additive Noise Ratio (SANR), (b) Signal to Noise Ratio (SNR), and (c) the ratio of coherent to incoherent intensity at 415 Hz in a waveguide containing random internal waves. The internal wave disturbances have a height standard deviation of $\eta_h = 4$ m and coherence lengths of $l_x = l_y = 100$ m. This medium is highly random so that incoherent intensity dominates at all depths beyond about 20 km. The total received intensity, given by the numerator of SANR in Eq. (4.6) follows a decaying trend with local oscillations over range. All quantities are plotted as functions of source range $\rho_0$ and depth $z_0$ received at the 10-element vertical array described in Section 4.3. The receiver array is centered at $\rho = 0$ m and $z = 50$ m. The source level is fixed as a constant over range so that $10\log_{10}\text{SANR}[1]$ is 0 dB at 1 km source range at all source depths.
The loss of coherence in the forward propagated field has severe effects on localization accuracy, as shown in Fig. 4-7 where the first-order bias, first-order covariance (CRLB) and second-order covariance of source position MLEs are plotted given a source fixed at 50 m depth and a sample size of \( n = 1 \). While the asymptotic bias and square root of the CRLB of the source range estimate (Fig. 4-7(a)) are still found to be relatively small, on the order of 10 m for source-receiver ranges greater than about 20 km, the square root of the second-order range variance has increased by approximately an order of magnitude from the static waveguide case. The asymptotic bias and variances of the source depth MLE have all increased by an order of magnitude or more, as seen by comparing Figs. 4-7(b) and 4-3(b). Similarly to the undisturbed waveguide scenario, increasing the array gain could help improve the accuracy of source localization MLEs.

Given Eq. (A.6b), significantly larger sample sizes will be necessary to obtain unbiased range MLEs that attain the minimum possible mean square error compared to the static waveguide case. It will also be practically impossible to attain an accurate source depth estimate from a single sample for ranges greater than a couple of kilometers, given the SANR[1] in Fig. 4-6. For a given SANR[1], the asymptotic statistics of the MLE for any arbitrary \( n \) can be obtained by shifting the curves in Fig. 4-7 according to the order of the term involved and the value of \( n \) desired. For this random waveguide, the data covariance \( C \) is parameter dependent and the MLE bias and covariance cannot be readily expanded in inverse orders of SANR.[68] We find that increasing SANR by a factor of 10 in Fig. 4-7 reduces the first-order bias and the CRLB by roughly one order of magnitude, and the second-order covariance by approximately two orders of magnitude, as in the deterministic waveguide case. Minimum variance range MLEs can then be obtained from a single sample up to the maximum range for which the second-order covariance and the CRLB are equal in Fig. 4-7, i.e. 5 km, given such a factor of 10 increase in SANR.
Figure 4-7: Ocean acoustic localization MLE behavior given a single sample for (a) range estimation and (b) depth estimation for a 415 Hz source placed at 50 m depth in a waveguide containing random internal waves. The internal wave disturbances have a height standard deviation of $\eta_h = 4$ m and coherence lengths of $l_x = l_y = 100$ m. The MLE first-order bias magnitude (solid line), square root of the CRLB (circle marks) and square root of the second-order variance (cross marks), as well as the Signal to Additive Noise Ratio (SANR, dashed line) and Signal to Noise Ratio (SNR, dash-dotted line) are plotted as functions of source range. Other than the first-order bias and CRLB of the range MLE, the remaining quantities have increased by at least an order of magnitude when compared to the static waveguide scenario in Fig. 4-3. Given the necessary sample size conditions in Eq. (A.6), whenever the first-order bias and the second-order variance attain roughly 10% of the true parameter value and the CRLB, respectively, more than a single sample will be needed to obtain unbiased, minimum variance MLEs. The source level is fixed as a constant over range so that $10\log_{10}\text{SANR}[1]$ is 0 dB at 1 km source range.
Figure 4-8 shows the sample size $n$ necessary to obtain an unbiased source range MLE whose MSE attains the CRLB and has $\sqrt{\text{CRLB}} \leq 100$ m. It also shows that for fixed SANR, $n$ remains approximately constant as function of source range in the fluctuating waveguide, since the forward propagated field now follows a smoother trend with range than the undisturbed waveguide due to scattering by random 3-D internal waves. If the received $10\log_{10}\text{SANR}$ is fixed at 0 dB for the four source ranges investigated in Fig. 4-8 (1, 10, 20, and 30 km), then to obtain a source range estimate of 100 m accuracy either (a) 20 samples are needed, or (b) given a single sample a $10\log_{10}\text{SANR}$ of 13 dB (Eq. (4.7)) is necessary.

The presence of internal waves may severely affect the ability to obtain accurate estimates of source position in practice, as can be deduced from Fig. 4-9(a-b) which shows the square root of the single-sample CRLB for source range and depth estimation. The sample sizes necessary to obtain unbiased source range and depth estimates which asymptotically attain the CRLB are shown in Fig. 4-9(c-d) and are typically much larger than one, as expected from Fig. 4-7.

The minimum error of an unbiased source range MLE is on the order of tens of meters even at ranges beyond 20 km for a source in the lower waveguide layer, as expected from Fig. 4-7(a), but may become as high as several hundred meters for a source in the upper layer where the SANR[1] is much lower, as seen in Fig. 4-6. The minimum error of an unbiased source depth MLE has increased from the undisturbed waveguide case by at least an order of magnitude, as expected from Fig. 4-7(b). The sample sizes necessary to attain either of these CRLBs have also increased by an order of magnitude or more from those corresponding to the static waveguide scenario, Fig. 4-5. These increases in the CRLBs and the necessary sample sizes to attain them are particularly pronounced in the upper layer of the waveguide and the middle of the lower layer at about 65 m, since those are the regions of most rapid SNR[1] and SANR[1] decrease, and also where the received intensity is weakly dependent on source depth and range.

The calculated necessary sample sizes suggest that it becomes practically impossible to accurately estimate source position for ranges greater than a few kilo-
meters for the specific receiver array, waveguide, source frequency and type of instantaneous measurements considered given the $SANR[1]$ in Fig. 4-6(a) and typical acoustic field coherent scales,[21] since stationary averaging over tens of hours may be required. The examples presented here illustrate passive source localization scenarios typical of matched-field processing (MFP) and focalization[24] in fluctuating waveguides.[21, 67, 45, 64] They not only provide a quantitative demonstration of the degradation in localization accuracy due to the presence of internal waves, but can also be used to assess the effects of environmental uncertainties on parameter estimation.
Necessary sample size for range MLE to attain CRLB, and $\sqrt{\text{CRLB}} \leq 100 \text{ m}$

$10 \log_{10} \text{SANR} = 0 \text{ dB} @ 1 \text{ km}$

$10 \log_{10} \text{SANR} = 0 \text{ dB} @ 10 \text{ km}$

$10 \log_{10} \text{SANR} = 0 \text{ dB} @ 20 \text{ km}$

$10 \log_{10} \text{SANR} = 0 \text{ dB} @ 30 \text{ km}$

Figure 4-8: Fluctuating waveguide containing internal waves. $10 \log_{10} n$, where $n = \{\max[n_b, n_u] \times n'\}$ is the sample size necessary to obtain an unbiased source range MLE whose MSE attains the CRLB and has $\sqrt{\text{CRLB}} \leq 100 \text{ m}$, and $n_b, n_u, n'$ are calculated using Eqs. (A.6) and (A.7), given a 415 Hz source placed at 50 m depth. Source level is fixed as a constant over range so that $10 \log_{10} \text{SANR}$ is 0 dB at 1, 10, 20, and 30 km source range (black circles), respectively, for the four curves shown.
Figure 4-9: Fluctuating waveguide containing internal waves. $10\log_{10}$ of the square root of the CRLB for (a) source range $\hat{\rho}_0$, (b) source depth $\hat{z}_0$ MLEs given a single sample. $10\log_{10}(\max[n_b, n_v])$, the sample sizes or SNRs necessary to obtain (c) source range, (d) source depth MLEs that become unbiased and have MSEs that attain the CRLB. Given any design error threshold, the sample size necessary to obtain an accurate source range or depth MLE is then equal to $(\max[n_b, n_v]) \times n'$, where $n' = CRLB(\max[n_b, n_v])/(\text{design threshold})^2$. The internal wave disturbances have a height standard deviation of $\eta_h = 4$ m and coherence lengths of $l_x = l_y = 100$ m. The source level is fixed as a constant over range so that $10\log_{10}\text{S/N}[1]$ is 0 dB at 1 km source range at all source depths.
Importance of the joint-moment terms in calculating the second-order covariance

Here, we show the benefits of employing the expression for the MLE second-order covariance in Eq. (4.3) that can be used to determine necessary sample size conditions for accurate estimation given measurements whose mean and covariance are both parameter dependent. If the physical environment leads to parameter dependence in both the mean and covariance and this dependence is neglected in either, then large errors can easily ensue, as demonstrated for the physical scenario considered in Section 4.3.2. Neglecting the parameter dependence in either the covariance or the mean is equivalent to approximating the underwater acoustic measurement as either (i) a deterministic signal vector, or (ii) a fully randomized signal vector with zero mean, both embedded in additive white noise.

These two common approximations to the received field may lead to significant miscalculations of the CRLB and the necessary sample sizes of Eq. (A.6), as can be seen by comparing Figs. 4-7 and 4-9 to Figs. 4-10-4-11 and 4-12-4-13, respectively. Note that the asymptotic biases and variances for source range and depth MLEs (Fig. 4-10(a-b), respectively) are of the same order of magnitude as those for the undisturbed waveguide in Fig. 4-3. This is expected since neglecting parameter dependence in the covariance $C$ is equivalent to assuming a static waveguide where the only noise is purely white additive. The asymptotic biases and variances for the case where $\mu$ is assumed parameter independent (Fig. 4-11(a-b)) are instead found to be many orders of magnitude larger. The observed increase is much larger than the decrease in SANR[1] and SNR[1], and suggests that the covariance of the measurement is only weakly dependent on source range and depth. The differences observed between Figs. 4-10 and 4-11 are consistent with those observed between Figs. 2 and 3 of Ref. [102], where the biases of the MLE obtained from a purely random signal are found to be much larger than those obtained from an equivalent deterministic signal, and range estimation is more severely affected.
Figure 4-10: The same as Fig. 4-7, but here the covariance $C$ of the measurement is assumed parameter independent so that its derivatives in Eqs. 4.2-4.3 are set to zero. The asymptotic biases and variances of source range and depth MLEs are typically underestimated, as seen by comparing with Fig. 4-7. This scenario is equivalent to incorrectly assuming the received measurement is a deterministic signal embedded in purely additive white noise, in which case the SANR and SNR of the measurement are equal and the two curves coincide.
Figure 4-11: The same as Fig. 4-7, but here the mean $\mu$ of the measurement is assumed parameter independent so that its derivatives in Eqs. 4.2-4.3 are set to zero. The asymptotic biases and variances of source range and depth MLEs may be significantly overestimated, as seen by comparing with Fig. 4-7. This scenario is equivalent to incorrectly assuming the received measurement is purely random with zero mean, embedded in additive white noise.
Figure 4-12: The same as Fig. 4-9, but here the covariance $C$ of the measurement is assumed parameter independent so that its derivatives in Eqs. 4.2-4.3 are set to zero. The CRLB and the sample sizes necessary to attain it are underestimated when compared with Fig. 4-9. This scenario is equivalent to incorrectly assuming the received measurement is a deterministic signal embedded in purely additive white noise.
Figure 4-13: The same as Fig. 4-9, but here the mean $\mu$ of the measurement is assumed parameter independent so that its derivatives in Eqs. 4.2-4.3 are set to zero. The CRLB and the sample sizes necessary to attain it are overestimated when compared with Fig. 4-9. This scenario is equivalent to incorrectly assuming the received measurement is purely random with zero mean, embedded in additive white noise.
Both approximations to the measured signal model are inappropriate for determining the sample sizes required to obtain MLEs of source position that attain desired error thresholds. The minimum errors for unbiased estimates of source position given a single sample are shown in Figs. 4-12(a-b) and 4-13(a-b). The sample sizes necessary to attain either of these CRLBs are given in Figs. 4-12(c-d) and 4-13(c-d). Setting the derivatives of C in Eqs. 4.2-4.3 to zero results in underestimating the sample size required to obtain an accurate estimate of source range by a factor of typically $10^2$, as seen by comparing Figs. 4-10(a) and 4-12(a) to Figs. 4-7(a) and 4-9(a), given the SANR[1] in Fig. 4-6(a). Similarly, setting instead the derivatives of $\mu$ to zero leads to an overestimation of this sample size by a factor of at least $10^7$, given the SANR[1] in Fig. 4-6(a). In the latter case, the degradation in range estimation is especially notable and minimum errors are now at least as large as tens of kilometers beyond 20 km from the source, having increased by several orders of magnitude from those calculated in Section 4.3.2.

### 4.3.3 Discussion

We have calculated the sample sizes or SANRs necessary to obtain accurate source localization estimates in a static and a fluctuating waveguide, given a 415 Hz source and an $N/2 = 10$ element array in Section 4.3.1 and 4.3.2. As a rough design rule, we find that in the lower layer of both the undisturbed and fluctuating waveguide, source range can be typically estimated to within $100 \times M$ m if the received $10\log_{10}$SANR at a single hydrophone is at least $(13 + 10\log_{10} 20/N' - 20\log_{10} M)$ dB, given a single sample and a vertical array of $N'/2$ elements. The necessary SANRs for both the undisturbed and fluctuating waveguide follow the same design rule because they have similar range-averaged behavior.

The necessary sample sizes or SANRs presented here are consistent with those reported in experimental studies. For example, in Ref. [96], the authors localize a source at a range of 5 km with an accuracy of approximately 200 m using single measurements at similar frequencies as investigated here from a 32-element array, despite uncertainties in the sound speed profile. The effective $10\log_{10}$SANR of their
multi-spectral measurement is roughly 16 dB at a single hydrophone, which is much higher than the 
\((13 + 10\log_{10}(10/32) - 20\log_{10} 2) \approx 2\) dB estimated from our rough design rule for accurate source localization in a fluctuating waveguide.

### 4.4 Conclusions

A method is provided for determining necessary conditions on sample size or Signal to Noise Ratio (SNR) to obtain accurate parameter estimates from remote sensing measurements in a fluctuating ocean waveguide. These conditions are derived by first expanding the bias and covariance of maximum likelihood estimates (MLEs) in inverse orders of sample size or SNR, where the first-order term in the covariance expansion is the minimum mean square error (MSE) of any unbiased estimate, the Cramer-Rao Lower Bound (CRLB). Necessary sample sizes or SNRs are then determined by requiring (i) the first-order bias term and the second-order covariance term to be much smaller than the true value of the parameter and the CRLB, respectively, and (ii) the CRLB to fall within desired error thresholds. An analytical expression is provided for the second-order covariance of MLEs obtained from general complex Gaussian data vectors, which can be used in many practical problems since (i) data distributions can often be assumed to be Gaussian by virtue of the central limit theorem, and (ii) it allows for both the mean and the variance of the measurement to be functions of the estimation parameters. By comparing the asymptotic biases and errors of MLEs, and the sample sizes or SNRs necessary to attain accurate estimates in a static waveguide and in the presence of internal waves, it is then possible to quantitatively assess the effects of environmental uncertainties on parameter estimation.

Here, we consider the problem of source localization in a fluctuating waveguide containing random internal waves, which we model using the analytical expressions provided in Ref. [21] for the mean, mutual intensity, and spatial covariance of the acoustic field forward propagated through random 3-D internal waves in a stratified ocean waveguide for a continuous wave (CW) narrowband signal. The loss of coherence in the forward propagating field due to scattering by internal waves may
have severe consequences on parameter estimation and lead to significant losses in localization ability with narrowband vertical array measurements for fixed source and receiver. We determine the sample sizes and SNRs necessary to obtain accurate source localization estimates in an undisturbed waveguide and find that the median necessary sample size or SNR increases by at least an order magnitude in a fluctuating waveguide, when internal wave fluctuations result in the incoherent intensity component dominating the total acoustic field intensity. Past experiments demonstrating localization with matched-field processing (MFP) in random or fluctuating environments have used SNRs that exceeded the derived conditions and so have not tested the limits of passive detection and localization. In practice, many stealthy or distant sources will have much lower SNRs than have been used in current experiments, and so would likely require impractically long stationary averaging periods for localization to be possible. The results shown here provide an example of how asymptotic statistics can be used in experimental design to ensure that statistical biases and errors meet pre-determined error thresholds.

We also demonstrate the advantages of using the expression for the second-order covariance presented here, which accounts for parameter dependence on both the mean and the variance of the measurement. This is achieved by comparing the asymptotic biases and errors to those calculated when either the covariance or the mean of the measurement is incorrectly assumed to be parameter independent. Such approximations are often necessary to model the measured field in fluctuating environments when it is not possible to determine the parameter dependence of both its mean and variance. Using the analytical tools developed here, we can instead take advantage of the parameter dependence of both the mean and variance of the measured field to obtain more accurate parameter estimates. We find that modeling the measurement as a deterministic signal vector leads to significantly underestimating both the CRLB as well as the sample size or SNR required to attain it. Similarly, modeling the measurement as a zero-mean, fully randomized signal vector results in a gross overestimation of the CRLB and the required sample size or SNR to attain it.
Chapter 5

Estimating the Instantaneous Velocity of Randomly Moving Target Swarms in a Stratified Ocean Waveguide by Doppler Analysis

5.1 Introduction

Many animal species and man-made targets assemble in large organized groups,[19, 99] such as schools of fish,[75, 100, 52] swarms of insects,[13] Autonomous Underwater Vehicles,[59] bats,[10] and flocks of birds.[35] Determining the velocity fields of such aggregations is of interest for ecosystem sensing, environmental sustainability, as well as clutter mitigation. Free-space Doppler analysis is typically used to observe and determine the motion of target swarms in both the atmosphere, e.g. rain droplets,[31] and in the ocean, e.g. plankton.[69] Here, we show that this is possible because cross-spectral coherence remains in the variance of the ambiguity function of the field scattered from such swarms and enables high resolution Doppler velocity and position...
estimation. We also develop a method to estimate the mean of the instantaneous velocity and position of a random target group, as well as their respective standard deviations across the group, with a long-range acoustic remote sensing system in both free space and in a stratified ocean waveguide representative of typical continental shelf environments.

We show that the variance of the field scattered from large swarms of randomly distributed moving targets typically dominates the range-velocity ambiguity function when the spatial extent of the swarm is much larger than the wavelength. This is achieved by deriving analytical expressions for the expected value and the expected square magnitude of the ambiguity function in terms of the targets' velocity and position probability densities relative to a stationary monostatic remote sensing system. Domination of the variance in the scattered field intensity has previously been shown to occur for the special case of large aggregations of immobile targets where no Doppler shifts occur.[1]

It is shown that for appropriate signal design, such as pseudo-random signals, the mean and variance of the swarm’s velocity and position can be expressed in terms of the first two moments of the measured range-velocity ambiguity function. This is shown analytically for free space and with Monte-Carlo simulations for an ocean waveguide. We refer to simultaneous estimation of the group’s velocity and position from ambiguity surface moments as the Moment Method. Illustrative examples are then presented for migrating and non-migrating groups of randomly moving targets in free space and in a stratified, range-independent waveguide. Simultaneous estimates of the mean velocity and position can also be obtained by finding the velocity and position that correspond to the peak of the ambiguity function’s expected square magnitude, which we refer to as the Peak Method. For a single deterministic target in a waveguide, it has been shown that a relatively accurate estimate of the target velocity can be obtained by measuring the Doppler shifted spectrum of its scattered field.[92, 91] Here we instead consider scattering from a group of random targets, simultaneously resolve both instantaneous velocity and position means of the group, as well as their and standard deviations through the Moment Method. We show
that estimates of the mean velocity obtained via the Moment Method are at least as accurate as estimates based on the Peak Method.

In Section 5.2 and the Appendices, we derive analytical expressions for the statistical moments of the field scattered from a source of arbitrary spectrum by a single moving target in free space or a stratified range-independent waveguide, given random target velocity and position. We then derive the expected value and expected square magnitude of the range-velocity ambiguity function for the total field scattered from a group of random targets. We then show that the first and second moments of the ambiguity function’s expected square magnitude along constant range and velocity axes in free space are linear functions of the group’s velocity and position means and standard deviations for the Costas sequence, a pseudo-random signal described in Appendix E.3. In Section 5.3, we demonstrate both the Peak and Moment methods via illustrative examples in free space and an ocean waveguide.

5.2 Determining Target Velocity Statistics from Doppler Shift and Spread

We assume a group of \( N \) targets are randomly distributed in volume \( V \) centered at the origin \( 0 \), which is in the far field of a stationary monostatic source/receiver system at range \( r \), as shown in Fig. 5-1. We consider a remote sensing sonar platform that consists of a point source collocated with a horizontal receiving array, such as that shown in Fig. 5-2. We define \( u_q^0 \) as the random initial position of the \( q \)th target, and \( v_q \) as the random speed of the \( q \)th target towards the source/receiver system. We assume that the target positions and velocities are independent and identically distributed (i.i.d.) random variables with probability densities \( P_u(u_q^0) \) and \( P_v(v_q) \), which are inherent properties of the target group. We define the means and standard deviations for \( u_q^0, v_q \) to be \( \mu_u, \sigma_u \) and \( \mu_v, \sigma_v \), respectively. We also assume that the targets move at low Mach numbers, which is typical for biological scatterers, e.g. fish at velocities of order 1 m/s.[55, 85, 26] As detailed in Appendix
E, $v_q$ is defined to be the velocity component parallel to $r$, which is assumed to be constant during the time necessary for the sound signal to travel through the resolution footprint of the remote sensing system. For simplicity, we assume that all targets have the same scatter function, and for the frequencies considered, they scatter omnidirectionally. We assume target velocities follow Gaussian probability densities, and set the velocity means to correspond to typical fish group swimming speeds, in illustrative examples. A target group is then defined to be migrating by setting the velocity standard deviation to be approximately 10% of the mean velocity. Similarly, a group is defined to be randomly swarming if the velocity standard deviation is much larger than the velocity mean. Targets are assumed to be uniformly distributed within 100 m about a nominal range of 15 km from the remote sensing system. For waveguide examples, we consider the waveguide of Fig. 5-2, which is representative of continental shelf environments, and assume targets are uniformly distributed in depth between 70 and 90 m. For free space examples, we use the same distributions. Finally, areal number densities are chosen so that acoustic returns from the target groups will stand above background reverberation,[40] based on past OAWRS field data from the New Jersey Continental Shelf and the Gulf of Maine.[38, 39] For herring we then assume an areal number density of 2 fish/m$^2$, while for tuna we consider imaging a single school consisting of roughly 100 individuals.[40]

In all examples, we employ the specific signal design described in Appendix E.3, which has center frequency of 1.6 kHz, bandwidth of roughly 20 Hz, velocity resolution of approximately 0.17 m/s, and range resolutions of about 43 m, which is smaller than the range dimension of the targets' spatial distribution. The target distribution scenarios are summarized in Table 5.1, and the source signal and remote sensing system parameters are given in Table 5.2.
### Table 5.1: Target Distribution Scenarios

<table>
<thead>
<tr>
<th></th>
<th>Case A</th>
<th>Case B</th>
<th>Case C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Migrating Herring</td>
<td>Swarming Herring</td>
<td>Migrating Tuna</td>
</tr>
<tr>
<td>Velocity Mean, $\mu_v$</td>
<td>0.2 m/s</td>
<td>0 m/s</td>
<td>1.5 m/s</td>
</tr>
<tr>
<td>Velocity Standard Deviation, $\sigma_v$</td>
<td>0.025 m/s</td>
<td>0.5 m/s</td>
<td>0.1 m/s</td>
</tr>
<tr>
<td>Areal Number Density, or Number of Targets</td>
<td>2 fish/m²</td>
<td>1 school (100 fish)</td>
<td></td>
</tr>
<tr>
<td>Position Mean, $\mu_u$ (from the origin 0, see Figs. 5-1 and 5-2)</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target Range Distribution (from the mean position $\mu_u$)</td>
<td>Uniform, ± 50 m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target Depth Distribution (for waveguide examples, see Fig. 5-2)</td>
<td>Uniform, 70-90 m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target Cross-Range Extent</td>
<td>Exceeds remote sensing system's cross-range resolution</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.2: Remote Sensing System Properties

<table>
<thead>
<tr>
<th></th>
<th>7-pulse Costas sequence (see Appendix E.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal Design</td>
<td>1.6 kHz</td>
</tr>
<tr>
<td>Center Frequency</td>
<td>≈ 20 Hz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>≈ 43 m</td>
</tr>
<tr>
<td>Range Resolution, $\Delta u$ (at 15 km range)</td>
<td>≈ 100 m</td>
</tr>
<tr>
<td>Velocity Resolution, $\Delta v$ (from the origin 0, see Figs. 5-1 and 5-2)</td>
<td>≈ 0.17 m/s</td>
</tr>
<tr>
<td>Source/Receiver Range (for waveguide examples, see Fig. 5-2)</td>
<td>15 km</td>
</tr>
<tr>
<td>Source/Receiver Depth</td>
<td>20 m</td>
</tr>
</tbody>
</table>
Figure 5-1: Sketch of the resolution footprint volume enclosing a target with initial offset $u_q^0$ from the coordinate system origin and velocity $v_q$. The variables $L_x$, $L_y$, and $L_z$ denote the dimensions of the footprint volume in $x$, $y$, $z$ coordinates, respectively. The position mean and standard deviation are $\mu_u$, $\sigma_u$, while the velocity mean and standard deviation are $\mu_v$, $\sigma_v$. 
Figure 5-2: Sketch of waveguide geometry and sound speed profile. The locations of the fish shoal, the source/receiver imaging system and the resolution footprint with respect to the coordinate system \((x, y, z)\) are also shown. The coordinate system coincides with that of Fig. 5-1. The sound speed in the water column is constant, \(c_1 = 1500 \text{ m/s}\), and the sound speed in the sediment half-space is \(c_2 = 1700 \text{ m/s}\). The density \(\rho_1\) and attenuation \(\alpha_1\) in the water column are 1 kg/m\(^3\) and \(6 \times 10^{-5} \text{ dB/} \lambda_1\), respectively, where \(\lambda_1\) is the wavelength in the watercolumn. The sediment half-space has density \(\rho_2 = 1.9 \text{ kg/m}^3\), and attenuation \(\alpha_2 = 0.8 \text{ dB/} \lambda_2\), representative of sand, where \(\lambda_2\) is the wavelength in the bottom sediment.
5.2.1 Free Space

The field scattered from the qth target due to a harmonic source of frequency \( f \) and unit amplitude, can be written as [92]

\[
\Phi_{s,q}(r, t; f) = \frac{S(\tilde{f})}{k} G(r|0, \tilde{f}) G(0|r, f) e^{-i2\pi ft} e^{-i2\pi (f + \nu) t} \frac{\nu^2}{c} \tag{5.1}
\]

where \( \tilde{f} \approx f(1 + 2v_q/c) \) is the Doppler-shifted frequency of the scattered field, \( c \) is the sound speed in the medium, \( S(f) \) is the target's planewave scattering function, and \( G(0|r, f) \) is the free space Green's function between the source and the origin evaluated at frequency \( f \). For a broadband source with dimensionless source function \( q(t) \Leftrightarrow Q(f) \), the scattered field is given by Fourier synthesis as

\[
\Psi_{s,q}(r, t) = \int df Q(f) \Phi_{s,q}(r, t; f) \tag{5.2}
\]

where \( \Leftrightarrow \) denotes Fourier transform pairs \( q(t) = \int Q(f) e^{-i2\pi ft} df, Q(f) = \int q(t) e^{i2\pi ft} dt \).

The ambiguity function is defined as

\[
\Psi_{s,q}(\tau, \nu) = \int_{-\infty}^{\infty} \Psi_{s,q}(r, t) q^*(t - \tau) e^{i2\pi \nu t} dt = \int_{-\infty}^{\infty} \Psi_{s,q}(r, f') Q^*(f' - \nu) e^{-i2\pi (f' - \nu) \frac{\tau}{c}} df' \tag{5.3}
\]

where \( \nu \) is the Doppler shift and \( \tau \) is the time delay defined such that \( \tau = 0 \) corresponds to the time instant the signal is transmitted from the source. The ambiguity function has units of Pa/Hz and can also be interpreted in terms of target velocity and position by using the transformations \( \nu = cv/(2f_c) \) and \( u = c\tau/2 \), where \( v, u \) are the target's velocity and position, and \( f_c \) is the signal's center frequency. The mean and second moment of the ambiguity function \( \Psi_{s,q}(\tau, \nu) \) are derived analytically in
Appendix E.1 and are given by

\[
\langle \Psi_{s,q}(\tau, \nu) \rangle = \int_{-\infty}^{\infty} \frac{S(f)}{k^2} G(0, f) Q^*(f - \nu) e^{-i2\pi(f - \nu)\tau} \times \int G(0|\mathbf{r}, f'(1 + 2vq/c)^{-1})Q(f'(1 + 2vq/c)^{-1}) \\
x U_q(f'\hat{f}/c, vq)P_v(vq)dv_qdf'
\]

\[
(5.4)
\]

\[
\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{S(f_1)}{k_1} G(0, f_1) Q^*(f_1 - \nu) \frac{S^*(f_2)}{k_2} G^*(0|0, f_2) Q(f_2 - \nu) \\
x e^{-i2\pi(f_1 - f_2)\tau} \int G(0|\mathbf{r}, f_1(1 + 2vq/c)^{-1})Q(f_1(1 + 2vq/c)^{-1}) \\
x G^*(0|\mathbf{r}, f_2(1 + 2vq/c)^{-1})Q^*(f_2(1 + 2vq/c)^{-1}) \\
x U_q((f_1 - f_2)\hat{f}/c, vq)P_v(vq)dv_qdf_1df_2
\]

\[
(5.5)
\]

where \( f' \), \( f_1 \) or \( f_2 \) correspond to received frequencies, and \( Q(f) \) is the source spectrum. The variable \( U_q \) is defined analytically in Eq. (E.4) and is the characteristic function for probability density \( P_u(u_q^2) \), so that it can be interpreted as the Fourier transform of the target's spatial distribution. For the whole group of \( N \) targets, we find \( |\langle \Psi_s(\tau, \nu) \rangle|^2 = N^2|\langle \Psi_{s,q}(\tau, \nu) \rangle|^2 \), and (see Appendix E.1),

\[
\langle |\Psi_s(\tau, \nu)|^2 \rangle = N(|\langle \Psi_{s,q}(\tau, \nu) \rangle|^2) + N(N - 1)|\langle \Psi_{s,q}(\tau, \nu) \rangle|^2
\]

\[
(5.6)
\]

The expected square magnitude of the ambiguity function is then the sum of: (i) a second moment term proportional to \( N \) due to scattering from each target, and (ii) a mean-squared term proportional to \( N^2 \) due to interaction of the fields scattered from different targets.

For target groups large compared to the wavelength, the source spectrum \( Q \) and the targets' spatial spectrum \( U_q \) tend to be non-overlapping band-limited functions of frequency whose products tend to zero in Eq. (5.4), leading to a negligible mean. This is not the case in Eq. (5.5) where the peaks of \( Q \) and \( U_q \) overlap because evaluation of \( U_q \) at the frequency difference enables cross-spectral coherence. The variance then
typically dominates the second moment. [1] This is shown in Fig. 5-3 for the Case A target distribution scenario that represents migrating herring (Table 5.1), given the source signal and remote sensing system parameters in Table 5.2, where we find that the magnitude squared of the expected value of the ambiguity function, $|\langle \Psi_s(\tau, \nu) \rangle|^2$ is typically about 20 dB smaller than the expected square magnitude of the ambiguity function, $\langle |\Psi_s(\tau, \nu)|^2 \rangle$. From Eq. (5.6), this means that for this case we would require a 100-fold increase in population density for the magnitude squared of the mean ambiguity function to dominate.
Figure 5-3: Free Space. Expected value (black dashed line) and expected square magnitude (black solid line) of the ambiguity function via 100 Monte-Carlo simulations for the field scattered from a random aggregation of targets following the Case A scenario described in Table 5.1. The source signal and remote sensing system parameters are given in Table 5.2. The expected square magnitude of the ambiguity function based on the analytical expressions of Eqs. (5.4-5.5) and (5.6) is also shown (gray line) and is found to be in good agreement with the Monte-Carlo result. The variance of the ambiguity function dominates the total intensity and the magnitude squared of the ambiguity function’s expected value is negligible.
Estimating Target Position and Velocity Statistics

Equations (5.4) and (5.5) cannot typically be evaluated analytically. A significant simplification is however possible in the case of specially designed source signals whose spectra can be approximated as

\[ Q(f) = \sum_{n=0}^{M-1} a_n e^{i2\pi(f-f_n)h_n} \text{sinc} (\pi(f-f_n)T) \]

\[ \approx \sum_{n=0}^{M-1} a_n e^{i2\pi(f-f_n)h_n} \delta(f-f_n), \tag{5.7} \]

where \( a_n \) is the coefficient of the \( n \)th frequency component, \( f_n \), for \( n = 1, 2, \ldots, M \), and \( h_n, T \) are known constants. Equation (5.7) is approximately valid, for example, for spectra that consist of a series of windowed harmonic waves, such as the Costas sequence described in Appendix E.3. For such spectra, the expected square magnitude of the ambiguity function is given by

\[
\langle |\Psi_{\nu,q}(\tau, \nu)|^2 \rangle = \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} \sum_{l=0}^{M-1} \sum_{j=0}^{M-1} a_n^* a_m a_l a_j \left[ \frac{S(f_n + \nu)}{2\pi(f_n + \nu)/c} \right] \left[ \frac{S^*(f_l + \nu)}{2\pi(f_l + \nu)/c} \right] \\
\times G(r|0, f_n + \nu) G^*(r|0, f_l + \nu) G(0|r, f_m) G^*(0|r, f_m) \\
\times \delta \left( \frac{f_l + \nu}{f_n + \nu} f_m - f_j \right) U_q \left( \left[ f_n + f_m - f_l - \frac{f_l + \nu}{f_n + \nu} f_m \right] i/(2c), 0 \right) \\
\times e^{-i2\pi(f_n-f_l)\tau} P_v \left( \frac{c}{2} \left[ \frac{f_n + \nu}{f_m} - 1 \right] \right) \tag{5.8} \]

When the dimensions of the swarm are much larger than the acoustic wavelength, the first two moments of Eq. (5.8) along constant Doppler shift \( \nu \) and constant time delay \( \tau \) axes can be analytically expressed in terms of the targets’ position and velocity first and second statistical moments (see Appendix E.1). Taking moments along a
constant-\( \tau \) axis,

\[
\nu_1 = \int \nu^2 \langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle d\nu \approx b_1 \left\{ \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} \frac{2f_m}{c} (f_m - f_n) + \frac{M \sum_{m=0}^{M-1} \left( \frac{2f_m}{c} \right)^2}{\mu_v} \right\} \\
\approx c_1 + d_1 \mu_v, \\
\nu_2 = \int \nu^2 \langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle d\nu \approx b_1 \left\{ \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} \frac{2f_m}{c} (f_m - f_n)^2 \right\} \\
+ \left\{ \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} 2 \left( \frac{2f_m}{c} \right)^2 (f_m - f_n) \right\} \mu_v + \left\{ M \sum_{m=0}^{M-1} \left( \frac{2f_m}{c} \right)^3 \right\} \left( \mu_v^2 + \sigma_v^2 \right) \\
\approx c_2 + d_2 \mu_v + e_2 (\mu_v^2 + \sigma_v^2),
\]

(5.9a)

(5.9b)

where the ambiguity function has been normalized so that \( \int \langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle d\nu = 1 \). The coefficient \( b_1 \) is given by

\[
b_1 = \left[ M \sum_{m=0}^{M-1} \frac{2f_m}{c} \right]^{-1}
\]

(5.10)

The coefficients \( c_1, d_1, c_2, d_2, e_2 \) can be calculated analytically given a specific signal design, and then used to provide estimates of the target's mean velocity and its standard deviation given measurements of \( \nu_1 \) and \( \nu_2 \). For the purposes of this paper, we employ the Costas sequence design detailed in Appendix E.3 that satisfies Eq. (5.7), and for which the coefficients are given in Table 5.3. In the illustrative examples of Section 5.3.1, we assume the form of Eq. (5.9) holds and use it to estimate the velocity means and standard deviations. Estimates obtained via the Moment Method are found in Section 5.3.1 to be very accurate, with errors typically smaller than 10%.

Table 5.3: Coefficients of Eq. (5.9).

<table>
<thead>
<tr>
<th>( c_1 )</th>
<th>( d_1 )</th>
<th>( c_2 )</th>
<th>( d_2 )</th>
<th>( e_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0156</td>
<td>2.1334</td>
<td>0.5822</td>
<td>0.1333</td>
<td>4.5512</td>
</tr>
</tbody>
</table>

Similarly, for the moments of the expected square magnitude of the ambiguity
function over time delay $\tau$, we find

$$\tau_1 = \int \tau |\Psi_{s,q}(\tau, \nu)|^2 d\tau = (r + \hat{r} \cdot \mu_u) \frac{1}{c} \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} d_{n,m}, \quad (5.11a)$$

$$\tau_2 = \int \tau^2 |\Psi_{s,q}(\tau, \nu)|^2 d\tau = \left(\hat{r} \cdot \sigma_u\right)^2 + \frac{2}{c^2} \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} d_{n,m} \quad (5.11b)$$

where the ambiguity function has again been normalized so that $\int |\Psi_{s,q}(\tau, \nu)|^2 d\tau = 1$. The coefficients $d_{n,m}$ are given by

$$d_{n,m} = P_v \left(\frac{c}{2} \left[\frac{f_n + \nu}{f_m} - 1\right]\right) \quad (5.12)$$

Equation (5.11) shows that the moments of the ambiguity function's expected square magnitude along a constant Doppler shift axis are linearly related to the targets' position mean and variance. Note that as long as the absolute value of the mean position estimate is less than or equal to the length scale of the resolution footprint, then for practical purposes the targets have been accurately localized.

### 5.2.2 Waveguide

As in Section 5.2.1, we assume a group of $N$ targets is randomly distributed within volume $V$ in the far-field of a monostatic source/receiver system in a stratified range-independent waveguide. We also assume that targets scatter omnidirectionally for the frequencies considered. Under these conditions, the field scattered from the $q$th target, due to a harmonic source at angular frequency $\Omega$, can be found by adapting Eq. (59) of Ref. [92] to account for the case of a monostatic ($r_0 = r$), stationary ($\nu_0 = v = 0$) system and for the change of the coordinate system origin from the target centroid to the center of the resolution footprint,

$$\Phi_{s,q}(r, t; \Omega) = 4\pi \sum_l \sum_m \frac{S(\omega_{m,l,q})}{k(\omega_{m,l,q})} \phi_{s,q}^{l,m}(r, \Omega, \omega_{m,l,q}) e^{-i\omega_{m,l,q} t} \quad (5.13)$$
where \( \omega_{m,l,q} = \Omega + v_q[\xi_l(\Omega) + \xi_m(\Omega)] \) is the Doppler shifted frequency due to target motion, \( \xi \) is the wavenumber, \( S(\omega) \) is the target's planewave scattering function, \( l, m \) are indices corresponding to the incoming and outgoing modes, respectively, and the variable \( \Phi_{s,q}^{l,m} \) describing propagation to and from the target is defined explicitly in Eq. (E.30). Note that both the scattering function and the wavenumber are evaluated at the Doppler shifted frequency \( \omega_{m,l,q} \) due to modal propagation. The mean and second moment of the ambiguity function of the back-scattered field are derived analytically in Appendix E.2 and are given by

\[
\langle \Psi_{s,q}(\tau, \nu) \rangle = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{S(\omega')}{k(\omega')} Q^*(\omega' - 2\pi\nu) e^{-i(\omega' - 2\pi\nu) \tau} \times \int \sum_l \sum_m Q(\omega'(1 + v_q(1/v_l^G + 1/v_m^G))^{-1}) U_{q,m}^{l,m}(\omega', v_q) P_v(v_q) dv_q d\omega'
\]

(5.14)

\[
\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle = \frac{1}{\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{S(\omega_1)}{k(\omega_1)} Q^*(\omega_1 - 2\pi\nu) \frac{S^*(\omega_2)}{k^*(\omega_2)} Q(\omega_2 - 2\pi\nu) e^{-i(\omega_1 - \omega_2) \tau} \times \int \sum_l \sum_m \sum_n \sum_p Q(\omega_1(1 + v_q(1/v_l^G + 1/v_m^G))^{-1}) U_{q,m,n,p}^{l,m,n,p}(\omega_1, \omega_2, v_q) \times Q^*(\omega_2(1 + v_q(1/v_n^G + 1/v_p^G))^{-1}) P_v(v_q) dv_q d\omega_1 d\omega_2
\]

(5.15)

where \( \omega', \omega_1 \) or \( \omega_2 \) correspond to received frequencies, \( \nu_m^G \) is the group velocity of the \( m \)th mode, and \( Q(\omega) \) is the source spectrum. As in the free space case, the ambiguity function can also be interpreted in terms of target velocity and position by using the transformations \( v = v_l^G \nu/(2fc) \) and \( u = v_l^G \tau/2 \), where \( v, u \) are the target's velocity and position, and \( fc \) is the signal's center frequency. The variables \( U_{q,m}^{l,m} \) and \( U_{q,m,n,p}^{l,m,n,p} \) are defined in Eqs. (E.34) and (E.38), respectively, and are characteristic functions for the \( q \)th target's initial position \( \mathbf{u}_q^0 \) given its probability density function, \( P_u(\mathbf{u}_q^0) \). They can be interpreted as Fourier transforms of the target's spatial distribution and are evaluated at the Doppler shifted frequencies \( \omega_{m,l,q} \) and \( \omega_{p,n,q} \) so that they are functions of the modes \( l, m, n, p \).

For a group containing \( N \) targets, we again have \( |\langle \Psi(\tau, \nu) \rangle|^2 = N^2 |\langle \Psi_{s,q}(\tau, \nu) \rangle|^2 \)
and \(\langle |\Psi_s(\tau, \nu)|^2 \rangle = N\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle + N(N-1)\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle \). As in the free space case, the expected square magnitude of the ambiguity function is the sum of a second moment term proportional to \(N\) and a mean-squared term proportional to \(N^2\), where the variance term typically dominates for groups large compared to the wavelength, as shown for the Case A target distribution scenario that represents migrating herring (Table 5.1) in Fig. 5-4. The source signal and remote sensing system parameters are given in Table 5.2. We note that the targets appear to be closer to the source/receiver by roughly 40 m, but this is approximately equal to the length scale of the system’s resolution footprint, so for practical purposes the targets are still accurately localized.
Expected Value and Expected Magnitude Squared of the Ambiguity Function, $\Psi_s(\tau, \nu)$

Figure 5-4: Waveguide. Expected value (black dashed line) and expected square magnitude (black solid line) of the ambiguity function via 100 Monte-Carlo simulations for the field scattered from a random aggregation of targets following the Case A scenario described in Table 5.1. The cross-range resolution is set to be such that the fish areal number density is 2 fish/m². The source signal and remote sensing system parameters are given in Table 5.2. The expected magnitude of the ambiguity function based on evaluating Eqs. (5.14-5.15) and (5.6) is also shown (gray line) and is found to be in good agreement with the Monte-Carlo result. The variance of the ambiguity function dominates the total intensity and the magnitude squared of the ambiguity function’s expected value is negligible.
Estimating Target Position and Velocity Statistics

As in the free space case, Eqs. (5.14) and (5.15) cannot typically be analytically evaluated. A significant simplification is however possible in the case of some specially designed source spectra, such as Costas sequences, which can be written in the form of Eq. (5.7), \( Q(\Omega) = \sum_{n=0}^{M-1} a_n e^{i(\Omega-\Omega_n)H_n} \delta(\Omega-\Omega_n) \). The second moment of the ambiguity function is then given (see Appendix E.2),

\[
\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle = \sum_{n'}^{M-1} \sum_{m'}^{M-1} \sum_{\nu}^{M-1} \sum_{\nu'}^{M-1} a_{n'}^* a_{m'} \alpha_{\nu}^* \alpha_{\nu'} \left[ \frac{S(\omega_{n'} + 2\pi \nu)}{(\omega_{n'} + 2\pi \nu)/c} \right] \left[ \frac{S^*(\omega_{\nu} + 2\pi \nu)}{\omega_{\nu} + 2\pi \nu}/c \right] \\
\times \delta \left( \frac{\omega_{\nu'}}{\omega_{m'} + 2\pi \nu} - \frac{\omega_{\nu} + 2\pi \nu}{\omega_{n'} + 2\pi \nu} \right) e^{-i(\omega_{n'} - \omega_{\nu})\tau} \\
\times \sum_l \sum_m \sum_n \sum_p U_{q}^{l,m,n,p}(\omega_{n'} + 2\pi \nu, \omega_{\nu} + 2\pi \nu, \tilde{\nu}_q) P_{\nu}(\tilde{\nu}_q)
\]

(5.16)

where \( a_{n'} \) are the coefficients of the \( \omega_{n'} \) frequency components for \( n' = 1, 2, \ldots, M \), and

\[
\tilde{\nu}_q = \left( \frac{\omega_{n'} + 2\pi \nu}{\omega_{m'}} - 1 \right) (1/v_l^G + 1/v_m^G)^{-1}
\]

(5.17)

Despite this simplified form, it is still not straightforward to derive analytical expressions for the moments along time delay \( \tau \) and Doppler shift \( \nu \). We note, however, that

\[
U_{q}^{l,m,n,p}(\omega_{n'} + 2\pi \nu, \omega_{\nu} + 2\pi \nu, \tilde{\nu}_q) \equiv \\
\equiv \frac{1}{V} \int_V \Phi_{s,q}^{l,m}(\mathbf{r}, \omega_{m'}, \omega_{n'} + 2\pi \nu) \Phi_{s,q}^{r,n,p}(\mathbf{r}, \omega_{\nu} + 2\pi \nu) d^3 u_q^0,
\]

(5.18)

which is not a function of target velocity, so that Eq. (5.16) for the waveguide has many similarities with Eq. (5.8) for the free space case. In the illustrative examples of Section 5.3.2, we assume the form of Eq. (5.9) still holds and use the coefficients of Table 5.3 for free space to estimate the velocity means and standard deviations in a waveguide.
Here, we demonstrate how the position and velocity mean and standard deviation of a group of targets can be simultaneously estimated in free space and in a typical continental-shelf environment. We examine the three target scenarios described in Table 5.1, which are illustrative of long-range remote sensing of marine life in the ocean. In all the examples, we employ the Costas sequence design detailed in Appendix E.3 and the remote sensing system parameters summarized in Table 5.2. The mean of the ambiguity function and its expected square magnitude are found by evaluating either Eqs. (5.4 - 5.5) for free space, or Eqs. (5.14 - 5.15) for the waveguide scenario via 100 Monte-Carlo simulations. We then evaluate the moments of the ambiguity function square magnitude along constant time delay and Doppler shift axes. Estimates of the targets’ velocity and position mean and standard deviation are obtained via the Moment Method by inverting Eqs. (5.9) and (5.11), using coefficients from Table 5.3,

\[ \hat{\mu}_{v,j} = \frac{\nu_1 - c_1}{d_1}, \]  
\[ \hat{\sigma}_{v,j} = \sqrt{\frac{\nu_2 - c_2 - d_2 \hat{\mu}_{v,j} - e_2 \hat{\mu}_{v,j}^2}{e_2}}, \]  
\[ \hat{i}_r \cdot \hat{\mu}_u = \frac{c\tau_1}{d_3} - r, \]  
\[ \hat{i}_r \cdot \sigma_u = \sqrt{\frac{c_2 \tau_2}{2d_3} - \left[ r + \hat{i}_r \cdot \hat{\mu}_u \right]^2}, \]

where

\[ d_3 = \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} d_{n,m}, \]

\( d_{n,m} \) has been defined in Eq. (5.12), and \( j \) corresponds to one Monte-Carlo simulation. For the coefficients \( c_1 \) through \( e_2 \), we use the analytically calculated values for free space given in the first row of Table 5.3. Estimates of the mean velocity and position are also obtained by simply finding the peak of the ambiguity function square
magnitude, which we refer to as the Peak Method and define by

\begin{align}
\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle \big|_{\nu=2\hat{\rho}_s fc/c}, \\
\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle \big|_{\tau=2\hat{\rho}_s fc/c},
\end{align}

For each estimated quantity, $N_{MC} = 100$ Monte-Carlo simulations are used to calculate the estimate's sample mean and sample variance, and so investigate how such estimates perform in both free space and waveguide environments. For example,

\begin{align}
\langle \hat{\mu}_v \rangle &= \frac{1}{N_{MC}} \sum_{j=1}^{N_{MC}} \hat{\mu}_{v,j}, \\
\text{var}(\hat{\mu}_v) &= \frac{1}{N_{MC}} \sum_{j=1}^{N_{MC}} (\hat{\mu}_{v,j} - \langle \hat{\mu}_v \rangle)^2
\end{align}

The free space results are presented here for comparison with those in a waveguide, since analytical expressions for the moments of the expected square magnitude of the ambiguity function have been derived only for free space. For the waveguide scenarios, we check whether estimates of the velocity and position mean and standard deviation can be obtained via the Moment Method using the analytical expressions derived in free space, Eqs. (5.9) and (5.11), and Table 5.3.

## 5.3.1 Free Space

The expected square magnitude of the ambiguity function, as well as constant-velocity and constant-position cuts through its maximum for a typical migrating shoal of herring (Table 5.1, Case A) are shown in Fig. 5-5, given the signal and remote sensing system parameters summarized in Table 5.2. Estimates of the velocity and position mean are obtained via the Moment Method (Eqs. (5.19a) and (5.19c)), as well as via the Peak Method (Eq. (5.21)). The Moment Method and Eqs. (5.19b) and (5.19d) are then used to estimate the velocity and position standard deviation.
Figure 5-5: Free Space. The strength of the sidelobes is much less than half that of the main lobe and the Moment Method provides accurate velocity and position estimates, as shown in Fig. 5-6. (a) Expected value of the ambiguity function square magnitude for the pressure field scattered from a shoal of migrating herring (Table 5.1, Case A) and given the source signal and remote sensing system parameters in Table 5.2. The white curve indicates 3 dB-down contour(s), which may be used to roughly delimit the target shoal. The maximum of the ambiguity surface is shown by a white cross. (b, c) Constant-velocity and constant-position cuts through the point indicated by the white cross in (a). Dashed lines indicate the mean position and velocity estimates based on the maximum value of the ambiguity surface (Peak Method).
The sample means and sample standard deviations, e.g. Eqs. (5.22a) and (5.22b), of these estimates are shown in Fig. 5-6. We find that estimates of the velocity and position mean based on the Moment Method are at least as accurate as those based on the Peak Method. For mean velocity, only the case of the swarming herring demonstrates an observable bias which is likely due to the very large standard deviation of the targets’ velocity for that scenario. As long as the estimate of mean position is within the 40 m resolution footprint of the remote sensing system, for practical purposes, the target group has been accurately localized. This is the case for all the examples considered here, as shown in Fig. 5-6. Estimates of the velocity standard deviation for Cases A, B and C are very distinct. This suggests that in free space it may be possible to use the Moment Method to help identify and classify dynamic behavior.
Figure 5-6: Free Space. Estimates of the velocity and position mean and standard deviation for simulated migrating and swarming herring shoals, and a migrating school of tuna (Table 5.1), given the source signal and remote sensing system parameters summarized in Table 5.2. Target positions are localized within the remote sensing system’s resolution footprint, and velocity estimate errors are typically less than roughly 10%. Horizontal lines indicate true values. (a, b) Estimates of the targets’ velocity mean and standard deviation. Triangles and solid vertical lines indicate the sample means and sample standard deviations of estimates obtained via the Moment Method (Eqs. (5.19a) and (5.19b)), using 100 Monte-Carlo simulations. Circles and dashed lines indicate the sample mean and sample standard deviation for estimates of the mean velocity obtained via the Peak Method (Eq. (5.21a)), i.e. by locating the maximum of the ambiguity function square magnitude (white cross in Fig. 5-5(a)). (c, d) Same as (a, b) but for estimates of the group’s position mean and standard deviations obtained via both the Moment (triangles and solid vertical lines) and Peak (circles and dashed lines) methods.
5.3.2 Waveguide

We consider the same cases (Table 5.1) as in Section 5.3.1 for free space, with the same source signal and remote sensing system parameters (Table 5.2), but now in the waveguide of Fig. 5-2. For the case of a migrating herring shoal (Table 5.1, Case A), we find that the Peak and Moment methods provide accurate velocity and position estimates, even though the ambiguity function square magnitude now exhibits more significant sidelobes, as shown in Fig. 5-7.

These estimates for all cases are shown in Fig. 5-8. We find that the free space expressions and coefficients for the Moment Method of Eqs. (5.9), (5.11) and Table 5.3 provide very good estimates of the mean velocity and position of the groups and their standard deviation in a stratified range-independent waveguide environment. Estimates of the velocity mean and standard deviation are found to typically be within 10% of their true values, and the targets are accurately localized within the system's resolution footprint. Estimates of the velocity standard deviation for the three different cases considered are found to be distinct, which suggests that it may be possible to classify dynamic behavior through instantaneous Doppler measurements.
Figure 5-7: Waveguide. There is now more energy in the sidelobes of the ambiguity function compared to Fig. 5-5, but both the Peak and Moment methods still provide accurate velocity and position estimates as seen in Fig. 5-8. (a) Expected value of the ambiguity function square magnitude for the pressure field scattered from a shoal of migrating herring (Table 5.1, Case A) and given the source signal and remote sensing system parameters in Table 5.2. The fish are assumed to be submerged in the waveguide of Fig. 5-2. The cross-range resolution is set to be such that the fish areal number density is 2 fish/m². The white curve indicated 3 dB-down contour(s), which may be used to roughly delimit the target shoal. The maximum of the ambiguity surface is shown by a white cross. (b, c) Constant-velocity and constant-position cuts through the point indicated by the white cross in (a). Dashed lines indicate the mean position and velocity estimates based on the maximum value of the ambiguity surface (Peak Method).
Figure 5-8: Waveguide. Estimates of the velocity and position mean and standard deviation for simulated migrating and swarming herring shoals, and a migrating school of tuna (Table 5.1), given the source signal and remote sensing system parameters summarized in Table 5.2. Target positions are localized within the remote sensing system’s resolution footprint, and velocity estimate errors are typically less than roughly 10%. Horizontal lines indicate true values. (a, b) The sample means and sample standard deviations of estimates of the tagets’ velocities mean and standard deviation obtained via the Moment Method (Eqs. (5.19a) and (5.19b), triangles and solid vertical lines). Also the sample mean and sample standard deviation of the target mean velocity estimate obtained via the Peak Method (Eq. (5.21a), circles and dashed lines), i.e. by locating the maximum of the ambiguity function (white cross in Fig. 5-7). (c, d) Same as (a, b) but for estimates of the group’s position mean and standard deviations obtained via both the Moment (triangles and solid vertical lines) and Peak (circles and dashed lines) methods.
5.4 Conclusions

We showed that for typical remote sensing scenarios of large aggregations of randomly distributed moving targets where the group dimensions are much larger than the acoustic wavelength, the variance of the scattered field dominates the range-velocity ambiguity function, but cross-spectral coherence remains and enables high resolution Doppler velocity and position estimation. We then developed a method for simultaneously and instantaneously estimating the means and standard deviations of the velocity and position of groups of self-propelled underwater targets from moments of the measured range-velocity ambiguity function. This Moment Method is based on analytic expressions for the expected square magnitude of the range-velocity ambiguity function in free space. It was shown that for pseudo-random signals, such as Costas sequences, the moments of the ambiguity function's expected square magnitude along constant time delay and Doppler shift are linear functions of the mean and variance of the targets' velocity and position. We also described an alternative Peak Method that can be used to estimate the targets’ mean velocity and position.

Both methods were shown to perform well not only in free space, but in a typical continental shelf ocean waveguide also. In particular, for typical long-range imaging scenarios, exceeding 10 km, the target groups were accurately localized within the remote sensing system’s resolution footprint with simultaneous velocity mean and standard deviation estimates for the group within 10% of the true values. We found that the estimates obtained via the Moment Method were at least as accurate as those provided by the Peak Method. The performance of both methods is dependent on maintaining low sidelobes in the ambiguity surface. Since it is only possible to measure the targets’ velocity component relative to the system, at least two sources or receivers must be used to estimate horizontal velocity vectors.
Chapter 6

Conclusion

In this thesis, we investigated the biases and errors inherent in parameter estimates obtained from nonlinear inversions of measured data that are randomized by additive signal-independent ambient noise, as well as signal-dependent noise arising due to propagation through fluctuating media and random inhomogeneities, relative motion between source and receiver, scattering from rough surfaces and source incoherence. Three problems were considered where signal-dependent noise is typically present: (1) passive source localization in a fluctuating waveguide containing random internal waves, (2) Lambertian surface orientation and albedo resolution, and (3) planetary terrain photoclinometric surface slope estimation. For each of these problems, we first expand the bias and covariance of Maximum Likelihood Estimates (MLEs) in inverse orders of sample size or Signal to Noise Ratio (SNR). We then determine necessary conditions on sample size or SNR to obtain accurate parameter estimates, following the approach of Ref. [84], which is based on classical estimation theory and is independent of the estimation technique. The results presented here can be used in experimental design to ensure that statistical biases and errors meet pre-determined error thresholds.

The biases and errors of photoclinometric surface slope MLEs are shown to typically become much larger than surface slopes for illuminations and observations where planetary reflectance is weakly dependent on surface slope. Further, the asymptotic biases and errors are shown to typically differ dramatically from the exact ones,
making them applicable only when a large number of independent samples is available. For this problem, a unified method is provided for quantitatively comparing the biases and errors from different sources of uncertainty, including signal-independent (camera read) noise, signal-dependent (camera shot) noise, as well as noise due to scall-scale albedo fluctuations and atmospheric haze. Albedo variability is shown to typically dominate estimate biases and errors.

The minimum number of independent samples or SNR necessary for Lambertian surface orientation and albedo MLEs to be asymptotically unbiased and attain classical estimation theory's lower bound on resolution as well as practical design thresholds are derived. Single-sample MLEs are shown to have biases and errors that vary dramatically depending on illumination direction. The number of samples or SNR necessary to accurately estimate surface orientation and albedo is shown to become arbitrarily large as the illumination directions approach the coplanar limit, while accurate stereo resolution of 3-D surface orientation and albedo is shown to be possible even with a single sample given illumination directions of sufficient diversity and shallow angle incidence.

For passive source localization, we quantify the effects of the loss of coherence in the forward propagated field due to scattering by random 3-D internal waves, and find that there may be significant losses in localization ability with narrowband vertical array measurements for fixed source and receiver. The sample sizes necessary to obtain accurate source position estimates increase by at least an order of magnitude, when compared to the static waveguide case. It may then no longer be possible to attain the requisite number of independent samples since stationary averaging may be necessary over time periods on the order of hours. We also demonstrate the advantages of using analytical tools that can take advantage of the parameter dependence of both the mean and variance of the measured field by comparing the asymptotic biases and errors to those calculated when either the covariance or the mean of the measurement is incorrectly assumed to be parameter independent.

Finally, we also developed a method for estimating the means and standard deviations of the velocity and position of self-propelled underwater target groups imaged
using Ocean Acoustic Waveguide Remote Sensing (OAWRS). This method is based on analytical expressions of the range-velocity ambiguity function for the acoustic field scattered from such target groups. For free space, we showed that the moments of the range-velocity ambiguity function magnitude squared are linearly related to the targets’ velocity and position mean and variance. We also demonstrated that the method performs well in a typical continental shelf environment and the velocity mean and standard deviation can typically be estimated within 10% of their true values. Estimates of the second order velocity statistics may offer new possibilities for clutter discrimination and classification.
Appendix A

Asymptotic Bias and Variance of the MLE and the Sample Sizes Necessary for Accurate Parameter Estimation

A.1 Asymptotic Expansions of the MLE Bias and Variance

Following the theory and notation adopted in Ref. [84], assume an experimental measurement that consists of a set of \( n \) independent and identically distributed \( N \)-dimensional real-valued random data vectors \( X_j \) obeying the conditional probability density \( p(X; \theta) \), where \( X = [X_1^T, \ldots, X_n^T] \) and \( \theta \) is an \( m \)-dimensional parameter vector. Also let \( v_T = [v_1, v_2, \ldots, v_N] \) be the vector of samples \( v_k \) used to obtain the measurement \( X_{j,k} \) for \( k = 1, 2, \ldots, N \) and all \( j = 1, 2, \ldots, n \).

The MLE \( \hat{\theta} \) of \( \theta \) is the maximum of the log-likelihood function \( l(\theta) = \ln(p(X; \theta)) \) with respect to \( \theta \).[89, 5, 44] The first-order parameter derivative of the log-likelihood function is defined as \( l_r = \partial l(\theta)/\partial \theta^r \), where \( \theta^r \) is the \( r \)th component of \( \theta \). The elements of the expected information matrix, also known as the Fisher information...
matrix, are given by \( i_{rs} = \langle l_r l_s \rangle \), and the elements of its inverse by \( i^{-1}_{rs} = [i^{-1}]_{rs} \), where \( i^{-1} \) is the CRLB.[89, 60, 104] and \( \langle \ldots \rangle \) signifies expected value. Moments of the log-likelihood derivatives are defined by \( \nu_R \equiv \langle l_R \rangle \), and joint moments by \( \nu_{R_1, R_2, \ldots, R_M} = \langle l_{R_1} l_{R_2} \ldots l_{R_M} \rangle \), where \( R_i \) is an arbitrary set of indices.[84, 102]

The moments of \( \hat{\theta}^r \) for \( r = 1, \ldots, m \) can then be expressed as a series of inverse powers of the sample size \( n \),[84, 102] provided that the required derivatives of the likelihood function exist.[95] The MLE bias is then given by[110, 8]

\[
\text{bias}(\hat{\theta}^r, \nu, n) = b_1(\hat{\theta}^r; \theta, \nu, n) + b_2(\hat{\theta}^r; \theta, \nu, n) + \text{Higher Order terms},
\]

where \( b_j(\hat{\theta}^r; \theta, \nu, n) = b_j(\hat{\theta}^r; \theta, \nu, 1)/n^j \), so that

\[
\text{bias}(\hat{\theta}^r, \nu, n) = \frac{b_1(\hat{\theta}^r; \theta, \nu, 1)}{n} + \frac{b_2(\hat{\theta}^r; \theta, \nu, 1)}{n^2} + O(n^{-3}),
\]

where \( O(n^{-3}) \) represents integer powers \( n^{-3} \) and higher. Similarly, the MLE variance can be written as

\[
\text{var}(\hat{\theta}^r, \nu, n) = \frac{\text{var}_1(\hat{\theta}^r; \theta, \nu, 1)}{n} + \frac{\text{var}_2(\hat{\theta}^r; \theta, \nu, 1)}{n^2} + O(n^{-3})
\]

where the first term on the right hand side of Eq. (A.3) is the CRLB, which is the asymptotic value of the variance when sample size \( n \) and SNR become large and also the minimum possible mean square error (MSE) of an unbiased estimate.

### A.2 Necessary Sample Sizes to Attain Design Error Thresholds

**Error Thresholds**

The value of \( n \) necessary for the MLE to become asymptotically unbiased is found by requiring the first-order bias to be much smaller than the true value of the parameter

\[
n \gg \left| \frac{b_1(\hat{\theta}^r; \theta, \nu, 1)}{\hat{\theta}^r} \right|
\]

(A.4)
Similarly, the value of $n$ necessary for the MLE variance to asymptotically attain the CRLB is found by requiring the second-order variance to be much smaller than the first-order, so that

$$n \gg \frac{|\text{var}_2(\hat{\theta}; \theta, \nu, 1)|}{\text{var}_1(\hat{\theta}; \theta, \nu, 1)}$$

(A.5)

Only for values of $n$ satisfying these conditions is it possible for the estimate to be in the asymptotic regime where it is unbiased and it continuously attains the CRLB,[84, 102, 110] so that it has the minimum possible mean square error. Following established convention,[102, 110] we determine the sample sizes necessary to obtain an unbiased, minimum variance MLE by requiring the first-order bias and the second-order variance to be an order of magnitude smaller than the true value of the parameter and the first-order variance, respectively,

$$n_b \equiv 10 \left| \frac{b_1(\hat{\theta}; \theta, \nu, 1)}{\theta} \right|$$

(A.6a)

$$n_v \equiv 10 \left| \frac{\text{var}_2(\hat{\theta}; \theta, \nu, 1)}{\text{var}_1(\hat{\theta}; \theta, \nu, 1)} \right|,$$

(A.6b)

In this thesis, conditions on sample size or SNR for parameter estimates to attain specified design error thresholds are calculated by requiring that (i) $n$ meets the conditions in Eq. (A.6), and (ii) the CRLB is smaller than the desired error threshold. The sample size necessary to obtain accurate parameter estimates is then given by

$$(\max[n_b, n_v]) \times n',$$

where

$$n' = \frac{\text{CRLB}(\max[n_b, n_v])}{(\text{design threshold})^2}$$

(A.7)
A.3 Expressions for the Asymptotic Orders of the MLE Bias and Variance

Expressions for $b_1(\hat{\theta}^r; \theta, \nu, n)$, $\text{var}_1(\hat{\theta}^r; \theta, \nu, n)$ and $\text{var}_2(\hat{\theta}^r; \theta, \nu, n)$ have been derived in terms of tensors in the form of $v_{R_1,R_2,...,R_M}$ corresponding to moments of the log-likelihood derivatives,[84, 68] as summarized below

\begin{align*}
    b_1(\hat{\theta}^r; \theta, \nu, n) &= \frac{1}{2} i^{ra} j^{bc} (v_{abc} + 2v_{ab,c}) \\
    \text{var}_1(\hat{\theta}^r; \theta, \nu, n) &= i^{rr} \\
    \text{var}_2(\hat{\theta}^r; \theta, \nu, n) &= -i^{rr} + i^{rm} i^{rm} [i^{pq} (2v_{mq,m,p} + v_{mppq} + 3v_{mmpq} + 2v_{mmpq} + v_{mpq,m}) + i^{pq} (2v_{mq,m,p} + v_{mppq} + 3v_{mmpq} + 2v_{mmpq} + v_{mpq,m})] \\
    &+ i^{pq} (2v_{mq,m,p} + v_{mppq} + 3v_{mmpq} + 2v_{mmpq} + v_{mpq,m})]
\end{align*}

(A.8)  
(A.9)  
(A.10)

Here, as elsewhere, the Einstein summation convention is used, where summation over indices appearing both as superscript and subscript is implied. These expressions are evaluated for the case of multivariate Gaussian data in Appendix B.
Appendix B

Joint Moments for Asymptotic Gaussian Inference

B.1 Analytical Tensor Expressions for General Multivariate Gaussian Data

Before giving the explicit expressions for the first order bias and the second order covariance, we define the auxiliary quantities

\[ N_{ab} = \frac{1}{2} C^{-1} \mu_{ab} + (C^{-1})_{b} \mu_{a} = \frac{1}{2} C^{-1} \frac{\partial^2 \mu}{\partial \theta^a \partial \theta^b} + \frac{\partial C^{-1}}{\partial \theta^b} \frac{\partial \mu}{\partial \theta^a} \] (B.1a)

\[ M_{abc} = \frac{1}{3} C^{-1} \mu_{abc} + (C^{-1})_{c} \mu_{ab} + (C^{-1})_{bc} \mu_{a} \]
\[ = \frac{1}{3} C^{-1} \frac{\partial^3 \mu}{\partial \theta^a \partial \theta^b \partial \theta^c} + \frac{\partial C^{-1}}{\partial \theta^c} \frac{\partial \mu}{\partial \theta^a \partial \theta^b} + \frac{\partial^2 C^{-1}}{\partial \theta^b \partial \theta^c} \frac{\partial \mu}{\partial \theta^a} \] (B.1b)

\[ \tilde{C}_{a_1...a_p} = C^{-1} C_{a_1...a_p} = C^{-1} \frac{\partial^p C}{\partial \theta^{a_1} ... \partial \theta^{a_p}} \] (B.1c)

\[ \tilde{C}_{a_1...a_p} = C(C^{-1})_{a_1...a_p} = C \frac{\partial^p C^{-1}}{\partial \theta^{a_1} ... \partial \theta^{a_p}} \] (B.1d)

\[ \beta_{abc} = tr\left( \frac{\partial^2}{\partial \theta^b \partial \theta^c} [C^{-1} \frac{\partial C}{\partial \theta^a}] \right) + tr\left( C \frac{\partial^3 C^{-1}}{\partial \theta^a \partial \theta^b \partial \theta^c} \right) \] (B.1e)

and specify that we will write the tensors as a principal group of terms plus the terms obtained by a rearrangement of the indexes using the notation described in Table B.1. If more than one of the symmetry prescriptions appear in the same tensor, it means
that the total number of terms contained is the product of the number of terms generated by each symmetry. As a reminder, for the terms where the sample size $n$ is not explicitly shown, we write a square bracket beside it containing the corresponding power. For example, $v_{ab}v_{cd}[2]$ is proportional to $n^2$ since it is the product of two terms proportional to $n$.

Table B.1: Legend of Index Rearrangement

<table>
<thead>
<tr>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{a_1,a_2,...,a_m}$, $\text{perm}(a_1,a_2,...,a_m)$:</td>
<td>Add the terms with permutated indexes</td>
</tr>
<tr>
<td>$A_{a_1,a_2,...,a_m}$, $\text{rot}(a_1,a_2,...,a_m)$:</td>
<td>Add the terms with rotated indexes</td>
</tr>
<tr>
<td>$A_{a_1,a_2,...,a_m}$, $(a_i \leftrightarrow a_j)$:</td>
<td>Add the terms with indexes $a_i$ and $a_j$ inverted</td>
</tr>
</tbody>
</table>

The tensors are then given by

\begin{align}
    v_{a,b} &= -v_{ab} = i_{ab} = n[\mu_a^T C^{-1} \mu_b + \frac{1}{2} \text{tr}(\tilde{C}_a \tilde{C}_b)] \quad (B.2a) \\
    v_{abc} &= n[\mu_a^T C^{-1} \mu_c - \mu_a^T (C^{-1})_b \mu_c + \frac{2}{3} \text{tr}(\tilde{C}_a \tilde{C}_b \tilde{C}_c) - \frac{1}{2} \text{tr}(\tilde{C}_{ab} \tilde{C}_c)], \quad \text{rot}(a,b,c) \quad (B.2b) \\
    v_{abc} &= n[N_{ab}^T \mu_c + \frac{1}{4} \text{tr}(\tilde{C}_{ab} \tilde{C}_c)], \quad (a \leftrightarrow b) \quad (B.2c) \\
    v_{a,b,c} &= n[-\frac{1}{2} \mu_a^T (C^{-1})_b \mu_c + \frac{1}{6} \text{tr}(\tilde{C}_a \tilde{C}_b \tilde{C}_c)], \quad \text{perm}(a,b,c) \quad (B.2d) \\
    v_{abcd} &= n \left[-\frac{1}{8} \mu_a^T C^{-1} \mu_d - \frac{1}{6} \mu_{abc}^T \mu_d - \frac{3}{8} \text{tr}(\tilde{C}_a \tilde{C}_b \tilde{C}_c \tilde{C}_d) + \frac{1}{2} \text{tr}(\tilde{C}_{ab} \tilde{C}_c \tilde{C}_d) \\
    &\quad - \frac{1}{16} \text{tr}(\tilde{C}_{ab} \tilde{C}_{cd}) - \frac{1}{12} \text{tr}(\tilde{C}_{abcd} \tilde{C}_d) - \frac{1}{2} \mu_{abc}^T (C^{-1})_c \mu_d - \frac{1}{4} \mu_a^T (C^{-1})_{bc} \mu_d \right], \quad \text{perm}(a,b,c,d) \quad (B.2e) \\
    v_{a,b,c,d} &= \frac{1}{8} v_{a,b} v_{c,d}[2] + n\left[\frac{1}{2} \mu_a^T C^{-1} \tilde{C}_b \tilde{C}_c \mu_d + \frac{1}{8} \text{tr}(\tilde{C}_a \tilde{C}_b \tilde{C}_c \tilde{C}_d) \right], \quad \text{perm}(a,b,c,d) \quad (B.2f) \\
    v_{a,b,c,d} &= \frac{1}{4} v_{a,b} v_{c,d}[2] - n \left[\frac{1}{8} \text{tr}(\tilde{C}_c \tilde{C}_d \tilde{C}_{ab}) + \frac{1}{8} \text{tr}(\tilde{C}_a \tilde{C}_{ab} \tilde{C}_d) + N_{ab}^T \tilde{C}_d \mu_c + \frac{1}{4} \mu_a^T C^{-1} \tilde{C}_{ab} \mu_d \right], \quad (a \leftrightarrow b)(c \leftrightarrow d) \quad (B.2g)
\end{align}
\[\begin{align*}
v_{ab,cd} &= \frac{1}{4} v_{ab} v_{cd} [2] + n(\frac{1}{8} \text{tr}(\tilde{C}_{ab} \tilde{C}_{cd}) + N_{ab}^T C_{N_{cd}}), \quad (a \leftrightarrow b)(c \leftrightarrow d) \quad \text{(B.2h)} \\
v_{abc,d} &= n(\frac{1}{6} \text{tr}(\tilde{C}_{abc} \tilde{C}_{d}) + M_{abc}^T \mu_d), \quad \text{rot}(a, b, c) \\
v_{abde} &= n \left[ -\frac{1}{24} \mu_{abcd} C^{-1} \mu_e - \frac{1}{12} \mu_{abc} C^{-1} \mu_{de} - \frac{1}{48} \text{tr}(\tilde{C}_{abcd} \tilde{C}_e) \\
&\quad - \frac{1}{24} \text{tr}(\tilde{C}_{abc} \tilde{C}_{de}) + \frac{1}{6} \text{tr}(\tilde{C}_{abc} \tilde{C}_{d} \tilde{C}_e) + \frac{1}{4} \text{tr}(\tilde{C}_{ab} \tilde{C}_{cd} \tilde{C}_e) \\
&\quad - \frac{3}{4} \text{tr}(\tilde{C}_{ae} \tilde{C}_{b} \tilde{C}_{c} \tilde{C}_{d}) + \frac{2}{5} \text{tr}(\tilde{C}_{a} \tilde{C}_{b} \tilde{C}_{c} \tilde{C}_{d} \tilde{C}_e) - \frac{1}{12} \mu_{ad}^T (C^{-1})_{bcd} \mu_e \\
&\quad - \frac{1}{8} \mu_{ab} C^{-1} \tilde{C}_c \tilde{C}_{de} - \frac{1}{6} \mu_{abc} C^{-1} \tilde{C}_d \mu_e - \frac{1}{4} \mu_{ad} C^{-1} \tilde{C}_{cd} \mu_e \right], \\
&\quad \text{perm}(a, b, c, d, e) \quad \text{(B.2i)} \\
v_{abc,d,e} &= \frac{1}{6} v_{abc} [2] - n(\frac{1}{6} \text{tr}(\tilde{C}_{abc} \tilde{C}_d \tilde{C}_e) + \frac{1}{6} \mu_{ad} C^{-1} \tilde{C}_{abc} \mu_e + M_{abc}^T \tilde{C}_{o} \mu_d), \\
&\quad \text{rot}(a, b, c)(d \leftrightarrow e) \quad \text{(B.2k)} \\
v_{abc,d,e} &= \frac{1}{6} v_{abc} [2] + n(\frac{1}{12} \text{tr}(\tilde{C}_{abc} \tilde{C}_{de}) + M_{abc}^T C_{N_{de}}), \quad \text{rot}(a, b, c)(d \leftrightarrow e) \quad \text{(B.2l)} \\
v_{ab,cd,e} &= \frac{1}{4} v_{ab} v_{cd} [2] - n(\frac{1}{24} \text{tr}(\tilde{C}_{ab} \tilde{C}_{de} \tilde{C}_c) + N_{ab}^T \tilde{C}_{cd} \mu_e + N_{ab}^T \tilde{C}_{e} C_{N_{cd}}), \\
&\quad (a \leftrightarrow b)(c \leftrightarrow d)(ab \leftrightarrow cd) \quad \text{(B.2m)} \\
v_{abc,de} &= \frac{1}{12} v_{abc} + \frac{1}{6} v_{abc} v_{ab,c} [2] + n(\frac{1}{2} \text{tr}(\tilde{C}_{ab} \tilde{C}_{cd} \tilde{C}_e) \\
&\quad + 2 N_{ab}^T \tilde{C}_{c} \mu_d + \mu_{ad}^T C^{-1} \tilde{C}_{cd} \tilde{C}_{ab} \mu_e), \quad (a \leftrightarrow b) \text{perm}(c, d, e) \quad \text{(B.2n)} \\
v_{abc,de,f} &= \frac{1}{18} v_{abc} v_{de,f} + \frac{1}{6} v_{abc} v_{ef,c} [2] + n(\frac{1}{6} \text{tr}(\tilde{C}_{abc} \tilde{C}_{ef} \tilde{C}_c) \\
&\quad + 6 M_{abc}^T \tilde{C}_{c} \tilde{C}_{f} \mu_d + \mu_{ad}^T C^{-1} \tilde{C}_{ef} \tilde{C}_{abc} \mu_e + \mu_{ad}^T C^{-1} \tilde{C}_{abc} \tilde{C}_{f} \mu_e), \\
&\quad \text{rot}(a, b, c) \text{perm}(d, e, f) \quad \text{(B.2o)} \\
v_{abc,de,f} &= \frac{1}{16} v_{abc} v_{cd} v_{ef,3} [3] \\
&\quad + \frac{1}{8} (v_{cd,e,f} - v_{cd,f,e}) + \frac{1}{16} (v_{cd,ab} - v_{cd,v_{ab}}) + \frac{1}{8} v_{abd} v_{cd,f} [2] \\
&\quad + n(\frac{3}{16} \text{tr}(\tilde{C}_{ab} \tilde{C}_{cd} \tilde{C}_{ef} \tilde{C}_f) + \frac{1}{2} N_{cd}^T \tilde{C}_{ef} \tilde{C}_f C_{N_{ab}} + \frac{1}{8} \mu_{ad}^T C^{-1} \tilde{C}_{cd} \tilde{C}_{cd} \mu_f \\
&\quad + \mu_{ae}^T C^{-1} \tilde{C}_{ef} \tilde{C}_{cd} C_{N_{ab}}, \quad (a \leftrightarrow b)(c \leftrightarrow d)(e \leftrightarrow f)(ab \leftrightarrow cd) \quad \text{(B.2p)} \\
v_{abc,de,f,g} &= \frac{v_{abc} v_{cd} v_{ef,3} [3]}{16} + \frac{v_{abc} v_{cd,ef,g} + v_{ab,g} v_{ef,cd} - 3 v_{ab,g} v_{cd,ef} [2]}{16} \\
&\quad + \frac{n}{4} \left[ \frac{1}{4} \text{tr}(\tilde{C}_{ab} \tilde{C}_{cd} \tilde{C}_{ef} \tilde{C}_g) + N_{ab}^T \tilde{C}_{cd} \tilde{C}_{ef} \mu_g + N_{ab}^T \tilde{C}_{cd} \tilde{C}_{g} C_{N_{ef}} \\
&\quad + N_{ab}^T \tilde{C}_{g} \tilde{C}_{cd} C_{N_{ef}} \right], \quad (a \leftrightarrow b)(c \leftrightarrow d)(e \leftrightarrow f) \text{perm}(ab, cd, ef) \quad \text{(B.2q)}
\end{align*}\]
The expressions given above are in a form suitable for analyzing situations where the parametric dependence is on both the mean vector \( \mu \) and the covariance matrix \( \Sigma \). The formalism can also be readily adapted to the case where only the mean vector or the covariance depends on the parameters by setting the derivatives of the covariance matrix or the mean vector to zero, respectively.

Substituting for the tensors of Eq. (B.2) into Eqs. (A.8) and (A.10), expressions are obtained for the first-order bias and second-order covariance of the MLE given general multivariate Gaussian data. The former has been stated in Eq. (7) of Ref. [84], while the latter is now shown here. For the diagonal terms of the second order covariance matrix we obtain Eq. (4.3).

**B.2 Deriving Tensor Expressions for non-Gaussian Data**

The explicit expressions of the tensors evaluated for general Gaussian random variables can also be used for random data that are not distributed in a Gaussian form provided that they can be expressed as functions of Gaussian random vari-
ables with a Jacobian of the transformation that is independent of the parameters
to be estimated.[68] This result is then used to prove that the asymptotic orders
of the MLE bias and variance are expressible in inverse orders of SNR when the
measurement data follows the gamma distribution of Eq. (3.6).

Consider for example a single vector sample composed of $Y_1, \ldots, Y_b$ arbitrary
random variables which can be expressed in terms of $u_1, \ldots, u_q$ Gaussian random
variables ($q \geq b$). Assume the Jacobian of the transformation is independent of
the $m$-dimensional parameter vector $\theta$. The mapping is assumed to be one-to-one
between $u = [u_1, \ldots, u_q]^T$ and $Y = [Y_1, \ldots, Y_b]^T$ (for $q = b$), or between $u$ and
$Y' = [Y, \Omega]^T = [Y_1, \ldots, Y_b, \Omega_1, \ldots, \Omega_{q-b}]^T$ (for $q > b$), with $\Omega_1, \ldots, \Omega_{q-b}$ some arbi-
trary random variables that are not dependent on the parameter vector $\theta$. For the
general case of $q > b$, the parameter independent Jacobian of the transformation is
$J' = \left| \frac{\partial u}{\partial Y} \right|$. Under these assumptions, we have the following identity which holds for
the expectation of any function of derivatives of the likelihood function with respect
to the parameters,[68]

$$
\langle f \rangle_Y = \int f \left( \frac{\partial \ln(p(Y; \theta))}{\partial \theta_i}, \ldots, \frac{\partial^d \ln(p(Y; \theta))}{\partial \theta_i^d} \right) p(Y; \theta) dY
$$

$$
= \int \int f \left( \frac{\partial \ln(p(Y; \theta))}{\partial \theta_i}, \ldots, \frac{\partial^d \ln(p(Y; \theta))}{\partial \theta_i^d} \right) p(Y; \theta)p(\Omega) dY d\Omega,
$$

(B.3)

for all $i = 1, 2, \ldots, m$, where the last equality is introduced so as to make the
transformation between $Y'$ and $u$, since $p(Y; \theta)p(\Omega) = p(u(Y, \Omega; \theta), J'$ and $\Omega$ is
parameter independent. Equation (B.3) can then be written as

$$
\langle f \rangle_Y = \int \int f \left( \frac{\partial \ln(p(u(Y, \Omega; \theta), J')}{\partial \theta_i}, \ldots, \frac{\partial^d \ln(p(u(Y, \Omega; \theta), J')}{\partial \theta_i^d} \right)
$$

$$
\times p(u(Y, \Omega; \theta), J') dY d\Omega
$$

$$
= \int f \left( \frac{\partial \ln(p(u; \theta))}{\partial \theta_i}, \ldots, \frac{\partial^d \ln(p(u; \theta))}{\partial \theta_i^d} \right) p(u; \theta) du
$$

$$
= \langle f \rangle_u
$$

(B.4)
The expected value of any function of derivatives of the likelihood function for \( Y \) with respect to the parameters \( \theta \) can then be written as the same function of derivatives of the likelihood function for \( u \). Since the asymptotic orders are function of expectations that have the same structure as Eq. (B.3), the asymptotic orders of the MLE of a parameter \( \theta \) can be computed from measurements of the non-Gaussian quantity \( Y \).

For example, the MLE of a scalar parameter \( \theta \) from an observation \( Y \) distributed as a Gamma with parameter dependent mean \( \sigma(\theta) \),

\[
p(Y; \theta) = \left( \frac{n}{\sigma(\theta)} \right)^n Y^{n-1} \frac{1}{\Gamma(n)} \exp \left( -\frac{nY}{\sigma(\theta)} \right)
\]

can be computed using the set of Gaussian random variables \( u_1, \ldots, u_{2n} \)

\[
p(u_1, \ldots, u_{2n}; \theta) = \prod_{i=1}^{2n} \frac{1}{\sqrt{\pi \sigma(\theta)}} \exp \left( -\frac{u_i^2}{\sigma(\theta)} \right)
\]

**B.2.1 Expansion of Bias and Variance in Inverse Orders of Sample Size or SNR for Gamma-Distributed Intensity Data**

For the problem of surface orientation considered in Chapter 3, the \( M \)-dimensional measurements \( R \), given parameter vector \( a \), are distributed according to the product of gamma distributions of Eq. 3.6. The parameter \( a \) can be estimated using the set of Gaussian random variables \( x_1,1, \ldots, x_{1,2\mu_1}, x_{2,1}, \ldots, x_{2,2\mu_2}, \ldots, x_{M,1}, \ldots, x_{M,2\mu_M} \), such that

\[
P_x(x_{1,1}, \ldots, x_{M,2\mu_M}; a) = \prod_{k=1}^{M} \left( \prod_{i=1}^{2\mu_k} \frac{1}{\sqrt{\pi \sigma_k(a)}} \exp \left( -\frac{x_{k,i}^2}{\sigma_k(a)} \right) \right) .
\]

where \( \sigma_k \) is the mean of \( R_k \) and also twice the variance of \( x_{k,i} \) for \( i = 1, \ldots 2\mu_k \). Assuming that \( \mu_k = \mu \) for all \( k \), Eq. B.7 then becomes

\[
P_x(x_1, \ldots, x_{2\mu}; a) = \frac{1}{(2\pi)^{M\mu}|C(a)|^{\frac{1}{2}}} \exp \left( -\frac{1}{2} \sum_{j=1}^{2\mu} x_j^T C(a)^{-1} x_j \right)
\]
where \( \mathbf{x}_j = [x_{1,j}, \ldots, x_{M,j}]^T \) is the \( j \)th sample of the \( M \)-dimensional data vector for \( j = 1, \ldots, 2\mu \), and the \( M \)-dimensional covariance matrix \( \mathbf{C}(\mathbf{a}) \) has elements \( C_{kl} = \delta_{kl}\sigma_k/2 \). Using this notation, the \( M \)-dimensional measurement \( \mathbf{R} \), with parameter-dependent mean \( \mathbf{\sigma}(\mathbf{a}) \), can be replaced by the measurement \( \mathbf{x} \) obtained from \( n' = 2\mu \) independent and identically distributed \( M \)-dimensional vectors, where the parameter dependence is instead on the covariance of the data, \( \mathbf{C}(\mathbf{a}) \).

The asymptotic orders of the MLE bias and variance for the \( r \)th component of the parameter vector \( \mathbf{a} \) can then be calculated using the existing expressions provided in Ref. [84] after substituting for \( n' = 2\mu \) and \( C_{kl} = \delta_{kl}\sigma_k/2 \). These asymptotic expansions are in inverse orders of the sample size \( n' \), and therefore in inverse orders of \( \mu \). Since \( \mu \) is the SNR of the gamma-distributed \( \mathbf{R} \) measurement, the MLE bias and variance given data that follow a gamma distribution can be written as asymptotic series in inverse orders of SNR,

\[
\text{bias}(\hat{\mathbf{a}}_r, \mathbf{\mu}, M = 1) = \frac{b_1(\hat{\mathbf{a}}_r; \mathbf{a}, \mathbf{e}, 1)}{\mu} + \frac{b_2(\hat{\mathbf{a}}_r; \mathbf{a}, \mathbf{e}, 1)}{\mu^2} + O(\mu^{-3}), \quad (B.9)
\]

\[
\text{var}(\hat{\mathbf{a}}_r, \mathbf{\mu}, M = 1) = \frac{\text{var}_1(\hat{\mathbf{a}}_r; \mathbf{a}, \mathbf{e}, 1)}{\mu} + \frac{\text{var}_2(\hat{\mathbf{a}}_r; \mathbf{a}, \mathbf{e}, 1)}{\mu^2} + O(\mu^{-3}), \quad (B.10)
\]

where the vector \( \mathbf{e} \) with components \( e_k = 1 \) signifies the 'all-measurements-equal' case of \( \mu_k = \mu \) for all \( k = 1, 2 \ldots M \).

For example, consider the Fisher information and the first order bias. The Fisher information matrix has elements

\[
\mathbf{I}_{bc} = (2\mu) \sum_{k=1}^{M} \frac{1}{2} \left( \frac{1}{(\sigma_k(\mathbf{a}))^2} \frac{\partial \sigma_k(\mathbf{a})}{\partial a_b} \frac{\partial \sigma_k(\mathbf{a})}{\partial a_c} \right), \quad (B.11)
\]

and is equal to Eq. 3.8, as expected. The first order bias using the gamma distribution of Eq. 3.6 is given by

\[
b_1(\hat{\mathbf{a}}^r) = -\frac{1}{2} \mathbf{r}^{ra} \mathbf{I}_{bc} \sum_{k=1}^{M} \left( \frac{\mu}{(\sigma_k(\mathbf{a}))^2} \frac{\partial \sigma_k(\mathbf{a})}{\partial a^a} \frac{\partial^2 \sigma_k(\mathbf{a})}{\partial a^b \partial a^c} \right). \quad (B.12)
\]

which reduces to Eq. B.14 after substituting for \( \mathbf{r}^{ra}, \mathbf{I}_{bc} \). Using the Gaussian distribu-
tion of Eq. B.8,

$$b_1(\tilde{a}^r) = -\frac{1}{4} \gamma^r a^c \sum_{k=1}^{M} \left( \frac{2 \mu}{(\sigma_k(a))^2} \frac{\partial \sigma_k(a)}{\partial a^a} \frac{\partial^2 \sigma_k(a)}{\partial a^b \partial a^c} \right). \quad (B.13)$$

which equals Eq. B.12, as expected.

### B.2.2 Analytical Expressions of the Asymptotic MLE Bias and Variance for CCD Measurements of Surface Reflectance

For the statistical model of Eq. C.18

$$b_1(\hat{\theta} | \theta) = -\frac{1}{2} (i^-)^2 [v_{1,2} + \frac{1}{2} \nu_1 \nu_2 + v_{1,1} \nu_1], \quad (B.14)$$

$$\text{var}_1(\hat{\theta} | \theta) = i^{-1}, \quad (B.15)$$

$$\text{var}_2(\hat{\theta} | \theta) = (i^-)^3 [2\nu_1^4 - 5v_{1,2} \nu_1 + 6v_{1,1} \nu_1^2 - \frac{1}{2} v_1 \nu_3 - v_{1,1} \nu_2 - v_{1,3} - \nu_1^2 \nu_2]$$

$$+(i^-)^4 \left[ \frac{7}{2} \nu_1^2 \nu_2 + \frac{7}{2} v_{1,1} \nu_1^2 \nu_2 + 7v_{1,1} \nu_1 \nu_2 \right]$$

$$+ \frac{7}{8} \nu_1^2 \nu_2^2 + \frac{7}{2} v_{1,1} \nu_1 \nu_2 - \frac{11}{2} v_{1,1} \nu_1^2$$

$$- 6v_{1,1} \nu_1^4 - \nu_1^6 \right] \quad (B.16)$$

where

$$v_{a,b} = \frac{1}{\sigma_K^2} \frac{\partial^2 K}{\partial \theta^a \partial \theta^b} \quad (B.17)$$

$$\nu_c = \frac{1}{\sigma_K^2} \frac{\partial \sigma_K^2}{\partial \theta^c} \quad (B.18)$$

and $i$ is the Fisher information given by Eq. 2.8.
Appendix C

Statistics of CCD Measurements of Surface Reflectance

We show that a CCD photocount measurement, $K$, of planetary surface reflectance from a natural light source approximately follow a Gaussian distribution. The derivation incorporates surface albedo variability, as well as CCD camera read and shot noise, and atmospheric haze noise. The number of photoevents $K$ recorded by CCD cameras is directly proportional to incident intensity $[56]$. The averaged intensity incident on a photosurface of area $A$ in the time interval $(t_0, t_0 + \tau)$ is a random variable

$$W|B_0 = \frac{1}{\tau A} \int \int \int_{t_0}^{t_0+\tau} J(x, y; t|B_0) \, dt \, dx \, dy$$  \hspace{1cm} (C.1)$$

where $J(x, y; t|B_0)$ is the random instantaneous intensity at time $t$ and location $(x, y)$ on the photosurface given albedo $B_0$. For satellite imaging of a planetary surface under the illumination-observation scenario described in Fig. 2-1, the expected value of $J(x, y; t|B_0)$ is proportional to the surface reflectance function $I(\mu_n, \mu_0, \alpha)$ times the incident solar flux $S_0$ $[79]$, where the latter is assumed to be a known constant, plus the mean intensity from atmospheric haze $H$. The surface reflectance function can be expressed as $I(\mu_n, \mu_0, \alpha) = B_0 f(\theta)$ (Eq. 2.3), where $B_0$ is the random surface albedo and $\theta$ is the unknown planetary surface slope. Atmospheric haze is described
by a CCGR field that is independent and additive to the CCGR field from the surface, so that the field variances, or equivalently the mean instantaneous intensities of each add.

The probability distribution of \( W|B_0 \) for polarized thermal light is given by the Gamma distribution \([49]\),

\[
P_{W|B_0}(W|B_0) = \begin{cases} 
\left( \frac{\zeta}{W_{B_0}} \right)^{\zeta} \exp \left( -\frac{\zeta W}{W_{B_0}} \right) \frac{W^{\zeta-1}}{\Gamma(\zeta)} & \text{for } W \geq 0 \\
0 & \text{for } W < 0 
\end{cases} 
\]  

(C.2)

where \( W_{B_0} \equiv \langle W|B_0 \rangle = \int W P_{W|B_0}(W|B_0) dW = \mathcal{J}_0[B_0f(\theta) + H] \), and \( H \) is the expected intensity of atmospheric haze which is assumed to be a known constant \([12]\). The variable \( \zeta \) is the number of coherence cells in the intensity average \([49]\) which is equal to the squared-mean-to-variance ratio, or Signal to Noise Ratio (SNR) of \( W|B_0 \), defined as \( \langle W|B_0 \rangle^2/\langle (W|B_0)^2 \rangle - \langle W|B_0 \rangle^2 \). For example, \( \zeta \) equals the time-bandwidth product of the received field if \( W|B_0 \) is obtained from a finite-time average \([70]\). Additionally, \( \zeta \) can be interpreted as the number of stationary speckles averaged over a finite spatial aperture in the image plane or the number of stationary multi-look images averaged for a particular scene \([2, 70]\).

The probability of observing \( K \) photoevents follows the conditional Poisson distribution \([49]\)

\[
P_{K|W,B_0}(K|W, B_0) = \frac{(K_{W,B_0})^K}{K!} e^{-K_{W,B_0}} \]  

(C.3)

where \( K_{W,B_0} = \beta \tau AW \). The proportionality constant \( \beta \) is given by \( \beta = \frac{\eta}{hP} \), where \( h \) is Planck’s constant \((6.626 \times 10^{-34} \text{ Joule-s})\), \( \nu \) is the mean optical frequency of radiation, and \( \eta \) is the quantum efficiency that represents the average number of photoevents produced by each incident photon \((0 \leq \eta \leq 1)\). From Eqs. C.2 and C.3, the probability...
of observing $K$ photoevents then follows the negative binomial distribution

$$P_{K|Bo}(K|Bo) = \int_{-\infty}^{\infty} P_{K|W,Bo}(K|W,Bo)P_{W|Bo}(W|Bo)dW$$

$$= \frac{\Gamma(K + \zeta)}{\Gamma(K + 1)\Gamma(\zeta)} \left[ 1 + \frac{\zeta}{K_{Bo}} \right]^{-K} \left[ 1 + \frac{K_{Bo}}{\zeta} \right]^{-\zeta}$$

(C.4)

where $K_{Bo} = \beta\tau AW_{Bo} \equiv \gamma[Bo f(\theta) + H]$, and we have defined for convenience the proportionality constant $\gamma$

$$\gamma = \beta\tau A J_0 = \frac{\eta}{h\nu} \tau A J_0$$

(C.5)

For $\zeta \gg 1$, the Gamma distribution of Eq. C.2 approximates a delta function [78], $P_{W|Bo}(W|Bo) = \delta(W - W_{Bo})$, so that the negative binomial distribution for $K$ (Eq. C.4) approaches a Poisson distribution. To show this, let $q = K_{Bo}/\zeta$. The first cumulant of the negative binomial distribution for $K$ conditional on $Bo$ is given by

$$\lambda_1(K|Bo) = \zeta q,$$

and the rest by the recursion equation

$$\lambda_{j+1}(K|Bo) = q(q + 1)\frac{d\lambda_j(K|Bo)}{dq},$$

(C.6)

so that

$$\lambda_n(K|Bo) = \zeta(q + \sum_{j=2}^{n} a_j q^j) \quad \text{for } n \geq 2,$$

(C.7)

where the $a_j$ are constants. For thermal light at optical frequencies, and for the common integration times of CCDs, $\zeta$ is very large, usually in the order of $10^{10}$, while maximum values for $K_{Bo}$ are typically much smaller, around $10^4$. For $\zeta \gg K_{Bo}$, $q$ tends to 0 and $\lambda_n(K|Bo) \approx \zeta q$ for all $n$, so that the cumulants of $K|Bo$ become equal to those of a Poisson distributed random variable with mean $\zeta q = K_{Bo}$, which is random since $Bo$ is a random variable.

The total probability distribution for $K$ is also approximately Gaussian by virtue of the central limit theorem. To show this, we first calculate the cumulants $\kappa_n$ of the
photocount $K$ using the law of total cumulance [17],

$$\kappa_n(K) \equiv \kappa_1(K_1, \ldots, K_n) = \sum_\pi \kappa_1(\lambda_1(K_{\pi_1}|Bo), \ldots, \lambda_1(K_{\pi_j}|Bo)) \quad (C.8)$$

where the summation is defined over all possible partitions $\pi$ of the set $\{1, \ldots, n\}$ of indices. For each partition $\pi$, sub-blocks are denoted by $\pi_1, \ldots, \pi_j$, so that for example, if $n = 3$ and $\pi = \{2 \text{ indices}, 1 \text{ index}\}$, the sub-blocks are $\pi_1 = \{[1, 2], 3\}$, $\pi_2 = \{[1, 3], 2\}$, and $\pi_3 = \{[2, 3], 1\}$. We then define $K_1 = K_2 = \ldots = K_n = K$.

Equation (C.8) reduces to the well known laws of iterated expectations and total variance for $n = 1, 2$ [9]. The cumulants for $K$ are given by,

$$\begin{align*}
\kappa_1(K) & = \langle K_{Bo} \rangle, \quad (C.9) \\
\kappa_2(K) & = \langle K_{Bo} \rangle + \text{var}(K_{Bo}), \quad (C.10) \\
& \vdots \\
\kappa_n(K) & = \langle K_{Bo} \rangle + b_n \text{var}(K_{Bo}) \quad (C.11)
\end{align*}$$

where the $b_n$ are constants and we have made use of $\kappa_j(K_{Bo}) = 0$ for all $j \geq 3$, since $Bo$ has been assumed to follow a Gaussian distribution with mean $\overline{Bo}$ and variance $\sigma^2_{Bo}$.

Defining a new random variable

$$U = \frac{(K - \overline{K})}{\sqrt{\overline{K}} \left(1 + \overline{K} \sigma^2_{Bo}/\overline{Bo}^2\right)^{1/2}} \quad (C.12)$$

where $\overline{K} = \langle K_{Bo} \rangle = \gamma[Bo f(\theta) + H]$, the cumulant generating function of $U$ is given by

$$g_U(\phi) = \ln \langle e^{\phi U} \rangle = -\phi \frac{\sqrt{\overline{K}}}{(1 + \overline{K} \sigma^2_{Bo}/\overline{Bo}^2)^{1/2}} + g_K \left(\frac{\phi}{\sqrt{\overline{K}}(1 + \overline{K} \sigma^2_{Bo}/\overline{Bo}^2)^{1/2}}\right), \quad (C.13)$$

where $g_K(\phi)$ is the cumulant generating function of $K$. The cumulants of $U$ are then
given by
\[ u_j = \left. \frac{d^j g_U(\phi)}{d\phi^j} \right|_{\phi=0} = \frac{1}{\sqrt{\kappa} (1 + \kappa \sigma_{Bo}^2/B_0^2)^{1/2}} \left( \frac{\kappa}{\kappa} \left. \frac{d^j \phi}{d\phi^j} \right|_{\phi=0} + \kappa_j(K) \right), \] (C.14)

so that
\[ u_1 = 0, \] (C.15)
\[ u_2 = 1, \] (C.16)
\[ \vdots \]
\[ u_n = \frac{\kappa (1 + c_n \kappa \sigma_{Bo}^2/B_0^2)}{\sqrt{\kappa} (1 + \kappa \sigma_{Bo}^2/B_0^2)^{1/2}} \] for \( n \geq 2, \) (C.17)

where the \( c_n \) are constants. For very large values of \( \kappa \), \( u_n \) approaches 0 for \( n > 2 \), so that \( U \) and consequently \( K \) become Gaussian random variables.

The discrete probability density for \( K \) is then well approximated by the continuous Gaussian probability distribution,
\[ P_K(K|\theta) = \frac{1}{\sqrt{2\pi}\sigma_K(\theta)} \exp \left( -\frac{1}{2} \frac{[K - \kappa(\theta)]^2}{\sigma_K(\theta)} \right) \] (C.18)

where
\[ \kappa = \gamma[B_0 f(\theta) + H], \] (C.19)
\[ \sigma_K^2 = \kappa + \kappa^2 \sigma_{Bo}^2/B_0^2 + \sigma_R^2 \] (C.20)

are the mean and variance of \( K \) respectively, \( \sigma_R^2 \) is an additive signal-independent variance term due to CCD camera read noise, and we define \( \sigma_{haze}^2 \equiv \gamma H \) as the noise term due to the known atmospheric haze expected intensity \( H \).

In order to determine appropriate noise levels and the scaling factor \( \gamma \), we consider as an example the HiRISE camera of the latest Mars Reconnaissance Orbiter (MRO) mission [7, 81], where Ref. [7] specifies read noise \( \sigma_R \) to be roughly 80 electrons r.m.s.,
and imply in Fig. 12 a γ ranging from roughly 20000 electrons for the blue-green and NIR bands to 70000 electrons for the red (pan) band. The mean photocount, $\overline{K}$, is then on the order of $10^4$ electrons.

A typical value for the contribution of atmospheric haze to the total measured signal in images of Mars may be inferred from Table I of Ref. [16]. Accounting for the gain of Mariner's camera [34], we find that the atmospheric haze component, $\sigma^2_{\text{haze}}$, is typically on the order of 2000 electrons, or roughly 10% of the mean signal expected using the blue-green HiRISE band. For albedo variability, the mean $\overline{B}$ is normalized to one and the standard deviation $\sigma_{Bo}$ is specified as 10% of the mean following calculations presented in Ref. [6] for typical Martian surfaces. Albedo variability then results in a variance that is on the order of $10^6$ electrons.

The integration time or shutter speed of the HiRISE camera is $\tau \geq 76 \ \mu\text{sec}$ and the optical bandwidth is $\nu_B \approx 10^{14}$ Hz or greater, depending on the exact band used. The value of $\zeta$ is then in the order of $10^{10}$, while $\overline{K}$ is in the order of $10^4$, so that the negative binomial distribution of Eq. C.4 is well approximated by the Gaussian distribution of Eq. C.18. In this paper, we consider CCD measurements in the blue-green and/or the NIR band.
Appendix D

Received Pressure Field in a Fluctuating Ocean Waveguide

D.1 Mean, Covariance of the Forward Propagated Field, and their Derivatives

Here, we review the analytical expressions for the mean field, variance, and expected total intensity of the forward field propagated through an ocean waveguide containing random internal waves. These expressions will be used to calculate the mean vector $\mu$ and the covariance matrix $C$ in Eq. (4.1), and determine their derivatives with respect to source range and depth. We employ the formulation developed in Refs. [21] and [90], where it is assumed that the internal wave inhomogeneities follow a stationary random process in space. Referring to Fig. 4-1, for a source at $r_0 = (-\rho_0, 0, z_0)$, the mean forward field received by the $q$th hydrophone array element at $r_q = (0, 0, z_q)$ is given by Eq. (83) of Ref. [90]

$$\langle \Psi_T(r_q|r_0) \rangle = \sum_n \psi_i^{(n)}(r_q|r_0)e^{i\int_{\rho_0}^{\rho} \nu_n(\rho)d\rho}, \quad (D.1)$$
where \( \rho_z \) is the horizontal location of the internal wave inhomogeneity, and

\[
\Psi_{i}^{(n)}(\textbf{r}_q|\textbf{r}_0) = 4\pi \frac{i}{d(z_0)\sqrt{8\pi}} e^{-i\pi/4} u_n(z_q) u_n(z_0) \frac{e^{i\xi_n\rho_0}}{\sqrt{\xi_n \rho_0}}
\]

is the incident field contribution from mode \( n \) given no inhomogeneities in the medium, \( d(z_0) \) is the density at the source depth \( z_0 \), \( u_n(z) \) is the modal amplitude at depth \( z \), \( \xi_n \) is the horizontal wave number, and \( \nu_n \) is the change in the horizontal wave number due to multiple scattering from the inhomogeneities. As detailed in Ref. [90], the modal horizontal wave number change is complex, and it leads to both dispersion and attenuation in the mean forward field. Analytic expressions for \( \nu_n \) are provided in Eqs. (56) and (60) of Ref. [90] for compact inhomogeneities that obey a stationary random process in depth and for general inhomogeneities with arbitrary depth dependence, respectively.

The variance of the forward field at the receiver is given by Eq. (84) of Ref. [90]

\[
\text{Var}(\Psi_T(\textbf{r}_q|\textbf{r}_0)) = \sum_n \frac{2\pi}{d^2(z_0)} \frac{1}{|\xi_n| \rho_0} |u_n(z_0)|^2 |u_n(z_q)|^2
\]

\[
\times e^{-2\Im \{\xi_n \rho_0 + \int_0^\rho_0 \mu_n(\rho_0) d\rho_0\}} \left( e^{\Re \{\mu_n(\rho_0) d\rho_0\}} - 1 \right),
\]

where \( \mu_n \) is defined in Ref. [90] as the exponential coefficient of modal field variance, and \( \Im \{\ldots\} \text{, } \Re \{\ldots\} \) correspond to the imaginary and real part, respectively. The variance of the forward field depends on the first- and second-order moments of the scatter function density of the random medium. Analytic expressions for \( \mu_n \) for general surface and volume inhomogeneities are provided in Eqs. (74) and (77) of Ref. [90] for fully correlated and uncorrelated scatterers, respectively.

The covariance of the forward fields received at \( \textbf{r}_q \) and \( \textbf{r}_p \) is given by Eq. (104) of
The mean forward field of Eq. (D.1) is also called the coherent field, the magnitude square of which is proportional to coherent intensity. The variance of the forward field in Eq. (D.3) provides a measure of the incoherent intensity. The total intensity of the forward field is the sum of the coherent and incoherent intensities. As shown in Ref. [21], the coherent field tends to dominate at short ranges from the source and in slightly random media, while the incoherent field tends to dominate in highly random media. It should be noted that in a nonrandom waveguide \( \mu_n = 0 \) so that the variance of the forward field is zero, from Eq. (D.3). This is expected since the field is fully coherent in this case.

### D.1.1 Derivatives of the Mean Field with Respect to Source Range and Depth

Going back to Eq. (D.1), the modal amplitude \( u_n(z) \) is defined as

\[
    u_n(z) = \left[ N^{(1)} e^{i \Re(\gamma_n) z} - N^{(2)} e^{-i \Re(\gamma_n) z} \right] e^{-i \Im(\gamma_n) z}. \tag{D.5}
\]

We will assume that

\[
    \int_{-\rho_0}^{\rho_0} \nu_n(\rho_s) d\rho_s = \nu_n \rho_0, \quad \text{and} \quad \frac{\partial d(z_0)}{\partial z_0} = 0, \tag{D.6a}
\]
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so that

$$\langle \Psi_T(r|r_0) \rangle = \sum_{n=1}^{\infty} C_n(z) f_n(z_0) g_n(\rho_0), \quad (D.7)$$

where the following quantities have been defined

$$C_n(z) = 4\pi \frac{i}{d(z_0)\sqrt{8\pi\xi_n}} e^{-i\pi/4} u_n(z), \quad (D.8a)$$

$$f_n(z_0) = u_n(z_0), \quad (D.8b)$$

$$g_n(\rho_0) = \frac{1}{\sqrt{\rho_0}} e^{i(\xi_n+\nu_n)\rho_0}. \quad (D.8c)$$

The derivatives of the mean field with respect to source depth and range can then be simply expressed in terms of derivatives of $f_n(z_0)$, $g_n(\rho_0)$ and their products, respectively.

Depth derivatives

The first three derivatives of the mean with respect to source depth $z_0$ are given by

$$f_n^1(z_0) = i \Re \{ \gamma_n \} \left[ N^{(1)} e^{i\Re \{ \gamma_n \} z_0} + N^{(2)} e^{-i\Re \{ \gamma_n \} z_0} \right] e^{-2\Im \{ \gamma_n \} z_0}$$

$$-\Im \{ \gamma_n \} f_n(z_0), \quad (D.9a)$$

$$f_n^2(z_0) = -\left[ (\Re \{ \gamma_n \})^2 + (\Im \{ \gamma_n \})^2 \right] f_n(z_0) - 2\Im \{ \gamma_n \} f_n^1(z_0), \quad (D.9b)$$

$$f_n^3(z_0) = -\left[ (\Re \{ \gamma_n \})^2 + (\Im \{ \gamma_n \})^2 \right] f_n^1(z_0) - 2\Im \{ \gamma_n \} f_n^2(z_0). \quad (D.9c)$$
Range derivatives

The first three derivatives of the mean with respect to source range \( \rho_0 \) are given by

\[
g_n^1(\rho_0) = \frac{e^{i(\xi_n + \nu_n)\rho_0}}{\sqrt{\rho_0}} \left( i(\xi_n + \nu_n) - \frac{1}{2\rho_0} \right), \tag{D.10a}
\]

\[
g_n^2(\rho_0) = \frac{e^{i(\xi_n + \nu_n)\rho_0}}{\sqrt{\rho_0}} \left[ -(\xi_n + \nu_n)^2 - i\frac{(\xi_n + \nu_n)}{\rho_0} + \frac{3}{4\rho_0^2} \right], \tag{D.10b}
\]

\[
g_n^3(\rho_0) = \frac{e^{i(\xi_n + \nu_n)\rho_0}}{\sqrt{\rho_0}} \left[ -(\xi_n + \nu_n)^3 + \frac{3}{2\rho_0}(\xi_n + \nu_n)^2 \right.
\]
\[
+ i\frac{9}{4\rho_0^2}(\xi_n + \nu_n) - \frac{15}{8\rho_0^3} \right]. \tag{D.10c}
\]

D.1.2 Derivatives of the Covariance of the Field with Respect to Source Range and Depth

We can express the covariance of the forward propagated field in Eq. (D.4) as

\[
\text{Cov}(\Psi_T(r_m|\rho_0), \Psi_T(r_p|\rho_0)) \equiv \sum_{n=1}^{\infty} D_n(z_m, z_p) h_n(z_0) l_n(\rho_0), \tag{D.11}
\]

where

\[
D_n(z_m, z_p) = \frac{2\pi}{d^2(z_0)} |\xi_n| u_n(z_m) u^*_n(z_p), \tag{D.12a}
\]

\[
h_n(z_0) = |u_n(z_0)|^2, \tag{D.12b}
\]

\[
l_n(\rho_0) = \frac{1}{\rho_0} e^{-2\xi_n(\xi_n + \nu_n)\rho_0} \left( e^{\int_{-\rho_0}^{\rho_0} \mu_n(\rho) d\rho} - 1 \right). \tag{D.12c}
\]

We can simplify the above expressions for \( h_n(z_0) \) and \( l_n(\rho_0) \) by writing

\[
h_n(z_0) = \left( e^{-2\xi_n(\gamma_n)z_0} \right) \left[ \cos^2(\Re\{\gamma_n\}z_0)M1 + \sin^2(\Re\{\gamma_n\}z_0)M2 \right.
\]
\[
+ 2\cos(\Re\{\gamma_n\}z_0) \sin(\Re\{\gamma_n\}z_0)M3 \right], \tag{D.13}
\]
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and,

\[ l_n(\rho_0) = \frac{1}{\rho_0} e^{-2\Im{\{\xi_n + \nu_n\}} \rho_0} \left( e^{\int_{\rho_0}^{0} \mu_n(\rho_0) d\rho_0} - 1 \right) \equiv \frac{1}{\rho_0} e^{-\kappa_n \rho_0} (\lambda_n - 1), \]  

(D.14)

where

\[ M1 = (\Re\{N^{(1)} - N^{(2)}\})^2 + (\Im\{N^{(1)} - N^{(2)}\})^2, \]

(D.15a)

\[ M2 = (\Re\{N^{(1)} + N^{(2)}\})^2 + (\Im\{N^{(1)} + N^{(2)}\})^2, \]

(D.15b)

\[ M3 = 2 \left[ \Re\{N^{(2)}\} \Im\{N^{(1)}\} - \Re\{N^{(1)}\} \Im\{N^{(2)}\} \right], \]

(D.15c)

\[ \kappa_n = 2\Im{\{\xi_n + \nu_n\}}, \]

(D.15d)

\[ \lambda_n = e^{\int_{\rho_0}^{0} \mu_n(\rho_0) d\rho_0}. \]

(D.15e)

The derivatives of the covariance of the field with respect to source depth and range can then be simply expressed in terms of derivatives of \( h_n(z_0), l_n(\rho_0) \) and their products, respectively.

### Depth derivatives

The first three derivatives of the variance with respect to source depth \( z_0 \) are given by

\[ h_n^1(z_0) = -2\Im{\{\gamma_n\}} h_n(z_0) + 2\Re{\{\gamma_n\}} e^{-2\Im{\{\gamma_n\}} z_0} \left[-\cos(\Re{\{\gamma_n\}} z_0) \sin(\Re{\{\gamma_n\}} z_0)(M1 - M2) + (\cos^2(\Re{\{\gamma_n\}} z_0) - \sin^2(\Re{\{\gamma_n\}} z_0))M3\right], \]  

(D.16a)

\[ h_n^2(z_0) = -2\Im{\{\gamma_n\}} [2h_n^1(z_0) + 2\Re{\{\gamma_n\}} h_n(z_0)] + 2(\Re{\{\gamma_n\}})^2 e^{-2\Im{\{\gamma_n\}} z_0} \left[ (\sin^2(\Re{\{\gamma_n\}} z_0) - \cos^2(\Re{\{\gamma_n\}} z_0)) (M1 - M2) - 4\cos(\Re{\{\gamma_n\}} z_0) \sin(\Re{\{\gamma_n\}} z_0) M3\right], \]  

(D.16b)

\[ h_n^3(z_0) = -2\Im{\{\gamma_n\}} [3h_n^2(z_0) + 6\Re{\{\gamma_n\}} h_n^1(z_0) + 4(\Im{\{\gamma_n\}})^2 h_n(z_0)] - 4(\Re{\{\gamma_n\}})^2 [h_n^1(z_0) + 2\Re{\{\gamma_n\}} h_n(z_0)]. \]  

(D.16c)
Range derivatives

The first three derivatives of the variance with respect to source range $\rho_0$ are given by

$$l^1_n(\rho_0) = \frac{1}{\rho_0} e^{-\kappa_n \rho_0} \left[ \kappa_n + \frac{1}{\rho_0} + \lambda_n \left( -\kappa_n - \frac{1}{\rho_0} + \mu_n \right) \right], \quad (D.17a)$$

$$l^2_n(\rho_0) = \frac{1}{\rho_0} e^{-\kappa_n \rho_0} \left[ -\left( \kappa_n + \frac{1}{\rho_0} \right)^2 - \frac{1}{\rho_0} \right. \right.$$

$$+ \lambda_n \left( \left( \kappa_n + \frac{1}{\rho_0} \right)^2 - 2\mu_n (\kappa_n + \frac{1}{\rho_0}) + \frac{1}{\rho_0^2} + \mu_n^2 + \mu_n' \right], \quad (D.17b)$$

$$l^3_n(\rho_0) = \frac{1}{\rho_0} e^{-\kappa_n \rho_0} \left[ \left( \kappa_n + \frac{1}{\rho_0} \right)^3 + \frac{3}{\rho_0^2} (\kappa_n + \frac{1}{\rho_0}) + \frac{1}{\rho_0^3} \right.$$

$$+ \lambda_n \left( \left( \kappa_n + \frac{1}{\rho_0} \right)^3 + 3\mu_n (\kappa_n + \frac{1}{\rho_0})^2 - 3\mu_n^2 (\kappa_n + \frac{1}{\rho_0}) - \frac{3}{\rho_0^2} (\kappa_n + \frac{1}{\rho_0}) \right.$$\n
$$+ \frac{3}{\rho_0^2} \frac{\mu_n}{\rho_0} + \mu_n^3 - \frac{2}{\rho_0} - 3\mu_n' (\kappa_n + \frac{1}{\rho_0}) + 3\mu_n \mu_n' + \mu_n'' \right]. \quad (D.17c)$$
Appendix E

Full Formulations in Free Space and in a Stratified Waveguide for the Statistical Moments of the Ambiguity Function for the Field Scattered from a Group of Randomly Distributed, Randomly Moving Targets

E.1 Free Space

Here, we derive analytical expressions for the statistical moments of the ambiguity function of the total acoustic field scattered from a group of moving targets in free space. We begin with an analytical expression for the acoustic field scattered from a simple harmonic source by a single moving target in free space (Appendix C of Ref. [92]), and derive expressions for the statistical moments of the received field when...
the target's position and velocity are random. Fourier synthesis is then used to expand these expressions for the general case of broadband source signals and calculate the statistical moments of the ambiguity function of the received field. Accounting for the cumulative effect of a distribution of $N$ randomly swarming targets, we note that the expected intensity of the received field consists of: (i) a variance term proportional to $N$ due to scattering from each target, and (ii) a mean-squared term proportional to $N^2$ due to interaction of the fields scattered from different targets,[90] where the variance term typically dominates.[1]

E.1.1 The Back-Scattered Field

We consider a monostatic stationary source/receiver system at $r$, and a group of $N$ targets randomly distributed in volume $V$ centered at the origin $0$. The random position of the $q$th target at time $t_q$ is given by $r_q = u^0_q + v_q t_q$, as shown in Fig. 5-1, where $u^0_q$ is its random initial position, and $v_q$ is the target's average velocity during the time necessary for the sound signal to travel through the remote system's resolution footprint. Since the Doppler shift due to a moving target depends only on its speed relative to the source and receiver, we assume without loss of generality that $v_q = v_q \hat{r}_r + v_{q\perp} \hat{r}_{r\perp}$, where $\hat{r}_{r\perp}$ denotes a unit vector perpendicular to $\hat{r}_r$. Under the above conditions, the field incident on the $q$th target in the far field of a harmonic source of frequency $f$ is given by adapting Eq. (C3) of Ref. [92],

$$\Phi_{i,q}(r_q, t_q; f) = e^{i2\pi f(r - \hat{r}_r \cdot u^0_q - v_q t_q)/c} e^{-i2\pi f t_q}$$

(E.1)

where $r \equiv |r|$, $\hat{r}_r = r/|r|$, and we have used the far field approximation $|r_q - r| = r - \hat{r}_r \cdot r_q$, valid for $r \gg r_q$. To determine the field scattered from the $q$ target, we then follow the derivation procedure detailed in Eqs. (C4-C19) of Ref. [92],

$$\Phi_{s,q}(r, t; f) = \frac{S(f)}{k} G(0|r, \tilde{f}(1 + 2v_q/c)^{-1}) G(r|0, \tilde{f}) e^{-i2\pi f t}$$

$$\times e^{-i2\pi \tilde{f}(1+(1+2v_q/c)^{-1})\hat{r}_r \cdot \hat{u}_q^0/c},$$

(E.2)
where

\[ \bar{f} = \frac{f(1 + v_q/c)}{1 - v_q/c} \text{, or } \bar{f} \approx f(1 + 2v_q/c) \]  

(E.3)

is the Doppler-shifted frequency of the scattered field. This derivation is also consistent with the approach of Dowling and Ffowcs Williams,[32] Eqs. (9.1)-(9.7), for calculating the sound field due to a moving point source.

Let us now consider the effect of random target position and speed. Taking expectations over the random initial offset \( u_0 \), we define

\[
U_q(\bar{f}r/c, v_q) = \int_{u'} p_u(u') \left( \frac{\bar{f}r/c}{1 + 2v_q/c} \right) du' 
\]

(E.4)

where \( p_u(u_0) \) is the probability that the target initial position is \( u_0 \), and \( p_u \) is the corresponding characteristic function, i.e. the Fourier Transform of \( p_u \). Then,

\[
\langle \Phi_{s,q}(r, t; f) \rangle = \int \frac{S(\bar{f})}{k} G(0|r, \bar{f}(1 + 2v_q/c)^{-1}) G(r|0, \bar{f}) e^{-i2\pi ft} \times U_q(\bar{f}r/c, v_q) P_v(v_q) dv_q 
\]

(E.5)

where \( P_v(v_q) \) is the probability that the target speed is \( v_q \). We note that when the source frequency \( f \) becomes such that the wavelength \( c/f \) is much smaller than the length scale of the targets' spatial distribution, the variable \( U_q(\bar{f}r/c, v_q) \) approaches zero, so that \( \langle \Phi_{s,q}(r, t; f) \rangle \approx 0 \) also.

Finally, we can derive an expression for the autocorrelation of the scattered field.
from the qth target,

\[
\langle \Phi_{s,q}(r, t; f) \Phi_{s,q}^*(r, t + \tau; f) \rangle = \\
= \int \frac{S(\tilde{f}) S^*(\tilde{f})}{k k^*} G(0, \tilde{f}) e^{-i2\pi \tilde{f}t} G^*(0, \tilde{f}) e^{i2\pi \tilde{f}(t+\tau)} \\
\times \int G(0 | r, \tilde{f})(1 + 2v_q/c)^{-1}) e^{-i2\pi \tilde{f}r \cdot u_0^2/c(1+(1+2v_q/c)^{-1})} \\
\times G^*(0 | r, \tilde{f})(1 + 2v_q/c)^{-1}) e^{i2\pi \tilde{f}r \cdot u_0^2/c(1+(1+2v_q/c)^{-1})} \\
\times P_u(u_0^0) P_v(v_q) d^3 u_0^0 d v_q \\
= \int \frac{|S(\tilde{f})|^2}{|k|^2} |G(0, \tilde{f})|^2 |G(0 | r, \tilde{f})(1 + 2v_q/c)^{-1})|^2 e^{i2\pi \tilde{f}\tau} P_v(v_q) d v_q \quad (E.6)
\]

E.1.2 Statistical Moments of the Ambiguity Function

For a broadband source with source function \( q(t) \leftrightarrow Q(f) \), the scattered field is found by Fourier synthesis as

\[
\Psi_{s,q}(r, t) = \int df Q(f) \Phi_{s,q}(r, t; f) \quad (E.7)
\]

The ambiguity function of \( \Psi_{s,q}(r, t) \) is defined as

\[
\Psi_{s,q}(\tau, \nu) = \int_{-\infty}^{\infty} \Psi_{s,q}(r, t) q^*(t - \tau) e^{i2\pi \nu t} dt = \int_{-\infty}^{\infty} \Psi_{s,q}(r, f') Q^*(f' - \nu) e^{-i2\pi(f' - \nu)\tau} df'
\]

where * signifies complex conjugate and

\[
\Psi_{s,q}(r, f') = \int dt e^{i2\pi f't} \int df Q(f) \Phi_{s,q}(r, t; f) \\
= \int dt e^{i2\pi f't} \int df Q(f) \frac{S(\tilde{f})}{k} G(0 | r, \tilde{f})(1 + 2v_q/c)^{-1}) G(0, \tilde{f}) \\
\times e^{-i2\pi \tilde{f}t} e^{-i2\pi \tilde{f}(1+(1+2v_q/c)^{-1})r \cdot u_0^2/c} \quad (E.9)
\]
Changing the order of integration, the integral over \( t \) results in the delta function 
\( \delta(f' - \bar{f}) \), where \( \bar{f} = f(1 + 2v_q/c) \) (see Appendix E.1). Substituting for \( f \),

\[
\Psi_{s,q}(r, f') &= \int \frac{\delta(f' - \bar{f})}{1 + 2v_q/c} \frac{d\bar{f}}{k} G(\bar{f}|r, \bar{f}(1 + 2v_q/c)^{-1})G(0|r, \bar{f}) \\
&\quad \times e^{-i2\pi f(1+(1+2v_q/c)^{-1})u_q/c} \\
&\approx \frac{S(f')}{k'} G(0|r, f'(1 + 2v_q/c)^{-1})G(r|0, f')Q(f'(1 + 2v_q/c)^{-1}) \\
&\quad \times e^{-i2\pi f'(1+(1+2v_q/c)^{-1})u_q/c} \\
\]  
(E.10)

Plugging Eq. (E.10) into Eq. (E.8), we then have

\[
\Psi_{s,q}(\tau, \nu) &= \int \frac{S(f')}{k'} G(0|r, f'(1 + 2v_q/c)^{-1})G(r|0, f')Q(f'(1 + 2v_q/c)^{-1}) \\
&\quad \times e^{-i2\pi f'(1+(1+2v_q/c)^{-1})u_q/c} Q^*(f' - \nu)e^{-i2\pi(f'-\nu)\tau} df' \\
\]  
(E.11)

and we can now provide expressions for the expected value of the ambiguity function, as well as its second moment,

\[
\langle \Psi_{s,q}(\tau, \nu) \rangle = \int_{-\infty}^{\infty} \frac{S(f')}{k'} G(r|0, f') Q^*(f' - \nu)e^{-i2\pi(f'-\nu)\tau} \\
&\quad \times \int G(0|r, f'(1 + 2v_q/c)^{-1})Q(f'(1 + 2v_q/c)^{-1}) \\
&\quad \times U_q(f'\hat{v}_r/c, v_q) P_v(v_q) dv_q df' \\
\]  
(E.12)

and

\[
\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{S(f_1)}{k_1} G(0|0, f_1) Q^*(f_1 - \nu) \frac{S^*(f_2)}{k_2} G^*(r|0, f_2)Q(f_2 - \nu) \\
&\quad \times e^{-i2\pi(f_1 - f_2)\tau} \\
&\quad \times G^*(0|r, f_2(1 + 2v_q/c)^{-1})Q(f_2(1 + 2v_q/c)^{-1}) \\
&\quad \times U_q((f_1 - f_2)\hat{v}_r/c, v_q) P_v(v_q) dv_q df_1 df_2 \\
\]  
(E.13)
We note that the term $U_q$, which corresponds to the characteristic function of the random target position $u^0_q$, is evaluated at different wavenumbers between Eqs. (E.12) and (E.13). As demonstrated in Section 5.2.1, evaluating $U_q$ near base-band typically leads to the second moment of the ambiguity function dominating over the magnitude squared of its first moment.

For the total field scattered from the group of $N$ targets within volume $V$ we can write $\Psi_s(r, f^\prime) = \sum_{q=1}^{N} \Psi_{s,q}(r, f^\prime)$. Assuming that: (i) target positions are independent and identically distributed random variables (i.i.d.), and (ii) target speeds are also i.i.d., we then have $\langle \Psi_s(\tau, \nu) \rangle = N \langle \Psi_{s,q}(\tau, \nu) \rangle$, with the second moment given by

$$\langle |\Psi_s(\tau, \nu)|^2 \rangle = \sum_{q=1}^{N} \sum_{p=1}^{N} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{S(f_1)}{k_1} G(r|0, f_1)Q^\ast(f_1 - \nu) \frac{S^\ast(f_2)}{k_2^2} G^\ast(r|0, f_2)Q(f_2 - \nu)$$

$$\times \int \int \int \int G(0|r, f_1(1 + 2\nu_q/c)^{-1}) Q(f_1(1 + 2\nu_q/c)^{-1})$$

$$\times G^\ast(0|r, f_2(1 + 2\nu_p/c)^{-1}) Q^\ast(f_2(1 + 2\nu_p/c)^{-1})$$

$$\times e^{-i2\pi f_1(1 + 1(2\nu_q/c)^{-1})} \delta_{u^0_q} \delta_{u^0_p} e^{-i2\pi f_2(1 + 1(2\nu_q/c)^{-1})} \delta_{u^0_q} \delta_{u^0_p}$$

$$\times P_u(u^0_q)P_u(u^0_p)P_v(u_q)P_v(u_p) \int \int \int \int P_q(u_q)P_q(u_p)e^{-i2\pi(f_1 - f_2)\tau} df_1 df_2$$

$$= N \langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle + N(N - 1) \langle \Psi_{s,q}(\tau, \nu) \rangle^2$$  \hspace{1cm} (E.14)

The last line is arrived at by considering the distinction between the $q = p$ terms, and the $q \neq p$ terms. The second moment of the ambiguity function then consists of two terms: (i) a variance term proportional to $N$ due to scattering from each target, and (ii) a mean-squared term proportional to $N^2$ due to interaction of the fields scattered from different targets,[90] where the variance term typically dominates.[1]

### E.1.3 Moments of the Ambiguity Function over Time Delay and Doppler Shift

Equations (E.12) and (E.13) cannot typically be analytically evaluated. A significant simplification is however possible in the case of specially designed source spectra that can be approximated by Eq. (5.7), $Q(f) = \sum_{n=0}^{M-1} a_n e^{i2\pi(f - f_n)h_n} \delta(f - f_n)$. As we show
in Appendix E.3, a Costas sequence belongs in this set of signals. Equation (E.12) can then be rewritten as,

\[
\langle \Psi_{s,q}(\tau, \nu) \rangle = \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} a_n^* a_m \int_{-\infty}^{\infty} \frac{S(f')}{k'} G(r|0, f') e^{-i2\pi(f'-\nu-f_n)h_n} \delta(f'-\nu-f_n) \times e^{-i2\pi(f'-\nu)r} \int G(0|r, f'(1+2\nu_q/c)^{-1}) e^{i2\pi(f'(1+2\nu_q/c)^{-1}-f_m)h_m} \times \delta(f'(1+2\nu_q/c)^{-1}-f_m) U_q(f'\hat{r}/c, \nu_q) P_v(\nu_q) d\nu_q df' \quad (E.15)
\]

Integrating over \(f'\) introduces the delta function

\[
\delta \left( \nu_q - \frac{c}{2} \left[ \frac{f_n + \nu}{f_m} - 1 \right] \right) \quad (E.16)
\]

since \(f' = f_n + \nu = f_m(1+2\nu_q/c)\), so that

\[
\langle \Psi_{s,q}(\tau, \nu) \rangle = \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} a_n^* a_m \frac{S(f_n + \nu)}{2\pi(f_n + \nu)/c} G(r|0, f_n + \nu) G(0|r, f_m) e^{-i2\pi f_n r} \times \rho_u ([f_n + f_m + \nu] \hat{r}/c) P_v \left( \frac{c}{2} \left[ \frac{f_n + \nu}{f_m} - 1 \right] \right) \quad (E.17)
\]

where we have substituted for \(U_{b,q}\) using Eq. (E.4). Similarly, for the second moment of the ambiguity function we find,

\[
\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle = \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} \sum_{l=0}^{M-1} \sum_{j=0}^{M-1} a_n^* a_m a_l^* a_j \left[ \frac{S(f_n + \nu)}{2\pi(f_n + \nu)/c} \right] \left[ \frac{S^*(f_l + \nu)}{2\pi(f_l + \nu)/c} \right] \times G(r|0, f_n + \nu) G^*(r|0, f_l + \nu) G(0|r, f_m) G^*(0|r, \frac{f_l + \nu}{f_n + \nu} f_m) \times \delta \left( \frac{f_l + \nu}{f_n + \nu} f_m - f_j \right) P_v \left( \left[ f_n + f_m - f_l - \frac{f_l + \nu}{f_n + \nu} f_m \right] \hat{r}/c \right) \times e^{-i2\pi(f_n-f_l)\tau} P_v \left( \frac{c}{2} \left[ \frac{f_n + \nu}{f_m} - 1 \right] \right) \quad (E.18)
\]

where the delta function signifies that, for given \(\nu\), only specific frequency ratios result in non-zero values for \(\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle\).

To evaluate the moments of the ambiguity function's expected square magnitude
along $\nu$, we assume that the acoustic wavelength is much smaller than the spatial extent of the target swarm, so that the characteristic function of the target’s position $(p_u)$ can be approximated as a delta function, whereby

$$
M^{-1} \sum_{i=0}^{M-1} \sum_{j=0}^{M-1} \delta \left( \frac{f_i + \nu}{f_n + \nu} f_m - f_j \right) \delta \left( \left[ f_n + f_m - f_i - \frac{f_i + \nu}{f_n + \nu} f_m \right] \right)
$$

$$
\equiv \sum_{i=0}^{M-1} \sum_{j=0}^{M-1} \delta(f_i - f_n) \delta(f_j - f_m)
$$

so that

$$
\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle = \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} |a_n|^2 |a_m|^2 \frac{|S(f_n + \nu)|^2}{2\pi(f_n + \nu)/c} \frac{1}{4\pi^2} P_v \left( \frac{c}{2} \left[ \frac{f_n + \nu}{f_m} - 1 \right] \right) \tag{E.19}
$$

For low Mach number motions, we assume that the term $|S(f_n + \nu)|^2/[2\pi(f_n + \nu)/c]^2$ is approximately constant and equal to $|S(f_n)|^2/[2\pi f_n/c]^2$. The moments of Eq. (E.20) along $\nu$ for constant $\tau$ are linearly related to the moments of the target speed probability density,

$$
\nu_1 \equiv \int \nu \langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle d\nu = \sum_{n,m} b_{n,m} \frac{2f_m}{c} \left( f_m - f_n + f_m \frac{2\mu_v}{c} \right), \tag{E.21a}
$$

$$
\nu_2 \equiv \int \nu^2 \langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle d\nu = \sum_{n,m} b_{n,m} \frac{2f_m}{c} \left\{ \left( f_m - f_n + f_m \frac{2\mu_v}{c} \right)^2 + \frac{4\sigma_v^2 f_m^2}{c^2} \right\} \tag{E.21b}
$$

after normalizing so that $\int \langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle d\nu = 1$, where $b_{n,m}$ is a known constant, $\mu_v$, $\sigma_v$ are the mean and standard deviation of the target speed, and $f_n$, $f_m$ are known constants that correspond to the distinct frequency components of the source spectrum of Eq. (5.7). For example, for the case of a continuous harmonic wave ($M = 1$), we find $\nu_1 = 2f_0\mu_v/c$, and $\nu_2 = 4f_0^2(\sigma_v^2 + \mu_v^2)/c^2$.

Going back to Eq. (E.18), to evaluate the moments of the ambiguity function’s expected square magnitude along $\tau$, we now write the characteristic function for $u$ as
a Taylor series expansion,

\[
p_\mu(\hat{\gamma}_r/c) \equiv \int P_\mu(u_q)e^{-i2\pi\hat{\gamma}_r \cdot u_q/c}du_q
\]

\[
= \int P_\mu(u_q)\left(1 - i2\pi\hat{\gamma}_r \cdot u_q/c - \frac{4\pi^2}{2}[\hat{\gamma}_r \cdot u_q/c]^2 + \ldots\right)du_q
\]

\[
= 1 - i2\pi\gamma(r + \hat{\eta}_r \cdot \mu_u)/c - \frac{4\pi^2}{2}\gamma^2\left(\hat{\eta}_r \cdot \sigma_u\right)^2 + \frac{[r + \hat{\eta}_r \cdot \mu_u]^2}{c^2} + \ldots
\]

\[
= \sum_{d=0}^P c_d\gamma^d
\]

(E.22)

where \(\gamma = (f_n + f_m - f_i - f_m(f_i + \nu)/(f_n + \nu))\), and \(\mu_u, \sigma_u\) are the mean and standard deviation of the target initial position, respectively. The moments of Eq. (E.18) along \(\tau\) involve integrals of the form

\[
\int \tau^p e^{-i2\pi(f_n-f_i)^2}\tau d\tau = \left(\frac{i}{2\pi}\right)^p \delta^{(p)}(f_n-f_i)
\]

(E.23)

where \(\delta^{(p)}\) is the \(p\)th derivative of the Dirac delta function and is defined by the property

\[
\int h(f)\delta^{(p)}(f)df = -\int \frac{\partial h(f)}{\partial f}\delta^{(p-1)}(f)df = (-1)^p \int \frac{\partial^p h(f)}{\partial f^p}\delta(f)df
\]

(E.24)

Before substituting into Eq. (E.18), we also note that

\[
\sum_{l=0}^{M-1} \delta\left(f_i + \frac{\nu}{f_n+\nu}f_m - f_j\right)\delta(f_n-f_i) \equiv \delta(f_j-f_m)
\]

(E.25)

The moments of Eq. (E.18) along \(\tau\) are then given by

\[
\int \tau^p \langle |\Psi_{s,q}(\tau,\nu)|^2 \rangle d\tau = \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} |a_n|^2|a_m|^2 \frac{|S(f_n+\nu)|^2}{[2\pi(f_n+\nu)/c^2]} \frac{1}{(4\pi\tau)^4}
\]

\[
\times p! \left(\frac{i}{2\pi}\right)^p c_p P_v \left(\frac{c}{2} \left[\frac{f_n+\nu}{f_m} - 1\right]\right),
\]

(E.26)
so that

\[
\tau_1 \equiv \int \tau \langle |\Psi_{s,q}(\tau,\nu)|^2 \rangle d\tau = \left( r + \hat{i}_r \cdot \mu_u \right) \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} P_v \left( \frac{c}{2} \left[ \frac{f_n + \nu}{f_m} - 1 \right] \right),
\]

(E.27a)

\[
\tau_2 \equiv \int \tau^2 \langle |\Psi_{s,q}(\tau,\nu)|^2 \rangle d\tau = \frac{2}{c^2} \left( \hat{i} \cdot \sigma_u \right)^2 + \left[ r + \hat{i}_r \cdot \mu_u \right]^2 \sum_{n=0}^{M-1} \sum_{m=0}^{M-1} P_v \left( \frac{c}{2} \left[ \frac{f_n + \nu}{f_m} - 1 \right] \right)
\]

(E.27b)

Note here that, for the case of a continuous harmonic wave \((M = 1)\), it is not possible to infer the statistics of target position since \(\gamma = 0\), \(p_u(0) = 1\), and the magnitude square of the ambiguity function does not depend on target position, as expected.

Also note that Eqs. (E.21 - E.27) were derived for the expected value of the ambiguity function magnitude squared given a single target with random position and velocity, Eq. (E.13). For a total of \(N\) targets, the expected value of the ambiguity function magnitude squared is instead given by Eq. (E.14), which also involves the magnitude squared of the expected value of the ambiguity function for a single target, Eq. (E.12). Moments of the latter along constant-\(\tau\) and constant-\(\nu\) axis cannot in general be expressed as linear functions of the target’s position and velocity statistical moments, even for source signals that satisfy Eq. (5.7). For a group of \(N\) targets, moments of the expected value of the total ambiguity function magnitude squared can still be used to obtain estimates of the targets’ position and velocity means and standard deviations, as long as the variance of the received field intensity dominates, which is typically the case.[1]

E.2 Stratified Waveguide

Here, we derive expressions for the statistical moments of the ambiguity function of the total acoustic field scattered from a group of moving targets in a stratified waveguide. Our formulation is based on analytical expressions for the Doppler shift and spread expected in long-range scattering from fish groups in the continental shelf, which in turn are based on a model for scattering from a moving target submerged.
in a stratified ocean waveguide.\[92\] We also state conditions for modal decorrelation, since it has been shown that given a sufficiently large distribution of random volume or surface inhomogeneities, the waveguide modes will decouple in the mean forward field.\[18, 90\]

E.2.1 The Back-Scattered Field

As for the free space case in Appendix E.1, we consider a monostatic stationary system at range \( r \) from a group of \( N \) targets randomly distributed within volume \( V \) centered at the origin \( 0 \). The position of the \( q \)th target at time \( t_q \) is given by \( \mathbf{r}_q = \mathbf{u}_q^0 + \mathbf{v}_q t_q \), as shown in Fig. 5-1, where \( \mathbf{u}_q^0 \) is the initial random target position, and \( \mathbf{v}_q \) is the target’s average velocity during the time needed for the sound signal to travel through the remote system’s resolution footprint. We assume again that \( \mathbf{v}_q = v_q \hat{i}_r + v_{q,\perp} \hat{i}_{r,\perp} \), where \( \hat{i}_{r,\perp} \) denotes a unit vector perpendicular to \( \hat{i}_r \). Finally, we assume that for the frequency regime we consider, the targets scatter omnidirectionally so that their scatter function has no angular dependence. Under the above conditions, we can rewrite Eq. (59) of Ref. [92] as

\[
\Phi_{s,q}(r, t; \Omega) = 4\pi \sum_l \sum_m \frac{S(\omega_{m,l,q})}{k(\omega_{m,l,q})} \Phi_{s,q}^{l,m}(r, \Omega, \omega_{m,l,q}) e^{-i \omega_{m,l,q} t} \tag{E.28}
\]

where

\[
\omega_{m,l,q} = \Omega + v_q \left[ \xi_l(\Omega) + \xi_m(\Omega) \right] \tag{E.29}
\]
is the Doppler shifted frequency due to target motion. We have defined for conve-
nience

\[
\Phi^l,m_{s,q}(r, \Omega, \omega_{m,l,q}) = \left[ A_l(r; \Omega)A_m(r; \omega_{m,l,q})e^{i(\gamma(\Omega) + \gamma_m(\omega_{m,l,q}))}\eta_q^0 \\
-A_l(r; \Omega)B_m(r; \omega_{m,l,q})e^{i(\gamma(\Omega) - \gamma_m(\omega_{m,l,q}))}\eta_q^0 \\
-B_l(r; \Omega)A_m(r; \omega_{m,l,q})e^{-i(\gamma(\Omega) - \gamma_m(\omega_{m,l,q}))}\eta_q^0 \\
+B_l(r; \Omega)B_m(r; \omega_{m,l,q})e^{-i(\gamma(\Omega) + \gamma_m(\omega_{m,l,q}))}\eta_q^0 \right] \times e^{i(\xi_l(\Omega) + \xi_m(\omega_{m,l,q}))}\eta_q^0
\]

(E.30)

where, other than in the expression for \( \omega_{m,l,q} \), the \( l \)th mode wavenumbers are evaluated at \( \Omega \), while the \( m \)th mode wavenumbers are evaluated at \( \omega_{m,l,q} \). Note that \( \Phi^l,m_{s,q}(r, \Omega, \omega_{m,l,q}) \) is an implicit function of \( \nu_q \).

Equation (E.28) is valid when we are in the far-field of the source/receiver, which is satisfied here since we are considering scattering from targets within a resolution footprint of our monostatic system. We have already made use of this fact in deriving Eq. (E.30), where for the amplitudes of the down- and up-going plane waves of the incoming mode \( l \), we have written

\[
A_l(r - u_q^0; \Omega) = A_l(r; \Omega) \times e^{i(\xi_l(\Omega)i_\nu - \gamma(\Omega)i_z - u_q^0)}, \quad (E.31a)
\]
\[
B_l(r - u_q^0; \Omega) = B_l(r; \Omega) \times e^{i(\xi_l(\Omega)i_\nu + \gamma(\Omega)i_z + u_q^0)}, \quad (E.31b)
\]

and similarly for the plane wave amplitudes of the outgoing mode \( m \), we have used

\[
A_m(r - u_q^0; \omega_{m,l,q}) = A_m(r; \omega_{m,l,q}) \times e^{i(\xi_m(\omega_{m,l,q})i_\nu - \gamma_m(\omega_{m,l,q})i_z - u_q^0)}, \quad (E.32a)
\]
\[
B_m(r - u_q^0; \omega_{m,l,q}) = B_m(r; \omega_{m,l,q}) \times e^{i(\xi_m(\omega_{m,l,q})i_\nu + \gamma_m(\omega_{m,l,q})i_z + u_q^0)}, \quad (E.32b)
\]

For spatial cylindrical coordinates \( k = \xi_\rho + \gamma i_z \), while \( A_l(r; \Omega) \), \( B_l(r; \Omega) \) are the amplitudes of the down- and up-going modal plane wave components incident on the target, and \( A_m(r; \omega_{m,l,q}) \), \( B_m(r; \omega_{m,l,q}) \) are the amplitudes of the down- and up-going
modal plane wave components scattered from the target,

\[
A_l(r; \Omega) = \frac{i}{d(z)} e^{-i\pi/4} u_l(z) N_l^{(1)} e^{i(\xi_l(\Omega)|\rho| + \gamma_l(\Omega) z_t)}, \\
B_l(r; \Omega) = \frac{i}{d(z)} e^{-i\pi/4} u_l(z) N_l^{(2)} e^{i(\xi_l(\Omega)|\rho| - \gamma_l(\Omega) z_t)}, \\
A_m(r; \omega_m,l,q) = \frac{i}{d(0)} e^{-i\pi/4} u_m(z) N_m^{(1)} e^{i(\xi_m(\omega_m,l,q)|\rho| + \gamma_m(\omega_m,l,q) z_t)}, \\
B_m(r; \omega_m,l,q) = \frac{i}{d(0)} e^{-i\pi/4} u_m(z) N_m^{(2)} e^{i(\xi_m(\omega_m,l,q)|\rho| - \gamma_m(\omega_m,l,q) z_t)}
\]

Before taking expectations over target position and speed in Eq. (E.28), we note that only \( \Phi_{s,q}^{l,m} \) is a function of \( u_q^0 \) and define

\[
U_{q,l,m}(\omega_m,l,q, v_q) = \frac{1}{V} \int_V \Phi_{s,q}^{l,m}(r; \Omega, \omega_m,l,q) d^3 u_q^0 \\
= \frac{1}{V} \int_V \frac{1}{d(z)} e^{-i\pi/4} u_l(z) N_l^{(1)} e^{i(\xi_l(\Omega)|\rho| + \gamma_l(\Omega) z_t)} \\
\times \frac{1}{d(0)} e^{-i\pi/4} u_m(z) N_m^{(2)} e^{i(\xi_m(\omega_m,l,q)|\rho| + \gamma_m(\omega_m,l,q) z_t)}
\]

\[
\Phi_{s,q}(r, t; \Omega) = 4\pi \int \sum_l \sum_m \frac{S(\omega_m,l,q)}{k(\omega_m,l,q)} U_{q,l,m}(\omega_m,l,q, v_q) e^{-i\omega_m,l,q t} P_v(v_q) dv_q
\]

where \( P_v(v_q) \) is the probability that the target speed is \( v_q \). For small Mach numbers, the change between wavenumbers \( \xi_l(\Omega) \) and \( \xi_l(\omega_m,l,q) \), as well as the change between modal amplitudes \( A_l(\Omega) \) and \( A_l(\omega_m,l,q) \) are both very small, so that modal
orthogonality leads to \( \sum_l \sum_m U_l^{l,m}(\omega_{m,l,q}, v_q) = \sum_l U_l^{l,l}(\omega_{l,l,q}, v_q) \), where

\[
U_l^{l,l}(\omega_{l,l,q}, v_q) = \text{sinc}(\xi_{lx} L_x) \text{sinc}(\xi_{ly} L_y) \times \left[ \text{sinc}(\gamma_l L_z) \left( A_l^2 + B_l^2 \right) - 2A_l B_l \right] \tag{E.36}
\]

When the length scale of the resolution footprint becomes sufficiently larger than the wavelength, the mean scattered field \( \langle \Phi_{s,q}(r, t; \Omega) \rangle \approx 0 \).

For the autocorrelation of the scattered field, we find

\[
\langle \Phi_{s,q}(r, t; \Omega) \Phi_{s,q}^*(r, t + \tau; \Omega) \rangle = \frac{16\pi^2}{V} \int \int \sum_l \sum_m \sum_n \sum_p \frac{S(\omega_{m,l,q}) S^*(\omega_{p,n,q})}{k(\omega_{m,l,q}) k^*(\omega_{p,n,q})} \\
\times \Phi_{s,q}^{l,m}(r, \Omega, \omega_{m,l,q}) \Phi_{s,q}^{*n,p}(r, \Omega, \omega_{p,n,q}) \\
\times e^{-iv_q [\xi_l(\Omega) + \xi_m(\Omega) - \xi_n(\Omega)] t} \\
\times e^{iv_q [\xi_l(\Omega) + \xi_m(\Omega)] t} e^{i\Omega \tau} P_v(v_q) d^3u_q dv_q \\
= \frac{16\pi^2}{V} \int \int \sum_l \sum_m \sum_n \sum_p \frac{S(\omega_{m,l,q}) S^*(\omega_{p,n,q})}{k(\omega_{m,l,q}) k^*(\omega_{p,n,q})} \\
\times U_l^{l,m,n,p}(\omega_{m,l,q}, \omega_{p,n,q}, v_q) e^{iv_q [\xi_l(\Omega) + \xi_m(\Omega)] t} e^{i\Omega \tau} \\
\times e^{-iv_q [\xi_l(\Omega) + \xi_m(\Omega) - \xi_n(\Omega)] t} P_v(v_q) dv_q \tag{E.37}
\]

by defining

\[
U_l^{l,m,n,p}(\omega_{m,l,q}, \omega_{p,n,q}, v_q) \equiv \frac{1}{V} \int \Phi_{s,q}^{l,m}(r, \Omega, \omega_{m,l,q}) \Phi_{s,q}^{*n,p}(r, \Omega, \omega_{p,n,q}) d^3u_q \\
= \text{sinc}( (\xi_{lx} + \xi_{mx} - \xi_{nx} - \xi_{pz}) L_z / 2) \text{sinc}( (\xi_{ly} + \xi_{my} - \xi_{ny} - \xi_{py}) L_y / 2) \\
\times [(A_l A_m A_n A_p^* + B_l B_m B_n B_p^*) \text{sinc}( (\gamma_l + \gamma_m - \gamma_n - \gamma_p) L_z / 2) \\
- (A_l A_m A_n B_p^* + B_l B_m B_n A_p^*) \text{sinc}( (\gamma_l + \gamma_m - \gamma_n + \gamma_p) L_z / 2) \\
- (A_l A_m B_n A_p^* + B_l B_m A_n B_p^*) \text{sinc}( (\gamma_l + \gamma_m + \gamma_n - \gamma_p) L_z / 2) \\
+ (A_l A_m B_n B_p^* + B_l B_m A_n A_p^*) \text{sinc}( (\gamma_l + \gamma_m + \gamma_n + \gamma_p) L_z / 2) \\
- (A_l B_m A_n A_p^* + B_l A_m B_n B_p^*) \text{sinc}( (\gamma_l - \gamma_m - \gamma_n - \gamma_p) L_z / 2) \\
+ (A_l B_m A_n B_p^* + B_l A_m A_n B_p^*) \text{sinc}( (\gamma_l - \gamma_m - \gamma_n + \gamma_p) L_z / 2) \\
+ (A_l B_m B_n A_p^* + B_l A_m A_n A_p^*) \text{sinc}( (\gamma_l - \gamma_m + \gamma_n - \gamma_p) L_z / 2) \\
- (A_l B_m B_n B_p^* + B_l A_m A_n A_p^*) \text{sinc}( (\gamma_l - \gamma_m + \gamma_n + \gamma_p) L_z / 2) ] \tag{E.38}
\]
where \( A_n = A_n(r; \Omega) \), \( B_n = B_n(r; \Omega) \), \( A_p = A_p(r; \omega_{p,n,q}) \), and \( B_p = B_p(r; \omega_{p,n,q}) \). Also \( \xi_{nx}, \xi_{ny}, \gamma_n \) are evaluated at \( \Omega \), while \( \xi_{px}, \xi_{py}, \gamma_p \) are evaluated at \( \omega_{p,n,q} \). Due to modal orthogonality, the quadruple modal sum in Eq. (E.37) reduces to a triple sum,
\[
\sum_l \sum_m \sum_n \sum_p U_{q}^{l,m,n,p}(\omega_{m,l,q}, \omega_{p,n,q}, v) = \sum_l \sum_m \sum_p U_{q}^{l,m,n,p}(\omega_{m,l,q}, \omega_{p,l,q}, v).
\]
Further, following the reasoning of Ref. [90], Section IV B, Eq. (68), terms with \( m \neq p \) are negligible compared to terms for which \( m = p \) as long as the size of the resolution footprint is large enough, i.e.
\[
\text{sinc} \left( \frac{(\xi_{nx} - \xi_{px})}{L_x/2} \right) \ll 1, \quad \text{and} \quad \text{sinc} \left( \frac{(\xi_{ny} - \xi_{py})}{L_y/2} \right) \ll 1,
\]
so that \( \sum_l \sum_m \sum_p U_{q}^{l,m,n,p}(\omega_{m,l,q}, \omega_{p,l,q}, v) \approx \sum_l \sum_m \sum_p U_{q}^{l,m,n,p}(\omega_{m,l,q}, \omega_{m,l,q}, v) \). An illustrative example for the length scales necessary for the above conditions to hold is presented in Fig. E-1 for the waveguide of Fig. 5-2 and the source signal and remote sensing system parameters of Table 5.2. We assume the targets are stationary and uniformly distributed over all depths, and that the mean range to the targets is 30 km. While the exact ‘necessary’ length scale will differ depending on the exact modal decomposition of the field, we may still conclude that the higher the frequency and the number of propagating modes, the larger the length scale required for the double sum approximation stated above to be valid.
Figure E-1: Waveguide. Necessary length scales for the quadruple modal sum of Eq. (E.37) to reduce to a double modal sum, given different frequencies $\Omega$ and sound speed profiles.
Under these conditions, Eq. (E.37) simplifies to

$$\langle \Phi_{s,q}(r,t;\Omega) \Phi_{s,q}^*(r,t+\tau;\Omega) \rangle = 16\pi^2 \int \sum_l \sum_m \left| \frac{S(\omega_{m,l,q})}{k(\omega_{m,l,q})} \right|^2 \left| L_l^{m,l}(\omega_{m,l,q},\omega_{m,l,q}) \right| \times e^{i\theta_q[\xi(\Omega)+\xi_m(\Omega)]e^{i\Omega \tau}} d\theta_q \quad (E.40)$$

### E.2.2 Statistical Moments of the Ambiguity Function

For a broadband source with source function $Q(\Omega) \leftrightarrow q(t)$, we can use Fourier synthesis to write the scattered field and its spectrum as

$$\Psi_{s,q}(r,t) = \frac{1}{2\pi} \int d\Omega Q(\Omega) \Phi_{s,q}(r,t;\Omega), \quad (E.41)$$

$$\Psi_{s,q}(r,\omega') = \int dt e^{i\omega't} \Psi_{s,q}(r,t) \quad (E.42)$$

The expected values of $\Psi_{s,q}(r,\omega')$ and $|\Psi_{s,q}(r,\omega')|^2$, can then be calculated in a manner similar to the process described in Appendix E.1.2 for the free space case. The expressions are given below

$$\langle \Psi_{s,q}(r,\omega') \rangle = 2 \frac{S(\omega')}{k(\omega')} \int \sum_l \sum_m Q(\omega'(1+v_q(1/v^G_l+1/v^G_m))^{-1}) \times U_q^{l,m}(\omega',v_q)P_v(v_q)dv_q \quad (E.43)$$

$$\langle |\Psi_{s,q}(r,\omega')|^2 \rangle = 4 \frac{|S(\omega')|^2}{|k(\omega')|^2} \int \sum_l \sum_m \sum_n \sum_p Q(\omega'(1+v_q(1/v^G_l+1/v^G_m))^{-1}) \times U_q^{l,m,n,p}(\omega',v_q)Q^*(\omega'(1+v_q(1/v^G_n+1/v^G_p))^{-1})P_v(v_q)dv_q \quad (E.44)$$

where $v^G_l$ denotes the group velocity of the $l$th mode. Similarly, for the statistical moments of the ambiguity function, $\Psi_{s,q}(\tau,\nu)$ and $|\Psi_{s,q}(\tau,\nu)|^2$, we find

$$\langle \Psi_{s,q}(\tau,\nu) \rangle = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{S(\omega')}{k(\omega')} Q^*(\omega'-2\pi\nu)e^{-i(\omega'-2\pi\nu)\tau} \times \int \sum_l \sum_m Q(\omega'(1+v_q(1/v^G_l+1/v^G_m))^{-1})U_q^{l,m}(\omega',v_q)P_v(v_q)dv_qd\omega' \quad (E.45)$$
\[
\langle \left| \Psi_{s,q}(\tau, \nu) \right|^2 \rangle = \frac{1}{\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S(\omega_1) \frac{S^{*}(\omega_2)}{k^{*}(\omega_2)} Q(\omega_2 - 2\pi \nu) e^{-i(\omega_1 - \omega_2)\tau} \times \int \sum_{l} \sum_{m} \sum_{n} \sum_{p} Q(\omega_1(1 + v_q(1/v^G_l + 1/v^G_m))^{-1}) \Phi^{l,m,n,p}_{s,q_1}(r, \omega_1(1 + v_q(1/v^G_l + 1/v^G_m))^{-1}, \omega_1) \\
\times Q^{*}(\omega_2(1 + v_q(1/v^G_l + 1/v^G_m))^{-1}) \Phi^{l,m,n,p}_{s,q_2}(r, \omega_2(1 + v_q(1/v^G_l + 1/v^G_m))^{-1}, \omega_2) \times P_v(v_q) d\omega_1 d\omega_2
\]

We note that the term \( U^{l,m}_{q} \), which corresponds to the characteristic function of the random target position \( \mathbf{u}^0_q \), is evaluated at different wavenumbers between Eqs. (E.45) and (E.46). As demonstrated in Section 5.2.2, evaluating \( U^{l,m}_{q} \) near base-band typically leads to the second moment of the ambiguity function dominating over the magnitude squared of its first moment.

The total field \( \Psi_s(r, \omega') \) is given by summing over all targets, \( \Psi_s(r, \omega') = \sum_{q=1}^{N} \Psi_{s,q}(r, \omega') \). We assume that: (i) target positions are independent and identically distributed random variables (i.i.d.), and (ii) target speeds are also i.i.d. It then follows that \( \langle \Psi_s(\tau, \nu) \rangle = N \langle \Psi_{s,q}(\tau, \nu) \rangle \), and the expected value of the magnitude squared of the ambiguity function is given by

\[
\langle \left| \Psi_s(\tau, \nu) \right|^2 \rangle = \sum_{q_1=1}^{N} \sum_{q_2=1}^{N} \frac{1}{\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S(\omega_1) \frac{S^{*}(\omega_2)}{k^{*}(\omega_2)} Q(\omega_2 - 2\pi \nu) e^{-i(\omega_1 - \omega_2)\tau} \times \int \sum_{l} \sum_{m} \sum_{n} \sum_{p} \Phi^{l,m,n,p}_{s,q_1}(r, \omega_1(1 + v_q(1/v^G_l + 1/v^G_m))^{-1}, \omega_1) \\
\times \Phi^{l,m,n,p}_{s,q_2}(r, \omega_2(1 + v_q(1/v^G_l + 1/v^G_m))^{-1}, \omega_2) \times P_v(v_q) d\omega_1 d\omega_2
\]

\[
= N \langle \left| \Psi_{s,q}(\tau, \nu) \right|^2 \rangle + N(N - 1) \langle \left| \Psi_{s,q}(\tau, \nu) \right|^2 \rangle
\]

where the last line is arrived at by considering the distinction between the \( q_2 = q_1 \) terms, and the \( q_2 \neq q_1 \) terms. Again, the second moment of the ambiguity function for the total group of \( N \) targets consists of two terms: (i) a variance term proportional to \( N \) due to scattering from each target, and (ii) a mean-squared term proportional to
to $N^2$ due to interaction of the fields scattered from different targets,[90] where the variance term typically dominates.[1]

### E.2.3 Moments of the Ambiguity Function over Time Delay and Doppler Shift

Equations (E.45) and (E.46) cannot typically be analytically evaluated. A significant simplification is however possible in the case of specially designed source spectra that can be approximated by Eq. (5.7), $Q(\Omega) = \sum_{n'=0}^{M-1} a_{n'} e^{i(\Omega - \Omega_{n'})} e^{-i(n_{n'}^r)}$. As we show in Appendix E.3, a Costas sequence belongs in this set of signals. Equation (E.45) can then be rewritten as,

$$
\langle \Psi_{s,q}(\tau, \nu) \rangle = \sum_{n'}^{M-1} \sum_{m'}^{M-1} a_{n'}^* a_{m'} \frac{1}{\pi} \int_{-\infty}^{\infty} S(\omega') e^{-i(\omega' - 2\pi \nu - \omega_{n'})} e^{-i(\omega'(1 + v_q(1/v_l^G + 1/v_m^G)) - 1 - \omega_{n'})} U_q^{l,m}(\omega', v_q) \delta(\omega'(1 + v_q(1/v_l^G + 1/v_m^G)) - 1 - \omega_{m'}) P_v(v_q) dv_q d\omega'
$$

(E.48)

Integrating over $\omega'$ introduces the delta function

$$
\delta \left( v_q(1/v_l^G + 1/v_m^G) - \left( \frac{\omega_{n'} + 2\pi \nu}{\omega_{m'}} - 1 \right) \right) \equiv \delta (v_q - \tilde{v}_q)
$$

(E.49)

since $\omega' = \omega_{n'} + 2\pi \nu = \omega_{m'}(1 + v_q(1/v_l^G + 1/v_m^G))$, so that

$$
\langle \Psi_{s,q}(\tau, \nu) \rangle = \sum_{n'}^{M-1} \sum_{m'}^{M-1} a_{n'}^* a_{m'} \frac{1}{\pi} \frac{S(\omega_{n'} + 2\pi \nu)}{(\omega_{n'} + 2\pi \nu)/c} e^{-i\omega_{n'} \tau} \sum_l U_q^{l,m}(\omega_{n'} + 2\pi \nu, \tilde{v}_q) P_v(\tilde{v}_q)
$$

(E.50)
Similarly, for the second moment of the ambiguity function we find,

\[
\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle = \sum_{i} \sum_{j} \sum_{m} \sum_{n} a_{i}^{*} a_{m}^{*} a_{j} a_{n} \frac{S(\omega_{n} + 2\pi\nu)}{\pi^2} \frac{S^*(\omega_{n'} + 2\pi\nu)}{\omega_{n'} + 2\pi\nu / c} \delta(\omega_{n'} - \omega_{n'}) \delta(\omega_{n'} - \omega_{n'}) e^{-i(\omega_{n'} - \omega_{n'})\tau} \times \sum_{n} \sum_{m} \sum_{n} \sum_{p} U_{q,m,n,p}^{l} (\omega_{n'} + 2\pi\nu, \omega_{n'} + 2\pi\nu, \tilde{v}_q, \tilde{v}_q) P_{q}(\tilde{v}_q)
\]

(E.51)

where the delta function signifies that, for given \(\nu\), only specific frequency ratios result in non-zero values for \(\langle |\Psi_{s,q}(\tau, \nu)|^2 \rangle \).

Contrary to the free space case in Appendix E.1.3, the moments of Eq. (E.51) over time delay \(\tau\) and Doppler shift \(\nu\) cannot be analytically expressed as linear functions of the target’s position and velocity statistical moments. This is because the characteristic function for target position is not separable from the propagation effects in a waveguide, but both are instead contained within the term \(U_{q,m,n,p}^{l}\), which in Eq. (E.51) is also a function of the Doppler shift \(\nu\). Nevertheless, we may still expect that the moments of the ambiguity function magnitude squared over \(\nu\) and \(\tau\) relate to the statistics of target velocity and position, respectively. In fact, we show in Section 5.3.2 that calculations of these moments can indeed be used to obtain estimates of target velocity and position statistics.

E.2.4 Evaluating the Volume Integral

The following integral

\[
\frac{1}{V} \int_{V} e^{i[\xi \rho + \gamma z]} d^3 r = \frac{1}{V} 2\pi \int_{\rho} e^{i\xi \rho} \rho d\rho \int_{z} e^{i\gamma z} dz
\]

(E.52)

is more easily evaluated by changing into a cartesian coordinate system, where \(k = \xi_x \hat{i}_x + \xi_y \hat{i}_y + \gamma \hat{i}_z\) and \(d^3 r = dx dy dz\). If the characteristic lengths of the resolution
footprint along dimensions $x$, $y$ and $z$ are $L_x$, $L_y$ and $L_z$ respectively, then

$$\frac{1}{V} \int_{V} e^{i[\xi_x x + \gamma_z z]} d^3 \mathbf{r} = \frac{1}{L_x} \int_{-L_x/2}^{L_x/2} e^{i\xi_x x} dx \frac{1}{L_y} \int_{-L_y/2}^{L_y/2} e^{i\xi_y y} dy \frac{1}{L_z} \int_{-L_z/2}^{L_z/2} e^{i\gamma z} dz = \text{sinc} \left( \frac{\xi_x L_x}{2} \right) \text{sinc} \left( \frac{\xi_y L_y}{2} \right) \text{sinc} \left( \frac{\gamma L_z}{2} \right)$$

(E.53)

so that

$$\int_{V} \Phi_{s,q}(\mathbf{r}, t) d^3 \mathbf{r} = 4\pi \sum_l \sum_m \frac{1}{k(\omega_{m,l})} e^{-i\omega_{m,l} t} \times \text{sinc} \left( (\xi_{lx} + \xi_{mx}) L_x / 2 \right) \text{sinc} \left( (\xi_{ly} + \xi_{my}) L_y / 2 \right) \times A_l(0, \omega_l) A_m(0, \omega_{m,l}) S(\ldots) \times \text{sinc} \left( (\gamma_l - \gamma_m) L_z / 2 \right)$$

$$- A_l(0, \omega_l) B_m(0, \omega_{m,l}) S(\ldots) \times \text{sinc} \left( (\gamma_l + \gamma_m) L_z / 2 \right)$$

$$- B_l(0, \omega_l) A_m(0, \omega_{m,l}) S(\ldots) \times \text{sinc} \left( (\gamma_l - \gamma_m) L_z / 2 \right)$$

$$+ B_l(0, \omega_l) B_m(0, \omega_{m,l}) S(\ldots) \times \text{sinc} \left( (\gamma_l + \gamma_m) L_z / 2 \right)$$

(E.54)

This represents a three-dimensional sinc pattern that approaches unity as $L_x$, $L_y$, $L_z \to 0$. The first zero in the $x$ direction lies at $L_x = \lambda_x / 2$, in the $y$ direction at $L_y = \lambda_y / 2$ and in the $z$ direction at $L_z = \lambda_z / 2$. The first sidelobes are 13 dB down from the mainlobe, and for $L_x \gg \lambda_x$ or $L_y \gg \lambda_y$ or $L_z \gg \lambda_z$, the integral goes to zero. In our case, $L_x$, $L_y$ are on the order of 100 m and $L_z$ on the order of 20 m, while $|k|$ is on the order of 1 m$^{-1}$.

### E.3 Signal Design

The range-velocity ambiguity function provides a graphical representation of the resolution capacity of a given signal and is typically used to quantify the signal's performance in terms of resolving target range and relative velocity from measurements of the scattered field.[66] The ambiguity function characteristics for several 'basic' signals have been reviewed extensively in literature.[47, 25, 66, 50] In terms of clutter discrimination and reverberation suppression in the presence of ambient noise, the fol-
lowing signals are among the best options: pulse trains, linear frequency modulated (LFM) signals, and pseudo-random noise signals, such as Costas sequences. Here, we describe the design of a Costas sequence signal motivated by the need to resolve the position and velocity of a large group of underwater biological targets. We assume that the desired range resolution is around 50 m, while the velocity resolution should be better than 0.2 m/s. Finally, the signal’s center frequency should be on the order of hundreds of Hz or a few kHz, to allow for remote sensing on the order of tens of km.[40]

A Costas sequence is defined in terms of the number $M$ of CW pulses in the sequence, the duration $T_{cw}$ of each pulse, the base frequency $f_b$, and the sequence used to generate each CW pulse. To determine appropriate values for the above parameters, we consider the range $\Delta u = c\Delta \tau /2$, and velocity $\Delta v = c\Delta \nu/(2f_c)$ resolutions we want to achieve, where $\Delta \tau$, $\Delta \nu$ are the time-delay and Doppler shift resolutions of the signal,[66]

$$\Delta \tau = \frac{1}{B} = \frac{T_{cw}}{M}, \quad (E.55a)$$

$$\Delta \nu = \frac{1}{T_{tot}} = \frac{1}{MT_{cw}}, \quad (E.55b)$$

$f_c \equiv f_b + B/2$ is the center frequency and $c$ is the speed of sound in the medium.

Given then a Costas sequence of $M = 7$ pulses, a pulse length of $T_{cw} = 0.4$ s leads to a range resolution of approximately 43 m in water ($c = 1500$ m/s). The desired velocity resolution of 0.2 m/s or better can then be achieved by choosing $f_c = 1600$ Hz to get $\Delta v \approx 0.17$ m/s.

For this specific design of a 7-pulse Costas sequence, the total signal duration is $T_{tot} = MT_{cw} = 2.8$ s and the bandwidth is $B = M/T_{cw} \approx 20$ Hz. Each of the seven consequent pulses is a CW at frequency $f_n = f_b + \alpha_n/T_{cw}$ for $n = 0, 1, \ldots M - 1$, where $f_b$ is the signal ‘base’ frequency $(f_c - B/2)$, and $\alpha_n$ is the $(n + 1)$th element of the Costas sequence, here chosen to be $[4, 7, 1, 6, 5, 2, 3]$. The normalized time
domain expression is given by[66]

\[
q(t) = \frac{1}{\sqrt{MT_{cw}}} \sum_{n=0}^{M-1} q_n(t - nT_{cw})
\]  

(E.56)

where

\[
q_n(t) = \begin{cases} 
  e^{-i2\pi fn t}, & 0 \leq t \leq T_{cw} \\
  0, & \text{otherwise}
\end{cases}
\]  

(E.57)

The complex signal spectrum is then given by the Fourier Transform of Eq. (E.56),

\[
Q(f) = \sqrt{\frac{T_{cw}}{M}} \sum_{n=0}^{M-1} e^{i2\pi f(nT_{cw})} e^{i2\pi (f-f_n)T_{cw}/2} \text{sinc} \left( \pi (f - f_n)T_{cw} \right)
\]

\[
= \sum_{n=0}^{M-1} a_n e^{i2\pi (f-f_n)h_n} \text{sinc} \left( \pi (f - f_n)T_{cw} \right)
\]

\[
\approx \sum_{n=0}^{M-1} a_n e^{i2\pi (f-f_n)h_n} \delta(f - f_n)
\]  

(E.58)

where \(a_n = \sqrt{\frac{T_{cw}}{M}} e^{i2\pi fn T_{cw}}\) and \(h_n = (n + 1/2)T_{cw}\), so that Eq. (E.58) is in the form of Eq. (5.7). Note that the last line of Eq. (E.58) strictly requires \(|f - f_n| > 1/T_{cw}\). It is still approximately valid otherwise.
Appendix F

Reciprocity Examples

F.1 Plane Wave Incident on Rigid Plate

Suppose we have a rigid plate at the origin. The plate lies in the $x$-$y$ plane and is of size $L_x$ by $L_y$. A plane wave with direction vector $k_i$ is incident on the rigid plate, as shown in Fig. F-1. The scattered field is given by

$$\Phi_s(r, t) = -\int_0^{t+r} dt_\sigma \int dS_\sigma \cdot (\Phi_T(r_\sigma, t_\sigma) \nabla_\sigma G(r, t| r_\sigma, t_\sigma))$$  \hspace{1cm} (F.1)

where $\Phi_T$ equals $2 \Phi_i|_{z=0}$ on the left hand side, and is 0 on the right hand side.

Assuming the receiver is at the far field of the plate, such that $r >> r_\sigma$, we can write

$$\nabla_\sigma G(r|r_\sigma; \omega) \equiv i_z \frac{\partial}{\partial z} G(r|r_\sigma; \omega) = -j k_i i_z G(r|0; \omega) e^{-j k r \cdot \hat{r}}$$  \hspace{1cm} (F.2)

where $G(r|r_0; \omega)$ is the free space Green’s function,

$$G(r|r_0; \omega) = \frac{e^{jk|r-r_0|}}{4\pi|r-r_0|}$$  \hspace{1cm} (F.3)

which in the far field ($r >> r_0$) can be approximated as $G(r|r_0; \omega) \approx \frac{e^{ikr}}{4\pi r} e^{-jkr}$, and $k \equiv k_i r$.
Figure F-1: Rigid plate.
For 'general' incident field, given a harmonic source of frequency $\Omega$ at position $r_0$,

$$\Phi_i(r_\sigma, t_\sigma) = \int_0^{t_\sigma^+} dt_0 \int dV_0 G(r_\sigma, t_\sigma | r_0, t_0) q(r_0, t_0)$$

where for a stationary source, $q(r_0, t_0) = e^{-j\Omega t_0}$, so that assuming the source is also in the far field ($r_0 >> r_\sigma$),

$$\Phi_i(r_\sigma, t_\sigma) = \int_0^{t_\sigma^+} dt_0 e^{-j\Omega t_0} \frac{1}{2\pi} \int_{-\infty}^{\infty} G(0 | r_\sigma; \omega_i) e^{-j\omega_i (t_\sigma - t_0)} e^{jk_\sigma r_\sigma \cdot r_0} d\omega_i$$

(P.5)

Putting it all together,

$$\Phi_s(r, t) = 2j\kappa_z \int_0^{t^+} dt_\sigma \int dS_\sigma \cdot \hat{z} \left[ \int_0^{t_\sigma^+} dt_0 e^{-j\Omega t_0} \frac{1}{4\pi^2} \right.$$

$$\times \int_{-\infty}^{\infty} G(0 | r_\sigma; \omega_i) e^{-j\omega_i (t_\sigma - t_0)} e^{jk_\sigma r_\sigma \cdot r_0} d\omega_i$$

$$\left. \times \int_{-\infty}^{\infty} G(r | 0; \omega) e^{-j\omega (t - t_\sigma)} e^{-jk r_\sigma \cdot r} d\omega \right]$$

(P.6)

where $k_\sigma$ and $k$ are evaluated at $\omega_i$ and $\omega$, respectively, which are 'dummy' variables.

Finally, for a plate moving with constant velocity $v_\sigma$ in the $z$ direction, $r_\sigma = r_0^0 + v_\sigma t_\sigma \hat{z}$, where $r_0^0$ denotes the initial position of points on the rigid plate at time $t = 0$. The integral over $t_0$ introduces the delta function $\delta(\omega_i - \Omega),\{92\}$ Similarly, the integral over $t_\sigma$ introduces the delta function $\delta(\omega - \omega_i - kv_z \cdot \hat{r}_0 + k_i v_\sigma \hat{z} \cdot \hat{r}_\sigma)$. Integrating over $\omega_i$ and $\omega$, we then obtain,$\{92, 32\}$

$$\Phi_s(r, t) = 2j\tilde{k}_z G(0 | r_\sigma; \Omega) G(r; \tilde{\omega}) e^{-j\tilde{\omega}t} \int dS_\sigma \cdot \hat{z} \left[ e^{j(r_0^0 \cdot \hat{r}_0 - kr_z \cdot \hat{r})} \right]$$

(P.7)

where $\tilde{k}_z$ is evaluated at $\tilde{\omega}$, and

$$\tilde{\omega} = \Omega \left( 1 - \frac{v_\sigma \hat{z} \cdot \hat{r}_0}{c \hat{z} \cdot \hat{r}_\sigma} \right) \left( 1 - \frac{v_\sigma \hat{z} \cdot \hat{r}}{c \hat{z} \cdot \hat{r}} \right)^{-1}$$

(F.8)

The scattering function for the moving rigid plate is found by evaluating the
surface integral in Eq. (F.7) and substituting for the scattering function \( S() \) in

\[
\Phi_s(r, t) = \Phi_i(0, \Omega) \frac{S(k, k)}{k} \frac{e^{jkr}}{r} e^{-j\omega t}
\]

(F.9)

where \( \Phi_i(0, \Omega) = G(0|\mathbf{r}_0; \Omega) \), so that

\[
S(k, k) = j \cos \theta \frac{k^2 L_x L_y}{2\pi} \text{sinc} \left( \frac{L_x}{2} (k_{ix} - k_x) \right) \text{sinc} \left( \frac{L_y}{2} (k_{iy} - k_y) \right)
\]

(F.10)

where \( k_i = \Omega/c \) and \( k \) is evaluated at \( \hat{\omega} \). The scattering function is then that of a stationary rigid plate evaluated at the Doppler-shifted frequency \( \hat{\omega} \approx \Omega \left[ 1 + \frac{\mathbf{v}_s \cdot \hat{\mathbf{i}}_z}{c} (\hat{\mathbf{i}}_r - \hat{\mathbf{i}}_{r_0}) \right] \).

This example proves that the scattering function should be evaluated at the frequency calculated by Lai and Makris.[92]

Now we can also check reciprocity by swapping source receiver positions, reversing time and repeating the process above, whereby we have

\[
\Phi_s(\mathbf{r}_0, -t_0) = - \int_{-\infty}^{-t_0^+} dt_\sigma \int d\mathbf{S}_\sigma \cdot (\Phi_T(\mathbf{r}_\sigma, -t_\sigma) \nabla_\sigma G(\mathbf{r}_0, -t_0|\mathbf{r}_\sigma, -t_\sigma))
\]

(F.11)

where, on the left hand side of the plate

\[
\Phi_T(\mathbf{r}_\sigma, -t_\sigma) = 2\Phi_i(\mathbf{r}_\sigma, -t_\sigma)|_{z=0} = 2 \int_{-\infty}^{-t_\sigma^+} dt \int d\mathbf{S}_\sigma \cdot \hat{\mathbf{i}}_z \left[ \int_{-\infty}^{-t_\sigma^+} dt' \int_{-\infty}^{\infty} G(0|\mathbf{r}; \omega) e^{-j\omega(t-t_\sigma)} e^{jkr_\sigma \cdot \hat{\mathbf{r}}} d\omega \right]
\]

(F.12)

for a source at \( \mathbf{r} \) that is harmonic at \( \Omega' \). We can then write for the scattered field

\[
\Phi_s(\mathbf{r}_0, -t_0) = 2 j \mathbf{k}_{iz} \int_{-\infty}^{-t_0^+} dt_\sigma \int d\mathbf{S}_\sigma \cdot \hat{\mathbf{i}}_z \left[ \int_{-\infty}^{-t_\sigma^+} dt' \int_{-\infty}^{\infty} G(0|\mathbf{r}; \omega) e^{-j\omega(t-t_\sigma)} e^{-jk(r_\sigma \cdot \hat{\mathbf{r}}_{r_0})} d\omega_i \right.
\]

\[
\times \int_{-\infty}^{\infty} G(0|\mathbf{r}_0; \omega_i) e^{-j\omega(t-t_0)} e^{-jk(r_0 \cdot \hat{\mathbf{r}}_{r_0})} d\omega_i
\]

\[
\times \int_{-\infty}^{\infty} G(0|\mathbf{r}_0; \omega_i) e^{-j\omega(t-t_\sigma)} e^{jkr_\sigma \cdot \hat{\mathbf{r}}} d\omega_i \]

(F.13)

Which expression we can evaluate for a moving plate such that \( \mathbf{r}_\sigma = -v_\sigma t_\sigma \hat{\mathbf{i}}_z \), and we
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get

$$\Phi_s(\mathbf{r}_0, -t_0) = 2j\tilde{k}_z \int d\mathbf{S}_\sigma \cdot \hat{z}G(\mathbf{r}_0, \tilde{\omega})G(0; \Omega)e^{j\tilde{\omega}t_0} \quad (F.14)$$

where

$$\tilde{\omega} = \Omega' \left(1 - \frac{v_{\sigma}}{c} \hat{z} \cdot \hat{r}_0\right) \left(1 - \frac{v_{\sigma}}{c} \hat{z} \cdot \hat{i}_0\right)^{-1} \quad (F.15)$$

Setting the source frequency equal to the received frequency at \( \mathbf{r} \) from before, i.e. \( \Omega' = \tilde{\omega} \), then \( \tilde{\omega} = \Omega \), so that

$$\Phi_s(\mathbf{r}_0, -t_0) = 2jK_z \int d\mathbf{S}_\sigma \cdot \hat{z}G(\mathbf{r}_0, \tilde{\omega})G(0; \Omega)e^{j\Omega t_0} \quad (F.16)$$

Comparing with the expression derived earlier, we find that reciprocity is conserved, as expected. In particular, the terms inside the surface integrals are equal in both cases, so that we have

$$\frac{\Phi_s(\mathbf{r}, t)}{2j\tilde{k}_z} e^{j\tilde{\omega}t} = \frac{\Phi_s(\mathbf{r}_0, -t_0)}{2jK_z} e^{-j\Omega t} \quad (F.17)$$

and reciprocity holds.

### F.2 Pressure Release Sphere

Bubble of radius \( a \) at distance \( r_c \) from the origin. We will assume it moves with velocity \( \mathbf{v}_c = v_c \hat{r}_c \), where \( \hat{r}_c \) lies on the \( x-y \) plane, for convenience. A plane wave is incident along direction \( \hat{k}_i \), as shown in Fig. F-2. The spectrum of the field scattered from the bubble and received at position \( \mathbf{r} \) can be written as

$$\Psi_s(\mathbf{r}|\mathbf{r}_c; \omega) = \frac{S(\omega)}{k} P_l(r_c) e^{jk|r-r_c|} \frac{e^{-j\omega t}}{|r-r_c|}, \quad (F.18)$$
and the boundary condition on the surface of the bubble is

$$P_I(r_c + a, \omega) \left[ 1 + \frac{S(\omega) e^{jka}}{k a} \right] = 0$$  \hspace{1cm} (F.19)

so that $S(\omega) = -ka = -\omega a/c$ (because $e^{jka} \approx 1$). Making a far field approximation, i.e. $r > r_c$,

$$\Psi_s(r|r_c; \omega) = -\frac{a}{r} e^{jkr_0} e^{jkx} e^{j(k_c - k)r}$$  \hspace{1cm} (F.20)

where $e^{jkr_0}$ is some ‘artificial’ phase that we apply to the incident plane wave for the purpose of proving reciprocity, as we show next. The position $r_0$ can be thought of as the ‘origin’ of the plane wave, since its phase is zero at that point.
Figure F-2: Pressure release sphere.
We plug the above into Eq. C15 of [Lai and Makris] and get

$$\Phi_s(r, t) = \int_0^{t^+} dt_c \int dV_q(r, t| r_c, t_c) q(r_c, t_c)$$

where

$$q(r_c, t_c) = e^{-j\omega t_c} \delta(r_c - v_c t_c),$$

because we have an assumed harmonic source at $\omega_i$ and the target moves with velocity $v_c$ as described earlier. Then

$$\Phi_s(r, t) = \int_0^{t^+} dt_c \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \Psi_s(r| v_c t_c; \omega) e^{-j\omega (t-t_c)} e^{-j\omega t_c}$$

$$= \int_0^{t^+} dt_c \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \frac{S(\omega)}{kr} e^{jk r_0} e^{jkr_c} e^{-j\omega t_c} [e^{j\omega (\omega - \omega_i + (k_i - k) \cdot v_c)}]$$

In a manner similar to that of the [Lai and Makris] paper, the integral over $t_c$ leads to the delta function $\delta(\omega - \omega_i + (k_i - k) \cdot v_c)$, and subsequently the integral over $\omega$ results in the above expression evaluated at $\omega^*$, where

$$\omega^* = \frac{\omega_i \left[ 1 - \frac{v_c}{c} \hat{k}_i \cdot \hat{r}_c \right]}{1 - \frac{v_c}{c} \hat{k} \cdot \hat{r}_c} \approx \omega_i \left[ 1 - \frac{v_c}{c} \frac{\hat{k}_i - \hat{k}}{\cdot \hat{r}_c} \right]$$

So we have, finally,

$$\Phi_s(r, t) = \frac{S(\omega^*)}{\omega^*} e^{jk r_0} e^{j\omega^* (r/c - t)} \frac{1}{1 - \frac{v_c}{c} \hat{k} \cdot \hat{r}_c}$$

where the last fraction is due to the delta function property, as explained in the Ffowcs Williams book (note that this terms is approximately equal to one, and in fact we neglect it in the future).

For the reciprocal problem, we evaluate the spectrum of the field scattered from the bubble at frequency $\omega'$ instead. We then have $S = -k'a$, and

$$\Psi_s(r_0| r_c; \omega') = -\frac{q}{r_0} e^{jk' r_c} e^{jk' r_0} e^{j(k' - k') \cdot r_c}$$
where the plane wave is now incident along vector \( \hat{k}' \). The scattered field is given by

\[
\Phi_s(r_0, -t_0) = \int_{-\infty}^{t_0} dt_c \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega' \Psi_s(r_0 | v_c t_c; \omega') e^{-j\omega'(t_c - t_0)} e^{j\omega't_c} = \int_{-\infty}^{t_0} dt_c \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega' \frac{S(\omega')}{k' r_0} e^{jk' r_0 e^{j\omega't_0}} [e^{jtc(\omega' - \omega') + (k' - k) \cdot v_c}] \tag{F.26}
\]

because the source frequency is now \( \omega' \) and the target position is now \( r_c = -v_c t_c \).

Like before we integrate over \( t_c \) and \( \omega' \) to get

\[
\Phi_s(r_0, -t_0) = \frac{S(\omega)}{\omega_0} e^{jkr_0} e^{j\omega(t_c + t_0)} \frac{1}{1 + \frac{v_c}{c} \hat{k} \cdot \hat{r}_c} \tag{F.27}
\]

where

\[
\bar{\omega} = \omega_i \left[ 1 + \frac{v_c}{c} \hat{k}' \cdot \hat{r}_c \right] \approx \omega_i \left[ 1 + \frac{v_c}{c} (\hat{k}' - \hat{k}) \cdot r_c \right] \tag{F.28}
\]

Now, let \( \omega' \) be the received frequency from before, i.e. \( \omega' = \omega^* \). Then,

\[
\bar{\omega} = \omega_i \left[ 1 - \frac{v_c}{c} \hat{k}' \cdot \hat{r}_c \right] \left[ 1 + \frac{v_c}{c} \hat{k}' \cdot \hat{r}_c \right] \approx \omega_i \tag{F.29}
\]

since \( \hat{k}_i = \hat{k}' \), \( \hat{k} = \hat{k}' \) because they are just unit vectors, and we have assumed small Mach numbers so that terms of the order \( (v_c/c)^2 \) can be neglected. We then find that the reciprocal example gives us the reverse shift in frequency, as expected: reciprocity holds!

### F.3 Pressure Release Boundary

Pressure release boundary on the \( x-y \) plane, moving with velocity \( v_B \) in the direction of the \( z \)-axis, as shown in Fig. F-3. A plane wave with direction vector \( k_i \) is incident
on this boundary at angle $\theta_i$, so that the incident field on the boundary is given by

$$P_i(r_B; \omega_i) = e^{jk_{ix}z_B}e^{jk_{ix}x_B}$$

(F.30)

where subscript $B$ denotes a point on the boundary and we have neglected the $y$ direction without loss of generality. The reflected field is a plane wave propagating along direction $k = k_{ix}\hat{i}_x - k_{iz}\hat{i}_z$ at reflection angle $\theta_R$ and frequency $\omega$,

$$P_R(r; \omega) = RP_i(r_B; \omega_i)e^{-jk_{iz}(z-z_B)}e^{jk_{ix}x}$$

(F.31)

where $R = -1$ is the reflection coefficient that satisfies the boundary condition ($P_i + P_R = 0$) on ($r = r_B$).
Figure F-3: Pressure release boundary.
Plugging into Eq. C15 of [Lai and Makris], we find

$$\Phi_s(r, t) = \int_0^{t+} dt_B \int dS_B P_R(r, t|r_B, t_B) q(r_B, t_B)$$  \hspace{1cm} (F.32)

where the source term is

$$q(r_B, t_B) = e^{-j\omega t_B} \delta(r_B - v_B t_B \hat{z})$$

so that

$$\Phi_s(r, t) = \int_0^{t+} dt_B \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega e^{-j\omega(t-t_B)} \left[ -e^{ik_{ix}v_B t_B} e^{-jk_{ix}z} e^{jk_{ix}v_B t_B} e^{-j\omega t_B} e^{jk_{iz}(x_B+z)} \right]$$  \hspace{1cm} (F.33)

The integral over \( t_B \) then leads to the delta function \( \delta(\omega - \omega_i + k_{ix}v_B + k_{iz}v_B) \), so that integrating over \( \omega \), we get

$$\Phi_s(r, t) = -e^{-j\omega^* t} e^{j\omega^* [(x+x_B) \cos \theta_R - z \sin \theta_R]}$$  \hspace{1cm} (F.34)

where

$$\omega^* = \frac{\omega_i \left[ 1 - \frac{v_B}{c} \sin \theta_i \right]}{1 + \frac{v_B}{c} \sin \theta_R} \approx \omega_i \left[ 1 - \frac{v_B}{c} \sin \theta_i - \frac{v_B}{c} \sin \theta_R \right]$$  \hspace{1cm} (F.35)

Notice that the reflection angle is different from the incident angle because of the moving boundary,

$$\omega_i \cos \theta_i = \omega^* \cos \theta_R$$  \hspace{1cm} (F.36)

For the reciprocal problem, we define a plane wave incident on the pressure release boundary along direction \( k'_i = -k_{iz}' \hat{x} + k_{iz}' \hat{z} \), at frequency \( \omega'_i \), so that the incidence angle is \( \theta_R \). The reflected field propagates along direction \( k' = -k_{iz}' \hat{x} - k_{iz}' \hat{z} \) at reflection angle \( \theta' \) and frequency \( \omega' \), so that for a receiver in the far-field

$$P'_R(r_0; \omega') = -e^{-jk_{ix}'(x_B+x_0)} e^{jk_{iz}'z_B} e^{-jk_{iz}'(z_0-z_B)}$$  \hspace{1cm} (F.37)
where \( z_B = v_B t_B \). Reversing time also, the scattered field is given by

\[
\Phi_s (r_0, -t_0) = \int_{0}^{t_B} \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega' e^{-j\omega'(t_B-t_0)} \left[ -e^{jk'_z v_B t_B} e^{-j\omega' z_0} e^{jk'_x v_B t_B} e^{j\omega' t_B} e^{-jk'_z (x_B+x_0)} \right]
\]

\[
= -e^{j\omega t_0} e^{j\frac{\omega}{c} [(x_0+x_B) \cos \theta' - z_0 \sin \theta']}
\]  

(F.38)

where

\[
\ddot{\omega} = \frac{\omega_i \left[ 1 + \frac{v_R}{c} \sin \theta_R \right]}{1 - \frac{v_R}{c} \sin \theta'} \approx \omega_i \left[ 1 + \frac{v_B}{c} \sin \theta_R + \frac{v_B}{c} \sin \theta' \right] \quad (F.39)
\]

where \( \omega_i \cos \theta_R = \ddot{\omega} \cos \theta' \). If we now set the frequency of the incident wave to that of the received wave in the previous example, i.e. \( \omega_i = \omega^* \), then \( \omega^* \cos \theta_R = \omega_i \cos \theta_i \) from before, and

\[
\ddot{\omega} = \frac{\omega_i \cos \theta_i}{\cos \theta'} \quad (F.40)
\]

\[
\ddot{\omega} = \omega_i \left[ 1 - \frac{v_B}{c} \sin \theta_i \right] \quad (F.41)
\]

whereby \( \theta' = \theta_i \) and \( \ddot{\omega} = \omega_i \), i.e. we get the reverse shift in frequency and reciprocity holds.
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