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Abstract

Typically the same transform, the 2-D Discrete Cosine Transform (DCT), is used to

compress both image intensities in image coding and prediction residuals in video cod-

ing. Major prediction residuals include the motion compensated prediction residual,
the resolution enhancement residual in scalable video coding, and the intra prediction

residual in intra-frame coding. The 2-D DCT is efficient at decorrelating images, but

the spatial characteristics of prediction residuals can be significantly different from the

spatial characteristics of images, and developing transforms that are adapted to the

characteristics of prediction residuals can improve their compression efficiency.

In this thesis, we explore the differences between the characteristics of images and

prediction residuals by analyzing their local anisotropic characteristics and develop trans-
forms adapted to the local anisotropic characteristics of some types of prediction residu-

als. The analysis shows that local regions in images have 2-D anisotropic characteristics

and many regions in several types of prediction residuals have 1-D anisotropic charac-

teristics. Based on this insight, we develop 1-D transforms for these residuals. We per-

form experiments to evaluate the potential gains achievable from using these transforms
within the H.264 codec, and the experimental results indicate that these transforms can
increase the compression efficiency of these residuals.

Thesis Supervisor: Jae S. Lim
Title: Professor of Electrical Engineering
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Chapter 1

Introduction

One main objective of a video compression system is to represent a video sequence

with as few bits as possible while keeping a sufficient level of image quality for a given

application. To achieve this goal, encoders exploit redundancy and irrelevancy present

in video information. For example, two adjacent frames in a video sequence are likely

to be very similar since typical sequences do not change rapidly from one frame to the

next. To reduce redundancy in the representation of the video information, encoders

use a number of tools which can be grouped into three categories; prediction, transform

and entropy coding. Prediction tools predict a local region in the current frame from

previously encoded frames or from previously encoded regions of the current frame.

For example, temporally adjacent frames are typically highly correlated and motion-

compensated prediction is widely used to predict a local region in the current frame from

previously encoded frames. The prediction is in many instances not accurate enough

and the prediction residual (error) is coded. The prediction residual typically contains

some spatial redundancy and a transform is used to remove as much of this redundancy

as possible. Finally, the transform coefficients are quantized and entropy coded.

This thesis focuses primarily on the transform component of video compression sys-

tems. The most widely used transform in video compression is the 2-D Discrete Cosine

Transform (DCT). The 2-D DCT was initially used for image compression, where the

prediction component is omitted and the transform is applied directly on the image in-

tensities. Typical images contain many regions with smoothly varying intensity and the

2-D DCT can remove spatial redundancy from such regions well, as a small number of



Chapter 1. Introduction

its smoothly varying basis functions is typically sufficient to represent such regions with
adequate quality.

The 2-D DCT has also been widely adopted for video compression where it is used
to remove spatial redundancy from prediction residuals. Prediction residuals can have
significantly different spatial characteristics from images. They are typically not as
smooth as images since many prediction methods can predict smooth parts of images well
and the prediction errors from the remaining non-smooth parts form a major portion of

prediction residuals. Unlike images, the energy of prediction residuals is not distributed

broadly in the spatial domain but is concentrated in regions which are difficult to predict.

Figure 1-1 shows an image and several different types of prediction residuals. The 2-

D DCT may not perform well in many regions of prediction residuals and this thesis

investigates the differences between the characteristics of images and prediction residuals

and proposes new transforms that are adapted to the characteristics of some types of

prediction residuals.

The next section provides a brief introduction to predictive coding of video, introduc-

ing different types of prediction methods and residuals. In the second section, we discuss

the motivation behind this research and the following section presents an overview of

this thesis.

1.1 Predictive Coding of Video

There is a considerable amount of redundant information present in a typical video

sequence. In the temporal dimension, two adjacent frames are likely to be highly corre-

lated since typical sequences do not change rapidly from one frame to the next. Similarly,
within a single frame each pixel is likely to be correlated with neighboring pixels since

most frames contain many regions of smoothly varying intensity. Temporal and spatial

redundancies are the major redundancies present in all video sequences, but additional

redundancies can be present in different video coding applications. For example, in some

video coding applications it is desirable to encode the video information in such a way

that a subset of the stream can be used to decode the video at a low spatial resolution

and the entire stream can be used to decode the video at a high spatial resolution. In

this type of applications, each frame in the high spatial resolution stream is highly cor-
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(b) Motion compensation (MC) residual

(c) Resolution enhancement (RE) residual (d) Intra prediction (IP) residual

Figure 1-1: Frame 10 of mobile sequence at CIF resolution, its MC residual predicted
from frame 9 using ful-pel motion estimation with 8x8-pixel blocks, its RE residual
obtained from its QCIF resolution version, and its IP residual obtained using 8x8-pixel
intra prediction modes in H.264/AVC.

(a) Image
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related with the temporally corresponding frame in the low spatial resolution stream.
Another type of redundancy is present in 3-D video coding applications, where a scene
is captured with two or more closely spaced cameras. Each frame captured with any of
the cameras is likely to be highly correlated with the temporally corresponding frames
captured with the other cameras. This section continues with a discussion of each type
of redundancy, prediction methods used to reduce them, and the prediction residuals
obtained from these prediction methods.

To reduce the correlation along the temporal dimension, most video coders use mo-
tion compensation to predict a local region in the current frame from previously encoded
frames. In this approach, the encoder estimates the motion that the local region, typ-
ically a block, has experienced from one frame to the next and uses this information

to generate a prediction of the local region by compensating for the motion that has
occurred. This approach assumes that the motion is locally translational and it works
well in many regions. For example, a typical video sequence contains many stationary
regions and this approach works well in such regions. Even in moving regions that are
smooth, this approach works well due to the high spatial correlation and the predic-
tion residual in such regions is typically small. However, in moving regions that are
not smooth, such as around edges, object boundaries or detailed texture regions, the
prediction typically contains large errors. Such regions can be easily seen in Figure 1-1
(b). The residual signal in such regions is concentrated in a fraction of the pixels in local
regions and the spatial characteristics of the residual is significantly different from the
spatial characteristics of images.

In some video coding applications, it may be desirable to encode the video into
multiple streams, referred to as layers. A so-called base layer is coded independent of
other layers and contains basic video information. One or more enhancement layers

are coded dependent on the base layer and previous enhancement layers (if any), and

contain information that can enhance the video to achieve improved quality, frame rate,
and/or spatial resolution. In this type of coding approach, the quality of the video scales

gracefully with the addition of each enhancement layer, and this type of coding approach

is called scalable video coding.

Consider scalable video coding with spatial scalability and one enhancement layer.

If a high resolution video sequence is encoded in this way, decoders which support
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only standard resolution can decode the base layer and display a standard resolution

video, and decoders which support high resolution can also decode the enhancement

layer and display a high resolution video. Each frame in the high resolution video is

highly correlated with the temporally corresponding frame in the standard resolution

video. This correlation is reduced by predicting a frame in the high resolution video

through interpolation (upsample and low-pass filter) of the temporally corresponding

frame in the standard resolution video. The prediction is typically not accurate and the

prediction residual is called resolution enhancement residual. Interpolation works well

in smooth regions of the frame and the prediction residual in such regions is typically

negligibly small. In other regions which have rapidly changing intensity, such as edges,

object boundaries or highly detailed texture regions, interpolation can result in poor

prediction and the prediction residual can be large. Such regions with large prediction

errors can be easily seen in Figure 1-1 (c). Again, the energy of the residual signal is

concentrated in a fraction of pixels in such local regions and the spatial characteristics

of the residual is different from the spatial characteristics of images.

In all video coding applications, some frames are not predicted from other frames

and are coded independently of other frames. These frames are called I-frames (intra

frames) and can provide random access capability into the video bitstream. For example,

in a digital television application, if a user switches the channel, the decoder can wait

for the next I-frame and decode the bitstream with this I-frame. Prior to the recent

video coding standard H.264/AVC, coding of I-frames was similar to coding of images,

where the transform is applied directly to image intensities. In H.264/AVC, each block

is predicted from reconstructed pixels of previously coded neighboring blocks within the

same frame, and the transform is applied on the spatial prediction residual [521. This

type of prediction is called intra prediction (or intra-frame prediction) and the residual

is called intra prediction residual. Similar to previously discussed prediction methods,

intra prediction works well in smooth regions of a frame but can produce large prediction

errors in detailed regions such as textures, edges or object boundaries. Characteristics

of prediction residuals in such regions can be different from characteristics of images in

such regions. Figure 1-1 (a) and (d) show a frame and its intra prediction residual.

In 3-D video coding, the viewer is provided with visual information that is capable of

creating depth perception, in addition to the perception of movement present in regular

video coding. One way to create depth perception in the brain is to provide the eyes of
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the viewer with two different images, representing two perspectives of the same scene,
with a minor deviation similar to the perspectives that both eyes naturally receive. 3-D
video coding is based on this principle and multiple closely spaced cameras, such as a

linear array of cameras [47], are used to acquire the scene from multiple perspectives.

Each frame captured with any of the cameras is likely to be highly correlated with the

temporally corresponding frames from neighboring cameras. The correlation between

two such frames can be similar to the correlation between two temporally adjacent frames

in regular video coding and correlation reduction methods are influenced by motion

compensated prediction methods and are known as disparity compensated prediction

methods.

In summary, different types of redundancies exist in video information and different

types of prediction methods are used to reduce them. Typically these methods work

well in smooth regions of frames where spatial correlation is high. Around edges, object

boundaries or detailed texture regions, where intensities change rapidly, the prediction

residuals can be large. The spatial characteristics of prediction residuals in such regions

can be significantly different from spatial characteristics of images. Unlike in images, the

energy of prediction residuals in such regions is typically distributed highly unevenly.

Many pixels in such regions have negligibly small amplitude because they were predicted

well, and pixels with large intensities are not randomly scattered but typically have

some spatial structure depending on the specific characteristics of the local region and

the prediction method. Transforms that are adapted to these structures are likely to

improve the compression efficiency of such regions over the conventionally used 2-D
DCT.

1.2 Motivation for Thesis

An important component of image and video compression systems is a transform. A

transform is used to transform image intensities. A transform is also used to transform

prediction residuals of image intensities, such as the motion compensation (MC) residual,
the resolution enhancement (RE) residual in scalable video coding, or the intra predic-

tion (IP) residual in H.264/AVC. Typically, the same transform is used to transform

both image intensities and prediction residuals. For example, the 2-D Discrete Cosine



1.2. Motivation for Thesis

Transform (2-D DCT) is used to compress image intensities in the JPEG standard and

MC residuals in many video coding standards. Another example is the 2-D Discrete

Wavelet Transform (2-D DWT), which is used to compress images in the JPEG2000

standard and high-pass prediction residual frames in inter-frame wavelet coding [30].

However, prediction residuals have different spatial characteristics from image intensi-

ties [18, 16, 9, 28]. This thesis analyzes the differences between the characteristics of

images and several types of prediction residuals, and proposes new transforms that are

adapted to the characteristics of some types of prediction residuals.

Recently, new transforms that can take advantage of locally anisotropic features in

images have been developed [48, 20, 55, 46, 8]. A conventional transform, such as the

2-D DCT or the 2-D DWT, is carried out as a separable transform by cascading two 1-D

transforms in the vertical and horizontal dimensions. This approach favors horizontal or

vertical features over others and does not take advantage of locally anisotropic features

present in images. For example, the 2-D DWT has vanishing moments only in the

horizontal and vertical directions. The new transforms adapt to locally anisotropic

features in images by performing the filtering along directions where image intensity

variations are smaller. This is achieved by resampling the image intensities along such

directions prior to a separable transform [20], by performing filtering and subsampling

on oriented sublattices of the sampling grid [46], by directional lifting implementations

of the DWT [8], or by various other means. Even though most of the work is based on

the DWT, similar ideas have been applied to DCT-based image compression [55].

In video coding, prediction residuals of image intensities are coded in addition to

image intensities. Many transforms have been developed to take advantage of local

anisotropic characteristics of images, however, local anisotropic characteristics of pre-

diction residuals have not been investigated. There are many unanswered questions to

this end. For example, are locally anisotropic features also present in prediction resid-

uals? If they are, are they different from the ones in images? How different are they?

How would transforms be adapted to these features? What gains could be achievable by

adapting the processing/transforms to these features? These are some of the questions

that have motivated this work.

Inspection of prediction residuals shows that locally anisotropic features are also

present in prediction residuals, yet can have different characteristics from the ones in
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images. Unlike in images, a large number of pixels within a local region in prediction
residuals have negligibly small amplitudes because they were predicted well. Pixels with
large amplitudes concentrate in regions which are difficult to predict. For example, in MC
residuals such regions are moving object boundaries, edges, or highly detailed texture

regions. Since prediction typically removes the more easily predictable parts of the image
signal, the remaining residual signal contains the parts which are difficult to predict,
and the spatial characteristics of this signal are different from the characteristics of the
original image signal. Transforms which were developed for the original image signal are

not efficient for the residual signal, and new transforms adapted to the characteristics

of the residual signal are desirable.

Our main goal in this thesis is to explore and utilize the different characteristics of

images and prediction residuals. We first analyze the local anisotropic characteristics

of images and several different types of prediction residuals. Based on this analysis, we

highlight a difference between the local anisotropic characteristics of images and two

types of prediction residuals, and develop transforms adapted to these residuals. Exper-

imental results indicate that these transforms can increase the compression efficiency of

these residuals and encourage further studies in this direction.

1.3 Overview of Thesis

In the second chapter of this thesis, we provide a review of related previous research.

The chapter begins with a survey of commonly used prediction methods in video coding

and continues with a discussion of statistical characterizations for images and motion

compensated prediction residuals, which consist of studies to differentiate the character-

istics of these two signals. Next, a review of coding approaches used to code prediction

residuals is presented. Finally, recently developed direction-adaptive transforms that

exploit local anisotropic characteristics in images are summarized.

To develop transforms adapted to prediction residuals it is essential to study the

characteristics of prediction residuals, and Chapter 3 analyzes the local anisotropic char-

acteristics of several different types of prediction residuals. In particular, a significant

difference between the local anisotropic characteristics of images, and MC and RE resid-

uals is highlighted using both visual inspections and statistical analysis of these signals.
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Based on the results of the analysis, we propose new transforms for MC and RE residuals

in Chapter 4. A sample set of such transforms is provided and discussed for 4x4 and

8x8-pixel blocks.

To examine the performance of the proposed transforms within an actual codec, a

number of related aspects need to be carefully designed and we discuss these aspects in

Chapter 5. These aspects include coding of the quantized transform coefficients, coding

of the side information which indicates the selected transforms for each local region, rate-

distortion optimized selection of transforms, and the overall increase in the complexity

of the codec.

Chapter 6 presents experimental results to illustrate the compression efficiency of the

proposed transforms. We compare encoders with conventional transforms with encoders

which have access to both conventional transforms and a set of the proposed transforms.

The results of the experiments demonstrate that the proposed transforms can improve

the coding efficiency. We present achievable bitrate savings averaged over a range of

picture qualities as well as savings specific to lower and higher picture qualities. We also

provide other useful information from these experiments that can help understand and

improve systems with the proposed transforms.

Finally, Chapter 7 summarizes the thesis and describes possible future research di-

rections.





Chapter 2

Previous Research

In this chapter, we review previous research related to this thesis. In the first sec-

tion, we provide a survey of prediction methods used in video coding including motion

compensation (MC), resolution enhancement (RE), and intra prediction (IP). To de-

velop transforms for prediction residuals, understanding the characteristics of prediction

residuals is important and we discuss characterizations of some prediction residuals from

the literature in Section 2.2. Section 2.3 reviews commonly used methods to code pre-

diction residuals and presents a summary of methods proposed to improve the coding of

some types of prediction residuals. In Section 2.4, we summarize some of the important

approaches to developing direction-adaptive transforms for images. These approaches

take advantage of local anisotropic features in images. Finally, Section 2.5 discusses how

the research in this thesis is related to the above mentioned prior research and how it

extends them.

2.1 Prediction Methods

Typical video sequences contain a significant amount of redundant information. In the

temporal dimension, two adjacent frames are likely to be highly correlated since typical

sequences do not change rapidly from one frame to the next. Within a single frame each

pixel is likely to be highly correlated with spatially neighboring pixels since most frames

contain many regions of smoothly varying intensity. Temporal and spatial redundancies

are the major redundancies present in all video sequences, but additional redundancies
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can be present in different video coding applications. For example, in scalable video
coding with spatial scalability, it is desirable to encode the video information in such

a way that a subset of the stream can be used to decode the video at a low spatial
resolution and the entire stream can be used to decode the video at a high spatial

resolution. Each frame in the high spatial resolution stream is highly correlated with

the temporally corresponding frame in the low spatial resolution stream.

To study the differences of characteristics between images and prediction residuals, it

is essential to understand the redundancies present in different video coding applications

and the prediction methods to exploit them. This section continues with a more detailed

discussion of each type of redundancy, prediction methods used to exploit them, and the

prediction residuals obtained from these prediction methods.

2.1.1 Motion Compensation (MC)

To reduce the correlation along the temporal dimension, most video coders use motion

compensation to predict a local region in the current frame from previously encoded

frames. In this approach, the encoder estimates the motion that the local region has

experienced from one frame to the next and uses this information to generate a prediction

of the local region by compensating for the motion that has occurred. The most widely

used method for motion compensation is block matching. In this method, the current

frame is divided into blocks and each block is predicted using the best matching block

from a previously encoded frame. The best matching block is indicated to the decoder

by transmitting the displacement, often called motion vector, between the block and

its best match. To improve the effectiveness of motion compensated prediction from

this basic scheme [14, 15], a significant amount of research has been performed. The

most important improvements include fractional-pixel MC [13], multihypothesis MC

[12, 11], loop filtering [33, 21], overlapped block MC [29, 3, 31] and variable block-size

MC [35, 7, 39].

In block matching, the best match can be obtained from a block displaced by integer

multiples of the sampling intervals, and this prediction method is called integer-pixel ac-

curacy MC. Since the true motion between frames is unrelated to the sampling intervals,
it is expected that the prediction can be improved if fractional-pixel accuracy displace-

ments are used. This improvement is referred to as the accuracy effect in [13]. Typically,
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fractional-pixel accuracy prediction is achieved with interpolation using spatial low-pass

filtering such as bilinear interpolation. It has been reported that the use of a spatial low

pass filter in the predictor can improve the prediction also with integer-pixel accuracy,

referred to as the filtering effect [13]. Thus the improvement in the prediction with

fractional-pixel accuracy is reported to have two contributors; the accuracy effect and

the filtering effect.

State-of-the-art video codecs such as H.264/AVC use quarter-pixel accuracy MC.

Figure 2-1 shows MC residuals obtained with integer-pixel accuracy and quarter-pixel

accuracy, and it can be observed that the residual obtained with quarter-pixel accuracy

MC has smaller energy and thus will require less amount of bits to encode. It is re-

ported in [50] that quarter-pixel MC in H.264/AVC can obtain bitrate savings up to

30% compared to integer-pixel MC. These gains come, of course, at a computational

cost. Fractional-pixel values need to be computed and searched.

It is possible to obtain multiple motion compensated predictions simultaneously for

the current block and use a linear combination of them to form the final prediction

signal. This approach is called multihypothesis motion compensation. An example is the

B-frame in MPEG-2 where predictions from previously encoded past and future frames

can be averaged to predict the current frame. Multihypothesis motion compensation can

provide significant coding gains. Experimental results as well as theoretical motivations

behind these approaches can be found in [12, 11, 15].

The block-based MC and the block-based 2-D DCT can cause visually annoying ar-

tifacts, known as blocking effects, in low bit-rate video coding applications. Blocking

effects are visually annoying discontinuities across block boundaries. These discontinu-

ities can also propagate into the interiors of blocks with motion compensated prediction.

Figure 2-2 (a) shows a frame which has blocking effects. Reducing blocking effects, often

called deblocking, improves the perceived visual quality, as shown in Figure 2-2 (b).

There are two main approaches to reduce blocking effects in video codecs; post

filtering and loop filtering [33, 21, 23]. In the post filtering approach, deblocking is

performed only at the decoder. Each reconstructed frame is deblocked and displayed.

In the loop filtering approach, deblocking is performed both at the encoder and the

decoder within the prediction loop. At the encoder, each coded frame is deblocked

before it is stored in memory for motion compensated prediction of future frames. At
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(a) Integer-pixel accuracy motion compensation residual.

(b) Quarter-pixel accuracy motion compensation residual.

Figure 2-1: Integer and fractional-pixel motion compensation residuals with 8x8 blocks.
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(a) Frame with blocking effects. Reconstructed without the loop filter.

(b) Frame with reduced blocking effects. Reconstructed with the loop filter.

Figure 2-2: Reconstructed frame without and with the loop filter in H.264/AVC.
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the decoder, each decoded frame is deblocked, and the deblocked frame is displayed and

stored in memory for motion compensated prediction of future frames. Both the encoder

and the decoder need to use the same deblocking algorithm so that their prediction loops

stay synchronized. Reducing blocking effects provides smoother frames and use of such

frames for motion compensated prediction is likely to improve the prediction. Loop

filtering can improve the subjective and the objective quality of reconstructed video and

is an important tool for low bitrate video coding applications. Figure 2-2 compares

reconstructed frames with and without the loop filter in H.264/AVC.

In overlapped block MC, overlapping blocks are used for MC and the blocks are

weighted by a smooth window. Use of overlapping blocks with smoothly decaying

boundaries can provide smoother predictions and help reduce blocking effects. In addi-

tion, due to the overlap, this approach allows to predict each pixel in the current frame

using a linear combination of multiple pixels from a previously encoded frame and there-

fore overlapped block MC is another example of multihypothesis motion compensation

[15]. Overlapped block MC can provide coding gains as well as reduce blocking effects

[29, 3, 31].

Block-based MC uses the same motion vector for all pixels in a block. However, the

true displacements of individual pixels within the block may be slightly different. Trans-

mitting one motion vector for every pixel would require too many bits. One possibility to

achieve higher efficiency in this trade-off is to vary the block size adaptively [35, 7, 39].
The optimum size may depend on many factors including the the video content, the

amount of motion and the compression ratio. Available block sizes in H.264/AVC are

16x16, 16x8, 8x16 and 8x8, where 8x8 blocks can be further divided into 8x4, 4x8 or

4x4 blocks.

Figure 2-3 shows an original frame, the reference frame used to predict the original

frame, the predicted frame, and the prediction residual. The prediction works well in

smooth regions and the prediction residual in such regions is negligibly small. In texture

regions, such as the calendar picture, the prediction does not work as well as in smooth

regions. Around object boundaries or edges, such as the boundary of the ball, the

boundary of objects in the background or the numbers on the calendar, the prediction

residual is typically large and the energy of prediction residuals in such regions is not

distributed throughout the block but is concentrated in a fraction of the pixels within a
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Figure 2-3: Motion compensated prediction. An original frame (Mobile sequence at CIF
resolution, frame 10), the reference frame used to predict the original frame (Mobile
sequence at CIF resolution, frame 9), the predicted frame (using 8x8-pixel block integer
pixel MC), and the prediction residual are shown.
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block. These pixels typically follow the boundaries or edges present in the original frame
and this property is an important difference between images and motion compensated

prediction residuals.

2.1.2 Resolution Enhancement (RE)

In some video coding applications, it may be desirable to have the capability to transmit

video information at different quality levels, such as different picture quality, frame rate
and/or resolution, commensurate with the available resources of the receivers, such as

processing power and/or bandwidth. One possibility is to encode and transmit the

video independently at all required quality levels. This approach does not exploit similar

information present in other representations and is not efficient. An alternative approach

is to use scalable coding, where the video is encoded into multiple streams, called layers.

A base layer is coded independent of other layers and contains video information at

a basic quality level. One or more enhancement layers are coded dependent on the

base layer and previous enhancement layers (if any), and contain information that can

enhance the video to achieve improved picture quality (Quality Scalability), frame rate

(Temporal Scalability), and/or spatial resolution (Spatial Scalability). A decoder can

decode the base layer and achieve basic video quality, or a decoder can decode the base

layer and one or more enhancement layers and achieve improved quality.

The encoding and decoding of the base layer operates in the same manner as regular
single layer coding. To encode the enhancement layer, the encoder predicts the video at
the improved quality from the encoded base layer (or previous layer) video and codes

the prediction residual. For example, in temporal scalable coding the enhancement

layer contains additional frames that increase frame rate, as shown in Figure 2-4. These
frames are predicted from the temporally adjacent frames in the base layer using motion

compensated prediction and the prediction residual is coded. In spatial scalable coding,
the enhancement layer contains information that can enhance the resolution, as shown in

Figure 2-5. The high resolution frames are predicted from the temporally corresponding

frames in the base layer through interpolation and the prediction residual is coded. This

type of prediction residual is termed resolution enhancement residual.

Figure 2-6 shows an original frame, the low resolution reference frame used to predict

the original frame, the predicted frame, and the prediction residual. The prediction
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Enhancement Layer

Base Layer

t4 ...

Figure 2-4: Temporal scalability with two layers. The enhancement layer doubles the
frame rate and the frames in the enhancement layer are predicted using motion com-
pensated prediction from the base layer.

Enhancement Layer

Base Layer

t2 ---

Figure 2-5: Spatial scalability with two layers. The enhancement layer doubles the

resolution and the frames in the enhancement layer are predicted through interpolation
of base layer frames.
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(a) Original frame

(c) Predicted frame

(b) Reference frame

(d) Prediction residual

Figure 2-6: Prediction through interpolation. An original frame (Mobile sequence at
CIF resolution, frame 10), the low resolution reference frame used to predict the original
frame (Mobile sequence at QCIF resolution, frame 10), the predicted frame (using the
interpolation algorithm in H.264/AVC), and the prediction residual are shown.
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works well in smooth regions and the prediction residual in such regions is negligibly

small. In texture regions, such as the calendar picture, the prediction does not work as

well as in smooth regions. Around object boundaries or edges, such as the boundary

of the ball, the boundary of objects in the background or the numbers on the calendar,

the prediction residual is typically large and the energy of prediction residuals in such

regions is not distributed throughout the block but is concentrated in a fraction of the

pixels within a block. These pixels typically follow the boundaries or edges present in

the original frame and this is an important difference between images and resolution

enhancement residuals.

2.1.3 Intra Prediction (IP)

Some frames are not predicted from other frames and are coded independently. These

frames are called I-frames (intra frames) and can provide random access capability into

the video bitstream. For example, in a digital television application, if a user switches

the channel, the decoder can not immediately start decoding because it does not have the

previously decoded frames that are used for motion compensated prediction. Instead,

the decoder needs to wait for the next I-frame and start decoding the bitstream with this

I-frame. I-frames can also stop error propagation by synchronizing the video prediction

loop.

In a single frame, each pixel is likely to be highly correlated with neighboring pixels

since most frames contain many regions of smoothly varying intensity. To reduce this

correlation one approach is to apply a decorrelating transform such as the 2-D DCT on

a block of pixels. This approach has been widely used in many video coding standards

and in the JPEG image compression standard [49]. An alternative approach is to predict

the pixels of the current block from previously coded pixels of neighboring blocks. This

approach is called intra prediction and is used in H.264/AVC, the most recent video

coding standard. The prediction is typically not accurate and a prediction residual is

coded by transforming the residual with a block transform. The intra prediction based

approach can provide significant coding gains over the block based transform approach

[2].

The prediction is generated using the correlation between the current block and the

nearest pixels from previously encoded neighboring blocks. Figure 2-7 shows prediction
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for a 4x4 block. Pixels of the current block are represented with small letters and pixels
from neighboring blocks that can be used to generate the prediction are shown in capital

letters. For example, if a vertical structure extends from the previously coded upper

block to the current block, then the current block is predicted by copying downwards

the nearest pixels in the upper block, as shown in Figure 2-8 (a). Similarly, a horizontal

structure is predicted as shown in Figure 2-8 (b). In general, there a total of nine 4x4-

block prediction modes and eight of them are directional prediction methods (shown in

Figure 2-8 (c)) and one predicts the DC value of the block.

Similar to variable block size MC, intra prediction is also performed with varying

block sizes. Available block sizes are 4x4, 8x8 (available only in high profile) and 16x16.

A smaller block size is likely to result in better prediction but also a larger number of bits

to indicate the selected prediction modes. Typically, 4x4-block or 8x8-block prediction

is used in busy regions and 16x16-block prediction is used in smooth regions.

Figure 2-9 shows an original frame, the reference frame used to predict the original

frame (in case of intra prediction the reference frame is equal to the original frame),
the intra predicted frame, and the prediction residual. The prediction works well in

smooth regions and the prediction residual in such regions is negligibly small. In texture

regions, such as the calendar picture or the leaves in the southwest corner, the prediction

can remove the local average value but many features are preserved. Around object

boundaries or edges, such as the boundary of the ball or the boundary of objects in

the background, the prediction residual is large and is either concentrated along the

boundary or in one side of the boundary within a block. In such regions, the energy

of the prediction residual is concentrated in a region within a block (which can have

a spatial structure), and this can be an important difference between images and intra

prediction residuals.

2.2 Characterization of the MC Residual

Section 2.1 introduced a number of redundancies present in video signals and commonly

used prediction methods used to reduce them. The prediction is in many instances not

accurate and a prediction residual needs to be coded. To code the prediction residuals

efficiently, it is important to understand their characteristics. One commonly used ap-
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Figure 2-7: 4x4-block intra prediction.
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(a) Mode 0. (b) Mode 1. (c) Directions for prediction.

Figure 2-8: Available 4x4-block intra prediction modes. In the vertical mode (mode 0)
the pixels above are copied downward to predict the current block, and in the horizontal
mode (mode 1) pixels on the left are copied horizontally. The remaining seven modes
copy and/or average neighboring pixels in various orientations.
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(a) Original frame

(c) Predicted frame

(b) Reference frame

(d) Prediction residual

Figure 2-9: Intra prediction. An original frame (Mobile sequence at CIF resolution,
frame 10), the reference frame used to predict the original frame (same as original frame),
the predicted frame (using 8x8-pixel block intra prediction modes in H.264/AVC), and
the prediction residual are shown.
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proach to characterize such signals is to model them as random processes and estimate

their statistical properties, especially their second order statistics. Despite the existence

of different types of prediction residuals, characterizations of prediction residuals in the

literature focus on the most widely used motion compensated prediction residual. In

this section, we first introduce the Markov-1 characterization of images and then review

related statistical characterizations for motion compensated prediction residuals.

Markov-1 model A stochastic process has the Markov property if the conditional

distribution of the process depends only upon a finite number of past values, and signals

having the Markov property are called Markov signals. Many signals can be modeled

as Markov signals, including images. The value of a pixel is practically independent of

distant pixels given the values of a finite number of neighboring pixels. The simplest

case of the Markov property is obtained when the conditional distribution of the process

depends upon only a single past value and such signals are called Markov-1 signals. A

stationary Markov-1 signal has an auto-covariance given by equation (2.1). Here the

parameter I represents the distance between the two points between which the auto-

covariance is computed.

C(I) = pill (2.1)

A linear transform that can generate uncorrelated transform coefficients when ap-

plied on a stationary signal with known auto-covariance is called the Karhunen Loeve

Transform (KLT). The KLT depends on the auto-covariance of the signal and is the sta-

tistically optimal linear transform to approximate/compress the signal with a minimum

number of coefficients in the mean-square-error (MSE) sense. The KLT of a station-

ary Markov-1 signal can be obtained analytically [1] and this transform becomes the

well-known DCT as the correlation reaches its maximum (p -+ 1) [10].

A 2-D auto-covariance function formed from equation (2.1) using separable construc-

tion is given by equation (2.2).

C(I, J) - p1 'P2 (2.2)

Due to separable construction, the KLT of this auto-covariance is the 2-D DCT (as

P1 -+ 1, P2 -> 1.) The good performance of the 2-D DCT in image compression is due
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to high correlation of neighboring pixels in images and the model in equation (2.2) with

Pi = P2 = 0.95 has been considered a good approximation for typical images [1].
The separable model in equation (2.2) has also been used to characterize MC residuals

and it has been found that the correlations are weaker than in images [34]. Puri and Chen
suggested a correlation coefficient of p = 0.5 [34, 9]. To model the weaker correlations in
MC residuals more precisely, a number of models have been proposed including models
proposed by Chen [9], Niehsen [28] and Hui [16].

Chen's model An auto-covariance characterization of the MC residual, similar to the

Markov-1 characterization of images, has been proposed by Chen et al. in [9]. Chen
et al. propose a separable auto-covariance model constructed from a one-dimensional

compound covariance model as shown in equation (2.3).

C(I) = A - pl'I + (1 - A) -6(I) (2.3)

This model consists of two parts. The first part, A -pill, represents the auto-covariance

of a Markov-1 process. The second part, (1 - A) - 6(I), represents the auto-covariance

of white noise. The two parts can separately control the decay for I > 1 and I < 1.
Suggested numbers for p and A are 0.95 and 0.5, respectively. Figure 2-10 compares

this model with the Markov-1 model and it can be seen that Chen's model has a slower
decay for I > 1.

It is possible to derive the KLT of the characterization in equation (2.3) using the
KLT of the Markov-1 process. By the definition of white noise, any orthogonal transform

is a KLT for white noise. Thus the KLT of the Markov-1 process can be chosen as the
KLT of white noise. Then, both parts in equation (2.3) have the same KLT, and using
the linearity property of transforms, the KLT of the Markov-1 process becomes the KLT

of the characterization in equation (2.3). As a consequence of this result, Chen et al.

argue that the DCT remains a near optimum transform for the MC residual.

Niehsen's model In [28], Niehsen et al. proposed another separable model for the
MC residual constructed from a different one-dimensional compound covariance model

given in equation (2.4).

C(I) = A - p1I + (1 - A) - p 112(2.4)
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Figure 2-10: Comparison of Chen's compound model in equation (2.3) with the Markov-1
model in equation (2.1) .

The model parameters are given as A = 0.17, po = 0.91 and pi = 0.38. Compared to

Chen's model in equation (2.3), the white noise component is replaced by a stochastic

process with quadratically exponentially decreasing covariance. Niehsen et al. argue

that experimental data shows that the covariance of MC residuals decays quickly for

I < 2 and much slower for I > 2 [28], and that their model can capture this observation

better than Chen's model. Figure 2-11 compares Niehsen's model with Chen's model

and the Markov-1 model.

An optimal transform for Niehsen's model in (2.4) is not given. Analytical solutions

can usually be derived for simple models. However, Niehsen et al. compare the coding

gains of the DCT, and the numerically computed KLT of their model. For a block

size of 8, the coding gains are given as 0.97dB and 1.01dB for the DCT and the KLT,
respectively. Niehsen et al. conclude that the difference is negligible and the DCT is a

..... ........ ............................................ ........... .. ... ..... .... . .... . .....
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Figure 2-11: Comparison of Niehsen's model in equation
equation (2.3) and the Markov-1 model in equation (2.1).

(2.4) with Chen's model in

nearly optimum transform for the MC residual.

Hui's model Another characterization for the MC residual is given by Hui et al. in

[16]. Instead of proposing a model like in equations (2.3) or (2.4), Hui et al. obtain

a characterization by utilizing intra-frame and inter-frame auto-covariances. The MC

residual is written as a difference of the current block and the best matching block from

a previously encoded frame, as shown in equation (2.5)

e(ij) = ft(ij) - ft_1(i + u,j+ v). (2.5)

Here, e(i, j) represents the MC residual of a block, ft(i, j) represents the block in the

current frame, and ft 1(i + u, j + v) represents the matched block in the previous frame

6 8

." -_ -, It, - tdw_-_ _ ........... slow & _,
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where (u, v) is the displacement vector. The auto-covariance of the MC residual can

be written in terms of the auto-covariances of ft(i, j) and ft_1(i + u, j + v) and the

cross-covariance between ft(i, j) and ft_1(i + u, j +v), as shown below in equation (2.6).

Ce(I, J) = Ct(I, J) + Ct_1 (I, J) - Ct,t_ 1(I + u, J+ v) - Ct-1,t(I - u, J - v). (2.6)

The current block ft(i, j) and the best match ft_1(i + u, j + v) are assumed to be

Markov-1 processes, and their auto-covariances are

Ct(I, J) = Ct_1 (I, J) = p' - pllII. (2.7)

To obtain the cross-covariance between ft(i,

the matched block ft-1(i + u, j + v) can be

with a reasonable deformation. Specifically,

j) and ft_ 1(i+u, j+ v), it is assumed that

approximated by the current block ft(i, j)
the following approximation is used.

(2.8)

where (mr, n) represents the deformation of each pixel in the current block. It is

further assumed that mx and ny are independent Gaussian random vectors. From this

assumption it follows that

Ctt- 1 (I + U, J + v) = p|I+m+i . j+nyl

Ct_1,t(I - U, J - v) P i I .P

(2.9)

(2.10)

Since mx and ny are random vectors, the expected values of equations (2.9) and (2.10)

are combined with equations (2.6) and (2.7) to obtain the auto-covariance of the MC

residual given below in equation (2.11)

Ce(I, J) = 2 - p"il - pIJI - 2. E[pIl-MXI] - E[pij-"i] (2.11)

Hui et al. elaborate further on the result in equation (2.11) and provide approximations

for the expected value expressions.

ft(i +x mI j + ny) ~-- ft_1(i +u, j +v)
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2.3 Coding of Prediction Residuals

Despite the different types of redundancies and prediction methods to reduce them,
coding of all prediction residuals is performed similarly. A block-based 2-D DCT is

followed by entropy coding of the quantized coefficients. This section first provides

a brief overview of the common approach to code prediction residuals, and reviews a

number of methods proposed to improve the coding of some types of prediction residuals.

A large fraction of the proposed coding improvements in the literature focus on the MC

residual and few focus on the IP residual. Improving the coding of RE residuals has

received little attention. In this section, we review some approaches proposed for MC

and IP residuals.

2.3.1 Conventional Coding Approach

All prediction residuals are coded using a common approach summarized in Figure 2-

12. A block-based 2-D DCT is applied, the transform coefficients are quantized, and

the quantized coefficients are entropy coded. For example, in H.264/AVC the same

transform, quantization and entropy coding method are used to code both MC residuals

and IP residuals.

The transform that is used extensively in many video coding standards is the 2-D

DCT, and the typical choice for its block size is 8x8. Recently, 4x4-pixel blocks are also

used, commensurate with the 4x4-pixel block size for improved prediction such as 4x4-

block intra or inter prediction used in H.264/AVC. The implementation of the 2-D DCT

has typically been performed in floating point arithmetic (e.g. in MPEG-2), however,
transforms that are approximations of the 2-D DCT and enable integer arithmetic im-

plementations without a significant penalty in compression efficiency gained popularity

[25].

Quantization involves mapping the values of transform coefficients to another do-

main which represents them with less accuracy and smaller number of bits. This is

typically performed by dividing each transform coefficient by a positive number (quan-

tizer) and rounding the result to an integer. In some video coding standards, such as

H.264/AVC, the same quantizer is used for all coefficients within a block and in others,
such as MPEG-2, lower frequency coefficients are quantized more finely than higher fre-
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Figure 2-12: Common approach used to code prediction residuals.

quency coefficients due to the increased sensitivity of the human visual system to lower

frequencies.

Entropy coding maps values of quantized coefficients to a stream of bits by utilizing

their statistical properties. Typically many coefficients within a block are quantized

to zero and the positions and values of the nonzero quantized coefficients are coded

using either variable length coding (VLC) or arithmetic coding. Previous video coding

standards, such as MPEG-2, have used VLC with a single table of codes. Recent video

coding standards, such as H.264/AVC, use either VLC with codewords chosen adaptively

from multiple tables, or arithmetic coding which can jointly encode a large number of

elements and can also easily adapt to the statistics of the particular video sequence being

encoded.

2.3.2 Proposed Coding Methods for the MC Residual

Matching-pursuit based coding Neff and Zakhor use an overcomplete set of func-

tions, called dictionary of functions, to code the MC residual [27]. In an overcomplete

dictionary, the basis functions are not linearly independent and the expansion of a signal

with these basis functions is not unique. The advantage of such an approach is that it

becomes possible to represent a signal with fewer basis functions than with a complete

set of basis functions. The disadvantage of the approach is the difficulty to find the best

representation. Matching-pursuit is one way to find a good representation [24]. In this

method, the expansion begins by choosing the dictionary function that produces the

largest inner product with the original signal. Then a residual signal is generated by

subtracting the projection of the chosen dictionary function on the original signal, from

the original signal. Next, the residual signal is expanded in the same way as the origi-
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nal signal. This procedure continues iteratively until either a set number of expansion

coefficients are generated or some energy threshold for the residual is reached.

The dictionary set that Neff et al. use consists of an overcomplete collection of 2-D
separable Gabor functions, constructed from 1-D Gabor functions. Gabor functions are
a set of scaled, modulated Gaussian windows of different sizes. If simply described, the
dictionary functions are smooth 2-D sinusoids of various rectangular support. Repre-

senting the MC residual with these functions has various advantages. A total of 400
dictionary functions, each of which can be placed at any pixel location provides a much

larger basis set than the block-DCT basis. This is the primary reason for the superior-

ity of the matching pursuit approach. In addition, these functions die out smoothly at

the support boundaries, due to the Gaussian window, and blocking effects are avoided.

However, the large and flexible basis set also increases computational complexity. It is

reported that this approach increases computational complexity compared to H.263 by
a factor of 7 for QCIF resolution videos at 24Kbits/sec. The gains reported range from

0.17dB to 0.74dB.

Second order statistics of the MC residual In [43], Tao and Orchard demonstrate

that there is a close relationship between the gradient map of the original frame and the

variance map of the MC residual. This relationship is used to encode each block with a

transform constructed for that specific block. In particular, an auto-covariance matrix

is constructed for each block using equation (2.12).

C(I, J) = pI-JI . pICJ- I - roJ (2.12)

The parameter o- is the standard deviation for pixel I indexed by (r, cj), and pr and

pc are the correlation coefficients in the vertical and horizontal directions, respectively.

Each of the parameters in equation (2.12) needs to be available at both the encoder

and the decoder to construct the same transform. p, and pc are estimated by the encoder

and transmitted for each frame. To compute o-, the relationship between the gradient

map of the previously reconstructed frame and the variance of the MC residual is utilized.

In particular, the gradient of pixel I is computed from the previously reconstructed

frame, so that the encoder and the decoder stay synchronized. Then a mapping from

the gradient to the standard deviation of the MC residual is utilized to obtain the
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standard deviation o-. The mapping information is transmitted by the encoder on a

frame-by-frame level using a small number of bits. Hence, all parameters to compute the

auto-covariance matrix in equation (2.12) are obtained. Then the KLT for each block is

computed using eigen analysis.

An additional advantage of utilizing the variances of the MC residual pixels is that

the variances of the transform coefficients can be obtained as well. This information is

utilized by using an adaptive arithmetic coder to encode the transform coefficients.

Mask-based coding of the MC residual Ratakonda et al. develop a method based

on the observation that the energy of the MC residual is concentrated in certain areas

of the residual image [36]. These areas are predictable and include image edges and

boundaries of blocks with non-zero motion vectors. It is proposed that only pixels in

such areas of the MC residual are encoded, and other pixels are assumed to be zero.

The method can be summarized in two parts. In the first part, common to both

the encoder and the decoder, a mask is generated that determines the pixels in the MC

residual with large intensities that need to be coded. In the second part, the encoder

freely changes pixel values outside of the mask so that the DCT coefficients of blocks

have as few large coefficients as possible while representing the pixels within the mask

with adequate fidelity. The decoder reconstructs the residual with the received DCT

coefficients, and sets pixel values outside the mask to zero.

The mask for each block is determined using an edge detector on the previously

encoded prediction frame. The optimal values of the pixels outside the mask (or equiva-

lently the optimal DCT coefficients of the block) are found using an iterative algorithm

based on projections onto convex sets (POCS). The first constraint set consists of assign-

ing the original values to the pixels inside the mask. The second constraint set consists

of setting predefined high-frequency DCT coefficients to zero and and reconstructing the

block. These two constraints are applied iteratively.

2.3.3 Proposed Coding Methods for the IP Residual

A number of approaches have been proposed to improve the coding of I-frames based on

intra prediction [38, 4, 42, 53, 54]. Some of these approaches propose improvements to
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generate a more accurate prediction [38, 4, 42] and some of them propose improvements

to code the prediction residual more efficiently [53, 54].

In [38, 53], bi-directional intra prediction (BIP) is proposed to improve the prediction.

Similar to bi-directional motion compensated prediction in B-frames, predictions from
two intra prediction modes are combined [38]. The number of combinations for the
two prediction modes is large and some of these are not sufficiently effective and [53]
proposes a reduced set of combinations. In [42], template matching (TM) is proposed

as an additional intra prediction mode. In TM, five previously coded neighboring pixels
of a block are used as a template (see Figure 2-13), and a match for the template within

the previously coded areas is searched. Using the best match, a prediction for the 2x2

block is generated as shown in Figure 2-13. The same search algorithm is used at both

the encoder and the decoder, eliminating the need for transmission of side information.

In [4], displaced intra prediction (DIP) is proposed to extend the intra prediction modes

in H.264/AVC. In DIP, the best match for the current block is searched within the

previously coded regions and the best match is signaled by transmitting a displacement

vector. It is reported that TM and DIP can generate more accurate prediction than

the extrapolation based prediction modes within H.264/AVC in regions with complex

texture.

Ye and Karczewicz propose directional transforms to code intra prediction residuals

more efficiently [54]. Ye et al. argue that after prediction, there is significant directional
information left in the prediction residual, and use directional transforms and adaptive

scanning of transform coefficients to more effectively code the intra prediction residual.

To obtain the directional transforms, intra prediction residuals from training video

sequences are used. Residuals for each prediction mode are gathered and a singular

value decomposition is applied, first in the horizontal direction and then in the vertical

direction, to obtain a separable transform for each individual prediction mode. The

obtained transform matrices are approximated with integer point precision to reduce

computational cost. Since each individual transform is used for prediction residuals

from a particular prediction mode, no additional information is necessary to indicate

the transform used for each block. To code the coefficients obtained with these trans-

forms, adaptive scanning patterns are used which adapt to each transform and the video

sequence being encoded. Specifically, as coding of a block is performed, the statistics of
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Figure 2-13: Template matching. The best match for the template is searched in the
shown search region and a prediction for the 2x2 block is generated using the shown
subblock of best match. (Reproduced from [42])

nonzero transform coefficients at each location is recorded separately for each transform

and the scanning patterns of the next blocks are derived from these statistics.

2.4 Direction-adaptive Image Transforms

The 2-D Discrete Cosine Transform (DCT) and the 2-D Discrete Wavelet Transform

(DWT) are the most commonly used transforms in image compression. These transforms

are separable and are carried out by cascading two 1-D transforms in the vertical and

horizontal dimensions. This approach favors horizontal or vertical features over others,

for example diagonal features. New transforms have been developed that can adapt

to the local features by performing the filtering along the direction of dominant local

features. This can be achieved by resampling the image intensities along such directions

[20], by performing filtering and subsampling on oriented sublattices of the sampling grid

[46], by directional lifting implementations of the DWT [8], or by various other means.

Even though most of the work is based on the DWT, similar ideas have been applied
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to DCT-based image compression [55]. This section reviews some of the important
approaches in this area.

Taubman's method One of the earliest approaches to developing direction-adaptive

image transforms is presented by Taubman and Zakhor in [44]. In this approach, the

image is first divided into smaller partitions. For each partition, a pair of axes is chosen

according to the dominant linear features of the partition and the partition is resampled

along these axes so that the linear features are aligned either horizontally or vertically.

Next, a separable subband decomposition is applied in the resampled domain. The

subband samples are quantized and coded, along with the orientation information.

At the receiver, each partition is reconstructed in the resampled domain and the re-

sampling process is inverted using the orientation information. Finally, a local smoothing

algorithm is applied at the partition boundaries in order to remove artifacts resulting

from independent processing of image partitions.

Bandelets In this approach, directional features of the image are described with ge-

ometric flows [20]. A geometric flow is a vector field representing directions in which

the signal has regular (i.e. slowly changing) variations in a small neighborhood. To

construct orthogonal bases along these flows, they are required to be parallel either

vertically or horizontally, and to maintain enough flexibility, this parallel condition is
imposed in partitions of the image. Partition sizes can be varied according to the detail

of the geometric flow. Figure 2-14 shows a sample image with partitions and geometric

flows in each partition.

Resampling is performed in each partition to capture image sample values along

the flow lines. A warped 2-D wavelet transform with a subband filtering along the

flow lines, which goes across partition boundaries, is performed. Next, bandeletization

is performed in each partition to take advantage of the remaining regularity (smooth

structure) in the warped wavelet transform coefficients. The subband which contains

coefficients from low-pass filtering (or equivalently inner producting with the scaling

function) along the geometric flow lines still has regularity in these coefficients along the

flow lines. A one-dimensional wavelet transform on these coefficients along the flow lines

is called bandeletization and can provide further energy compaction. If all steps of the



2.4. Direction-adaptive Image Transforms

Figure 2-14: Image with partitions of varying sizes and geometric flows in each parti-
tion.(Figure reproduced from [20])

processing (the resampling, the warped 2-D wavelet transform and the one-dimensional

wavelet transform) in a partition are combined, the aggregate transform is called the

bandelet transform and its basis functions are called bandelets.

Directionlets Another approach to direction-adaptive image transforms is presented

by Velisavljevic et al. in [46]. These transforms, called directionlets, are constructed

from the so-called skewed anisotropic wavelet transforms (S-AWT), which make use of

two concepts: directionality and anisotropy. Directionality is achieved by performing the

filtering and subsampling steps of the transforms on oriented sublattices of the sampling

grid. Anisotropy is obtained by an unbalanced iteration of transform steps along two

transform directions.

For a more detailed discussion of how directionality is achieved, consider Figure 2-15.

A full-rank integer lattice A consists of points obtained from a linear combination of two

linearly independent vectors, where both the components of the vectors and the scaling

coefficients are integers (see Figure 2-15 (a)). The two independent vectors determine

the lattice and the directions of the transform. In Figure 2-15, the vectors are the rows

of MA and the directions are 45' and -45*. The integer lattice can be partitioned into

cosets, determined by the shift vectors so and si in Figure 2-15. The closed circles

............. ..... .. ........
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Figure 2-15: Lattice A is determined by the generator matrix MA and is partitioned
into 2 (= |det(MA)|) cosets, determined by the shift vectors so and si. The two cosets
are shown with black and white circles and one dimensional filtering and subsampling is
applied along the diagonally aligned points in each coset. The result along 450 is shown
in (b). (Figure reproduced from [46])

in Figure 2-15 (a) represent one coset, and the open circles represent another coset.
The points aligned diagonally along 45' and -45' in each coset form the so-called co-

lines. One-dimensional filtering and subsampling is applied along co-lines separately in

each coset. The result along 45' is shown in part (b) of Figure 2-15, and the second

one-dimensional filtering can be applied similarly along -45' on the retained pixels.

This example shows how directionlets with vanishing moments are constructed along

450 and -45'. Directionlets along other directions with rational slopes can be obtained

similarly. However, with other directions, such as tan- 11/4 for example, the points on a

co-line become further separated from each other and this reduces the efficiency of the

filtering along the co-lines. In an implementation of directionlets in [45], the authors use
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Figure 2-16: Block diagram of the lifting implementation of the wavelet transform [41].

only horizontal, vertical and diagonal directions.

Lifting-based methods Lifting is a procedure to design wavelet transforms using a

series of filtering steps called lifting steps [41]. As shown in Figure 2-16 (a), the signal

is first divided into even and odd samples and the odd samples are predicted from the

even samples. The residual in the prediction is then used to update the even samples.

Any number of prediction and update pairs can be cascaded until the final low-pass

and high-pass signals of the transform are obtained. The filters used for prediction and

update determine the analysis and synthesis filters of the resulting wavelet transform.

No matter how the prediction and update boxes in Figure 2-16 are chosen, this scheme

is always invertible and the inverse transform is given in Figure 2-16(b).

To apply a separable 2-D DWT on a 2-D signal using the lifting implementation,

1-D DWT's with lifting implementation in the vertical and horizontal dimensions can

be cascaded. Lifting-based wavelet transform with directional prediction is performed

by choosing the pixels from which a prediction (or update) is formed in an intelligent

manner. These pixels are chosen along a direction which is not necessarily the horizontal

or vertical direction as it is the case for the lifting implementation of the separable 2-
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Figure 2-17: Directional prediction options in [48].

D DWT. Figure 2-17 (a) shows several options that can be used along the vertical

dimension. To predict the pixels in an odd row, fractional-pixels (interpolated from

pixels in the same row) or full-pixels from even rows aligned along a particular direction

can be used. In the update step, pixels in even rows are updated from the prediction

residuals in odd rows aligned along the same direction. After subsampling in the vertical

dimension to form the low-pass and high-pass signals, similar directional prediction

and update operations can be performed along the horizontal dimension, separately

on the low-pass (Figure 2-17 (b)) and high-pass signals. The low-low signal can be

transformed again using directional lifting operations to obtain multilevel directional

subband decompositions.

Figure 2-17 shows the directional prediction options proposed in [48]. Other predic-

tion options have also been proposed [8]. In fact, to predict (update) a pixel in an odd

(even) row, any pixel from any even (odd) row can be used. Typically, however, nearby

pixels are likely to provide better prediction.

Directional DCT The directional block transforms in [55] are 2-D directional DCT's

together with a DC separation and ADC correction method borrowed from [19]. 2-D di-

rectional DCT's are formed by 1-D DCT's along predefined pixels, followed by a second

set of 1-D DCT's and DC separation and ADC correction computations. DC separation

and ADC correction are computations introduced to mitigate some undesired proper-
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ties of the overall transforms and were taken from the shape adaptive DCT framework

proposed for coding arbitrarily shaped objects.

A total of six transforms, each targeting different directions, are proposed in [55].

One way to explain the details of these transforms is to consider one of these transforms,

shown in Figure 2-18, as an example. Before the first series of the 1-D DCT's are

performed, the mean of the block is computed and subtracted from the block. This is

the DC separation step. Then the first series of 1-D DCT's, as shown in Figure 2-18 (a),

are applied on the zero-mean block. The arrangement of these DCT's implies that the

direction of this transform is close to the vertical direction. All coefficients from these

1-D DCT's are arranged into columns, as shown in Figure 2-18 (b), such that the DC

coefficients of each 1-D DCT are positioned in the same row. Then the second series of 1-

D DCT's are performed as shown in Figure 2-18 (b). The DC of the DC coefficients is set

to zero and instead, the initially computed mean of the block is transmitted. The mean

represents the projection of the block onto the constant intensity basis function, which

is important in block-based image compression. Note that setting the DC of the DC

coefficients to zero can be compensated for in the reverse transform (ADC correction)

because it is known that this block is a zero-mean block [19]. The proposed scan of the

resulting coefficients is shown in part (c) of the figure.

The inverse transform consists of applying the inverses of each step of the forward

transform, except that a ADC correction step is introduced. The inverse transform starts

with arranging the coefficients into the form shown in Figure 2-18 (b), and applying the

1-D IDCT's as shown in the same figure. Then a ADC correction parameter is computed

and subtracted from all the DC coefficients of the first 1-D IDCT's. Next, the coefficients

are arranged into the form shown in Figure 2-18 (b) and 1-D IDCT's are applied. Finally

the mean of the block is added back, completing the inverse transform.

2.5 Summary and Extension

Previous sections in this chapter have discussed research in a number of closely connected

areas which are all related to the research in this thesis. Section 2.1 discussed different

types of redundancies present in video coding, prediction methods to reduce them, and

the resulting prediction residuals. Section 2.2 presented approaches to characterize some
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Figure 2-18: Directional DCT.

of these residuals using statistical tools, and Section 2.3 presented methods to code these

residuals efficiently. Finally, Section 2.4 discussed several new approaches to develop

transforms which can take advantage of local anisotropic features in images.

Traditionally, transforms and coding approaches used for images have also been used

for prediction residuals. Studies that explore the differences between images and pre-

diction residuals have used global models which are separable and have also focused

mainly on the motion compensated prediction residuals, as discussed in Section 2.2.

The new transforms developed for images can take advantage of local anisotropic fea-

tures in images by adapting the transforms to these features. These approaches are

novel and prediction residuals have not been studied from this perspective. This thesis

attempts to analyze the characteristics of prediction residual using the perspectives and

insights provided by these approaches. In Chapter 3, we study and compare the local

anisotropic characteristics of images and several types of prediction residuals, and pro-

pose in Chapter 4 new transforms for some types of prediction residuals based on this

analysis.
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Chapter 3

Analysis of Prediction Residuals

To develop transforms for prediction residuals it is essential to study the characteristics of

prediction residuals. This chapter analyzes the characteristics of several different types

of prediction residuals and discusses differences of the characteristics between images

and these prediction residuals. We first provide an empirical analysis based on visual

inspection in Section 3.1. We then present in Section 3.2 a statistical analysis that

quantifies the differences.

3.1 Empirical Analysis Based on Visual Inspection

This section presents an empirical analysis of images and prediction residuals based on

visual inspection using the images and their prediction residuals shown in Figures 3-1,

3-2 and 3-3. Each figure shows a frame, its MC residual, RE residual, and IP residual.

Figure 3-1 shows frame 10 of mobile sequence at CIF (352x288) resolution, and its

prediction residuals. Figure 3-2 shows frame 26 of paris sequence at CIF resolution,

and its prediction residuals, and Figure 3-3 shows frame 118 of basket sequence at CIF

resolution, and its prediction residuals.

A common aspect of all prediction residuals is that smooth regions can be predicted

quite well. For example, the prediction residuals of uniform background regions in all

three figures are negligibly small. The spatial correlation in smooth regions of images

is high and this enables successful prediction. In motion compensated prediction, even

if the underlying motion is not exactly translational, the high spatial correlation of
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pixels enables a quite accurate match between blocks. Similarly, in interpolation the
missing pixel is highly correlated with the neighboring pixels used in low-pass filtering.
In intra prediction the pixels within a block to be predicted are highly correlated with
the neighboring pixels used for prediction. Since prediction residuals of smooth regions
are negligibly small, they are typically not coded.

In texture regions, prediction does not work as well as in smooth regions. For ex-
ample, in Figure 3-1 the calendar picture contains many fine details and all prediction

methods in this region do not work well as can be seen from the residual frames in
Figure 3-1 (b),(c) and (d). Even though the local variations in such regions can not be
predicted well, the local mean can be predicted well and the local mean of prediction

residuals in such regions is typically zero. Except the mean, characteristics of prediction
residuals in such regions are similar to characteristics of images.

Prediction also does not work well around object boundaries or edges. Consider the

boundary of the ball and the boundary of the objects in the background in Figure 3-1,
or the boundary of the peoples' clothes/body in Figures 3-2 and 3-3, or the edges of

the letters on the players' shirts in Figure 3-3. In all these regions, the boundaries or
edges contain large prediction errors in the residual frames. In motion compensated
prediction, motion is typically not exactly translational and this results in a mismatch
along an edge or boundary and produces large prediction errors along these structures.

Similarly, interpolation can not accurately predict intensities nearby edges or boundaries
and large prediction errors are also present along edges or object boundaries in resolu-
tion enhancement residuals. Intra prediction also does not perform well around object
boundaries and large prediction errors in such regions are present.

Characteristics of images and prediction residuals differ significantly around object

boundaries or edges. In particular, consider MC residuals and RE residuals. In these

residuals, it is the rapidly changing pixels along the boundary or edge of the original

image that can not be predicted well and large prediction errors form along these struc-

tures. These structures are 1-D structures and the residuals concentrating on these

structures have 1-D characteristics. Such 1-D structures can be easily seen in the MC
and RE residuals in Figures 3-1,3-2,3-3. Boundary or edge regions in images, on the

other hand, have typically smooth structures on either side of the boundary or edge and

their characteristics are 2-D.
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In summary, images and prediction residuals have different characteristics. Local

regions in images have 2-D anisotropic structures. Local regions in prediction residuals

are sparse, meaning many pixels in a local region are typically close to zero because they

have been predicted well. The remaining nonzero pixels are usually not randomly scat-

tered but concentrated in regions which are difficult to predict. In this thesis, we focus

on MC and RE residuals and in these types of residuals, a major fraction of pixels that

can not be predicted well concentrate on object boundaries and edges. Object bound-

aries and edges are 1-D structures and the residuals concentrating on these structures

have 1-D characteristics. As a result, while images have 2-D anisotropic characteristics,

MC and RE residuals contain significant amount of local regions with 1-D anisotropic

characteristics, and this difference constitutes a major distinction in the characteristics

between images and MC or RE residuals. This distinction has been the main inspiration

for this thesis and the transforms proposed in Chapter 4 are based on it.
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(a) Image (b) Motion compensation (MC) residual

(c) Resolution enhancement (RE) residual (d) Intra prediction (IP) residual

Figure 3-1: Frame 10 of mobile sequence at CIF resolution, its MC residual predicted
from frame 9 using ful-pel motion estimation with 8x8-pixel blocks, its RE residual
obtained from its QCJF resolution version, and its IP residual obtained using 8x8-pixel
intra prediction modes in H.264/AVC.
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(b) Motion compensation (MC) residual

(c) Resolution enhancement (RE) residual (d) Intra prediction (IP) residual

Figure 3-2: Frame 26 of paris sequence at CIF resolution, its MC residual predicted
from frame 25 using ful-pel motion estimation with 8x8-pixel blocks, its RE residual
obtained from its QCIF resolution version, and its IP residual obtained using 8x8-pixel
intra prediction modes in H.264/AVC.

(a) Image



Chapter 3. Analysis of Prediction Residuals

(a) Image (b) Motion compensation (MC) residual

(c) Resolution enhancement (RE) residual (d) Intra prediction (IP) residual

Figure 3-3: Frame 118 of basket sequence at CIF resolution, its MC residual predicted
from frame 117 using ful-pel motion estimation with 8x8-pixel blocks, its RE residual
obtained from its QCIF resolution version, and its IP residual obtained using 8x8-pixel
intra prediction modes in H.264/AVC.
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3.2 Auto-covariance Analysis

As described in the previous section, images and prediction residuals have different

characteristics. Local regions in images have 2-D anisotropic structures. Characteristics

of local regions in prediction residuals depend on the characteristics of the local regions

of the image from which they are obtained and on the prediction method. In MC and RE

residuals, a major fraction of pixels that can not be predicted well concentrate on object

boundaries and edges, and form 1-D structures along them. Thus a major fraction of

local regions in these types of residuals have 1-D characteristics, which is not present in

images. In this section, we quantify the difference between images and various types of

prediction residuals using an auto-covariance analysis and this analysis also shows the

aforementioned difference in characteristics.

Prior characterizations of prediction residuals focus on characterizing the MC resid-

ual. Other types of prediction residuals have not received much attention. These char-

acterizations use auto-covariance functions that provide a close fit to experimental data

using one global model for the entire MC residual [9, 28, 16]. To show the differences

of local anisotropic characteristics between images and prediction residuals, we use two

models for the auto-covariance of local regions. One is a separable model and the other

generalizes it by allowing the axes to rotate. The ability to rotate allows capturing

local anisotropic characteristics. We estimate the parameters of these models from im-

ages and prediction residuals shown in Figures 3-1, 3-2 and 3-3 and plot the estimated

parameters. These plots provide valuable insights.

3.2.1 Auto-covariance Models

A stationary Markov-1 signal has an auto-covariance given by equation (3.1).

C(I) = plIl (3.1)

For discrete-time stationary Markov-1 signals, the decorrelating transform can be ob-

tained analytically [1] and this transform becomes the well-known DCT as correlation

reaches its maximum (p -* 1.) A 2-D auto-covariance function formed from equation
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(3.1) using separable construction is given by equation (3.2).

CS(I, J) = pI1 P2  (3.2)

Due to separable construction, the decorrelating transform for this auto-covariance is
the 2-D DCT (as pi -- 1, P2 -- 1.) The good performance of the 2-D DCT in image

compression is due to high correlation of neighboring pixels in images and pi = P2 = 0.95
has been considered a good approximation for typical images [1].

The separable model in equation (3.2) has also been used to characterize the MC
residual and it has been reported that the correlations are weaker than in images [34].

Other models have been proposed to model the weaker correlations more precisely [9, 28].
These models are global and were proposed to provide a closer fit to the average auto-

covariance of the MC residual obtained from different parts of a frame. All these models

are global and separable, and cannot adequately capture local anisotropies in images

and prediction residuals.

To capture local anisotropies in images and prediction residuals, we use a generalized

model, shown in equation (3.3).

Cg(0, I, J) - p Icos(O)+Jsin(O)lI-Isin( )+Jcos(0)l (3.3)

This model has an additional degree of freedom provided by the parameter 0 . The pa-
rameter 0 allows rotation of the axes of the auto-covariance model and enables capturing

local anisotropic features by adjusting to these features. The separable model is a special

case of the generalized model. The generalized model with 0 = 0' is the separable model.

Figure 3-4 shows both models. Characterization of images with similar generalized auto-

covariance models have been made [8]. Characterizations of images and MC residuals

with the separable model, or its derivatives, have also been made [1, 9, 28, 16]. However,
prediction residuals have not been characterized with a direction-adaptive model.

3.2.2 Estimation of Parameters of Auto-covariance Models

We estimate the parameters pi and P2 for the separable model, and the parameters

Pi, P2 and 0 for the generalized model from blocks of 8x8-pixels of the images and
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Figure 3-4: Comparison of separable and the generalized auto-covariance models. Use
of the separable model corresponds to expanding the distance vector D = I-i4 + JU-4 in
the cartesian coordinate system. Use of the generalized model corresponds to expanding
the distance vector D in a rotated coordinate system.

prediction residual shown in Figures 3-1, 3-2 and 3-3. We first use the unbiased estimator

to estimate a non-parametric auto-covariance of each block. This is accomplished by

removing the mean of the block, correlating the zero mean-block with itself, and dividing

each element of the correlation sequence by the number of overlapping points used in

the computation of that element. Then we find the parameters pi, P2 and 0 so that

the models in equations (3.2) and (3.3) best approximate the estimated non-parametric

auto-covariance, by minimizing the mean-square-error between the non-parametric auto-

covariance estimate and the models. In the minimization, we use lags less than four (i.e.

II, IJI < 4) because at large lags the number of overlapping points becomes less and the

estimates become noisy. We use pi for the larger covariance coefficient and let 9 vary

between 00 and 1800. The estimation results are shown in Figures 3-5, 3-6 and 3-7 for

the images and prediction residuals shown in Figures 3-1, 3-2 and 3-3, respectively. The

results are similar in these figures and we focus on Figure 3-5 to simplify the discussion

of the results. Each point in the plots represents the estimate from one 8x8-pixel block.

.... ................... .. .. .............. .... . .. . . .. ...... . ......................................... ... .. ........................... .............
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I 05 P,

(a) Image, separable model

o.5 d

(c) MC residual, separable model

9 0.5 Pi

(e) RE residual, separable model
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(g) IP residual, separable model

O0.

(b) Image, generalized model

(d) MC residual, generalized model

0 0.5 r,

(f) RE residual, generalized model

(h) IP residual, generalized model

Figure 3-5: Scatter plots of (P1, p2)-tuples estimated using the separable and generalized
auto-covariance models from the image, MC residual, RE residual and IP residual shown
in Figure 3-1. Plots on the left column show parameters estimated using the separable
model and plots on the right column show parameters estimated using the generalized
model. Plots on each row were estimated from a different source signal.
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(a) Image, separable model

p2

0.5

0 0.5 P"

(c) MC residual, separable model

0 0.5 P,

(e) RE residual, separable model

o o5

(g) IP residual, separable model
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(b) Image, generalized model

..
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(d) MC residual, generalized model

2 0.5 P

(f) RE residual, generalized model

(h) IP residual, generalized model

Figure 3-6: Scatter plots of (Pi, p2)-tuples estimated using the separable and generalized
auto-covariance models from the image, MC residual, RE residual and IP residual shown
in Figure 3-2. Plots on the left column show parameters estimated using the separable
model and plots on the right column show parameters estimated using the generalized
model. Plots on each row were estimated from a different source signal.
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(a) Image, separable model

- .5

9 o.5

(c) MC residual, separable model

0.5

9 o.5 p,

(e) RE residual, separable model

(g) IP residual, separable model

0.5

(b) Image, generalized model

0.5

0 0.5 P,

(d) MC residual, generalized model

...... .. ... P . 1t

0.5 P,

(f) RE residual, generalized model

(h) IP residual, generalized model

Figure 3-7: Scatter plots of (p1, p2)-tuples estimated using the separable and generalized
auto-covariance models from the image, MC residual, RE residual and IP residual shown
in Figure 3-3. Plots on the left column show parameters estimated using the separable
model and plots on the right column show parameters estimated using the generalized
model. Plots on each row were estimated from a different source signal.

70

Ch11apter 3.



3.2. Auto-covariance Analysis

3.2.3 Estimated Model Parameters for Images

First, consider the scatter plots shown in Figures 3-5 (a) and (b). They were obtained

from the image shown in Figure 3-1 (a). In the plot from the separable model (Figure 3-5

(a)), the points fill most regions, except the northeast corner where both pi and P2 are

large. This indicates that the parameters pi and P2 have large variability when modeled

with the separable model. In the plot from the generalized model (Figure 3-5 (b)), the

points tend to concentrate in the southeast corner where pi is typically larger than 0.5

and P2 smaller than 0.5. Significantly fewer points have a pi less than 0.5 compared

to the separable case. This has two implications. First, the variability of parameters

pi and P2 of the auto-covariance is reduced, when modeled with the generalized model.

Reduction of variability is important as it can model the source better and may lead

to better compression of the source. Second, pi is typically larger than 0.5 and this

means the generalized model can often capture high correlation from the source. The

parameter 0 adjusts itself such that p1 points along directions with smaller variations

than in the separable model. This is consistent with the resampling and lifting methods

in [20] and [8], which perform filtering along directions with smaller variations than the

predefined horizontal or vertical directions.

3.2.4 Estimated Model Parameters for MC and RE Residuals

Next, consider the scatter plots obtained from the MC and RE residuals shown in Figure

3-5 (c), (d), (e) and (f). The plots obtained using the separable model (Figure 3-5 (c)

and (e)) have typically a p1 smaller than 0.5. This is in contrast to the typical pi in

Figure 3-5 (a) which is larger than 0.5. MC and RE residuals usually are more random

since they are the parts of images which could not be predicted well, and p1 tends to be

smaller.

Even though MC and RE residuals are more random than images, many regions of

these types of prediction residuals still have some structure. The separable model can

not capture those well and produces a small pi estimate. Figure 3-5 (d) and (f) show

the estimated pi and P2 when the auto-covariance of MC and RE residuals is modeled

with the generalized model. In this case, many more points have a pi larger than 0.5

compared to the separable case (Figure 3-5 (c) and (e)). The majority of the points
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have a large pi and a small P2-

In summary, if the auto-covariance of MC and RE residuals is modeled with the

separable model, estimated pi (and P2) are both typically small. If the generalized

model is used, then typically pi is large and P2 is small. An estimated large pi indicates

that some structure has been captured from the local region in MC and RE residuals.

The combination of a large pi and a small P2 indicates that the structure exists only

along the direction of the pi, indicating a 1-D structure.

3.2.5 Estimated Model Parameters for IP Residuals

The estimated model parameters for the IP residual are shown in Figure 3-5 (g) for the

separable model and in Figure 3-5 (h) for the generalized model. Even though the IP

residual is also a type of prediction residual, these plots are similar to the plots of the

image (Figure 3-5 (a) and (b)) and differ from the plots of the MC and RE residuals.

The reason for this can be seen from the picture of the IP residual shown in Figure

3-1 (d). Intra prediction (especially with 8x8 blocks) is typically not as good as motion

compensation or interpolation. Intra prediction predicts pixels that are spatially nearby

and far away. While nearby pixels can be predicted well, far away pixels typically can

not be predicted well. Therefore, the IP residual typically does not have as many 1-D
structures as the MC and the RE residuals. However, the mean of the IP residual is

typically zero, and often the IP residual looks like a mean-removed image. Since we
remove the mean when estimating the non-parametric auto-covariance, the estimated

parameters for the image and the IP residual are very similar.

3.2.6 Comparison of Estimated Model Parameters Between

Images and MC or RE Residuals

Figure 3-5 also illustrates the difference between the locally anisotropic features of im-

ages and MC or RE residuals. Consider the generalized auto-covariance characterization

of the image and the MC residual in Figure 3-5 (b) and (d). In both plots, the majority

of the points have a pi larger than 0.5. However, the points in the plot of the MC residual

have a smaller P2. In other words, given any (pI, p2)-tuple in the image characterization,
the smaller covariance factor becomes even smaller in the MC residual characterization.
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The same variation exists also between the plots of the image and RE residual (Figure

3-5 (b) and (f)) and this is a major difference in the statistical characteristics between

images and MC or RE residuals. It indicates the difference between the anisotropic

characteristics of images and MC or RE residuals; images have 2-D anisotropic charac-

teristics, while MC and RE residuals have 1-D anisotropic characteristics.

3.2.7 Estimated Angles (0) Using the Generalized Model

We also provide plots of the estimated angles (0) of the generalized auto-covariance

model from the image and prediction residuals of the mobile sequence shown in Figure

3-1. The plots are shown in Figure 3-8. The highest peaks in the plots are at around 00,

90' and 1800, where peaks at 0' and 1800 correspond to horizontally aligned features,

and a peak at 90' corresponds to vertically aligned features. This indicates that the

image and prediction residual shown in Figure 1-1 have more horizontal and vertical

features than features along other directions and this tendency seems to be a common

one.
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Figure 3-8: Histograms of estimated angles (6) of the generalized auto-covariance model
from the image and prediction residuals of the mobile sequence in Figure 3-1.
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Chapter 4

1-D Directional Transforms

Based on the visual inspection of prediction residuals in Section 3.1, a large number

of local regions in MC and RE residuals consist of 1-D structures, which follow ob-

ject boundaries or edges present in the original image. This indicates that using 2-D

transforms with basis function that have 2-D support is not the best choice for such re-

gions. We propose to use transforms with basis functions whose support follow the 1-D

structures of the MC and RE residuals. Specifically, we propose to use 1-D directional

transforms for MC and RE residuals.

The results of the auto-covariance characterization in Section 3.2 support the dis-

cussed characteristics and consequently also suggest the use of 1-D directional transforms

for MC and RE residuals. The scatter plots of pi and P2 estimated from MC and RE

residuals using the generalized model (Figure 3-5 (d) and (f)) indicate that often one

of the two covariance coefficients is significantly larger than the other. If one considers

asymptotic cases, where pi --+ 1, P2 -+ 0, then these assumptions suggest a transform

with decorrelation along the direction of pi using DCT's. The signal is already close to

uncorrelated along the direction of P2, therefore, no decorrelation is necessary along this

direction. As a result, the overall transform is 1-D.

Since we compress MC residuals using the H.264/AVC codec in our experiments, we

discuss sets of 1-D directional transforms on 8x8-pixel and 4x4-pixel blocks. However,

the idea of 1-D transforms for prediction residuals can also be extended to wavelet

transforms [17].

The 1-D directional transforms that we use in our experiments are shown in Figures
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4-1 and 4-2. Figure 4-1 shows the 1-D block transforms defined on 8x8-pixel blocks
and Figure 4-2 shows the 1-D block transforms defined on 4x4-pixel blocks. We have a
total of sixteen 1-D block transforms for 8x8-pixel blocks and a total of eight 1-D block
transforms for 4x4-pixel blocks.

Each of the 1-D block transforms consists of a number of 1-D patterns which are
all roughly directed at the same angle, which corresponds to the direction of the large

covariance coefficient. For example, all 1-D patterns in the fifth 1-D block transform

defined on 8x8-pixel blocks or the third 1-D block transform defined on 4x4-pixel blocks

are directed towards south-east. The angle is different for each of the 1-D block trans-

forms and altogether they cover 1800, for both 8x8-pixel blocks and 4x4-pixel blocks.
Each 1-D pattern in any 1-D block transform is shown with arrows in Figures 4-1 and
4-2, and defines a group of pixels over which a 1-D DCT is performed.

Note that 1-D patterns in some block transforms (for example, first and fifth in

Figure 4-1) are straight, in others they are not. In the first class of block transforms,
lines along the direction of the large covariance coefficient pass through full-pixel loca-
tions, and in the second class of block transforms, they do not. For the second class of

transforms, we have chosen to use 1-D patterns which approximate the desired straight

1-D patterns. An alternative approach could be to interpolate intensities at sub-pixel

locations so that virtual straight 1-D patterns are created. However, this approach has
two drawbacks. First, the overall block transform loses orthogonality. Second, and more
importantly, the interpolated values do not provide better energy compaction. This is
because the interpolated value is obtained by filtering across 1-D patterns. However,
the correlation across 1-D patterns is weak as this direction aligns with the direction
of the small covariance coefficient. In some preliminary experiments, we observed that
this alternative approach provides inferior compression than the block transforms with
approximate 1-D patterns.

Even though 1-D directional transforms improve the compression of MC and RE

residuals for many regions, the 2-D DCT is essential. There exist regions in these

prediction residuals which can be better approximated with 2-D transforms. Therefore,
in our experiments, we use both 1-D directional transforms and the 2-D DCT. Encoders

with 1-D transforms have access to 2-D DCT and can adaptively choose to use one

among the available 1-D transforms and the 2-D DCT.
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Figure 4-1: Sixteen 1-D directional block transforms defined on 8x8-pixel blocks. Each
transform consists of a number of 1-D DCT's defined on groups of pixels shown with
arrows. Arrangement of groups of pixels determines the direction of each block transform
and the direction of the first block transform (top left block) is the horizontal direction.
The direction of the next transform moves a step in the counter clockwise direction from
the direction of the previous block transform and directions of all transforms together
cover 1800.
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Figure 4-2: Eight 1-D directional block transforms defined on 4x4-pixel blocks. Each
transform consists of a number of 1-D DCT's defined on groups of pixels shown with
arrows. Arrangement of groups of pixels determines the direction of each block transform
and the direction of the first block transform (top left block) is the horizontal direction.
The direction of the next transform moves a step in the counter clockwise direction from
the direction of the previous block transform and directions of all transforms together
cover 180'.



To show the effectiveness of the proposed transforms we present three examples in

Figures 4-3, 4-4 and 4-5. Figure 4-3 (a) shows a sample residual block, Figure 4-3 (b)

shows the transform coefficients obtained by transforming the block with the 2-D DCT,

and Figure 4-3 (c) shows the transform coefficients obtained by transforming the block

with a 1-D transform aligned with the structure in the residual (the specific transform

used is 1-D Transform #13 in Figure 4-1). The mid-gray level in these figures represents

zero, and the residual block consists of an artificially created 1-D structure aligned

diagonally. Such a residual block can possibly be obtained from the prediction of a local

region which contains an edge separating two smooth regions in the original image block.

To represent this residual block, 2-D DCT requires many nonzero transforms coefficients

while the 1-D transform requires only one nonzero transform coefficient.

The second example is shown in Figure 4-4. The residual block in this example con-

sists of a vertical 1-D structure. Figure 4-4(c) shows the transform coefficients obtained

by transforming the block with a 1-D transform aligned with the vertical structure in

the residual (the specific transform used is 1-D Transform #1 in Figure 4-1), and this

block can be represented with a single nonzero transform coefficient. The transform

coefficients obtained by transforming the block with the 2-D DCT are shown in Figure

4-4(b). We note that the separable 2-D DCT can be performed by first applying 1-D

transforms along the vertical dimension and then applying 1-D transforms along the

horizontal dimension. The first set of horizontal 1-D transforms is equivalent to the 1-D

transform used in Figure 4-4(c). As a result, when performing the separable 2-D DCT,

the result of the first set of vertical 1-D transforms provides already a good represen-

tation of the block (since only a single nonzero coefficient suffices, as shown in Figure

4-4(c)), and applying the second set of horizontal 1-D transforms results in more nonzero

coefficients. In summary, for residual blocks with a 1-D structure, even if the alignment

of the structure is consistent with the directions of the 2-D transform, 1-D transforms

can represent such blocks better.

The third example is shown in Figure 4-5. The residual block in this example is

taken from a motion compensated prediction residual (shown in Figure 3-2 (b)) and

has a structure aligned along a direction roughly between south-east and south. The

structure in this example is not as obvious and clean as the one in Figure 4-3 because

actual prediction residuals contain noise from various sources. The superiority of 1-D

transforms for such residual blocks is not as large as for the artificial residual block
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in Figure 4-3, but is still significant. Figure 4-5 (b) shows the transform coefficients

obtained by transforming the block with the 2-D DCT, and Figure 4-5 (c) shows the

transform coefficients obtained by transforming the block with a 1-D transform aligned

with the structure in the residual. To represent the residual block, the 1-D transform

requires fewer large transform coefficients than the 2-D DCT. The upper left corner

of the coefficient block obtained with the 1-D transform contains a bright pixel, which

represents a large transform coefficient that alone can capture a significant fraction of

the energy of the block. Figure 4-6 shows the fraction of retained energy as a function

of the number of retained transform coefficients for both the 2-D DCT and the 1-D

transform. The single large coefficient of the 1-D transform can account for more than

half of the total energy of the residual block and to retain an equal fraction of energy,
the 1-D transform always requires fewer coefficients. To capture 75% of the total energy,
the 1-D transform requires about half as many coefficients as the 2-D DCT.



(a) Residual block (b) Transform coefficients

obtained with 2-D DCT

(c) Transform coefficients

obtained with 1-D Transform

Figure 4-3: Comparison of 2-D DCT and 1-D directional transform on an artificial

residual block consisting of a 1-D structure (mid-gray level represents zero). To represent

the residual block, 2-D DCT requires many nonzero transform coefficients while the 1-D
transform requires only one nonzero transform coefficient.

(a) Residual block (b) Transform coefficients

obtained with 2-D DCT

(c) Transform coefficients

obtained with 1-D Transform

Figure 4-4: Comparison of 2-D DCT and 1-D directional transform on an artificial

residual block consisting of a vertical 1-D structure (mid-gray level represents zero). To

represent the residual block, 2-D DCT requires many nonzero transforms coefficients
while the 1-D transform requires only one nonzero transform coefficient.

(a) Residual block (b) Transform coefficients

obtained with 2-D DCT

(c) Transform coefficients

obtained with 1-D Transform

Figure 4-5: Comparison of 2-D DCT and 1-D directional transform on a residual block

with a 1-D structure taken from the motion compensated prediction residual frame shown
in Figure 3-2 (b) (mid-gray level represents zero). To represent the residual block, 1-D
transform requires fewer large transform coefficients than the 2-D DCT.

... ........ . . .... .... . ... ..... .......... ..... .......... ...
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Figure 4-6: Fraction of retained energy as a function of the number of retained transform
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can account for more than half of the total energy of the residual block.
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Chapter 5

System Implementation with 1-D

Directional Transforms

To examine the performance of the proposed 1-D transforms, a number of related aspects

need to be carefully designed. These include the implementation of the transforms,

quantization of the transform coefficients, coding of the quantized coefficients, coding of

the side information which indicates the selected transform for each block, rate-distortion

optimized selection of transforms, and the overall increase in the complexity of the codec.

This section discusses these aspects.

Based on the analysis of different types of prediction residuals, we proposed 1-D di-

rectional transforms for motion compensation (MC) and resolution enhancement (RE)

residuals. In order to estimate a proper performance of the proposed transforms, they

need to be implemented in an actual codec and realistic simulations need to be per-

formed. Recent video coding standards are quite complex due to the use of many

complex and adaptive coding tools and integrating new transforms into such codecs is

a difficult and time consuming task. In order to keep this task reasonable for the sim-

ulations in this thesis, we refrained from simulations with RE residuals which require

implementation in a scalable codec. We present simulation results with the much more

widely coded MC residuals using an H.264/AVC codec (JM reference software 10.2) that

is modified according to the discussion in this chapter. Even though IP residuals within

H.264/AVC do not have as many 1-D structures as MC or RE residuals, we also present

simulation results with IP residuals since these are readily available within our codec
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and application of our transforms on these residuals is feasible. The experimental results

will be presented in the next chapter, and this chapter discusses the aspects that need

to be designed in order to integrate the proposed 1-D transforms in to the used codec.

The system used for the experiments in thesis is based on the H.264/AVC video
coding standard because it is the most advanced video coding standard at the time
this research was conducted. H.264/AVC makes use of state-of-the-art video coding

techniques and has been shown to significantly increase coding efficiency relative to

previous standards. By using a system based on H.264/AVC, the results presented in

this thesis can more easily be compared against current and future work. An excellent

review of new coding tools in H.264/AVC can be found in [52, 37].

5.1 Implementation of Transforms

Discrete cosine transforms can be implemented using fast algorithms [1, 22]. Since our

1-D directional transforms consist of 1-D DCT's, these fast algorithms can be used in the

implementation of our 1-D transforms as well. In H.264/AVC, transform and quantiza-

tion are merged so that these computations can be implemented with integer arithmetic

using addition, subtraction and bitshift operations. This has many advantages including

the reduction of computational complexity [52, 25]. The computational complexity is

not important in this thesis, and we use floating point operations for these computations.

This does not change the results. We note that it is possible to merge the transform

and quantization for our proposed 1-D transforms so that these computations can also

be implemented with integer arithmetic.

5.2 Coding of 1-D Transform Coefficients

After prediction, transformation, and quantization of residual transform coefficients, the

compressed video information (quantized residual transform coefficients, motion vectors,
coding modes of blocks, etc.) must be converted to a stream of bits with as few bits

as possible using entropy coding techniques. The H.264/AVC standard provides two

entropy coding options; universal variable length coding (UVLC) and context adaptive

binary arithmetic coding (CABAC).
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The simpler UVLC approach uses exponential Golomb codes for all syntax elements

except for transform coefficients [37]. Each syntax element is assigned a nonnegative

integer code number, with more probable outcomes assigned to smaller code numbers.

Given a code number the associated codeword can easily be obtained, and given a code-

word the associated code number can easily be obtained; there is no need for storing

codeword tables or searching in codeword tables. The residual transform coefficients

are first scanned into a one-dimensional array and the array is encoded using context-

adaptive variable length coding (CAVLC). These variable length codes are similar to

Huffman codes, designed according to the characteristics of the residual transform co-

efficients. They are also adapted both to the local region by using multiple codeword

tables (each adapted to smooth and busy regions), and to the context by using multiple

codeword tables dependent on the previously coded syntax elements.

The second available entropy coding option in H.264/AVC is based on context-

adaptive binary arithmetic coding (CABAC). This approach provides increased effi-

ciency relative to the CAVLC approach at an increased complexity. Arithmetic coding

in a sense allows for joint encoding of many syntax elements, including the possibility

of using less than one bit per syntax element. In addition, this approach estimates

the probabilities of syntax elements from previously coded syntax elements and allows

adaptation to the characteristics/probabilities of the particular video sequence being

encoded. CABAC encoding is also used on a wide range of syntax elements including

residual transform coefficients. Further details on CABAC can be found in [26].

Depending on the chosen entropy coding mode in H.264/AVC, the quantized trans-

form coefficients can be encoded using either context-adaptive variable-length coding

(CAVLC mode) or context-adaptive binary arithmetic coding (CABAC mode). In both

cases, coding methods are adapted to the characteristics of the coefficients of the 2-

D DCT. It is desirable to adapt the coding methods to the proposed 1-D transforms

by designing entirely new coefficient coding algorithms that are thoroughly adapted to

characteristics of 1-D transforms. For the experiments in this thesis, however, we use a

simple adaptation scheme. We use the same coefficient coding method in H.264/AVC

in CAVLC mode with the exception of the scan. We use different scans adapted to each

of the 1-D transforms.

Figure 5-1 shows the scans that we use when coding the coefficients of 8x8-pixel
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block 1-D transforms. For transforms defined on 8x8-pixel blocks, H.264/AVC generates

four length-16 scans instead of one length-64 scan when entropy coding is performed

in CAVLC mode, and we have four length-16 scans in each block in Figure 5-1. Scans

in each block belong to the corresponding transforms in Figure 4-1. These scans were

designed based on two considerations. The first is that coefficients less likely to be

quantized to zero are closer to the front of the scan and coefficients more likely to be

quantized to zero are closer to the end of the scan. The second consideration is that

neighboring 1-D patterns are grouped into one scan. The 1-D structures in prediction

residuals are typically concentrated in one region of the 8x8-pixel block and the 1-D
transform coefficients representing them will therefore be concentrated in a few neigh-

boring 1-D patterns. Hence, grouping neighboring 1-D patterns into one scan enables

capturing those 1-D transform coefficients in as few scans as possible. More scans that

consist of all zero coefficients can lead to more efficient overall coding of coefficients.

Figure 5-2 shows the scans for the 1-D transforms defined on 4x4-pixel blocks shown

in Figure 4-2. Similarly, these scans were designed so that coefficients less likely to be

quantized to zero are closer to the front of the scan and coefficients more likely to be

quantized to zero are closer to the end of the scan.

5.3 Rate-distortion Optimized Transform Selection

An important question that arises with multiple available transforms is how exactly to

choose the best transform for each local region. Similar problems are often encountered

in video coding. To increase the coding efficiency, multiple coding options or modes are

typically available, each performing particularly well in specific cases, and the best option

needs to be determined in order to code each local region most efficiently. For example,
in H.264/AVC a number of block sizes are available to perform motion compensated

prediction and the best block size needs to be determined for each macroblock.

The selection of the best coding modes can be cast as a budget constrained resource

allocation problem. For a given total rate RT, determine the modes for each block

i so that the distortion metric Ei Di is minimized subject to the bitrate constraint

Ei R < RT. Here Di represents the distortion (typically measured using the mean

square error metric) of each block i and Ri represents total number of bits used to code



5.3. Rate-distortion Optimized Transform Selection

V. -- V.

- - - - -~

I. V.

.....I

- - ~ -

4... 4... 42 42

*........I

~ ~ - - ~i~* -~

I.....'

.I 4

* 4~~* 4~*4 *~*4

--- --

~**I % ~~*I I 4 I

~ ~ 44

I I....I *I

I I~I 4 WW
Spvv

-I -' A
'L~' -~ L -* rn , rn~

* i-, rn , i *

1 A
~ ~ -

* ~I~g -~ i~i~ I

* *~ A

m, i * rn

r, rn
I .. I 4...I .1
* 4 I I

... I - ... J I 4 I

* I....1 ,. .1

* *~
- - r rn m ---

.I I 4

I...1 ... ~

* I I ~rnrn i-,
I 4......a

4..',

* 4~ 4. *~ 1~

~ I I.....I
- -a~ - ---

I 4
* I I 4 i ~ I

rn1.2 ~.'VV 42V

.4 I I

I I 4...........I
-~

I I
I I

-- -~-~-\-- --
* *4 4~ 4~*~44

-a-
4..I

-- I-i-,
4 *...I 4.

-'-.4
*------I

I'. -~ --

-. .l 4. .l 4 p

.
~1~ *-i~ a.,

77~
... I J 4..I

* ~-------

I.....4

* rn ,~ - - - -
I ~ J I

I 4 I

~**~ 'A A 4~ A
rn rn i~i-

* 44 j ~
* I I

- rn--------------------rn
* I I.....I

4 4 I I

~ 1..,
I a..........1... 1..~

S~1~

*...I. . 4 I.

.I ... I. . . I

* .. *1 F. 4

I......V
--- ----

I I ~ 4 ~1
-------

* II I
1  

I I

I 'I ~ *j f~ I
~ ~

1,1.....I I

I ~ .. *~ ~. .1

*':~~* .. ~, V .~, V

I -~I ~
... ~ *~~I ~ *~*I A

* ~1~ * ~
4..I 4..I *4 *~~I A

* ~ 4..I
.4

* -1- *

*.....I ... I

.1~.....V

.

~ 4% 44
~

rn* -I- -; ~

-

.1....pp.

*!i~' '-a-'
~rn

I A -
.4 .~ . -. .1

* ~-, -- ~4--
-- I- ~ 4

4. 4
rn--- .~ .%~ 4

A-* ~ A
* ... I - I I I

I. .. I

-~ -rn
I ~...I I I I

- -i-rn
.. i ~ ~ 44

~1~ ~

... I ... I l

Figure 5-1: Scans used in coding the quantized coefficients of 1-D transforms defined on
8x8-pixel blocks.
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...... ... ... .. .......
I i '' **.01 A

.. . .......

..........

Figure 5-2: Scans used in coding the quantized coefficients of 1-D transforms defined on
4x4-pixel blocks.

each block i. The classic solution to this problem is given by Lagrangian optimization

theory [5, 32]. This theory states that if a particular set of modes minimizes the so-

called Lagrangian cost given by equation (5.1), then the same set of modes also solve

the budget constraint resource allocation problem.

J(A) = E(Di + AR) (5.1)
i

In the problem formulation above, it is ideally desired to include all blocks within a

sequence in the sum in equation (5.1) because the distortion and bitrates of blocks are

not independent. For example, motion compensated prediction introduces dependencies

between frames and intra prediction introduces dependencies between blocks within a
frame. However, taking into account such dependencies makes the solution of this prob-
lem infeasible from a computational point of view, and typical video encoders assume

that each macroblock is independent. This assumption allows the resource allocation

problem to be solved separately for each macroblock, and the best coding mode of each

macroblock can be determined by minimizing the Lagrangian cost of that individual

macroblock, shown in equation (5.2).

Ji(A) = Di + ARj. (5.2)

An important aspect of the Lagrangian based solution is the determination of the

parameter A. This parameter represents a trade-off between the distortion Di and the
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bitrate Ri. Setting A to zero ignores the rate and results in minimizing the distortion.

Setting A arbitrarily high ignores the distortion and results in minimizing the bitrate.

Wiegand et.al. studied Lagrangian based Rate-Distortion optimized selection of coding

modes in H.264/AVC and proposed a method to determine the values of A depending on

the used quantization parameter [40, 51]. This method is used in the reference software

of H.264/AVC that we use in our experiments.

To select the best transforms in our system, we also employ the Lagrangian-based

optimization approach. We note that in our system, there are two resource allocation

problems to be solved. One is the selection of the best mode (i.e. best block size for

motion compensated prediction) for each macroblock and the other is the selection of the

best transforms for each block. We solve these problems jointly. For each possible mode

we select the best transform. Then we select the best mode given the best transforms

and the best mode-transform combination is determined. The value of A that we use

when selecting the best transform for a given mode is the same value that is used when

selecting the best mode, because after selecting the best transform for the given mode,

the used distortion and bitrate will be reused when forming the Lagrangian cost to select

the best mode.

5.4 Coding of Side Information

The selected transform for each block needs to be transmitted to the decoder so that the

decoder can use the correct inverse transform for each block. We refer to this transmitted

information as the side information. Since we use CAVLC mode for entropy coding in

our experiments, we use variable-length codes (VLC) to code the side information. To

use a low bitrate for the side information, probabilities of selection of the transforms

are needed. Conditional probabilities, conditioned on useful information available at

both the encoder and the decoder, can be more useful but we do not consider them in

this thesis. Some preliminary experiments have shown that if the side information bits

are neglected, probabilities of selection of 1-D transforms and the 2-D DCT are similar,

where the probabilities for the horizontally and vertically aligned 1-D transforms and

the 2-D DCT are a bit higher than the others. Codewords based on such probabilities

would result in similar length codewords.
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Table 5.1: Codewords to indicate selected transforms

Transform Codeword Transform Codeword
2-D DCT 1 2-D DCT 1
1-D Transform #1-16 OXXXX 1-D Transform #1-8 OXXX

(a) 8x8-block transforms (b) 4x4-block transforms

However, we do not have a simple lossless source coding problem here. While the

codewords for each transform should be determined according to the probabilities of

selection of the transforms, the probabilities of selection are also dependent on the

codewords for each transform. This is because the lengths of the codewords affect the

RD cost for choosing the best transform in each block, and thus the probabilities. Our

ultimate goal is to improve the RD efficiency of the codec and we have determined that

it is useful to use a codeword as short as possible for a transform that performs well

for a wide range of local regions in the prediction residual and such a transform is the

2-D DCT. The 1-D directional transforms use longer codewords and are chosen if they

perform well enough so as to compensate for their longer codewords. As a result, this

approach improves the RD efficiency of the codec, but the probabilities of selection of

transforms will be biased.

Based on the discussion above, we code the side information in our experiments

as shown in Table 5.1. If a macroblock uses 8x8-pixel transforms, then for each 8x8-

pixel block, the 2-D DCT is represented with a 1-bit codeword, and each of the sixteen

1-D transforms is represented with a 5-bit codeword. If a macroblock uses 4x4-pixel

transforms, then for each 4x4-pixel block, the 2-D DCT can be presented with a 1-bit

codeword and each of the eight 1-D transforms can be represented with a 4-bit codeword.

Alternatively, four 4x4-pixel blocks within a single 8x8-pixel block can be forced to use

the same transform. This allows to represent the selected transforms for these four 4x4-

pixel blocks with a single 4-bit codeword. This reduces the average bitrate for the side

information but will also reduce the flexibility of transform choices for 4x4-pixel blocks.

In our experiments, we use this alternative method of forcing 4x4-pixel blocks with a

single 4-bit codeword because it usually gives slightly better results.
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5.5 Complexity Increase

Having a number of transforms to choose from increases the complexity of the codec.

An important consideration is the increase in encoding time. This increase depends on

many factors of the implementation and can therefore vary considerably. Our discussion

of the increase in encoding time is based only on the reference software of H.264/AVC

in high complexity encoding mode.

In high-complexity encoding mode, RD-optimized encoding is performed, where each

available coding option for a macroblock or smaller blocks is encoded and the option(s)

with the smallest RD-cost is chosen. The implementation within the reference software

is designed for general purpose processors and executes each command successively, with

no parallel processing support. Therefore, each coding option is encoded successively.

Within each coding option, each block is encoded with each available transform. Hence,

the amount of time spent on transform (T), quantization (Q), entropy coding of quan-

tized coefficients (E), inverse quantization (Q), and inverse transform (T) computations

increases linearly with the number of available transforms. The factor of increase would

be equal to the number of transforms if the computation of the additional transforms

(and inverse transforms) takes the same amount of time as the conventional transform.

Because the conventional transform is 2-D while our proposed transforms are 1-D, the

factor of increase can be represented with aNtr, where Nt, is the number of transforms

and a is a scaling constant less than 1. The increase of the overall encoding time is

typically equal to the increase in TQEQT computation time because other relevant

computations, such as computing the RD-cost of each transform, are negligible.

The TQEQT computation time is a fraction of the overall encoding time and the

factor of increase of the overall encoding time depends on this fraction when only the con-

ventional transform is used. In our experiments on P-frames with 8x8-block transforms,

about 30% of the encoding time is used on TQEQT computations with the conventional

transform. The increase in encoding time with the sixteen additional 1-D transforms is a

factor of 5.8 (=17a30%+70% where a = 1). The actual increase is expected to be signif-

icantly less than 5.8 with a more accurate choice of a and integer-point implementations

of transform computations. As mentioned earlier, we used floating point computations

without fast algorithms for our 1-D transforms. With the 8x8-block integer transform

in H.264/AVC, TQEQT computations take only about 6% of the entire encoding time.
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If we assume that our 1-D transforms are similarly implemented in integer arithmetic,
then the factor of increase in the overall encoding time would be 1.9 (=17a6% + 94%

where a = 1). For 4x4-block transforms, TQEQT computations take about 8% of the

entire encoding time and the factor of increase in the overall encoding time would be 1.6

(=9a8% + 92% where a = 1) if 1-D transforms were implemented in integer arithmetic

with fast algorithms.

The decoding time does not increase. The decoder still uses only one transform for

each block, which is the transform that was selected and signaled by the encoder. Indeed

the decoding time can decrease slightly because the decoder now uses 1-D transforms

for some blocks and 1-D transforms require less computations than the 2-D DCT.
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Experimental Results and Analysis

This chapter presents experimental results to illustrate the compression efficiency of the

proposed 1-D directional transforms on motion compensation (MC) and intra prediction

(IP) residuals using an H.264/AVC codec (JM reference software 10.2) modified accord-

ing to the discussion in Chapter 5. As discussed in the same chapter, no results are

provided for resolution enhancement (RE) residuals as this requires the modification of

a different codec. We would like to point out that the results provided here were obtained

with one particular set of 1-D transforms and one particular implementation of entropy

coding the transform coefficients and the side information. The results are intended to

demonstrate that there can be considerable gains from using 1-D directional transforms

and it is possible that more optimal realizations of these systems can potentially increase

compression efficiency.

6.1 Setup for Experiments

We compare the compression efficiency of the proposed transforms with the compression

efficiency of the conventional transform (2-D DCT). We also study the effect of the size of

the blocks for the transforms. Each encoder in our experiments has access to a different

set of transforms which vary in size and in type. The available sizes are 4x4 and/or

8x8. The available types are dct (2-D DCT) or ID (1-D directional transforms). Note

that encoders with ID type transforms still have access to the conventional transform,

as discussed in Chapter 4. As a result, we have the following encoders.
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e 4x4-dct

" 4x4-1D (includes 4x4-dct)

* 8x8-dct

" 8x8-1D (includes 8x8-dct)

" 4x4-and-8x8-dct

e 4x4-and-8x8-1D (includes 4x4 and 8x8-dct)

We use 11 QCIF (176x144) resolution sequences at 30 frames-per-second (fps), 4 CIF
(352x288) resolution sequences at 30 fps, and one 720p (1280x720) resolution sequence

at 60 fps. The first frame of each of these sequences is shown in Figures 6-1, 6-2 and

6-3. All sequences are encoded at four different picture quality levels (with quantization

parameters 24, 28, 32 and 36 ), which roughly corresponds to a range of 30dB to 40dB.

The lower end of this range roughly corresponds to typical low quality video streaming

applications often encountered on the Internet and the higher end roughly corresponds to

typical broadcast quality. As discussed in Chapter 5, entropy coding is performed with

context-adaptive variable length codes (CAVLC) and Rate-distortion (RD) optimization

is used to choose the most efficient coding mode and transforms in each local region.

Specifically, each macroblock is coded with every possible mode (e.g. 16x16-block MC,
16x8-block MC, 8x16-block MC etc..) and within each mode, each transform is used to
determine the best coding mode and transform combination.

For MC residual experiments, we encode the first 20 frames from the 720p sequence

and the first 180 frames from all other sequences. The first frame is encoded as an
I-frame, and all remaining frames are encoded as P-frames. Since these experiments

focus on the MC residual, the intra coded macroblocks use always the 2-D DCT and the

inter coded macroblocks choose one of the available transforms for each block. Motion

estimation is performed with quarter-pixel accuracy and the full-search algorithm using

all available block-sizes. For IP residual experiments, all coded frames are I-frames, and

all available transforms can be used for intra coded macroblocks here. We encode 5
frames from each sequence for IP residual experiments.

We evaluate the results with bitrate (in kbit/sec) and PSNR (in dB). The bitrate

includes all encoded information including transform coefficients from luminance and
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(a) Bridge close (b) Carphone (c) Claire

(d) Container (e) Foreman (f) Highway

(g) Miss America (h) Mother daughter (i) Salesman

(j) Suzie (k) Trevor

Figure 6-1: QCIF resolution (176x144) sequences used in the experiments.

-- --------- ------- .... .. ....... ................................ .. ... ............. - -
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_ Flower (b) Basket

(c) Foreman (d) Mobile

Figure 6-2: CIF resolution (352x288) sequences used in the experiments.

m -- -

Chapter 6.
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(a) Park run

Figure 6-3: HD resolution (1280x720) sequence used in the experiments.
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chrominance components, motion vectors, side information for chosen transforms, and

all necessary syntax elements and control information. The PSNR, however, is com-

puted from only the luminance component. The proposed transforms are used only for

the luminance component, and coding of chrominance components remains unchanged.

Figures 6-4 and 6-5 show the fractions of the total bitrate used to code luminance and

chrominance residual data using the 4x4-and-8x8-dct encoder for MC and IP residuals.

The fractions shown include the bitrate used to code only the transform coefficients of

the luminance and chrominance residual data, and any other information such as pre-

diction modes, motion vectors or coded block patterns are not included. It can be seen

that the chrominance residual data occupies a small fraction of the entire bitrate and

exploration of gains achievable from encoding it with 1-D transforms remains for future

research.

Section 6.2 presents experimental results for MC residuals and Section 6.3 presents

experimental results for IP residuals. In both sections, the presented results consist of

Rate-distortion plots, average bitrate savings achieved, bitrate used to code the side

information, probabilities of selection of transforms, and the evaluation of visual quality.

Finally, Section 6.4 compares the proposed 1-D directional transforms with a specific

type of 2-D directional transforms (originally proposed for image compression) on MC

and IP residuals.
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Figure 6-5: Fraction of total bitrate used to code intra predicted luminance and chromi-
nance residual data at low and high picture qualities.
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6.2. MC Residual Results

6.2 MC Residual Results

6.2.1 Rate-Distortion Plots

We first present experimental results with Rate-Distortion plots for two sequences. Fig-

ures 6-6 and 6-7 show Bitrate-PSNR plots of encoders with access to only dct trans-

form(s) as well as encoders with access to both dct and 1D transforms for Foreman

(QCIF resolution) and Basket (CIF resolution) sequences, respectively. Each figure has

three plots, each of which provide comparisons using different block sizes for the trans-

forms. Specifically, part (a) of figures compare 4x4-1D to 4x4-dct, part (b) of figures

compare 8x8-1D to 8x8-dct, and part (c) of figures compare 4x4-and-8x8-1D to 4x4-and-

8x8-dct. It can be observed that encoders with access to both dct and ID transforms

have better compression efficiency at all encoding bitrates.

The (horizontal or vertical) separation between the Bitrate-PSNR plots of encoders in

all figures increases with increasing picture quality. This typically translates to a higher

PSNR improvement at higher picture qualities. It also implies a higher percentage

bitrate saving at higher picture qualities for many sequences. For example, in Figure 6-6

(c) the PSNR improvement is 0.1dB at 75kb/s and 0.47dB at 325kb/s. Similarly, the

percentage bitrate savings are 2.24% at 32dB and 8.15% at 39dB for the same figure.

The increase of separation between the plots is in part because at higher picture

qualities, the fraction of the total bitrate used to code the transform coefficients of the

MC residual data is larger than at lower picture qualities. Figure 6-4 shows that for the

4x4-and-8x8-dct encoder and the Foreman sequence, the fractions are 30% at low picture

qualities and 55% at high picture qualities. The lower the fraction is, the lower will be

the impact of improved compression efficiency through the use of ID transforms on the

overall bitrate saving or PSNR improvement. For the Basket sequence, the fractions are

65% and 80% at low and high picture qualities, and the change from 65% to 80% is not

significantly large, and therefore the separation of Bitrate-PSNR plots in Figure 6-7 does

not increase as significantly with increasing picture quality as for the Foreman sequence

(Figure 6-6). An additional factor that increases the separation between Bitrate-PSNR

plots at higher picture qualities is the transmitted side information that indicates the

chosen transforms. At lower picture qualities, the side information requires a higher

fraction of the entire bitrate and becomes a larger burden.
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Figure 6-6: Bitrate-PSNR plots for Foreman (QCIF) sequence using encoders with access
to different size transfroms.
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to different size transfroms.
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Chapter 6. Experimental Results and Analysis

6.2.2 Bjontegaard-Delta Bitrate Results

To present experimental results for a large number of sequences we use the Bjontegaard-

Delta (BD) bitrate metric [6]. This metric measures the average horizontal distance

between two Bitrate-PSNR plots, giving the average bitrate saving over a range of picture

qualities of one encoder with respect to another encoder. Using the BD-bitrate metric,
the comparisons of encoders with access to 1D transforms to encoders with access to

dct transform(s) is shown in Figure 6-8. Figure 6-8 (a) compares 4x4-1D to 4x4-dct,
Figure 6-8 (b) compares 8x8-1D to 8x8-dct, and Figure 6-8 (c) compares 4x4-and-8x8-

1D to 4x4-and-8x8-dct. The average bitrate savings are 4.1%, 11.4% and 4.8% in each

of Figures 6-8 (a), (b) and (c).

Bitrate savings depend on the block size of the transforms, which is typically also the

block size for prediction. Bitrate savings are largest when comparing encoders which have

access to only 8x8-pixel block transforms and smallest when comparing encoders which

have access to only 4x4-pixel block transforms. This is in part because the distinction

between 2-D transforms and 1-D transforms becomes less when the block-size is reduced.

For example, for 2x2-pixel blocks, the distinction would be even less, and for the extreme

case of ixi-pixel blocks, there would be no difference at all.

The results also show that the bitrate savings depend on the characteristics of the

video sequences. The ranking in performance among different sequences tends to remain

unchanged among the three cases. The bridge - c - qcif sequence has the largest savings

and the miss - a - qcif sequence has the smallest savings in Figures 6-8 (a), (b) and

(c).

6.2.3 Bitrate for Coding Side Information

The encoder sends side information to indicate the chosen transform for each block. The

side information can be a significant fraction of the overall bitrate. Figure 6-9 shows

the average percentage of the bitrate used to code the side information in the 4x4-and-

8x8-1D encoder for each sequence. These numbers are averages obtained from encoding

results at all picture quality levels using quantization parameters 24, 28, 32 and 36. The

average percentage bitrate used to code the side information is 4.4%.

Notice that the percentage of the bitrate used to code the side information for each
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Figure 6-9: Average percentages of total bitrate used to code side information of 4x4-
and-8x8-1D for all sequences. Numbers are obtained from all encoded picture qualities.

individual sequence in Figure 6-9 (a) correlates with the average bitrate savings of that

sequence shown in Figure 6-8 (c). For example, miss - a - qcif sequence has the smallest

bitrate savings in Figure 6-8 (c), and the smallest percentage bitrate to code the side

information in Figure 6-9. In general, if sequence A has larger bitrate savings than

sequence B, then sequence A also has a larger percentage bitrate for the side information.

Bitrate savings typically happen when the prediction residuals of the sequence have more

1D structures. This means more frequent use of ID transforms relative to 2-D DCT,

which in turn implies a higher bitrate for the side information.

The average percentage of bitrate used to code the side information for different

encoders are as follows. Among the encoders with access to 1D transforms, the average

percentages are 3.6% for 4x4-1D, 5.9% for 8x8-1D and 4.4% for 4x4-and-8x8-1D. These

are averages obtained from all sequences at all picture qualities. The lowest fraction is

used by 4x4-1D and the highest fraction is used by 8x8-1D. The 4x4-1D uses a 1-bit

(2-D DCT) or a 4-bit (1-D transforms) codeword for every four 4x4-pixel blocks with

coded coefficients, and the 8x8-1D uses a 1-bit or a 5-bit codeword for every 8x8-pixel

block with coded coefficients. In addition, the probability of using a 1-D transform is

higher in 8x8-1D than in 4x4-1D.
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6.2.4 Probabilities for Selection of Transforms

How often each transform is selected is presented in Figure 6-10. These numbers depend

on the encoded sequence and picture qualities. Probabilities obtained from all sequences

for the 4x4-and-8x8-1D encoder are shown in Figure 6-10 (a) for low picture qualities

and in Figure 6-10 (b) for high picture qualities. It can be observed that the 2-D DCT's

are chosen more often than the other transforms. A closer inspection reveals that using a

1-bit codeword to represent the 2-D DCT and a 4-bit codeword (5-bit in case of 8x8-pixel

transforms) to represent the 1-D transforms is consistent with the numbers presented in

these figures.

The 2-D DCT's are chosen much more often than any of the 1-D transforms. One

reason for this large difference is the length of the codewords used to indicate the chosen

transforms. While the 2-D DCT is indicated using a 1-bit codeword, each of the 1-D

transforms are indicated using 4- (in case of 4x4-block transforms) or 5-bit (in case of

8x8-block transforms) codewords. Using a shorter codeword for the 2-D DCT creates

an advantage for it and the 1-D transforms need to compress the local region at hand

particularly well so as to compensate for this disadvantage. If the 2-D DCT and the 1-D

transforms used similar length codewords, a more even distribution of probabilities in

Figure 6-10 could be achieved. However such a codeword assignment does not necessarily

improve the overall compression efficiency of the codec as we discussed in Chapter 5.

Another reason for the large difference is that there are multiple 1-D transforms, each

performing well for specific local regions. Their combined probability of selection is

similar to that of the 2-D DCT.

At low picture qualities, the probability of selection is 58% for both 2-D DCT's,

and 42% for all 1-D transforms. At high picture qualities, the probabilities are 38% for

both 2-D DCT's, and 62% for all 1-D transforms. The 1-D transforms are chosen more

often at higher picture qualities. Choosing the 2-D DCT costs 1-bit, and any of the 1-D

transforms 4-bits (5-bits for 8x8-pixel block transforms). This is a smaller cost for 1-D

transforms at high bitrates relative to the available bitrate.
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6.2. MC Residual Results

6.2.5 Visual Quality

Video sequences coded with 1-D transforms have in general better overall visual quality.

Although the improvements are not obvious, they are visible in some regions in the

reconstructed frames. Regions with better visual quality typically include sharp edges

or object boundaries. Figure 6-11 compares the reconstructed frame 101 of highway

sequence (QCIF) coded with 4x4-dct and 4x4-1D at 19.90 kb/s and 20.43 kb/s, respec-

tively. The stripes on the road are cleaner and the poles on the sides of the road are

sharper in the frame reconstructed with 4x4-1D. Figure 6-12 shows these regions in more

detail for easier comparison. Figure 6-13 compares the reconstructed frame 91 of basket

sequence (CIF) coded with 8x8-dct and 8x8-1D at 1438 kb/s and 1407 kb/s, respectively.

The arms of the jumping players and the shoulders and faces of the standing players are

cleaner in the frame reconstructed with 8x8-1D, and Figure 6-14 shows these regions in

more detail.

6.2.6 MC and IP residuals

For the results presented so far in Section 6.2, all inter coded macroblocks were coded

using either the 2-D DCT or one of the 1-D transforms, and all intra coded macroblocks

were coded using only the 2-D DCT. Specifically, within a P-frame some macroblocks

cannot be predicted well using inter prediction, and intra prediction is used. For such

intra coded macroblocks, only the 2-D DCT was used, and this choice was made to focus

on the achievable gains from using 1-D transforms for MC residuals.

As we show in Section 6.3, however, intra prediction residuals can also be coded more

efficiently using 1-D transforms. To show the overall gains that can be obtained from

using 1-D transforms for both inter and intra coded macroblocks, we have rerun the MC

residual experiments presented in Section 6.2, where both inter and intra macroblocks

were coded using either the 2-D DCT or one of the 1-D transforms. As expected,

the achievable bitrate saving over a conventional encoder increases. In particular, the

average bitrate saving of 4x4-and-8x8-1D with respect to 4x4-and-8x8-dct (shown in

Figure 6-8 (c)) increases from 4.8% to 5.6%. Typically few macroblocks in P-frames are

coded using intra prediction, and such macroblocks, previously coded using only the 2-D

DCT, are now coded using also 1-D transforms and increase the overall bitrate saving.
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(a) 4x4-dct

(b) 4x4-1D

Figure 6-11: Comparison of the reconstructed frame 101 of highway sequence (QCIF)
coded with 4x4-dct and 4x4-1D at 19.90 kb/s and 20.43 kb/s, respectively. Frame 101
was coded at 33.117 dB PSNR using 680 bits with the 4x4-dct and at 33.317 dB PSNR
using 632 bits with the 4x4-1D.
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6.2. MC Residual Results

(a) 4x4-det

(b) 4x4-1D

Figure 6-12: Comparison using a region from the frames in Figure 6-11 shown in detail.
The stripes on the road are cleaner and the poles on the sides of the road are sharper
in the frame reconstructed with 4x4-1D.
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(a) 8x8-dct

(b) 8x8-1D

Figure 6-13: Comparison of the reconstructed frame 91 of basket sequence (CIF) coded
with 8x8-dct and 8x8-1D at 1438 kb/s and 1407 kb/s, respectively. Frame 91 was coded
at 28.834 dB PSNR using 49360 bits with the 8x8-dct and at 29.166 dB PSNR using
47632 bits with the 8x8-1D.
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6.2. MC Residual Results

(a) 8x8-dct

(b) 8x8-1D

Figure 6-14: Comparison using a region from the frames in Figure 6-13 shown in detail.
The shoulders and faces of the players are cleaner in the frame reconstructed with 8x8-
ID.
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Chapter 6. Experimental Results and Analysis

6.3 IP Residual Results

6.3.1 Rate-Distortion Plots

Figures 6-15 and 6-16 show Bitrate-PSNR plots for Foreman (QCIF resolution) and

Basket (CIF resolution) sequences, respectively. The plots are provided to compare 4x4-

1D to 4x4-dct in part (a) of the figures, 8x8-1D to 8x8-dct in part (b) of the figures, and

4x4-and-8x8-1D to 4x4-and-8x8-dct in part (c) of the figures. It can be observed that

encoders with access to both dct and 1D transforms have better compression efficiency

at all encoding bitrates. The (horizontal or vertical) separation between the plots in

each figure increases slightly with increasing picture quality and this typically translates

to a slightly higher PSNR improvement at higher picture qualities. The increase in

the separation with increasing picture quality is not as strong as in MC residuals and

therefore, unlike in MC residuals, the percentage bitrate savings achieved with encoders

with access to ID transforms decreases slightly or remains roughly similar over the

considered range of picture qualities.

The main reason for the different separation of Bitrate-PSNR plots at low and high

picture qualities for MC and IP residuals is the differing fractions of the total bitrate

used to code MC and IP residuals. For MC residuals, the average fraction of the total

bitrate used to code the residual data is 40% at low picture qualities (QP=36) and 65%

at high (QP=24) picture qualities, as shown in Figure 6-4. For IP residuals, about 80%

and 85% of the total bitrate are used to code the residual data at low (QP=36) and high

(QP=24) picture qualities, as shown in Figure 6-5. The relative increase from 80% to

85% is not as large as the one from 40% to 65% and the separation between the plots for

IP residuals in Figures 6-15 and 6-16 do not increase as significantly as the separation

for MC residuals.

6.3.2 Bjontegaard-Delta Bitrate Results

The comparisons of encoders with access to 1D transforms to encoders with access to

dct transform(s) is shown in Figure 6-17 for all sequences using the BD-bitrate savings

metric. Figure 6-17 (a) compares 4x4-1D to 4x4-dct, Figure 6-17 (b) compares 8x8-1D to

8x8-dct, and Figure 6-17 (c) compares 4x4-and-8x8-1D to 4x4-and-8x8-dct. The average
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Figure 6-15: Bitrate-PSNR plots for Foreman (QCIF) sequence using encoders with
access to different size transfroms.
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Figure 6-16: Bitrate-PSNR plots for Basket (CIF) sequence using encoders with access
to different size transfroms.
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6.3. IP Residual Results

bitrate savings are 4.2%, 10.6% and 5.3% in each of Figures 6-17 (a), (b) and (c). Note

that even though we discussed in Chapter 3 that IP residuals do not have as many 1-D

structures as MC residuals, the gains reported here are quite similar to the ones reported

for MC residuals in Section 6.2.2. The reasons are explained in Section 6.3.4 together

with the probabilities of selection of transforms.

Similar to MC residual results, bitrate savings depend on the block size of the trans-

forms, which is typically also the block size for prediction. Bitrate savings are largest

when comparing encoders which have access to only 8x8-pixel block transforms and

smallest when comparing encoders which have access to only 4x4-pixel block trans-

forms. Again, the bitrate savings depend on the characteristics of the video sequences.

The ranking in performance among different sequences tends to remain similar among

the three cases. For example, the highway - qcif sequence has the largest savings in

Figures 6-17 (a), (b) and (c).

6.3.3 Bitrate for Coding Side Information

Figure 6-18 shows the average percentage of the total bitrate used to code the side infor-

mation in the 4x4-and-8x8-1D encoder for each sequence. These numbers are averages

obtained from encoding results at all picture quality levels using quantization parame-

ters 24, 28, 32 and 36. The average percentage bitrate used to code the side information

is 3.5%, which is smaller than the 4.4% obtained from MC residuals. Intra prediction

typically does not work as well as motion compensation and a typical residual block

obtained using intra prediction requires a larger number of bits to code than a typical

residual obtained using motion compensated prediction. In addition, 1-D transforms are

chosen less frequently in IP residuals, as will be shown in the next section. Thus the side

information bitrate is typically a smaller fraction of the total bitrate for IP residuals.

Similar to MC residual results, the percentage of the bitrate used to code the side

information for each individual sequence in Figure 6-18 (a) correlates with the average

bitrate savings of that sequence shown in Figure 6-17 (c). For example, highway - qcif

sequence has the largest bitrate savings in Figure 6-17 (c), and the largest percentage

bitrate used to code the side information in Figure 6-18.

The average percentage of bitrate used to code the side information for different
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6.3. IP Residual Results
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Figure 6-18: Average percentages of total bitrate used to code side information of 4x4-
and-8x8-1D for all sequences. Numbers are obtained from all encoded picture qualities.

encoders are as follows. Among the encoders with access to 1D transforms, the average

percentages are 2.9% for 4x4-1D, 3.8% for 8x8-1D and 3.5% for 4x4-and-8x8-1D. These

are averages obtained from all sequences at all picture qualities. The lowest fraction is

used by 4x4-1D and the highest fraction is used by 8x8-1D. The 4x4-1D uses a 1-bit

(2-D DCT) or a 4-bit (1-D transforms) codeword for every four 4x4-pixel blocks with

coded coefficients, and the 8x8-1D uses a 1-bit or a 5-bit codeword for every 8x8-pixel

block with coded coefficients.

6.3.4 Probabilities for Selection of Transforms

Probabilities indicating how often each transform is selected are shown in Figure 6-19

for the 4x4-and-8x8-1D encoder for all sequences. Figure 6-19 (a) shows probabilities

obtained from encoding sequences at low picture qualities and Figure 6-19 (b) shows

probabilities obtained from encoding sequences at high picture qualities. It can be

observed that the 2-D DCT's are chosen more often than the other transforms.

At low picture qualities, the probability of selection is 65% for both 2-D DCT's, and

35% for all 1-D transforms. At high picture qualities, the probabilities are 55% for both

2-D DCT's, and 45% for all 1-D transforms. The 1-D transforms are chosen more often

at higher picture qualities because choosing the 2-D DCT costs 1-bit, and any of the
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6.3. IP Residual Results

1-D transforms 4-bits (5-bits for 8x8-pixel block transforms). This is a smaller cost for

1-D transforms at high bitrates relative to the available bitrate.

Figure 6-19 also shows that the probability of selection of 2-D transforms is larger in

IP residuals than in MC residuals. This indicates that 1-D transforms are more useful

for MC residuals and this is consistent with our observations and findings in Chapter

3. The achieved bitrate savings for IP residuals are, however, similar to that of MC

residuals and the main reason for this is the differing fractions of the total bitrate used

to code the residuals. As shown in Figures 6-4 and 6-5, the average fraction of the total

bitrate used to code the residuals is roughly twice as large for IP residuals and coding of

IP residuals with 1-D transforms needs to be twice as inefficient so that similar overall

bitrate savings are achieved for both types of residuals.

6.3.5 Visual Quality

Similar to MC residual results, video sequences coded with 1-D transforms have in

general better overall visual quality and although the improvements are not obvious,

they are visible in some regions in the reconstructed frames. Regions with better visual

quality typically include sharp edges or object boundaries. Figure 6-20 compares the

reconstructed frame 20 of container sequence (QCIF) coded with 4x4-dct and 4x4-1D at

71.71 kb/s and 70.74 kb/s, respectively. The water beneath the ship and the features

on the ship are in general sharper in the frame reconstructed with 4x4-1D. Figure 6-

21 shows these regions in more detail for easier comparison. Figure 6-22 compares the

reconstructed frame 5 of mobile sequence (CIF) coded with 8x8-dct and 8x8-1D at 705.44

kb/s and 683.39 kb/s, respectively. The edges and boundaries are much clearer in the

frame reconstructed by 8x8-1D. In particular, in the frame reconstructed with 8x8-dct

the edges and boundaries of objects in the background have so called mosquito noise

(haziness). Such artifacts are considerably less visible in the frame reconstructed with

8x8-1D. The numbers on the calendar are also clearer in the frame reconstructed with

8x8-1D. Figure 6-23 shows a region in more detail for easier comparison.
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Chapter 6. Experimental Results and Analysis

(a) 4x4-dct

(b) 4x4-1D

Figure 6-20: Comparison of the reconstructed frame 20 of container sequence (QCIF)
coded with 4x4-dct and 4x4-1D at 71.71 kb/s and 70.74 kb/s, respectively. Frame 20
was coded at 31.68 dB PSNR using 11920 bits with the 4x4-dct and at 31.96 dB PSNR
using 11784 bits with the 4x4-1D.
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6.3. IP Residual Results

(a) 4x4-dct

(b) 4x4-1D

Figure 6-21: Comparison using a region from the frames in Figure 6-20 shown in detail.
The water beneath the ship and the features on the ship are in general sharper in the
frame reconstructed with 4x4-1D.
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Chapter 6. Experimental Results and Analysis

(a) 8x8-dct

(b) 8x8-1D

Figure 6-22: Comparison of the reconstructed frame 5 of mobile sequence (CIF) coded
with 8x8-dct and 8x8-1D at 705.44 kb/s and 683.39 kb/s, respectively. Frame 5 was
coded at 28.76 dB PSNR using 117136 bits with the 8x8-dct and at 29.13 dB PSNR
using 113616 bits with the 8x8-1D.
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6.3. IP Residual Results

(a) 8x8-dct

(b) 8x8-1D

Figure 6-23: Comparison using a region from the frames in Figure 6-22 shown in de-
tail. Edges and boundaries of objects are cleaner and mosquito noise (haziness) are
considerably less visible in the frame reconstructed with 8x8-1D.
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Chapter 6. Experimental Results and Analysis

6.4 Comparison with 2-D Directional Transforms

In this section, we compare a specific directional block transform proposed for image

compression with our 1-D transforms on MC and IP residuals. These directional block

transforms, proposed by Zeng et.al. [55], were discussed in Section 2.4 and are 2-D

directional DCT's together with a DC separation and ADC correction method borrowed

from the shape-adaptive DCT framework in [19]. 2-D directional DCT's are formed by

1-D DCT's along predefined pixels, followed by a second set of 1-D DCT's and DC

separation and ADC correction computations. DC separation and ADC correction are

computations introduced to mitigate some undesired properties of the overall transforms.

We present experimental results with these transforms from [55] because these trans-

forms are 2-D directional block transforms and were proposed for compressing image

intensities and it is typical to use transforms that are originally developed for image com-

pression, to compress prediction residuals. Our intent here is to provide experimental

evidence indicating that although 2-D directional transforms can improve compression

efficiency for images [55], they are worse than 1-D transforms for improving compression

efficiency of MC and IP residuals.

For the experiments, we have complemented the six transforms in [55] with another

eight transforms to achieve finer directional adaptivity (which is comparable to the

adaptivity of our proposed transforms) in case of 8x8-pixel block transforms. For 4x4-

pixel block transforms, we designed six transforms using the techniques provided in [55].

The scanning patterns for the transform coefficients were also taken from [55] and coding

of the chosen transform is done similar to the coding of the proposed 1-D directional

transforms.

We compare an encoder with 2D transforms (including 2-D DCT) to an encoder with

dct transforms in Figure 6-24. Specifically, we compare 4x4-and-8x8-2D to 4x4-and-8x8-

dct on MC residuals in Figure 6-24 (a) and on IP residuals in Figure 6-24 (b). The

average bitrate savings are 1.8% for Figure 6-24 (a), 1.2% for Figure 6-24 (b). These

averages are considerably lower than the average savings obtained with 1D transforms

in Figures 6-8 (c) and 6-17 (c), which were 4.8% and 5.3%.
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Chapter 7

Conclusions

7.1 Summary

The same transforms are typically used to transform image intensities in image coding

and prediction residuals of image intensities in video coding. For example, the 2-D

Discrete Cosine Transform (2-D DCT) is used to compress image intensities in the

JPEG image compression standard and MC residuals in many video coding standards.

However, prediction residuals can have significantly different spatial characteristics from

image intensities. It is of interest therefore to study if transforms better than those used

for image intensities can be developed for prediction residuals.

It is well known that spatial characteristics of images can vary from one local region

to another and adapting the processing according to the variations can yield improved

results. Many direction-adaptive transforms have been proposed that can take advan-

tage of the differing anisotropic characteristics in local regions of images. Conventional

transforms, such as the 2-D DCT, are carried out as a separable transform by cascading

two 1-D transforms in the vertical and horizontal dimensions. This approach favors hor-

izontal or vertical features over others and does not take advantage of locally anisotropic

features in images. The direction-adaptive transforms adapt to local anisotropic features

in images by performing the filtering along directions where image intensity variations

are smaller.

In video coding, prediction residuals of image intensities are coded in addition to
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Chapter 7. Conclusions

image intensities. Many transforms have been developed to take advantage of local

anisotropic characteristics of images, however, local anisotropic characteristics of predic-

tion residuals can be significantly different from the ones of images. This thesis analyzed

the differences between the local anisotropic characteristics of images and a number of

types of prediction residuals and proposed transforms adapted to the characteristics of

some specific types of prediction residuals.

We began by analyzing the local anisotropic characteristics of images and predic-

tion residuals in Chapter 3. A visual inspection showed that anisotropic characteristics

of images and prediction residuals can be significantly different in some local regions.

Specifically, regions which are difficult to predict include object boundaries and edges,
and a significant fraction of large prediction errors concentrate in these regions. In par-

ticular, in MC and RE residuals large prediction errors reside on the object boundaries

and edges of the original image and since these structures are 1-D, a major fraction

of prediction residuals in MC and RE residuals form 1-D structures. Thus while im-

ages have 2-D anisotropic characteristics in such regions, MC and RE residuals have

1-D anisotropic characteristics in such regions. This distinction is also shown using an

auto-covariance analysis in Chapter 3.

The 2-D DCT can compress smooth regions in images efficiently and the new direction-

adaptive transforms improve the compression of anisotropic local regions in images. The

analysis in Chapter 3 showed that a significant amount of local regions in MC and RE

residuals have 1-D characteristics and this is significantly different from the character-

istics of images. Neither of these transforms addresses this difference. Using transforms

with 2-D basis functions for such regions is inefficient and we proposed in Chapter 4

transforms with basis functions whose support follow the 1-D structures of MC and RE

residuals. We presented a sample set of 1-D block transforms, where each transform in

the set is adapted to 1-D structures along a specific direction.

To examine the performance of the proposed 1-D transforms, they were integrated

into a codec based on H.264/AVC. To have an efficient system, a number of related

aspects needed to be carefully addressed and we discussed these aspects in Chapter 5.

Coding of 1-D transform coefficients and coding of the side information to indicate the

chosen transforms for each local region were discussed, among other aspects. We used a

simple scheme to code the selected transforms. To code the 1-D transform coefficients,
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7.1. Summary

a new method specifically adapted to the characteristics of the 1-D transforms is ide-

ally desirable, however, we used a simplified adaptation here as well; we used scanning

patterns adapted to each 1-D transform and the remaining coding algorithm was not

changed.

Experimental results were presented in Chapter 6 to evaluate the compression per-

formance of the proposed 1-D transforms on MC and IP residuals. Encoders with access

to conventional transforms were compared against encoders with access to both con-

ventional and 1-D transforms. For all sequences that were used in the experiments,

encoders with access to 1-D transforms achieved lower bitrates for the same picture

quality (PSNR). The achievable bitrate savings depend on the characteristics of the se-

quences and the block size for the transforms. The average bitrate savings obtained for

MC residuals were 4.1%, 11.4% and 4.8% for 4x4-block, 8x8-block and 4x4-and-8x8-block

transforms, respectively. For IP residuals, average bitrate savings were 4.2%, 10.6% and

5.3% for 4x4-block, 8x8-block and 4x4-and-8x8-block transforms, respectively.

The experiments in Chapter 6 provided also other useful information that can help

understand and improve systems with 1-D transforms. These were bitrate savings at

relatively lower and higher picture qualities, average percentage of total bitrate used for

coding the selected transforms, probabilities of selection of transforms, and visual quality

of reconstructed frames. For MC residuals, typically higher bitrate savings were achieved

at higher picture qualities than at lower picture qualities. The average (averaged over

all sequences and picture qualities) percentage of the total bitrate used for coding the

selected transforms were 4.4% for MC residuals and 3.5% for IP residuals when both 4x4

and 8x8-block transforms were used. The probabilities of selection of transforms were

consistent with the particular codeword assignment used to indicate the transforms and

the probability to choose the 2-D DCT was about 0.5.

While the results presented in this thesis are specific to the particular set of 1-D trans-

forms and the methods to code the transforms coefficients and the selected transforms,

these results demonstrated that 1-D transforms can be useful for MC residuals. Further

optimizations of the entropy coding methods are likely to improve these results. Overall,

we believe these results are promising and indicate that transforms adapted to charac-

teristics of prediction residuals have the potential to improve compression efficiency of

prediction residuals and motivate further research along this path.
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Chapter 7. Conclusions

7.2 Future Research Directions

Many opportunities exist for future research, including areas of exploration specific to

the transforms and systems used in this thesis as well as opportunities with broader

perspectives.

The system used in this thesis employed a simplified method to code the selected

transforms. More sophisticated methods are likely to reduce the bitrate used to code

selected the transforms. For example, the chosen transforms for the previously coded

blocks (such as upper and left block) may contain information that can help reduce the

uncertainty of the transform for the current block. Another possibility is to explore the

correlation of the motion vector and the selected transforms. In particular, blocks which

have large motion vectors might be more likely to choose the 2-D DCT since such regions

are more likely to contain blurry content and for such regions 1-D transforms do not work

well. Yet, another possibility is to adapt the coding of the chosen transforms to the video

content being encoded. Some video sequences (or frames) can contain more structures

along a particular direction than others and adapting the coding scheme to content is

likely to improve the efficiency of coding. The context-adaptive binary arithmetic coding

framework in H.264/AVC provides a readily available machinery to develop a coding

scheme that can adapt to content, spatial neighborhood or other correlated information.

Another simplified method was used to code the quantized coefficients of the 1-D

transforms. Standard codecs code the quantized transform coefficients using methods

(and codewords for the syntax elements) that are adapted to the 2-D DCT. To reduce

the inefficiency of using such methods for coding the coefficients of 1-D transforms we

changed only the scanning pattern of the coefficients and the remaining part of the

coding algorithm was not modified. However, the best way to approach this problem is

to design an entirely new coefficient coding algorithm that is more thoroughly adapted

to characteristics of 1-D transforms.

Research directions with broader perspective include investigations of other predic-

tion residuals. The analysis in Chapter 3 showed that MC and RE residuals can contain

a significant amount of 1-D structures and we proposed 1-D transforms for these resid-

uals, yet provided experimental results for only MC residuals. A promising path is to

explore how 1-D transforms perform on RE residuals. The visual inspection in Chapter
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7.2. Future Research Directions

3 suggests that 1-D transforms can even be more useful for RE residuals since the 1-D

structures in RE residuals seemed more prominent.

Intra prediction residuals provide significant potential for further study. Even though

IP residuals do not contain as many 1-D structures as MC or RE residuals, we presented

experimental results with IP residuals since they were readily available in the software

we used for our experiments. The experiments provided considerable gains and we

believe that transforms better adapted to IP residuals can even increase these gains. In

particular, one significant property of IP residuals is that large prediction errors may not

form 1-D structures but tend to concentrate in a region of the block, especially a region

furthest away from the prediction pixels. While our 1-D transforms perform transforms

on 1-D patterns, the direction-adaptive transforms proposed for images combine these

1-D patterns by applying a second set of transform on these 1-D patterns to obtain

2-D transforms. It seems that an approach midway between these two approaches may

better capture the described characteristics of IP residuals. In other words, combining

few neighboring 1-D patterns may be a worthwhile path for future study of IP residuals.
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