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ABSTRACT

Visual object recognition (categorization and identification) is one of the most fundamental
cognitive functions for our survival. Our visual system has the remarkable ability to convey to
us visual object and category information in a manner that is largely tolerant (“invariant”) to the
exact position, size, pose of the object, illumination, and clutter. The ventral visual stream in
non-human primate has solved this problem. At the highest stage of the visual hierarchy, the
inferior temporal cortex (IT), neurons have selectivity for objects and maintain that selectivity
across variations in the images. A reasonably sized population of these tolerant neurons can
support object recognition. However, we do not yet understand how IT neurons construct this
neuronal tolerance.

The aim of this thesis is to tackle this question and to examine the hypothesis that the ventral
visual stream may leverage experience to build its neuronal tolerance. One potentially
powerful idea is that time can act as an implicit teacher, in that each object’s identity tends to
remain temporally stable, thus different retinal images of the same object are temporally
contiguous. In theory, the ventral stream could take advantage of this natural tendency and
learn to associate together the neuronal representations of temporally contiguous retinal images
to yield tolerant object selectivity in IT cortex.

In this thesis, I report neuronal support for this hypothesis in IT of non-human primates. First,
targeted alteration of temporally contiguous experience with object images at different retinal
positions rapidly reshaped IT neurons’ position tolerance. Second, similar temporal contiguity
manipulation of experience with object images at different sizes similarly reshaped IT size
tolerance. These instances of experience-induced effect were similar in magnitude, grew
gradually stronger with increasing visual experience, and the size of the effect was large. Taken
together, these studies show that unsupervised, temporally contiguous experience can reshape
and build at least two types of IT tolerance, and that they can do so under a wide range of
spatiotemporal regimes encountered during natural visual exploration. These results suggest
that the ventral visual stream uses temporal contiguity visual experience with a general
unsupervised tolerance learning (UTL) mechanism to build its invariant object representation.

Thesis Supervisor: James ]. DiCarlo
Title: Associate Professor of Neuroscience
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Chapter 1

Object recognition and its neuronal
substrate

1.1 The “invariance problem”

Our visual system can quickly parse a visual image into recognizable objects to guild decisions,
actions, and memory formation (Potter 1976; Thorpe et al. 1996). The computations that
underlie this ability are remarkable in that our object percept is little affected by (often dramatic)
variations in the images. That is, each object may appear at different positions on the retina, in
different scales and poses, and on different backgrounds. Each of these transformations of the
object will lead to a very different pattern of photoreceptor activation on the retina, yet our
visual system somehow represents those retinal images in a way that is high tolerant to any
object-identity-preserving transformations. The process for achieving that tolerance is
commonly known as solving the “invariance problem” (DiCarlo and Cox, 2007; Riesenhuber

and Poggio 2000).

The ventral visual stream in non-human primates solves the “invariance problem” and
underlies the visual recognition behavior (Fig. 1-1, Logothetis and Sheinberg 1996; Miyashita
1993; Tanaka 1996; DiCarlo and Cox 2007). The involvement of the ventral stream in recognition
behavior is inferred from lesion and micro-stimulation studies and is supported by
electrophysiology studies. At the highest stage of the stream, the inferior temporal cortex (IT),
neurons are selective among complex objects and that selectivity is maintained within the
neurons’ receptive fields (Desimone, Albright, Gross, Bruce, 1984; Ito et al 1995; Brincat and
Connor 2004; Hung et al. 2005); small populations of IT neurons can be read out to support
invariant recognition tasks (Hung et al. 2005; Li et al. 2009); lesions of IT lead to deficits in



Figure 1-1: The ventral visual
stream in non-human primates.
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primates’ recognition behavior (Dean 1982; Weiskrantz and Saunders 1984); artificial activation

of IT neuronal ensembles can bias animals’ perceptual reports in object discrimination tasks

(Afraz et al. 2006).

The study of the “invariance problem” has attracted interest from neuroscientists, cognitive
scientists, as well as the computer vision community, for both engineering and scientific reasons
(Riesenhuber and Poggio 2000; DiCarlo and Cox, 2007; Pinto et al. 2008, 2010). From an
engineering perspective, people hope to harness what they can learn from the brain to aid the
designing of better computer vision systems. Recently, building of biologically-inspired
computer vision systems has enjoyed great success (Serre and Poggio 2000; Pinto et al, 2009),
but there is still a long way to go as state-of-the-art computer vision systems consistently
underperform on difficult object recognition tasks when compared to human observers (Pinto et
al, 2010). From a scientific perspective, because IT object representation is achieved through a
series of cortical transformations along the ventral visual stream (i.e. V1--> V2--> V4--> IT;
Felleman and Van Essen, 1991; Kobetake and Tanaka 1994; Rust and DiCarlo, 2009), given the
repetitive nature of this hierarchical architecture, a detailed understanding of these
transformations will likely teach us key principles of cortical computation. IT projects directly
to brain areas responsible for decision, action, and memory; thus an understanding of IT
representation allows us to understand the basic building blocks of memory and cognition.
Indeed, IT is postulated to play a role in visual memory and short-term memory (Miller and
Desimone 1994; Miller et al. 1991; Miyashita 1993; 1988; Sakai and Miyashita 1991). IT has
potentially analogous structures in the human brain: the Lateral Occipital Complex (LOC),



Fusiform Face Area (FFA), and Parahippocampal Place Area (PPA) underlie the processing of
objects, faces and places (Kanwisher et al. 1997; Epstein and Kanwisher 1998; Grill-Spector et al.
2001); thus an understanding of object processing in monkeys will likely elucidate functions of
higher-order visual processing in humans. Deficits in object recognition are symptoms of many
neurological disorders (e.g. agnosia, Alzheimer’s, autism, dyslexia); thus an understanding of

the underlying circuitry for recognition may have clinical relevance as well.

1.2 Object representation in the monkey ventral visual stream

Around the early 1970s, Charlie Gross made the seminal discovery that certain neurons in the
temporal lobe of non-human primates respond to the sight of a hand and other complex shapes
(Gross et al 1969, 1972). This was followed by numerous attempts to characterize the response
properties of these temporal lobe neurons (for review, see Tanaka 1996, Logothetis and
Sheinberg, 1996, Gross CG, 2002). Early neurophysiological studies of inferior temporal cortex
(IT) led to the textbook notion that an “ideal” IT contains a set of shape detectors that each
conveys information about object identity (shape selectivity) while being highly invariant to
variations in the images. This gave rise to the popular (and somewhat misinterpreted) notion of
the “grandmother cell”, a neuron that only responds when the person’s grandmother comes
into sight. The “grandmother cell” was derived from the observation that some neurons in IT
exhibit a high degree of selectivity and tolerance, and more recently, similar findings were also

made in the medial temporal lobe of the human brain (Quiroga et al, 2005).

However, the “grandmother cell” idea suffers from a number of shortcomings, among which
the most serious challenges are: 1) the problem of combinatorial explosion (that is, we need
neurons to code for all possible objects we know, which also presents issues for downstream
processing because of the huge dimensionality), and 2) the fact that we can easily recognize
“novel” objects that we never encountered before. Contemporary neurophysiological data in
non-human primates is also at odds with the “grandmother cell” theory. Several studies show
that, when probed with a large set of visual stimuli, most individual IT neurons’ responses

exhibit a wide range of selectivity, and information about objects is conveyed by distributed



patterns of activity across populations of neurons (Tanaka 2003; Pasupathy and Connor, 2002;
Hung et al, 2005; Zoccolan et al 2007; Rust and DiCarlo, 2009). Furthermore, most individual IT
neurons are not as tolerant as previously described (i.e., with receptive fields spanning tens of
degrees in visual angle; Gross et al, 1969; Tovee et al, 1994); rather, most individual IT neurons
only show limited tolerance in their firing rates to image transformations such as object position
shift (with receptive fields that can be as small as a couple of degrees, DiCarlo and Maunsell,
2003), view change (Logothetis et al, 1994, 1995; Freedman et al, 2006), and are often strongly
suppressed by objects in the background (i.e., clutter, Chelazzi et al. 1998; Miller et al. 1993;
Missal et al. 1999; Rolls et al. 2003; Rolls and Tovee 1995; Sato 1989; Sheinberg and Logothetis
2001; Zoccolan et al. 2005; Zoccolan et al. 2007). Overall, the tolerance observed in single IT

neurons’ firing rates are often much more limited than the recognition behavior itself.

Over the years, the notion of a single neuron “feature detector” became a straw man or foil and
gave way to a more distributed coding scheme. Previous investigators took notice of the fact
that though IT neurons’ receptive field size varies dramatically across studies (perhaps partly
due to differences in the choice of stimuli), most of the IT neurons, nevertheless, preserve their
rank-order object preference across object position and size variation (Ito et al. 1995; Logothetis
and Sheinberg 1996; Op de Beeck and Vogels 2000; Tovée et al. 1994; DiCarlo and Maunsell
2003), and it was proposed that a population of such neurons can support position and size
tolerant recognition (e.g., Gross et al. 1993; Logothetis and Sheinberg 1996; Vogels and Orban
1996). This intuition, though never rigorously tested, is fairly straightforward to understand
and appreciate for object position and size variation. However, such intuition becomes less
clear for more challenging transformations such as clutter, and begins to break down for object
pose variation. This is mostly due to a poor understanding of the basic feature elements that are

encoded by IT neurons (i.e., IT basis set).

In the first part of this thesis (see Specific Aims below), I will test this previously proposed

intuition and extend it to more difficult transformations such as clutter. We begin by making
the observation that the intrinsic response properties of a small population of IT neurons (i.e.,
earliest part of response, no attentional cuing) can by themselves support object identification

while tolerating some degree of position variation and clutter. We then use a combination of



computer simulation and characterization of the real IT neuronal responses to try to identity
what single neuron response properties are more or less important to enable the IT population
to support such invariant recognition. The outcome from this approach will consolidate the
existing single-unit data, outline neuronal measures of interest for future physiology
experiments, and define the computational goals for building a “good” object representation to
support invariant recognition tasks. However, it does not yet inform us how those desired

response properties are built by the ventral visual stream.

1.3 Building tolerant object representation from temporal contiguity of
natural visual experience

Understanding the IT object representation will require solving the mystery of how IT attains its
neuronal tolerance. There is debate over the role of experience (vs. innate mechanisms) in
building tolerance in object recognition. Some work shows that experience is important
(Bulthoff and Edelman 1992; Bulthoff et al. 1995; Dill and Edelman 2001; Dill and Fahle 1998;
1997; Foster and Kahn 1985; Hayward and Tarr 1997; Logothetis et al. 1995; Logothetis and
Pauls 1995; Nazir and O'Regan 1990; Poggio 1990; Tarr and Gauthier 1998; Vetter et al. 1995)
while other work shows that adult recognition can be tolerant without further experience
(Biederman 1987; Biederman and Cooper 1991; Biederman and Gerhardstein 1993; Cooper et al.
1992; Ellis et al. 1989; Wang et al. 2005). These results are not incompatible with each other, and
different findings are at least partly explained by the objects that are tested (e.g., novel

conjunctions vs. commonly-occurring features, Tarr and Bulthoff 1998).

Previous computational work has provided a range of ideas as to how might the visual system
acquire its tolerance from visual experience (e.g. Poggio 1990; Olshausen et al. 1993;
Riesenhuber and Poggio 1999; Ullman and Soloviev 1999; Ringach and Shapley 2004; etc.). One
powerful idea is that time can act as an implicit teacher, and the temporal contiguity of object
features during natural visual experience can instruct the learning of tolerance, potentially in an
unsupervised (bottom-up) manner (Foldiak 1991). The overarching logic is as follows: during

natural visual experience, objects tend to remain present for seconds or more, while object
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Figure 1-2: Temporal contiguity in natural visual experience. During natural visual
experience, objects tend to persist for seconds or longer, thus different images acquired on the
retina over short time periods tend to contain the same object. Top, a video sequence typical of
what the visual system might naturally encounter. Bottom, segments of the video clip that
unfold over short time periods to highlight the different types of image variation that could
occur.

motion or viewer motion (e.g. eye movement) tends to cause rapid changes in the retinal image
cast by each object over shorter time intervals (hundreds of ms). In theory, IT could construct a
tolerant object representation by taking advantage of this natural tendency for temporally

contiguous retinal images to belong to the same object (Fig. 1-2).

A number of studies have explored this idea in computational models of the ventral visual
stream and show that learning to extract slowly-varying features across time can produce
tolerant feature representations with units that mimic the response properties of the ventral
stream neurons (Wiskott and Sejnowski 2002; Masquelier and Thorpe 2007; Sprekeler et al. 2007;
Wyss et al. 2006). Furthermore, a number of psychophysical studies have shown that human
object perception depends on the spatiotemporal contiguity of visual experience, and

manipulating the spatiotemporal statistics of visual experience can alter the tolerance of human

object perception (Edelman and Duvdevani-Bar 1997; Wallis and Bulthoff 1999; Cox et al. 2005).

There are also hints in the literature that neuronal signatures of temporal contiguity based
learning may be present in the monkey ventral visual stream. In the late 1980s, Miyashita (later
followed by other groups) found that certain IT and perirhinal neurons could learn to give

similar responses to temporally nearby stimuli when instructed by reward (i.e., so-called
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“paired associates” learning; Messinger et al., 2001; Miyashita, 1988; Sakai and Miyashita, 1991),
or sometimes, even in the absence of reward (Erickson and Desimone, 1999). Though these
studies were originally motivated in the context of visual memory (Miyashita, 1993) and used
visual presentation rates of seconds or more, it was recognized that the same associational
learning across time might also be used to learn invariant visual features for object recognition

(e.g. Foldiak, 1991; Stryker, 1991; Wallis, 1998; Wiskott and Sejnowski, 2002).

Motivated by the temporal contiguity learning theory, previous modeling, human
psychophysics, and electrophysiology work, this thesis tests a form of the temporal contiguity
hypothesis. I first measure baseline IT neuronal tolerance from awake behaving monkeys, I
then provide appropriate unsupervised visual experience to those monkeys, which allows us to
manipulate the spatiotemporal contiguity statistics of that experience. I then re-measure the IT
neuronal tolerance after this experience and any change in the neuronal tolerance is compared
to what would be predicted under the temporal contiguity hypothesis. The results from these
experiments add to our understanding of how cortical representations are actively maintained
by the sensory environment. This will set the stage for long-term studies on the fundamental
question of how the ventral stream initially set up its object representations at multiple levels

during the course of visual development.

1.4 Specific Aims

The goal of my doctoral research is to contribute to our understanding of how the ventral visual
stream constructs its tolerant object representation. To tackle this problem, I use a combination
of experimental and computational approaches to examine two complementary issues: 1) what
are the necessary response properties of single neurons to make up a “good” object
representation (aim 1); and 2) what computational principles do the ventral stream neurons rely
on to achieve those properties (aim 2 & 3). Below, I briefly summarize the key results borne out
from experiments performed under each aim. These results are presented in detail in chapters

2, 3, and 4 of this thesis.

12



1.4.1 Aim 1. What single neuron responses property makes a “good” object
representation? (position and clutter tolerance)

In aim 1, I try to infer what individual neuron response properties allow IT to underlie invariant
object recognition from a population perspective. To do this, I explore a large number of
potential population representations with different single-neuron makeup by means of
computer simulation. Using linear read out tools to test these populations’ ability to support
invariant recognition tasks, these simulations allow us to ask what single-neuron properties best
correlate with population performance. These simulations show that the crucial neuronal
property to support recognition is not preservation of response magnitude, but preservation of
each neuron’s rank-order object preference under identity-preserving image transformations
(e.g. position, clutter). This preservation of rank-order selectivity is consistent with the response
properties observed in real IT neurons, whereas neurons in early visual areas (e.g. V1) lack it.
Thus, we suggest this more precisely describes the goal of individual neurons at the top of the

ventral visual stream. This work was published in Li et al, ] Neurophysiol 2009.

1.4.2 Aim 2. How do ventral stream neurons acquire their tolerant response
property? (position tolerance)

The approach described in aim 1 offers useful description of neuronal data but does not tell us
how those desired response properties are built by the ventral visual stream. To approach this
question, I record from IT neurons in awake non-human primates to test computationally
motivated hypotheses on how IT tolerance might be built. One powerful idea is that time can
act as an implicit teacher, and the temporal contiguity of object features during natural visual
experience can instruct the learning of tolerance, potentially in an unsupervised (bottom-up)
manner (see section 1.3 above; Foldiak, 1991; Wiskott and Sejnowski, 2002; Masquelier et al,
2007). In theory, the ventral stream could construct a tolerant object representation by taking
advantage of the natural tendency for temporally contiguous retinal images to belong to the
same object and learn to associate the neuronal representations that occur closely in time. I
recently found a neuronal signature of such learning in IT: temporally contiguous experience
with different object images at different retinal positions can robustly reshape (“break”) IT

position tolerance, producing a tendency to confuse the identities of the temporally coupled
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objects across their manipulated positions. This unsupervised temporal tolerance learning
(UTL) is substantial, increases with experience, and is significant in single IT neurons after just

one hour of experience. This work was published in Li & DiCarlo, Science 2008.

1.4.3 Aim 3. Does unsupervised temporal slowness learning reflect a general
mechanism for invariance learning? (size tolerance)

Does this newly uncovered IT neuronal learning (UTL) reflect a general unsupervised learning
mechanism the ventral stream relies on to build and maintain its tolerance to all types of image
transformations (e.g. to object size and pose variation)? In particular, the previous manipulation
was deployed in the context of an eye movement, while eye movements drive a great amount of
image statistics relevant for learning position tolerance, in the spatiotemporal regimes of natural
vision, objects often undergo transformation as a result of object motion. This raises the
question as to whether the involvement of eye movement is required for the learning to occur.
To answer these questions, I tested UTL for an different image transformation: changes in object
size. Extending the paradigm from our previous position tolerance work, the same type of
unsupervised experience that reshapes IT position tolerance also predictably reshapes IT size
tolerance, and the magnitude of reshaping is quantitatively similar. This tolerance reshaping
can be induced under naturally occurring dynamic visual experience, even without eye
movements. Furthermore, unsupervised temporally contiguous experience can build new
neuronal tolerance. Taken together, these studies show that unsupervised, temporally
contiguous experience can reshape and build at least two types of IT tolerance, and that they
can do so under a wide range of spatiotemporal regimes encountered during natural visual

exploration. This work was published in Li & DiCarlo, Neuron 2010.
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Chapter 2

What response properties do individual
neurons need to underlie position and
clutter “invariant” object recognition?

2.1 Abstract

Primates can easily identify visual objects over large changes in retinal position — a property
commonly referred to as position “invariance”. This ability is widely assumed to depend on
neurons in inferior temporal cortex (IT) that can respond selectively to isolated visual objects
over similarly large ranges of retinal position. However, in the real world, objects rarely appear
in isolation, and the interplay between position invariance and the representation of multiple
objects (i.e. clutter) remains unresolved. At the heart of this issue is the intuition that the
representations of nearby objects can interfere with one another, and that the large receptive
fields needed for position invariance can exacerbate this problem by increasing the range over
which interference acts. Indeed, most IT neurons’ responses are strongly affected by the
presence of clutter. While external mechanisms (such as attention) are often invoked as a way
out of the problem, we show (using recorded neuronal data and simulations) that the intrinsic
properties of IT population responses, by themselves, can support object recognition in the face
of limited clutter. Furthermore, we carried out extensive simulations of hypothetical neuronal
populations to identify the essential individual-neuron ingredients of a good population
representation. These simulations show that the crucial neuronal property to support
recognition in clutter is not preservation of response magnitude, but preservation of each
neuron’s rank-order object preference under identity-preserving image transformations (e.g.
clutter). Since IT neuronal responses often exhibit that response property, while neurons in

earlier visual areas (e.g. V1) do not, we suggest that preserving the rank-order object preference
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regardless of clutter, rather than the response magnitude, more precisely describes the goal of

individual neurons at the top of the ventral visual stream.

2.2 Introduction

Primate brains have the remarkable ability to recognize visual objects across the wide range of
retinal images that each object can produce — a property known as “invariance” or

“tolerance” (see Discussion). To accomplish this task, the visual system must transform the
object shape information acquired as a pixel-like image by the retina into a neuronal
representation that is unaffected by identity-preserving changes in the image (due to variation
in the object’s position, size, pose, its illumination conditions, or the presence of other objects,
i.e. “clutter”). This transformation is carried out along the hierarchal processing stages of the
ventral visual stream that culminates in the inferior temporal (IT) cortex (Hung et al. 2005;

Logothetis and Sheinberg 1996; Tanaka 1996).

Representation of multiple objects poses an especially difficult computational challenge.
During natural vision, objects almost never appear in isolation and they appear on very
different parts of the retina. This introduces two common identity-preserving image variations
that our visual system must simultaneously deal with to recognize each object: 1) variability in
object position and 2) the presence of visual clutter. Understanding the brain’s solution to this
problem is complicated by two observations. First, contemporary data reveal highly varied
amounts of position sensitivity in individual IT neurons — each neuron’s response magnitude
can be strongly modulated by changes in object position; (Ito et al. 1995; Op de Beeck and
Vogels 2000; Zoccolan et al. 2007), with IT receptive fields often spanning only a few degrees of
visual angle (DiCarlo and Maunsell 2003). Second, IT neuronal responses to isolated objects are
often highly sensitive to clutter — responses are powerfully reduced by the addition of other
objects (Chelazzi et al. 1998b; Miller et al. 1993; Missal et al. 1999; Rolls et al. 2003; Rolls and
Tovee 1995; Sato 1989; Sheinberg and Logothetis 2001; Zoccolan et al. 2005; Zoccolan et al. 2007),

in some cases by as much as 50%.
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In spite of these coding constraints at the neuronal level, humans and primates can effortlessly
identify and categorize objects in natural scenes. This raises the question of what mechanisms
allow the ventral stream to support position-invariant recognition in clutter. One possible
explanation to deal with position invariance relies on the observation that IT neurons typically
maintain their rank-order object selectivity within their receptive fields, even when the
magnitude of their responses is strongly modulated by changes in object position (DiCarlo and
Maunsell 2003; Ito et al. 1995; Logothetis and Sheinberg 1996; Op de Beeck and Vogels 2000;
Tovée et al. 1994). Several authors have proposed that this property may allow a population of
IT neurons to support position-invariant recognition (e.g. Gross et al. 1993; Logothetis and
Sheinberg 1996; Vogels and Orban 1996). This is a reasonable but untested hypothesis, since no
study has investigated whether preservation of object preference across position is sufficient to
support position-invariant recognition. More importantly, the previous intuition applies to
objects presented in isolation and may not extrapolate to more natural conditions in which
multiple objects are present within a neuron’s receptive field (i.e. clutter). In fact, several
studies have proposed that additional mechanisms may be necessary to filter out the
interference of clutter — e.g., shrinking of IT neurons’ receptive fields (Rolls et al. 2003), or
recruitment of attentional mechanisms to attenuate the suppressive effect of flanking objects

(Chelazzi et al. 1998a; Moran and Desimone 1985; Sundberg et al. 2009).

In this study, we first asked if the intrinsic response properties of a small population of IT
neurons (i.e. earliest part of response, no attentional cuing) could by themselves support object
identification while tolerating some degree of clutter. Previous studies have shown that linear
read-out of IT population can support position invariant recognition of isolated objects (Hung et
al. 2005). Using similar techniques, we found that the IT population as a whole can readily
support position-invariant recognition even when multiple objects are present (i.e., limited

clutter).

These neuronal results demonstrate that clutter invariant recognition can be achieved through
fast, feed-forward read-out of the IT neuronal representation (at least for limited clutter), and it
led us to reconsider what individual-neuron response properties allowed IT to underlie such

invariant object recognition from a population perspective. To do this, we simulated a wide
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range of potential neuronal populations with the goal of separating out the essential single-
neuron ingredients of a “good” representation from those that are superfluous. We found that
preservation of response magnitude in the face of position change (i.e., neurons with large
receptive fields) or in the face of clutter — properties that individual IT neurons typically lack —
are not necessary to robustly represent multiple objects in a neuronal population. Moreover, the
lack of position-sensitivity in response magnitude can be detrimental in that it limits the
flexibility of the representation to convey the necessary object position information to un-
ambiguously represent multiple objects. Instead, we show that a much more important
requirement is that individual neurons preserve their rank-order object selectivity across object
position changes and clutter conditions. Indeed, IT neurons typically exhibit such a property,
even when their response magnitude is highly sensitive to position and clutter (Brincat and
Connor 2004; Ito et al. 1995; Logothetis and Sheinberg 1996; Zoccolan et al. 2005), while neurons

in early visual areas (e.g. V1) do not.

Overall, these findings provide the first systematic demonstration of the key role played by
preservation of rank-order selectivity in supporting invariant recognition — a notion that has
been previously suggested (e.g. Gross et al. 1993; Logothetis and Sheinberg 1996; Vogels and
Orban 1996), but never tested by decoding either recorded or simulated neuronal populations.
More importantly, these results show that, at least under some conditions, clutter invariant
recognition can be achieved through fast, feed-forward read-out of the IT neuronal
representation, thus challenging the view that position-invariant recognition in clutter must be

attained through attentional feedback.

2.3 Materials and Methods

2.3.1. Physiological recording

We recorded from well-isolated neurons in anterior IT in two rhesus macaque monkeys.
Surgical procedures, eye monitoring, and recording methods were done using established

techniques (DiCarlo and Maunsell 2000; Zoccolan et al. 2005), and were performed in
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Figure 2-1: (A) Visual recognition tasks. Three objects (star, triangle, cross) were shown at three
possible positions (-2°, 0°, and +2° relative to the fovea) either in isolation or in combinations of
pairs or triplets. Using the IT population response data to each visual “scene”, linear
discriminant classifiers were used to measure how well the population had solved two different
visual recognition tasks. One task required the linear discriminants to classify object identity
irrespective of its position, (“position-invariant task”). In the particular example illustrated, the
classifier was asked to classify the presence of a star (report "yes" to all visual displays that
contain a star regardless of the star’s position). In the other task, the classifier had to report
object identity at a particular position, (“position-specific task”). In the example illustrated, the
classifier had to report "yes" only to the visual scenes in which the star was present in the top
position while disregarding other displays (even those in which the star was present in another
position). (B) Classification performance for a real IT population and a simulated V1 population
on the "position-invariant" and "position-specific" tasks. All performance was averaged
performance using "leave-one-out" cross validation procedure (See details in Methods).

accordance with the MIT Committee on Animal Care.

Visual stimulus displays (“scenes”) consisted of combinations of three possible objects (star,
triangle and cross shapes; 1.5 degree in size; solid white 57 Cd/m?) that could appear in three
possible locations (at the center of gaze, 2° above, and 2° below) on a uniform gray background

(27 Cd/m? see Fig. 2-1). All combinations of:
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a) one object in each possible position (9 scenes),

b) two objects (without duplicates, 18 scenes),

c) three objects (with no object repeated in the same scene, 6 scenes)
(33 scenes in total) were presented to the passively fixating monkeys with no attentional cuing
to any object or retinal position. The scenes were presented at a rapid, but natural viewing rate
(5 scenes/sec, 100 ms presentation followed by 100 ms blank; DiCarlo and Maunsell 2003), and
randomly interleaved. For these reasons, as well as our previous detailed assessment of this

issue (Zoccolan et al. 2005), we argue that attentional shifts do not contribute significantly to the

results presented here.

Both monkeys had been previously trained to perform an identification task with the three
objects appearing randomly interleaved in each of the three positions (in isolation), and both
monkeys achieved greater than 90% accuracy in this task. Monkeys performed this
identification task while we advanced the electrode, and all isolated neurons that were
responsive during this task (t-test; p<0.05) were further studied with the 33 scenes under the
fixation conditions described above. Between 10 and 30 repetitions of each scene were presented

while recording from each IT neuron.

A total of 68 neurons were serially recorded (35 cells in monkey 1 and 33 in monkey 2). We took
these units to be a reasonably unbiased sample of the IT population in that we only required
good isolation and responsiveness. Because each of these neurons was tested with multiple
repetitions of the exact same set of visual scenes, we could estimate the IT population response
to each 100 ms glimpses of a scene by randomly drawing the response of each neuron during
one presentation of that scene, (note that this procedure cannot optimize for any trial-by-trial

correlation in the responses, see Discussion and Hung et al. 2005).

2.3.2. Data analysis

All analyses and simulations were done using in-house code developed in Matlab (Mathworks,
Natick, MA) and publicly available Matlab SVM toolbox (http:/ / www.isis.ecs.soton.ac.uk/
isystems / kernel). We used classification analysis to assess neuronal population performance on
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two recognition tasks: 1) the “position-invariant” object recognition task and 2) the “position-
specific” object recognition task, (see Fig. 2-1A). In its general form, classification analysis takes
labeled multivariate data belonging to two classes (e.g. “The star is present” and “The star is not
present”) and seeks a decision boundary that best separates the two classes. Our goal was to
measure the “goodness” of a neuronal population at conveying information that can be
accessed by downstream areas using simple linear read-out mechanisms. Thus, we used linear
discriminant analysis as a simple unbiased way of asking that question (Fisher 1936). Because
each linear discriminant simply performs a weighted sum with a threshold (Gochin 1994), the
use of linear classifiers allows us to assess what information in a neuronal population can be
directly extracted by pooling mechanisms that roughly parallel those available to real
downstream neurons. In other words, linear classifiers do not provide a total measure of
information in the population, but instead provide a measure of the information explicitly
available in the IT population to directly support a visual task (i.e. information available to a

linear decoder).

Because each task had more than two possible answers (e.g. “Which of the three objects was
present?”), overall performance was assessed using standard multi-classification methods in
which multiple two-way linear classifiers were constructed (Hung et al. 2005; Rifkin et al. 2007);
see below for details). Each two-way linear classifier had the form:

fx)=w'x+b (1)

where the classifier reported “object present” for f{x)=0 and “object not present” for f{x)<0. x is
an N-dimensional column vector containing the responses of N neurons in a population to a
given presentation (i.e., in a given trial) of a particular scene (spike counts in a small time
window for real neurons or simulated response rates for simulated neurons). wis a N-
dimensional column vector of weights, b is a constant threshold that, together, describe the
position and orientation of the decision boundary. w and b were found using the standard
method of Fisher linear discriminant using neuronal response data from a labeled training set
(Duda et al. 2001). Performance testing was always carried out using data that was not
included in the training set (data partitioning for training and testing is described in sections

below).
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fi, and {1, are the mean of all the training data belonging to each of the two classes (xi's and x2's)

and S is the total within-class covariance matrix (Fisher linear discriminant analysis assumes

that the data belonging to two classes are identically distributed, $1=5,= S). K; is the number of

data points in each class used for classifier training.

How well the classifier learns the decision boundary from training data can impact classification
performance -- more training data can lead to better estimate of the decision boundary and
more advanced classifiers such as a support vector machines (SVM, Duda et al. 2001) are better
at finding the optimal decision boundary. However, for the results presented here, linear
classifier performance is almost entirely dependent on how well the data are formatted. (That is,
how linearly separable are the two classes?) This was verified by using SVM classifiers in some
tested conditions. Results obtained were qualitatively unaffected: SVM led to slightly better
absolute performance, but the relative performance for the key comparisons was unaffected.
Thus here, we equate goodness of a representation for a recognition task with linear separability

of the data with respect to that task, and our methods are designed to measure this.
2.3.3. Recognition task performance of the real IT population

For each recorded IT neuron, we computed spike counts over the time window from 100 to 200
ms following the presentation onset of each scene. The start of this time window was based on
the well-known latency of IT neurons (Baylis and Rolls 1987). The end of the window is well
below the reaction times of the monkeys when performing an identification task with these
objects (DiCarlo and Maunsell 2000), and is thus consistent with an integration window that
could, in principle, be used by downstream neurons to support recognition. Previous work has

shown that, although the length of this window can have small quantitative effects on
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performance, the ability of the IT population to support categorization and identification tasks

using different portions of this window is qualitatively similar (Hung et al. 2005).

In the “position-invariant task”, three binary linear classifiers (above) were trained to report if
their particular object (e.g. “star”) was present or not in any position (i.e. one classifier for each
of the three objects). The reported performance in the recognition task was the average
performance across all three classifiers (Fig. 2-1B). In the "position-specific task", a binary classifier
was trained to report if a particular object was present or not at a particular position (e.g. “star
in the top position”). A total of nine such classifiers were built (3 objects x 3 positions), and the
reported performance in the task was the average performance across all nine classifiers (Fig.

2-1B). Since each classifier was binary, chance performance for each was 50%.

The performance of each binary classifier was determined using leave-one-out cross-validation.
For each question (e.g., of the sorts in Fig. 2-1A), the classifier performance was evaluated as
following: spike-counts of individual neurons to a given scene were randomly drawn (without
replacement) from the recorded set of presentations (trials) and were used to assemble a “single-
trial” population response vector for that scene. Any scene presentations from one neuron
could “go with” any particular scene presentation from another neuron. The final data set was
obtained by repeating this procedure 10 times for each scene, yielding a labeled M x N matrix,
where N is the number of neurons and M is the number of trials (10) times the number of visual
scenes (33) that were presented (i.e., M = 330). Once the response matrix was created, we
carried out classification (training and testing) on that matrix. Specifically, in every round of
classification, we first left out one population responses vector (one row in the response matrix)
for testing, the remaining trials were used to train the classifier. We repeat this procedure 330
times such that every trial (row) in the response matrix was tested once. Finally, the overall
mean classifier performance and its standard error (obtained by bootstrap re-sampling) across

all questions for a task were reported in Fig. 2-1B.

2.3.4. Recognition task performance of hypothetical neuronal populations
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Figure 2-2: A schematic drawing of the simulation design and tasks. (A) The two recognition
tasks that each simulated population was asked to solve. The tasks are analogous to those
tested for the real IT population (c.f. Fig. 2-1A). On the left, the “2D stimulus space” is
displayed: the y-axis shows a dimension of object shape (identity) and the x-axis shows a
dimension of retinal position, and a point in the space corresponds to the presence of a single
visual object at some position (in a scene). One example question for each task is illustrated by
a black rectangular region. For these questions, visual scenes that contain a point within the
black region should be reported as “yes”. To approximate the three objects and three positions
used during the collection of the real IT data (Fig. 2-1A), all scenes were drawn to contain points
only within the nine dotted squares regions (objects A,B,C; positions X,Y,Z). The tasks are re-
displayed on the right in the same format as Figure 2-1A. (B) The response profile of an example
simulated IT unit in the 2D stimulus space. (C) An example simulated IT population (i.e. a set of
simulated units like that in (B), but with randomly chosen center positions, see Methods for
details). Each colored circle indicates one unit. The color indicates the strength of spiking
response.

To explore hypothetical single-unit response properties for supporting the two recognition
tasks, we created an abstract stimulus space that captured the essence of the recognition tasks,
and allowed us to succinctly specify the responses of IT neurons in accordance with previous
empirical results and variations of those results. Specifically, the abstract stimulus space has

two continuous dimensions that formed the two axes of the space (object identity, s € [-1.0, 1.0];
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object position, p € [-1.0, 1.0]) and provides a graphical perspective on the nature of the
recognition tasks (Fig 2-2A). In this space, a single point represents a visual “scene” containing
a single object. To establish a recognition task that is comparable to what was tested in the real
IT population (above), three objects (A, B, C) and three positions (X, Y, Z) were selected,
indicated by the nine square regions evenly placed as a 3x3 grid in this stimulus space (see Fig.
2-2A left column). We then generated a large class of hypothetical neuronal populations to
differently represent this stimulus space (see below for detail), such that we could evaluate and
compare them in the exact same recognition task with the goal of separating out the essential

single-neuron ingredients of a “good” representation.

To determine the performance of a hypothetical population on a given recognition task, the
following four steps were carried out in each simulation “run”:

1) construct a population with particular single-unit parameters (our key independent
variables),

2) simulate the population responses (i.e. the vectors x, Eq. (1)) to a set of labeled stimulus
“scenes”,

3) use these responses to build classifiers for the recognition task (i.e. find w and b, Eq. (1)),

4) test the performance of those classifiers on the recognition task using an independent set of

stimulus “scenes”.

Because of variability in each simulated population and its responses (described below) as well
as variability in the exact test stimuli, performance was reported as the mean and standard
deviation of at least 15 such “runs” (in practice, variation in performance across runs was
almost entirely the result of variability in the make-up of each population). Given a recognition
task, the key manipulation was step 1 — the selection of single unit properties to construct a
population. The details of steps 2-4 are described next; the details of step 1 are specific to the
different types of population we simulated (IT, V1, “abstract”) and are described at the end of
the Methods.

For the “position-invariant task”, we built three binary classifiers (one for each of the three

objects; “A/not-A”, “B/not-B”, “C/not-C”). Correct performance with each visual “scene”
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required that all three classifiers were correct, regardless of how many objects were present. For
example, if the “scene” consisted of only object A, the “A/not-A” classifier must report “yes”,
and the “B/not-B” and “C/not-C” classifiers must report “no”, regardless of the object A’s
position. For the “position-specific task”, we built three binary classifiers, one for each of the three
objects at a given position (e.g. “A/not-A” at position X, “B/not-B” at position X, “C/not-C” at
position X). If the “scene” did not contain any object at position X, all three classifiers must
report “no”. For each classification task, the chance performance was established from "shuffle"
runs, in which we tested the classifiers after having randomly shuffled the labeling of the
training data. We ran a corresponding shuffle run for all the simulation runs and we plotted

“shuffle” performance as the average of these runs.

In our simulations, we assessed the performance in recognition tasks with and without the
presence of clutter. That is, we considered both the simple case in which all “scenes” contained
only a single object, and the more natural case in which some “scenes” contained more than one
object. Specifically, for the simulations “without clutter”, the labeled training data was 3000
single-object “scenes” (3000 points randomly selected from within the 9 square regions of the 2D
stimulus space, see Fig. 2-2A) and the test data was 300 single-object “scenes” randomly
selected in the same manner. For the simulations “with clutter”, the labeled training data was a
mixture of 1000 single-object “scenes”, 1000 two-object “scenes”, and 1000 three-object

“scenes” (we ensured that no two objects occupied a single position), and the test data was a
mixture of 100 single-object scenes, 100 two-object scenes, and 100 three-object scenes randomly

selected in the same manner.

In summary, the testing of each hypothetical population on each recognition task ("position-
invariant task" or "position-specific task") consisted of at least 15 simulation runs. For each run, a
new population of neurons was randomly sampled from a prescribed distribution of single-unit
response properties (details of these are described below). A set of classifiers was then trained
and tested on the recognition tasks (e.g. Fig. 2-2A). All performance was reported as the mean

and standard deviation of the 15 runs.

Note that here, we are simply interested in investigating how well a representation can support
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the recognition tasks free of the limitations from the classifier training (e.g., learning from sparse
training data). Therefore, we trained the classifiers using all the position and clutter conditions
(including the conditions the classifier would be tested on later), and asked how well a
representation could possibly support a task given all the benefits of experience. This approach
sets an upper bound on the goodness of a representation, but does not address how well a
representation allows the classifier to generalize outside the realm of its experience (see

Discussion).

2.3.5. Simulating hypothetical neuronal populations

Each hypothetical population consisted of N single "neurons” (N was varied for some
simulations, see Results) where we specified each neuron's response (R) to the visual scene (v)
using a response function (H), a small non-zero response baseline (c), and trial-by-trial response
variability (Noise).

R(v)=H(®)+ c + Noise(v) (2)

Our main goal was to understand how differences in single unit response functions (H) lead to
differences in population performance. The form of H(v) for IT, V1 and “abstract” populations
is given below, as well as how it was varied (e.g. different hypothetical IT populations). The
absolute value of H(v) is not important except insofar as it relates to the magnitude of Noise(v),
which was proportional to H(v) (see below). In practice, each neuron's response function H(v)
was scaled so that one of the single object conditions produced the maximum value of 1.0, and ¢

was always set to 0.1.

A noise term was included in Eq. (2) to make the simulations roughly consistent with noise
levels seen in spiking neurons. However, our goal was to achieve an understanding that was
largely robust to the details of the spiking noise model. Since spike counts of real neurons are
approximately Poisson (Shadlen and Newsome 1998; Tolhurst et al. 1983), we simply assumed
that the response variability was proportional to the mean of the response. In practice, the
Noise(v) in equation (1) was drawn from a normal distribution with mean zero and variance

proportional to the neuron's response. That is:
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Noise(v) ~ N(O,p- (H(v) +¢))

Thus, the response, R(v), of each unit approximates the averaged responses from a pool of m

Poisson neurons, where p is smaller for larger m. Responses were cut off at zero. For all the
simulation results presented in this paper, we set p to 0.25, such that each simulated neuron

approximated the averaged responses from four Poisson neurons. Not surprisingly, the noise

magnitude relative to the signal ( p) and the number of neurons (N) in a population both had

strong effects on absolute performance of simulated populations. The strategy of all our
simulations was to hold these two parameters constant at reasonable values while varying the
more interesting single-unit properties of the population. Indeed, we found that, other than

floor and ceiling effects, changing the magnitude of p and N did not change the relative

performance of any two populations (i.e. the key measure in our study).

2.3.6. Simulated IT populations

We simulated IT-like neuronal responses by first defining how a neuron responds to single
objects (the condition for which the most data exists in the literature), and then defining how the
responses to single objects are combined (“clutter rules”). We note that these IT “models” are
not complete models (because they do not describe the response of each IT neuron to any
possible real-world image), but are functional quantitative descriptions of IT neurons based on

existing results (see Discussion).

The response to single objects was modeled using a 2D-Gaussian centered somewhere in the 2D
stimulus space (Fig. 2-2B), and we assumed independent tuning for shape and position. Though
we assumed Gaussian tuning, our main results were qualitatively robust to this assumption
(e.g. see Fig. 2-5). Thus, each simulated neuron's response function (H) to single objects (single

points in the 2D-stimulus space (s,p)) was:

H(V) = H(S,P) = G(“s’ag) ) G(‘up ’Op)

where G is a Gaussian profile. For each simulation run, each neuron's parameters were drawn

as follows: the Gaussian center location (us, 4,) was randomly assigned within the stimulus
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space according to a uniform distribution. s specified the standard deviation of a neuron's
Gaussian tuning along the object identity axis and we will refer to it as the neurons' object
(shape) selectivity. In all results presented in the main text, o; was kept constant at 0.3 (except in
Fig. 2-5, "IT" units 0s = 0.2). o, specified the width of a neuron's tuning along the position axis.
Therefore, the position-sensitivity, i.e. receptive field (RF) size, of all individual neurons could
be manipulated by varying o,. In the reported results, each population had a single value of oy
(i.e. the position sensitivity of all neurons in each population was identical). The tails of the
Gaussian profiles were cut off at three standard deviations (value = 0.011). To avoid potential
edge effects, the stimulus space was toroidal, i.e., each tuning function with a tail extending
beyond one of the edges of the stimulus space was continued into the opposite side of the space
by joining the two opposite edges of the space (see Fig. 2-2C). The uniform tiling of the
receptive field (RF) centers along the position axis was chosen for simplicity, although it does
not match the observed foveal bias in the position preference of real IT neurons (Op de Beeck
and Vogels 2000). However, this departure from empirical observations does not affect the
conclusions of our study, since variations in the density of the RFs over the stimulus space
would not affect the relative classification performance of different simulated populations, as
long as the training and testing stimuli were drawn from the same distribution for all the tested

populations (as done in our simulations).

To simulate the IT responses to visual scenes containing multiple objects, we defined four
different “clutter rules” (CCI, LIN, AVG, DIV, Fig. 2-3D) specifying how a neuron's responses to
multiple objects could be predicted from its responses to single objects (i.e. descriptive models).
These rules were implemented as follows. If objects A and B elicited, respectively, neuronal
responses H, and H, when presented in isolation (note that this is a function of both the object
identity and its spatial position, defined by the Gaussian response functions described above),
then the neuron’s response to a visual scene (v) consisted of both A and B was:

1) CCI: the maximum of H, and Hj (i.e. complete clutter invariance);

2) LIN: the sum of H, and H; (linear rule);

3) AVG: the average of H, and Hy (average rule);

4) DIV: the divisive normalization of H, and Hp (divisive normalization rule).

Divisive normalization was defined as:
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__H,+H,
|H, + H, + A

The constant 2 was small (0.01) and changing it did not qualitatively alter the simulation results.
All of these clutter rules naturally extended to three or more objects. To ensure that the
comparison between different clutter rules was not affected by signal-to-noise confounds, we
normalized each neuron’s responses to the mean of its responses to all the stimuli (including
both the 3000 training and the 300 testing stimuli) presented within a simulation run.
Conceptually, this normalization roughly equated populations following different rules in terms
of averaged number of spikes produced. Without such normalization, neurons obeying to the
LIN rule would be more active, on average, than neurons obeying to the AVG rule, resulting in
better signal-to-noise. In practice, the normalization similarly affected the absolute performance
obtained by simulating the different clutter rules, with only a minor impact on their relative
magnitude - see, for instance, the performance on the “position-invariant” task shown in the
inset of Fig. 2-3C: with normalization (shown): CCI 75%, LIN 76%, AVG 67%, DIV 73%; without
normalization: CCI 62%, LIN 62%, AVG 53%, DIV 55%.

In sum, there were five parameters for each simulated IT neuron: 1) u;, the preferred object (the
center of the Gaussian on the object identity dimension); 2) u, the preferred position (the center
of the Gaussian on the position axis); 3) o5, (inverse of) sensitivity to object identity; 4) oy,
position sensitivity; and 5) the "clutter rule” — how the response to multiple objects was
predicted from the responses to the single objects. To isolate the effects of the two main
parameters of interest (single-unit position sensitivity, oy, and single unit “clutter rule”) while
counterbalancing across the exact Gaussian center locations (u; and u,), we simulated many
different populations in which the center values of the Gaussians were randomly generated
within the stimulus space (see example in Fig. 2-2C). All the results presented in the main text of
the paper were obtained by averaging the performance on visual tasks over sets of at least 15
such simulated population runs, where each run in a set contained neurons with the same
values of the parameters (o, 05, and “clutter rule”), but different random Gaussian centers. To
further facilitate the comparison of the effect of different “clutter rules”, the same sets of

randomly generated Gaussian centers were used while the clutter rule was varied (Fig. 2-3C, D).
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2.3.7. Simulated V1 population to compare with the recorded IT population

To compare the recorded IT population results with a meaningful baseline (Fig. 2-1B), we
simulated populations of V1 simple cell like units (n=68, matched to the IT population in the
number of recorded trials and Poisson-like noise within a 100ms spike-count window) in
response to the same set of visual scenes that were presented to the animals during IT recording
(e.g. 450x150 pixels image containing "stars" and "triangles"). We simulated each V1 unit as a
2D Gabor operator on the images, qualitatively consistent with current empirical results
(DeAngelis et al. 1993; Jones and Palmer 1987), and the response of each V1 neuron to a visual
“scene” was the thresholded dot product of its Gabor function applied to the “scene”. To
synthesize a V1 population, we randomly draw each V1 unit's receptive field position, size
(20x20~80x80 pixels), orientation (0~180°), spatial frequency (0.05~0.20 cycles/ pixel), and phase
(0~180°) from uniform distributions. A different set of V1 units (new random draws) were
chosen for each simulation run, and the performance we report in Fig. 2-1B was the average
performance over at least 15 such runs (15 different V1 populations). Though the random
sampling of the V1 units' parameters may introduce variability in the V1 classification
performance, this variability was small relative to the absolute performance (error bars in Fig.

2-1B show standard deviations).

2.3.8. Simulated V1 population to compare with simulated IT population

To compare the simulated IT populations with a meaningful baseline (Fig. 2-5, 2-6), we again
simulated populations of V1 units. In this case, we simulated each V1 unit’s 2D response
function spanning a discretized stimulus space (1 objects x n positions) that was roughly
matched to the continuous stimulus space we defined for the simulated IT population. We used
images containing 64 2D white silhouettes shapes (Zoccolan et al. 2005) on a constant gray
background and we computed each unit’s responses to images of each white shape at 64
azimuth positions (64 objects x 64 positions = a total of 4096 images). On average, the objects

were ~3 times the size of the V1 receptive fields in diameter. Our main conclusion was not
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dependent on the exact parameterization of the stimulus space or the shape of the V1 response
functions in this stimulus space. This was verified by simulating the V1 response functions on

64 natural objects on gray backgrounds, yielding similar classification performance.

2.3.9. Simulated “abstract” populations

We explored classes of hypothetical neuronal populations consisting of neurons with more
abstract response functions in the 2D stimulus space than the 2D Gaussians used to model IT
units (a diverse range of response function shapes was used). Some of these populations were
built such that the rank-order object selectivity of individual neurons was preserved across
position changes and clutter conditions, while other populations, by construction, lacked this
property (Fig. 2-5; (i)p~(v)p, (i)c-(iv)c). The populations with response functions that preserved
the rank-order selectivity across the position axis were constructed as following (see Fig. 2-5C,
right):

p position-invariant response and narrow Gaussian sensitivity along the identity axis;

ii)p  wide Gaussian sensitivity along the position axis and narrow Gaussian sensitivity
along the identity axis;

iii)p  position-invariant response and sinusoidal sensitivity along the identity axis;

iv)p multi-lobed Gaussian sensitivity along both the position and identity axis;

v)p  random tuning profile. The random 2D response function was created by
multiplying two independently drawn, random 1D response functions (smoothed),
specifying the selectivity profile along each of the two stimulus axes.

By construction, these response functions maintained their rank-order object preferences across
position changes (Fig. 2-5C right panel), so that the response modulations resulting from
position changes did not impact the object preference rank-order. To simulate their counter
parts, (similar response functions but with rank-order not preserved, Fig. 2-5C left panel),
response functions (i)p~(iv)p, above were simply rotated in the stimulus space for an arbitrary
angle (30~60°). The rotations created diagonals in the response matrix over the stimulus space,
thus the neurons’ rank-order object preference was no longer preserved under position
variations. The random response functions with non-preserved rank-order object preference,

(v)p, were created by smoothing matrices of random numbers.
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When multiple objects were present in the visual scene, the stimulus space became n-
dimensional representing each object’s position and identity (n = 2 times the number of objects).
For the purpose of simplicity, in Figure 2-5 and 2-6, we only considered visual scenes with two
objects and object position was ignored. Therefore, in this reduced formulation, the stimulus
space was only 2-dimensional, representing the identity of the two objects (such a simplification
does not limit the generality of our conclusions). Within the stimulus space, response functions
produced by all the systematic clutter rules (CCI, LIN, AVG, and DIV) maintained their rank-
order object preference across clutter conditions. That is, if a neuron preferred object “A” over
“B”, the neuron would maintain that preference when another object “X” was added (i.e. “AX”
> “BX”), regardless of the identity of the distractor “X”, (e.g. see AVG in Fig. 2-5D). To contrast,
we simulated four other response functions (Fig. 2-5 (i)c-(iv)c) that did not maintain this rank-
order object preference. That is, adding specific “X” reversed the neuron’s response preference
for “A” over “B” (i.e. “AX” < “BX” in certain cases). The details of these other response
functions are not of critical importance other than the fact that they exhibited distinct shapes
and covered a range of single-neuron clutter sensitivity. In practice, they were generated as
following:

i)c we first established a CCI response function inside the 2-dimensional stimulus space
(object-object). Each neuron had a Gaussian tuning along the object identity axis,
and its conjoint tuning in the object-object stimulus space was established by taking
the maximum between two Gaussian tunings along the individual stimulus axes.
The final response function had the shape of a “cross” centered on the preferred
object of the neuron paired with itself. Once the CCI response function was
establish, we then rotated (+30~60°) the response function inside the stimulus space
to create diagonals (such as what was done for (1)p-(iv)p).

ii)c  rotated version of LIN response function;

iii)c  sum of two different CCI response functions with their centers some distance apart
within the stimulus space (at least 0.3 of the width of the stimulus space);

iv)c  we first established a CCI response function. We then added a separate Gaussian

lobe, of variable width, to the CCI response function.
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2.3.10. Single-neuron metrics: position sensitivity, clutter sensitivity, and rank order

Relating the goodness of a population (i.e. classifier performance) to single-neuron properties,
we contrasted different populations by three different single-neuron metrics: position

sensitivity, clutter sensitivity, and rank-order of object selectivity.

To quantify different populations’ position sensitivity (see Fig. 2-6A), we carried out a position
sensitivity “experiment” on each neuron. We first found its most preferred object and preferred
position by finding the peak of its 2D response function. Using this preferred object, we
measured the neuron's responses to 1D changes in object position, and the magnitude of the
neuron’s position sensitivity was quantified as the area under this 1D response function (this is
equivalent to mapping a neuron's receptive field with its most preferred object, analogous to
standard measurements of position tolerance; Zoccolan et al. 2007). This position sensitivity
index was normalized so it ranged from 0 to 1 for each neuron. The position sensitivity of a

population was the average of all the individual neurons’ position sensitivity indices.

To compute the magnitude of each population’s clutter sensitivity (see Fig. 2-6B), we first found
each neuron’s peak along the diagonal of the stimulus space (i.e. most preferred object paired
with itself), its clutter sensitivity index was then computed as the averaged reduction in
response from this maximum response when this preferred object was paired with other objects.
The clutter sensitivity index was normalized so it ranged from 0 to 1, (analogous to standard

measurements of clutter tolerance; Zoccolan et al. 2007).

To quantify how well a population’s neurons maintained their rank-order object preference in
the face of transformations, we employed commonly used separability index ((Brincat and
Connor 2004; Janssen et al. 2008), see Fig. 2-4B & D). The separability index computes the
correlation between a neuron’s actual responses and the predicted responses assuming
independent tunings along the object and transformation axis (i.e. a neuron’s response is
characterized by the product of its tuning along the object and transformation axis). The
separability index ranged from -1 to 1, and was computed for the recorded IT population and

the simulated V1 population as following: for position transformations, a neuron’s responses
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were assembled in a 3 x 3 response matrix, M, (there were 3 object presented at 3 positions in the
experiment). For clutter transformation, the response matrix M was 2 x 6 (2 objects under 6
clutter conditions, e.g. Fig. 2-4C). The predicted response was computed by first taking the
singular value decomposition of M (M = USV’), then reconstructing the predicted response from
the first principle component (i.e. product of the first columns of U and V). To avoid bias, each
neuron’s data was split in half: one half was used to generate the predicted response, the other
half used to compute the correlation with the prediction (i.e. the separability index). Only the
selective neurons were included in this analysis (Fig. 2-4): to be deemed selective across
position, neurons need to pass an one-way ANOVA test across object identity (p<0.05; 32
neurons in total); to be deemed selective across clutter conditions, neurons need to pass an one-
way ANVOA test across clutter conditions (p<0.05; 25 neurons). For clutter, each neuron could
contribute multiple separability index values depending on the precise configuration of the
stimulus display (e.g. of the sorts shown in Fig. 2-4C lower panel). In total, there were 63 cases

from the IT population and 68 cases from the V1 population in Figure 2-4D.

2.4 Results

The first goal of this study was to examine the ability of a recorded IT neuronal population to
support object identification tasks in the face of object position variation and clutter. These two
types of image variation are intimately related in that, when images contain multiple objects
(cluttered images), those objects invariably occupy different retinal positions. Thus, a neuronal
representation that signals object identity must overcome both types of variation
simultaneously. The second, related goal was to examine simulated IT populations with
different single-unit response properties, in order to understand the relationship between
single-unit IT response properties and population performance in those tasks. To accomplish
these two goals, we constructed visual “scenes” that are simpler than those typically
encountered in the real world, but that engage the computational crux of object recognition —
object identification in the face of image variation. Specifically, we tested the populations’
ability to support two types of tasks: 1) identify objects irrespective of their position and the

presence of other objects (“position-invariant recognition”); 2) identify objects at specific
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positions irrespective of the presence of other objects (“position-specific recognition”; See Fig.

2-1A).

We used linear classifiers to test the capability of the recorded and simulated populations to
support the two recognition tasks, and we took the classifiers’ performance as a measure of the
goodness of the representations provided by the populations. Successful performance on both
tasks means that the population representation can support clutter invariant recognition and it
can simultaneously represent multiple objects (at least up to the number of objects tested; see
Discussion). The justification for such an approach and the implementation details of the

classifiers are provided in the Methods section.

2.4.1 The Primate IT Neuronal Population

To test the basic ability of primate IT to directly support position- and clutter-invariant object
recognition (identification), we recorded the responses of a population of monkey IT neurons
(n=68) to a set of 33 simple visual scenes. Each scene was constructed from three possible
objects (star, triangle, cross) and three possible retinal positions (-2°, 0°, +2° to the center of gaze;
see Materials and Methods for details). Some scenes contained only single objects in isolation,
while others contained those same objects in the presence of other objects (two or three objects

in a scene, Fig. 2-1A; see Methods).

2.4.1.1 Task 1: Position-invariant identification: What object(s) are in the scene?

We began our analysis of these IT population data by examining the simple situation in which
each presented visual scene contained just one of the three possible objects in any one of the
three possible retinal positions (9 of the 33 scenes). By restricting to these scenes only, we could
ask how well the IT population could support position-invariant object identification without
visual clutter. Specifically, for correct performance, each linear classifier had to respond only
when its preferred object was present regardless of the object’s position (see Materials and
Methods). Consistent with previous work (Hung et al., 2005), we found that even a small IT
population (n=68) can support this task well above chance (Fig. 2-1B, mean 69.1%, p<<10-,
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chance = 50%), even though most neurons are highly sensitivity to changes in object position
(median response reduction of 35.9% going from preferred object in the best position to worst
position, within 2 deg of fovea). Moreover, we found no systematic relationship between the
magnitude of a neuron'’s position sensitivity and its contributions to task performance (i.e.

weight in the classifier; correlation=0.19, p=0.3).

We next considered a more complex situation in which we asked if the IT population could
directly support object identification even in the face of limited clutter (other objects in the
scene; see Fig. 2-1A, upper panel). The task of the linear classifiers was the same as above,
except that we now included scenes in which multiple objects were present (two or three
objects, 33 scenes total, see Methods). The presence of such additional objects often strongly
suppresses the responses of individual IT neurons (Chelazzi et al. 1998b; Miller et al. 1993;
Missal et al. 1999; Rolls et al. 2003; Rolls and Tovee 1995; Sato 1989; Sheinberg and Logothetis
2001; Zoccolan et al. 2005; Zoccolan et al. 2007), and for this set of IT neurons, the median
reduction in response to the most preferred object was 36.4%. Thus we asked whether the IT
population performance would be similarly affected in this task. However, we found
performance well above chance (Fig. 2-1B, mean: 68.9%, p<<10-), and only slightly degraded
from that observed with single objects (the performance in the two cases was not significantly
different, p=0.59, two-tailed t-test). This shows that the ability of the IT population to support
position-invariant object identification is largely unaffected by the presence of limited visual
clutter, even when individual IT neuronal responses are strongly affected by that clutter. We
found no systematic relationship between the magnitude of a neuron's clutter sensitivity and its

contributions to task performance (correlation=0.19, p=0.3).

2.4.1.2 Task 2: Position-specific identification: What object is located at each position?

We have shown above that the IT population can directly report object identities regardless of
object positions, even when the scene contains multiple objects (at least under the limited
conditions tested here, see Discussion). This result implies that the IT population can
simultaneously represent the identity of multiple objects. However, to represent multiple

objects unambiguously, the population should directly represent not only “what” objects are
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present (i.e. Task 1 above), but also “where” they are. Although this question touches on deep
theoretical issues and possibilities about how such information is “bound” together
(Riesenhuber and Poggio 1999; Roudi and Treves 2008; Treisman 1999), we here ask a very basic
question: can the IT population report object identity at specific positions? To do this, we used
the same set of visual scenes (containing both single and multiple objects) and neuronal
population response data, and we built linear discriminant classifiers to perform the same object
identification task at each of the three possible positions (see Fig. 2-1A bottom panel). At each of
these positions, we found that such classifiers performed even better than the position-invariant
classifiers (mean: 73.6%, Fig. 2-1B). This means that downstream neurons could, in parallel,
reliably report the identity and position of each object in the image from the IT population

response (at least up to the limited clutter conditions tested here).

It is well known that population size can strongly influence the reliability of signals and thus
increase the total amount of information that is conveyed by neuronal representations. Itis also
known that cortical neurons can integrate information over a number of synaptic inputs
(~10,000; Braitenberg 1978) that is much larger than the number of IT neurons that can be
reasonably be recorded with current techniques. To overcome this limitation, we used the linear
discriminant approach to estimate how the amount of information conveyed by an IT neuronal
population would scale with the number of units in the population. To this aim, we synthesized
larger populations of Poisson-spiking neurons from the response profiles of the measured IT
population. This procedure does not assume any stimulus selectivity that was not already in
the population (because all synthesized neurons were copies of one of the original 68 neurons),
but it does allow for moderate amounts of pooling to overcome the high trial-to-trial variability
of cortical neurons (Shadlen and Newsome 1998), thus increasing the information that can be
extracted from the IT population on a single trial. We found that the performance on both
recognition tasks scaled at a very similar rate as the population size grew (Supplemental Fig. 2-
S1). Notably, the absolute performance saturated at very high levels for population sizes that
were similar to those postulated to support visual discrimination tasks in other visual areas
((Shadlen et al. 1996); >80% correct for a population of several hundred neurons. Here,

“position-specific” task: >85%; “position-invariant” task: >80%, n=680).
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Overall these data show that, although individual IT neuronal responses are often highly
sensitive to object position (DiCarlo and Maunsell 2003; Op de Beeck and Vogels 2000; Zoccolan
et al. 2007) and to the presence of visual clutter (Chelazzi et al. 1998b; Miller et al. 1993; Missal et
al. 1999; Rolls et al. 2003; Rolls and Tovee 1995; Sato 1989; Sheinberg and Logothetis 2001;
Zoccolan et al. 2005; Zoccolan et al. 2007), the IT population was able to overcome the
inadequacy of single IT neurons -- object identity can be extracted invariant of retinal position
and the presence of clutter (up to a certain degree, Fig. 2-1B). Notably, the performance of the IT
population on all of these tasks is greater than that expected of a comparably sized population
of V1 neurons (simple cell simulation; see Methods; Fig. 2-1B; this is not simply explained by
smaller V1 RF size or lack of coverage, see Fig. 2-5, 2-6C). Thus, motivated by these findings
with the recorded IT population, we sought to understand what single-neuron response
properties are most important in providing a population representation that robustly supports
position- and clutter-invariant object identification (“What”; Fig. 2-1B 1%t and 27 bar), yet can
also support position-specific object identification (“Where”; Fig. 2-1B 3% bar).

2.4.2 Simulated "IT" Neuronal Populations

While our empirical IT data provide a basic “proof of existence” that position- and clutter-
sensitive neurons can support invariant recognition, they provide little insight into what single
unit properties are important to this ability. To explore this issue further, we simulated artificial
populations of neurons with different position and clutter sensitivity, as a tool to ask what kind
of single unit response properties are more or less important for a population of such neurons to

support position- and clutter- invariant object recognition.

To do this, we created an abstract two-dimensional (2D) stimulus space with object identity (e.g.
shape) on one axis and retinal position (e.g. azimuth) on the other axis. A neuron’s response to
a single object (i.e., a point in the 2D stimulus space) was determined by a 2D Gaussian tuning
function over the stimulus space (Fig. 2-2B; see Methods). Its center specified the neuron’s
preferred stimulus (i.e., the preferred shape and position), its standard deviation along the
shape axis (0s) controlled it selectivity for object shape (i.e., a lower o; results in a sharper shape

tuning), and its standard deviation along the position axis (0,) controlled its sensitivity to
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changes in object position (i.e., the size of its receptive field). In the presence of multiple objects,
we constructed different “clutter rules” specifying how a neuron’s response to multiple objects
depended on the responses to single objects. Briefly, the response to multiple objects was
defined as either: the maximum (CCI), the sum (LIN), the average (AVG), or the divisive
normalization (DIV) of the neuron’s responses to the constituent objects in isolation (Fig. 2-3D).
We also included a negative control where the neuron’s response in clutter was not
systematically related to the responses to the constituent objects (RAND). These different
clutter rules specified different amounts of individual-neuron clutter sensitivity. The main
results of the paper are not limited to these initial assumptions, as we also explored other (more

general) types of representations (see Fig. 2-5).

The aim of these simulations was to create artificial neuronal populations with different kinds of
single-unit response functions (described below). Linear classifiers were then used to assess the
“goodness” these populations in supporting position- and clutter- invariant recognition. This
allowed us to evaluate the relative pros and cons of different single-unit response properties in
the context of a population code. Note that this framework is agnostic about: the number of
shape dimensions, what aspect(s) of visual shape are coded along one of those shape
dimensions, and what exact visual stimuli real IT neurons are tuned for. Instead, it is simply a
tool to facilitate thinking about the best way to represent information about object identity and

position using populations of neurons.

2.4.3 Effect of varying the position and clutter sensitivity of individual neurons

Similarly to what was done for the recorded IT population, we examined how well a simulated
population can identify objects in visual scenes containing multiple objects. In such a context,
we varied the individual neuronal position and clutter sensitivity and examined their effects on
a population’s ability to support the recognition tasks (Fig. 2-3). To do this, we synthesized
neuronal populations in which all single neurons in each population had the same position
sensitivity (0p) and clutter sensitivity (clutter rule), but across a series of these populations, we

systematically varied the single-neuron position (Fig. 2-3B) and clutter sensitivity (Fig. 2-3D).
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Figure 2-3: The effect of single-neuron position and clutter sensitivity on population
recognition performance. (A) Population performance on the recognition tasks with visual
scenes containing single objects. Performance was averaged over multiple simulation runs;
error bars indicate standard deviation. The dash line indicates the performance from shuffled
runs (i.e. chance). The performance of the invariant populations performed above chance on
the “position-specific” task because the neurons were sensitive to object identity and therefore
conveyed some information about this conjoint identity and position task. (B) Example
populations illustrating different amount of single-neuron position sensitivity. Each column is
an example population consisted of neurons with a particular g,. Within each column, the top
plot shows the responses of all the units to their most preferred object across changes in that
object’s position. The bottom panel shows the responses of an example unit to three different
objects. The shape selectivity of all neurons was the same (i.e. same o;). (C) Population
performance on visual scenes containing multiple objects. Different colors represent data from
populations with different single-neuron clutter sensitivity (blue, CCI; red, LIN; green, AVG;
magenta, DIV). Because the simulation parameters and populations were not exactly matched,
one should not make direct comparison of the absolute performance between (A) and (C). The
performance obtained using o,= 0.3 is shown in insert for better comparison. (D) An

illustration of a single-unit’s responses to single objects and pairs of objects, under different
clutter rules.
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Figure 2-3A shows how the performance in the recognition tasks depends on the position
sensitivity of the individual neurons. In fact, varying individual neuronal position sensitivity
over a wide range produced little effect on the populations’ ability to support position-invariant
task (Fig. 2-3A dashed line). At the same time, only populations of position sensitive neurons
conveyed the necessary position information to support the position-specific task (Fig. 2-3A,
solid line). Trivially, the population performance on both recognition tasks rapidly decreased if
the single neurons were made too position sensitive due to the populations’ loss of coverage of
the stimulus space (Fig. 2-3A, small g;). So far, these results are only a confirmation of the
rather intuitive expectation that one can take position-sensitive neurons and combine them in a
population to support position-invariant task. However, with these same methods and
intuition in hand, we next go on to show that the same conclusion on single-neuron position

sensitivity holds when multiple objects (“clutter”) are present in the scene.

Figures 2-3C shows the classifier performance in the position-invariant and position-specific
task in the presence of multiple objects, when the simulated neuronal populations followed
different “clutter rules” (stimuli consisted of single, double, and triplet objects). Surprisingly,
populations of non-clutter-invariant neurons (LIN, AVG, DIV) performed comparably well to
populations of complete-clutter-invariant neurons (CCI) (Fig. 2-3C, insets). Performance was
substantially reduced only when neurons followed the random “clutter rule” (RAND; black
bars in the insets) in which the responses to multiple objects were not predictable from the
responses to single objects. In fact, the choice of the “clutter rule” had relatively little effect on
population performance even though individual neurons behaved very differently under
different “rules” (Fig. 2-3D). Furthermore, the different populations conveyed object identity
information in similar format, (correlations among linear classifier weights within clutter rule:
0.988; across clutter rule: 0.975; Table 2-1). Thus, for a downstream observer, the amount of
individual-neuron clutter sensitivity did not matter, to the extent that the object identity

information can be read out in nearly identical fashion (albeit with different classifier

thresholds).

Together, these results show that single-neuron properties previously assumed to be important

(i.e., response magnitude that is largely maintained across transformations) only minimally
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CCl LIN AVG DIV Table 2-1: Correlations between the
discriminant weights used to read-out
CCI10.99 0.98 0.97 0.98 populations implementing different clutter
“rules". The diagonal in the table is the
LIN 0.99 0.97 0.98 correlation of the weights vectors for the
same populations obtained across different
AVG 0.98 0.97 simulation runs, thus the values on the
diagonal is an estimate of the upper-bound
DIV 0.99 ; ; :
on the correlation values given the noise.

impact the goodness of the representation (but see Discussion for possible limitations of such a
conclusion). Furthermore, in the case of position, the high sensitivity often observed in
individual IT neurons should be viewed as a desirable property for a representation capable of

directly supporting a range of recognition tasks (also see DiCarlo and Cox 2007).

2.4.4 What response property of individual IT neurons enables populations of
such neurons to support object recognition?

If the amount of position and clutter sensitivity only has a small impact on a representation’s
ability to support invariant recognition tasks, a fundamental question then arises: what key
single-neuron property has the visual system achieved in IT that is not present in early visual
areas (e.g. V1)? Or, to put it another way, given that V1 neurons have high position-sensitivity
(i.e., small receptive fields), which is a potentially useful property (as shown in Fig. 2-3A, C),
what property do individual V1 neurons lack that makes the V1 population inferior to the IT
population for object recognition (Fig. 2-1)?

A distinguishing hallmark of IT is that neurons’ preference among different objects is often
preserved across image transformations (at least with respect to position and size; Brincat and
Connor 2004; Ito et al. 1995; Schwartz et al. 1983) despite variations in the receptive field sizes.
This was true in our recorded IT population as well. An example IT neuron’s object preference
across position is shown in Fig. 2-4A. Conversely, when we simulated V1 neuronal responses
(spatially local Gabor operators on the same visual scenes, see Methods), we found that the

rank-order of their object selectivity was not preserved, because of the interaction of object parts
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Figure 2-4: Real IT neurons show more preserved rank-order object preference than simulated
V1 units. (A) Neuronal responses to two objects at three positions for an example simulated V1
unit and a real IT neuron. (B) Distributions of rank order preservation across position for the V1
and IT population. The rank order preservation was quantified using a standard separability
index metric (Brincat and Connor 2004; Janssen et al. 2008). The distributions contain 68 cases

for V1 and 32 cases for IT. (C) Neuronal responses to two objects across different clutter
conditions. (D) Distributions of rank order preservation across clutter conditions. The
distributions contain 68 cases for V1 and 63 cases for IT, see Methods.

with the neurons’ receptive fields (e.g. Fig. 2-4A). To quantify the preservation of the rank-order
object preference across the population, we used a standard separability metric (see Materials
and Methods; Brincat and Connor 2004; Janssen et al. 2008). On average, we found that the IT
neurons had much higher separability from the simulated V1 units (Fig. 2-4B, p<10-14, two-
tailed t-test). More interestingly, we also noted that neuronal responses under clutter could be
interpreted in the same framework. When we plotted the IT neurons’ responses to different
objects under the same clutter conditions (i.e. when paired with the same distractor at the same

position), most single IT neurons showed preservation of their object preference rank order (see
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example in Fig. 2-4C) and the IT population showed much more separable responses than the

simulated V1 population (Fig. 2-4D, p<10%, two-tailed t-test).

The preservation of the rank-order object selectivity over position changes has been previously
suggested to be important for achieving a position-invariant object representation (Gross et al.
1993; Logothetis and Sheinberg 1996; Vogels and Orban 1996), but, to our knowledge, has not
been systematically evaluated and demonstrated. Furthermore, the notion that preserving the
rank-order of object selectivity in clutter can result in a clutter-invariant population
representation has never been proposed. Instead, it is commonly assumed that attentional
control is necessary to overcome clutter given the clutter sensitivity of single IT neurons
(Desimone and Duncan 1995; Reynolds and Chelazzi 2004; Serre et al. 2007). Is preservation of
the rank-order selectivity in clutter important to achieve a clutter-invariant representation and
can such a property overcome the coding issues associated with the presence of clutter? To
validate these intuitions and clarify the relationship between single neuron response properties
and goodness of a population representation (e.g. Fig. 2-1B and Fig. 2-4), we directly examined

the importance of rank-order preservation as a key single-neuron response property.

2.4.5 Effect of varying the preservation of the rank-order selectivity of individual
neurons

We simulated many different neuronal populations consisting of neurons with abstract response
functions (i.e., unlike V1 and IT, generated without regard for experimental data). We chose
these abstract response functions such that some preserved the object rank-order across
transformations while others did not (e.g. Fig. 2-5C). In addition, their response magnitude
spanned a wide range of sensitivity to position and clutter (measured by appropriate indices,
see Methods). This allowed us to assess what single-unit response property is a good predictor
of the population performance on the invariant recognition tasks. To minimize other
confounding differences between these response functions, all of the populations were matched

in terms of number of neurons and approximate coverage of the stimulus space.

We first concentrated on the position aspect of the recognition task by only using visual scenes
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Figure 2-5: The effect of single-unit rank-order preservation on population recognition
performance. (A) Example single-units that maintained rank-order object preference (e.g. IT)
or not (e.g. V1) across position. (B) Averaged population performance on position-invariant
task. (C) Example units from the populations in (B). All units in each population had
similarly “shaped” response functions, but positioned randomly to cover the 2D stimulus
space, see Methods. (D) Example single-units that maintained rank-order object preference

(e.g. AVG) or not (e.g. (iv)c) across clutter conditions. (E) Averaged population performance
on clutter-invariant task, same as (B).

of single objects. As shown in Fig. 2-5B, we found that populations of neurons that preserved
the rank-order of their object preference across positions (see example in Fig. 2-5A, right)

performed much better on the position invariant recognition task than populations of neurons
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that did not (see example in Fig. 2-5A, left). We also found that some populations of neurons,
whose response functions were not Gaussian, but nevertheless, preserved the rank-order of
object preference across positions (e.g., Fig. 2-5C, plot labeled (iii)), performed nearly as well as
the population of neurons with Gaussian tuning functions (Fig. 2-5C, plot labeled “IT”). This
implies that, at a purely computational level of information representation, Gaussian response

functions are not required to support position-invariant recognition.

Next, we showed how a similar rationale could explain the high performance achieved by all
the systematic clutter rules when multiple objects were present (c.f. Fig. 2-3C). In fact, the
systematic clutter rules we simulated (Fig. 2-3D) all produced rank-order preservation of object
preference across clutter conditions (only one of those rules — CCI - also yielded clutter
invariance). Except for the RAND rule, each neuron maintained its relative object preference
(rank-order) even though its absolute firing rate could change dramatically in the face of clutter
(an example neuron following the AVG rule is shown in Fig. 2-5D, right). To confirm that this
preservation of rank-order selectivity across clutter conditions underlies the high classification
performance, we simulated neuronal populations that did not maintain the rank-order of their
object preference in clutter (e.g. Fig. 2-5D, left). Indeed, the performance on the clutter-invariant
recognition task was much lower for the latter populations (compare gray to black bars in Fig.
2-5E). This directly demonstrated that, to achieve clutter-invariant recognition, the degree of
clutter sensitivity of individual neuronal responses is not critical. Instead, it is more important

that neurons maintain the rank-order of their object selectivity in the face of clutter.

At a more quantitative level, the preservation of the rank-order selectivity at the single-unit
level was a good predictor of the population performance across all the populations we
simulated, while standard measures of single neuron sensitivity to transformations were not
(Fig. 2-6A). We also tested whether strict separability of tuning along the identity and position
dimensions yielded higher recognition performance as compared to the less strict requirement
of preserving the rank-order object selectivity. Tuning in a multi-dimensional stimulus space is
separable if it is the product of the tuning along individual stimulus dimensions, and there are
reasons to believe that separable tuning curves could be mathematically optimal for creating a

representation where multiple stimulus attributes need to be read out with linear tools (Ma et al.
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Figure 2-6: Rank-order preservation of
single-units, not sensitivity to
transformations, predicts population
performance on invariant recognition tasks.
(A) Combined average performance on the
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preferred stimulus, (see Methods). Each dot
on the plot is the performance from one
population. The performance of simulated IT
(blue) and V1 (red) populations is
highlighted in the plots on the position-
invariant recognition task. The more clutter
sensitive populations appear to perform
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populations because LIN, AVG, and DIV all
qualified as clutter sensitive when sorted by
their clutter sensitivity.  (B) Combined
average performance on the recognition task
in clutter when rank-order preserved
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2006; Sanger 2003). We found that these two alternative coding schemes both yielded equally

high recognition performance (Fig. 2-6B), but this negative result does not fully settle the issue

because the difficulty of our object recognition tests may not have been powerful enough to

distinguish among these alternatives. Finally, the better performance achieved by the

populations preserving the rank-order selectivity (e.g., IT versus V1) cannot be accounted for by
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the degree of coverage of the stimulus space, since coverage was approximately equated across
the tested populations. To further confirm this, we varied the number of units in the simulated
IT and V1 populations and examined their performance on the position invariant task (Fig.
2-6C). We found that even when a high number of units was simulated (to rule out any possible
coverage differences between the V1 and IT populations), V1 performance quickly saturated to
a much lower value than IT performance, failing to succeed in the simple invariant task asked

here.

In summary, response functions that preserved the rank-order of object selectivity across
position changes and clutter led to neuronal populations that were highly robust in supporting
invariant recognition, regardless of the specific shape of the neuronal tuning curves or their

degree of sensitivity to the tested transformations.

2.5 Discussion

Most studies aimed at understanding invariant object representation in IT have understandably
concentrated on measuring the responses of single IT neurons to preferred objects presented
over transformations (e.g., addition of “distractor” objects to the image). Although perhaps at
odds with colloquial thinking about IT, that work has shown that single IT neurons’ firing rates
can be quite sensitive to these identity-preserving image changes, often much more sensitive
than behavioral recognition (Aggelopoulos and Rolls 2005; DiCarlo and Maunsell 2003; Op de
Beeck and Vogels 2000; Tovée et al. 1994; Zoccolan et al. 2007). To consolidate this discrepancy,
it is tempting to conclude that this sensitivity in single IT neurons reflects inadequacies of those
neurons to achieve invariance in natural vision (where multiple objects are constantly present),
and that the visual system must engage additional mechanisms (e.g. attention) to overcome the
interference of visual clutter. However, these explanations assume a straightforward
relationship between the response properties of individual neurons and the behavior of

populations of such neurons. The primary goal of this study was to examine that assumption.

By gathering neuronal data from IT and “reading-out” the population using biologically
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plausible mechanisms (linear classifiers), we report that intrinsic response properties of a small
population of IT neurons (i.e. earliest part of response in the absence attention) already supports
object identification while tolerating a moderate degree of clutter. This is true even when
multiple objects and their positions must be reported. However, this leaves open the possibility
that the IT population would be able to do even better if the individual neurons were somehow
less position- and clutter-sensitive. We tested this possibility by carrying out simulations that
showed that: 1) low sensitivity to position changes in individual neurons is not needed to
support position-invariant recognition, 2) low sensitivity to clutter in individual neurons is not
needed to support clutter-invariant recognition, 3) position-sensitive neurons are advantageous,
since they allow the unambiguous representation of object position, and 4) preservation of the
rank-order of object selectivity is a single neuron response property that is highly predictive of

good population recognition performance (see summary in Fig. 2-7).

At a first level, our results are a reminder that even simple rate codes in populations of neurons
can convey information that is not readily apparent from the responses of single-units (Kohn
and Movshon 2004; Riesenhuber and Poggio 1999). For example, a strong interpretation of
"what" and "where" pathways creates a so called "binding problem" (Treisman 1999) in that IT is
assumed to represent only object identity, and this has led to a number of speculations as to
how that the object identity and position can be bound back together (Reynolds and Desimone
1999; Riesenhuber and Poggio 1999; Shadlen and Movshon 1999). However, at least with
respect to the object position and identity, direct examination of IT population responses shows
that this particular form of the binding problem does not exist, since object identity is
represented jointly with object position in IT (Fig. 2-1B), as previously suggested (DiCarlo and
Cox 2007; Edelman and Intrator 2003; Riesenhuber and Poggio 1999; Roudi and Treves 2008,
Serre et al. 2007; Hung et al. 2005). At a deeper level, our results show that single-neuron
properties previously assumed to be important (i.e., response magnitude that is largely
maintained across transformations) only minimally impact the goodness of the representation
(but see below for possible limitations to such a conclusion), and that the sensitivity to
transformations often observed in individual IT neurons (i.e. “tolerant” IT neurons, see Fig. 2-7)
should not be viewed as a failure to achieve perfection, but a desirable property for a

representation capable of directly supporting a range of recognition tasks (also see DiCarlo and
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Cox 2007).

2.5.1 Ideal single neuron response properties?
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If transformation-sensitive responses in individual neurons are not a limiting factor in creating a
population that can support highly invariant recognition, what single-neuron property is
required? This problem is ill defined because, in general, no individual neuron will dominate
the performance of a population (e.g., its limitations can always be compensated by other
neurons). However, if one assumes that all neurons in the population have similar response
functions but with different preferred shapes (objects) and positions (i.e., different Gaussian
centers in our 2D stimulus space), we showed that populations of neurons with rank-order
object preference that is preserved across image transformations (here, position and clutter, but
this could be size, pose, etc.) form much more powerful object representations than populations
of neurons that lack this property (Fig. 2-5, 2-6). The potential importance of preserving the
rank-order object selectivity over preserving the magnitude of neuronal responses (in the face of
transformations) has previously been suggested in the literature with respect to position and
size (Gross et al. 1993; Logothetis and Sheinberg 1996; Vogels and Orban 1996). Here we
provided direct confirmation of this: by simulating abstract neuronal response functions, we
found that rank-order preservation of object selectivity in individual neurons was a very good
predictor of population performance, while the extent to which neuronal response magnitude
was preserved was a poor predictor (Fig. 2-6A). Interestingly, unlike V1 neurons, IT neurons
appear to preserve their rank-order selectivity over changes in object position (DiCarlo and
Maunsell 2003; Ito et al. 1995; Logothetis and Sheinberg 1996; Op de Beeck and Vogels 2000;
Tovée et al. 1994), even when their receptive field size is small (DiCarlo and Maunsell 2003).
This single-unit response pattern in IT neurons has been termed selectivity “tolerance” (e.g.
tolerance to position), and it explains why IT populations perform better than (e.g.) V1
populations on object recognition tasks, even if both have small single-unit receptive fields (also

see DiCarlo and Cox 2007).

Furthermore, we also demonstrated that the same rationale explains why single neurons
following any of the systematic clutter rules (i.e., all rules in Fig. 2-3C, D, except RAND)
performed well as a population in recognition tasks under cluttered conditions (Fig. 2-3C). In
particular, even though each systematic clutter rule produced different amounts of clutter

sensitivity in individual neurons (Fig. 2-3D), all of these rules had a more important feature in
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common — they each preserved the rank-order object preference, in the sense that each neuron
always responded more to its preferred object than non-preferred objects, even in the presence
of other clutter objects (provided that these clutter objects were the same and were present at
the same positions in both cases). Again, it is not the amount of clutter sensitivity that matters,
but the preservation of the rank-order selectivity that is guaranteed by these clutter rules. And
again, although single IT neuron responses are strongly altered by clutter (Chelazzi et al. 1998b;
Miller et al. 1993; Missal et al. 1999; Rolls et al. 2003; Rolls and Tovee 1995; Sato 1989; Sheinberg
and Logothetis 2001; Zoccolan et al. 2005; Zoccolan et al. 2007), the rank-order selectivity of
those neurons appears to be maintained in clutter (Zoccolan et al. 2005; Zoccolan et al. 2007).
Even though our neuronal data were collected at short eccentricities (-2° to +2°), this message
applies to larger eccentricities because the simulations are scale independent, and IT clutter
suppression has been found to be virtually identical at short eccentricities (Zoccolan et al, 2005)
and mid-range eccentricities (i.e., 4-7° from fovea; Chelazzi et al, 1998). Naturally, the
conclusion also applies to any population representation, whose units behave similarly to IT
neurons in clutter, including a class of object recognition models (Zoccolan et al. 2007) that are
able to support recognition of multiple objects (Serre et al. 2007). The summary “take home”

message of our work is given in graphical form in Figure 2-7.

More broadly, the response functions with preserved rank-order selectivity performed well
because this class of response functions is well matched to the desired output function the
classifier is trying the construct (Ma et al. 2006; Poggio 1990; Salinas 2006) — the independent

read-out of object identity and image transformations (but see also limitations below).

2.5.2 Limitations

An overriding theme of this paper is that task constraints dictate ideal response functions
(Salinas 2006), but not always in an obvious way. Here, we explored a range of descriptive
models of single-unit IT neuronal response functions, and determined which performed best at
the population level. While this approach gives insight into which response properties are
important, it does not provide guidance on how to construct mechanistic models of such IT

neurons (i.e., models that operate directly on the visual image). In addition, although our
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descriptive models of IT show how the task constraints of object recognition imply that IT
neurons should have sensitivity to object identity that is preserved across position and clutter,
this still allows a large number of possible descriptive models. That is, there are a large number
of response functions with rank-order preserved that are capable of supporting the recognition
tasks (e.g. Fig. 2-5C). Other constraints such as wiring limitations (i.e. number of afferent
connection per neuron allowed) and the number of neurons in a population will further

constrain the ideal set of descriptive IT models. Further simulations could address these issues.

Our classification analysis shows how downstream neurons can utilize the same IT population
to achieve good performance on at least two different visual recognition tasks. For the brain to
utilize a fixed IT representation in this flexible manner requires different downstream readouts
of IT - different weightings across the IT populations. Although each such readout is biological
plausible (see Methods), this study cannot address how different readouts are mechanistically
achieved in the brain. However, given the flexibility of our behavior and the number of tasks
we are capable of performing, we speculate that these different readouts are not hard-wired, but
might be dynamically invoked in the frontal cortices where decisions and associations are

rapidly made (Freedman and Assad 2006; Freedman et al. 2001).

As shown in Fig. 2-3C, although populations of neurons with different clutter rules gave
approximately equal recognition performance, populations of neurons that were insensitive to
both position and clutter (CCI) provided the best performance in the position-invariant tasks in
clutter. This suggests that, at least for certain recognition tasks, high position and clutter
invariance may be desirable (note that such “invariance” is an extreme form of tolerance, see
Fig. 2-7). More generally, we are not ruling out possible advantages of having single-unit
responses that are insensitive to image transformations. For example, here we focus on the
ability of a population to present well-formatted information to downstream neurons, but we
do not address the problem of how the downstream neurons find that information
(computationally, how the linear classifiers find the best set of weights on the IT population
without the benefit of visual experience with at least some similar conditions). That is, we do
not explore the representation’s ability to generalize well outside its realm of experience. In

particular, it is reasonable to expect that position-insensitive single neurons would facilitate
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generalization over position, (e.g. identifying an object at a position in which it has never been
seen), and clutter-insensitive single neurons would facilitate identifying a familiar object among
novel objects in a cluttered scene. That is, ideal properties depend on one's goal: at a descriptive
level, transformation-sensitive neurons are more desirable for supporting a range of recognition
tasks, and transformation-insensitive neurons may be more desirable for generalization (Fig.
2-7). This might explain why the IT population contains a mix of highly transformation-
sensitive and insensitive neurons (Zoccolan et al. 2007), but this still leaves open the mechanistic
question of how those neurons are created (again, how they find the conditions to generalize
over). Generalization is especially challenging in the case of clutter given the virtually infinite
number of clutter conditions that can be encountered in natural vision. This may explain why
the brain employs attentional resources to achieve higher clutter-invariance at the level of
individual ventral stream neurons (Chelazzi et al. 1998b; Moran and Desimone 1985; Reynolds

and Chelazzi 2004; Reynolds and Desimone 1999).

In this paper, we restricted ourselves to analysis on the recorded data, and followed by
simulated data that mimics the real data but allowed us to systematically vary particular
parameters of interest and examine their impact on population performance. While this
approach gives us good understanding about the behavior of a particular type of neural code, it
lacks a deep theoretical foundation. For example, all the clutter rules achieved similar
performance because all the clutter rules produced response functions that preserved the rank-
order of object selectivity, yet it remains unclear which class of response functions is
mathematically optimal. Very likely, the preservation of rank-order object selectivity is not the
sole attribute that determines the goodness of a representation to support object recognition.
Probably, many attributes of a neuron’s response function determine how closely they match
the output response function (e.g. response function shape, size, etc). Here our results showed
that among those different attributes, preservation of rank-order object preference is the most
important. With assumptions about: 1) the tasks a representation supports; 2) the neuronal
noise characteristic (e.g. Poisson); and 3) the readout mechanisms, the problem might be
formalized mathematically (Ma et al. 2006; Salinas 2006). However, formalizing this in a

theoretical framework is beyond the scope of this paper.
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2.5.3 Moving forward

Minimally, we hope that the results and simulations presented here clarify the single-unit
properties that enable a neuronal population to support different kinds of recognition tasks. We
believe that these results offer at least two avenues of forward guidance. First, we predict that,
if one estimates each neuron’s rank-order preservation of object preferences in the face of image
transformations (such as position and clutter), that property will gradually increase along the
ventral visual hierarchy. This may be true even though the RF sizes or clutter sensitivity may
vary widely (e.g., some IT neurons have smaller RFs than some V4 neurons). Future physiology
studies should be geared more toward measuring selectivity across transformations rather than
measuring response magnitude alone. These data are already available for some
transformations, such as positions and size (Brincat and Connor 2004; Gross et al. 1993; Ito et al.
1995; Janssen et al. 2008), visual cue (Sary et al. 1993), occlusion (Kovacs et al. 1995) and clutter
(Zoccolan et al. 2005), but more systematic measurements and comparisons across visual areas
are needed. In particular, preservation of rank-order selectivity could potentially be used as a
metric to probe the complexity of tuning for each representation (e.g., V1 neurons probably
have good rank-order preservation for Gabor patch stimuli, but not for object stimuli, even if
those objects are small enough to fit within their RF). Second, in contrast to preservation of the
response magnitude, preservation of the rank-order object selectivity is a more precise and
parsimonious goal for computational approaches aimed at capturing the mechanisms
underlying a powerful object representation in the brain. The key question then is to
understand how the ventral stream takes the initial response functions with little rank-order
preservation (Fig. 2-5A, V1 units) and achieves rank-order preservation at its highest stages (Fig.
2-5AIT units). Understanding this is the crux of understanding how invariant object

recognition is achieved.
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Figure 2-S1: To overcome the inherent trial-to-trial variability in the recorded neurons and
estimate the absolute performance that can be achieved with our recorded selectivity, we
synthesized larger populations of Poisson-spiking neurons from the response profiles of the
measured IT population (n=68). Note that this procedure does not assume any selectivity that is
not already in the recorded data since the synthesized neuron are just copies of the one of the
original 68 neurons. However, increasing the population size does allow for pooling of the
responses to overcome the response variability, thus increasing the fidelity of the readout. The
plot shows the readout performance on the two tasks as we increased the number of neurons.
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Chapter 3

Unsupervised Natural Visual Experience
Rapidly Reshapes Position Invariant
Object Representation in Inferior
Temporal Cortex

3.1 Abstract

Object recognition is challenging because each object produces myriad retinal images.
Responses of neurons from the inferior temporal cortex (IT) are selective to different objects, yet
tolerant ("invariant") to changes in object position, scale, pose, etc.. How does the brain
construct this neuronal tolerance? Here we report a form of neuronal learning that suggests the
underlying solution. Targeted alteration of the natural temporal contiguity of visual experience
caused specific changes in IT position tolerance. This unsupervised temporal slowness
learning (UTL) is substantial, increases with experience, and is significant in single I'T neurons
after just one hour. Together with previous theoretical work and human object perception
experiments, we speculate that UTL may reflect the mechanism by which the visual stream

builds and maintains tolerant object representations.

3.2 Introduction

When presented with a visual image, primates can rapidly (<200 ms) recognize objects
in spite of large variations in object position, scale, pose, etc. (1, 2). This ability likely

derives from the responses of neurons at high levels of the primate ventral visual stream
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(3-5). But how are these powerful "invariant" neuronal object representations built by
the visual system? Based on theoretical (6-10, 32) and behavioral (11, 12) work, one
possibility is that tolerance (“invariance") is learned from the temporal contiguity of
object features during natural visual experience, potentially in an unsupervised manner.
Specifically, during natural visual experience, objects tend to remain present for seconds
or more, while object motion or viewer motion (e.g. eye movements) tends to cause
rapid changes in the retinal image cast by each object over shorter time intervals
(hundreds of ms). The ventral visual stream could construct a tolerant object
representation by taking advantage of this natural tendency for temporally contiguous
retinal images to belong to the same object. If this hypothesis is correct, it might be
possible to uncover a neuronal signature of the underlying learning by using targeted

alteration of those spatiotemporal statistics (11, 12).

To look for such a signature, we focused on position tolerance. If two objects
consistently swapped identity across temporally contiguous changes in retinal position
then, following sufficient experience in this "altered" visual world, the visual system
might incorrectly associate the neural representations of those objects viewed at
different positions into a single object representation (11, 12). We focused on the top
level of the primate ventral visual stream (IT), where many individual neurons possess
position tolerance — they respond preferentially to different objects, and that selectivity
is largely maintained across changes in object retinal position, even when images are

simply presented to a fixating animal (13, 14).

3.3 Results and discussion
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Fig. 3-1: Experimental design and predictions. (A) IT responses were tested in Test Phases
(green boxes, see text) which alternated with Exposures Phases. Each Exposure Phase consisted of
100 normal exposures (50 P->P, 50 N->N) and 100 swap exposures (50 P->N, 50 N->P). Stimulus
size was 1.5°. (15) (B) Each box shows the Exposure Phase design for a single neuron. Arrows
show the saccade-induced temporal contiguity of retinal images (arrow heads point to the
retinal images occurring later in time, i.e. at the end of the saccade). The swap position was
strictly alternated (neuron-by-neuron) so that it was counterbalanced across neurons. (C)
Prediction for responses collected in the Test Phase: if the visual system builds tolerance using
temporal contiguity (here driven by saccades), the swap exposure should cause incorrect
grouping of two different object images (here P and N). Thus, the predicted effect is a decrease
in object selectivity at the swap position that increases with increasing exposure (in the limit,

reversing object preference), and little or no change in object selectivity at the non-swap
position.

We tested a strong, "online" form of the temporal contiguity hypothesis — two monkeys visually
explored an altered visual world (Fig. 3-1A, Exposure Phase), and we paused every ~15 minutes
to test each IT neuron for any change in position tolerance produced by that altered experience
(Fig. 3-1A, Test Phase). We concentrated on each neuron's responses to two objects that elicited
strong (object "P", preferred) and moderate (object "N", non-preferred) responses, and we tested
the position tolerance of that object selectivity by briefly presenting each object at 3° above,
below, or at the center of gaze (see (15) and fig. 3-S1). All neuronal data reported in this study

were obtained in these Test Phase: animal tasks unrelated to the test stimuli, no attentional cuing,
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and completely randomized, brief presentations of test stimuli (15). We alternated between
these two phases (Test Phase ~5 min; Exposure Phase ~15 minutes) until neuronal isolation was

lost.

To create the altered visual world (Exposure Phase in Fig. 3-1A), each monkey freely viewed the
video monitor on which isolated objects appeared intermittently, and its only task was to freely
look at each object. This exposure "task” is a natural, automatic primate behavior in that it
requires no training. However, by using real-time eye-tracking (16), the images that played out
on the monkey's retina during exploration of this world were under precise experimental
control (15). The objects were placed on the video monitor so as to (initially) cast their image at
one of two possible retinal positions (+3° or -3°). One of these retinal positions was pre-chosen
for targeted alteration in visual experience (the "swap" position; counterbalanced across
neurons, see Fig. 3-1B and (15)); the other position acted as a control (the "non-swap" position).
The monkey quickly saccaded to each object (mean: 108 ms after object appearance), which
rapidly brought the object image to the center of its retina (mean saccade duration 23 ms).
When the object had appeared at the "non-swap" position, its identity remained stable as the
monkey saccaded to it, typical of real-world visual experience ("Normal exposure", Fig. 3-1A,
see (15)). However, when the object had appeared at the "swap" position, it was always
replaced by the other object (e.g. P->N) as the monkey saccaded to it (Fig. 3-1A, "Swap
exposure"). This experience manipulation took advantage of the fact that primates are
effectively blind during the brief time it takes to complete a saccade (17). It consistently made
the image of one object at a peripheral retinal position ("swap" position) temporally contiguous

with the retinal image of the other object at the center of the retina (Fig. 3-1).

We recorded from 101 IT neurons while the monkeys were exposed to this altered visual world
(isolation held for at least two Test Phases; n = 50 in Monkey 1; 51 in Monkey 2). For each
neuron, we measured its object selectivity at each position as the difference in response to the
two objects (P-N; all key effects were also found with a contrast index of selectivity, fig. 3-56).
We found that, at the "swap" position, IT neurons (on average) decreased their initial object
selectivity for P over N, and this change in object selectivity grew monotonically stronger with

increasing numbers of "swap" exposure trials (Fig. 3-2A, C). However, the same IT neurons
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Fig. 3-2: Change in the population object selectivity. (A) Mean population object selectivity at
the swap and (equally eccentric) non-swap position, and for control objects at the swap position.
Each row of plots shows effect among all neurons held for at least the indicated amount of
exposure (e.g. top row shows all neurons held for over 100 swap exposures -- including the
neurons from the lower rows). The object selectivity for each neuron was the difference in its
response to object P and N. To avoid any bias in this estimate, for each neuron we defined the
labels "P" (preferred) and "N" by using a portion of the pre-exposure data (10 repetitions) to
determine these labels, and the reminder to compute the displayed results in all analyses using
these labels. Though there was, by chance, slightly greater initial selectivity at the swap
position, this cannot explain the position-specificity of the observed change in selectivity (table
S2). (B) Mean population object selectivity of 10 multi-unit sites. Error bars (A, B) are standard
error of the mean. (C) Histograms of the object selectivity change at the swap position, A(P-N)
= (P =N)pog-exposure = (P =N) e _exposure- The arrows indicate the means of the distributions. The

mean A(P-N) at the non-swap position was: 0.01, -0.5, -0.9, -0.9 spikes/s respectively. The
variability around that mean (i.e. distribution along the x-axis) is commensurate with repeated
measurements in the face of known Poisson spiking variability (fig. 3-S11). (D) Object
selectivity changes at the multi-unit sites. The mean A(P-N) at the non-swap position was 1.6
spikes/s.
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showed (Fig. 3-2A) no average change in their object selectivity at the equally eccentric control
position ("non-swap" position), and little change in their object selectivity among two other

(non-exposed) control objects (see below).
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Fig. 3-3: Position-specificity, object-specificity, and time course. (A) Mean object selectivity
change, A(P-N), at the swap, non-swap, and central (0°) retinal position. A(P-N) was computed
as in Fig. 3-2C from each neuron's first and last available Test Phase (mean ~200 swap
exposures). The insets show the same analysis performed separately for each monkey. (B) Mean
object selectivity change for the (exposed) swap objects and (non-exposed) control objects at the
swap position. Error bars (A, B) are standard error of the mean. The swap object selectivity
change at the swap position is statistically significant (*) in the pooled data as well as in
individual animals (p < 0.05, one-tailed t-test against 0). (C) Mean object selectivity change as a
function of the number of swap exposures for all single-units (n = 101) and multi-unit sites (n =
10). Each data point shows the average across all the neurons/sites held for a particular amount
of time. Gray line is best linear fit with a zero intercept; slope is mean effect size: -5.6 spikes/s
per 400 exposures. The slope at the non-swap position using the same analysis was 0.6 spikes/s
(not shown).

Because each IT neuron was tested for different amounts of exposure time, we first computed a
net object selectivity change, A(P-N), in the IT population by using the first and last available
Test Phase data for each neuron. The prediction was that A(P-N) should be negative (i.e. in the
direction of object preference reversal), and greatest at the "swap" position (Fig. 3-1C). This
prediction was born out (Fig. 3-3A). The position-specificity of the experience-induced changes

in object selectivity was confirmed by two different statistical approaches: 1) a direct
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comparison of A(P-N) between the swap and non-swap position (n = 101; p = 0.005, one tailed
paired t-test); 2) a significant interaction between position and exposure — that is, object
selectivity decreased at the swap position with increasing amounts of exposure (p = 0.009 by

one-tailed bootstrap; p = 0.007 by one-tailed permutation test; tests were done on (P-N)).

The changes in object selectivity at the swap position were also largely shape-specific. For 88 of
the 101 neurons, we monitored the neuron’s selectivity among two control objects not shown to
the animals during the Exposure Phase (chosen in a similar way as the P and N objects, fully-
interleaved testing in each Test Phase; see (15)). Across the IT population, control object
selectivity at the swap position did not significantly change (Fig. 3-2A), and the swap object
selectivity changed significantly more than the control object selectivity (Fig. 3-3B; n =88, p =

0.009 one tailed paired t-test of swap vs. control objects at the swap position).

These changes in object selectivity were substantial in magnitude (average change of ~5 spikes/
s per 400 exposures at the swap position; Figs. 3-2C, 3-3C), and were visibly obvious and highly
significant at the population level. In the face of well known Poisson spiking variability (18, 19),
these effects were only weakly visible in most single IT neurons recorded for short durations,
but were much more apparent over the maximal one hour exposure time that we could hold
isolation (Fig. 3-2C, lower panels). To ask if the object selectivity changes continued to grow
even larger with longer periods of exposure, we next recorded multi-unit activity (MUA) in one
animal (Monkey 2), which allowed us to record from a number of (non-isolated) neurons
around the electrode tip (which all tend to have similar selectivity (20, 21)) while the monkey
was exposed to the altered visual world for the entire experimental session (~2+ hrs) (15). The
MUA data replicated the single-unit results -- a change in object selectivity only at the swap
position (Fig. 3-2C; "position x exposure" interaction: p = 0.03, one-tailed bootstrap; p = 0.014,
one-tailed permutation test; n = 10). Furthermore, the MUA object selectivity change at the swap
position continued to increase as the animal received even more exposure to the altered visual
world, followed a very similar time course in the rate of object selectivity change (~5 spikes/s
per 400 exposures; see Fig. 3-3C), and even showed a slight reversal in object selectivity (N>P in

Fig. 3-4D).
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Our main results were similar in magnitude (Fig. 3-3A, B) and statistically significant in each of
the two monkeys (Monkey 1: p = 0.019; Monkey 2: p = 0.0192; one-tailed t-test). Each monkey
performed a different task during the Test Phase (15), suggesting that these neuronal changes are
not task dependent.

Because we selected the objects P and N so that they both tended to drive the neuron (15), the
population distribution of selectivity for P and N at each position was very broad (95% range:
[-5.7 spikes/s to 31.0 spikes/s] pooled across position; n = 101). However, our prediction
assumes that the IT neurons were initially object-selective (i.e. response to object P greater than
object N). Consistent with this, neurons in our population with no initial object selectivity at the
center of gaze showed little average change in object selectivity at the swap position with
exposure (fig. 3-S5). To test the learning effect in the most selective IT neurons, we selected the
neurons with significant object selectivity (n = 52/101; two-way ANOVA test (2 objects x 3
positions), p < 0.05, significant main object effect or interaction). Among this smaller number of
object-selective neurons, the learning effect remained highly significant and still specific to the
swap position (p = 0.002 by t-test; p = 0.009 by bootstrap; p = 0.004 by permutation test; see

above).

To further characterize the response changes to individual objects, we closely examined the
selective neurons held for at least 300 exposures (n = 28/52) and the multi-unit sites (n = 10). For
each neuron/site, we used linear regression to measure any trend in the neuron’s response to
each object as a function of exposure time (Fig 3-4A). Changes in response to P and N at the
swap position were visibly obvious in a fraction of single neurons/sites (Fig. 3-4A), and
statistically significant object selectivity change was encountered in 32% of instances (12/38; Fig.
3-4C) (15). Across our neuronal population, the change in object selectivity at the swap position
was due to both a decreased response to object P and an increased response to object N
(approximately equal change; Fig. 3-4B). These response changes were highly visible in the

single-units and multi-units held for the longest exposure times (Fig. 3-4D).

These changes in the position profile of IT object selectivity (i.e. position tolerance) cannot be

explained by changes in attention or by adaptation (also see Fig. 3-S10). First, a simple fatigue-
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Fig. 3-4. Responses to objects P and N. (A) Response data to object P and N at the swap
position for three example neurons and one multi-unit sites as a function of exposure time. The
solid line is standard linear regression. The slope of each line (As) provides a measure of the
response change to object P and N for each neuron. Some neurons showed a response decrease
to P, some showed a response enhancement to N, while others showed both (see examples). (B)
Histograms of the slopes obtained for the object selective neurons/sites tested for at least 300
exposures. The dark-colored bars indicate neurons with significant change by a permutation
test (p < 0.05; see (15)). (C) Histograms of the slopes from linear regression fits to object
selectivity (P-N) as a function of exposure time, same units as in (B). Arrow indicates the mean
of the distribution, (the mean As(P-N) at the non-swap position was -1.7 spikes/s, p = 0.38). The
black bars indicate instances (32%; 12/38) that showed a significant change in object selectivity
by permutation test (p < 0.05). Results were very similar when we discarded neurons/sites
with greater initial selectivity at the swap position (fig 3-S8). (D) Data from all the neurons/
sites tested for the longest exposure time. The plot shows the mean normalized response to
object P and N as a function of exposure time (c.f. Fig. 3-1C; see fig. 3-S3 for data at the non-
swap position and for control objects). Error bars (A, D) are standard error of the mean.
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adaptation model cannot explain the position-specificity of the changes because, during the
recording of each neuron, each object was experienced equally often at the swap and non-swap
positions (also see table 3-S2). Second, we measured these object selectivity changes with briefly
presented, fully randomized stimuli while the monkeys performed tasks unrelated to the
stimuli (15), arguing against an attentional account. Third, both of these explanations predict
response decrease to all objects at the swap position, yet we found that the change in object
selectivity at the swap position was due to an increase in response to object N (+2.3 spikes/s per
400 swap exposures) as well as a decrease in response to object P (3.0 spikes/s per 400 swap

exposures; Fig. 3-4). Fourth, neither possibility can explain the shape-specificity of the changes.

We term this effect "unsupervised temporal slowness learning” (UTL), because the selectivity
changes depend on the temporal contiguity of object images on the retina, and are consistent
with the hypothesis that the natural stability (slowness) of object identity instructs the learning
without external supervision (6-10, 32). Our current data as well as previous human object
perception experiments (11) cannot rule out the possibility that the brain's saccade generation
mechanisms or the associated attentional mechanisms (22, 23) may also be needed. Indeed, eye-
movement signals are present in the ventral stream (24, 25). The relatively fast time-scale and
unsupervised nature of UTL may allow rapid advances in answering these questions,
systematically characterizing the spatiotemporal sensory statistics that drive it, and
understanding if and how it extends to other types of image tolerance (e.g. changes in object

scale, pose (26, 27)).

IT neurons "learn” to give similar responses to different visual shapes ("paired associates") when
reward is used to explicitly teach monkeys to associate those shapes over long time scales (1-5
sec between images, e.g. (28, 29)), but sometimes without explicit instruction (30, 31). Here, a
top down explanation of the neuronal selectivity changes is unlikely because animals
performed tasks that were unrelated to the object images when the selectivity was probed, and
the selectivity changes were present in the earliest part of the IT responses (~100 ms; fig 3-S4).
UTL could be an instance of the same underlying plasticity mechanisms: here the "associations"
are between object images at different retinal positions (which, in the real world, are typically

images of the same object). However, UTL may be qualitatively different because: 1) the
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learning is retinal position-specific, 2) it operates over the much shorter time scales of natural
visual exploration (~200 ms), 3) it is unsupervised in that, besides the visual world, no external
"teacher" was used to direct the learning (e.g. no association-contingent reward was used, but
we do not rule out the role of internal "teachers” such as efferent eye-movement signals). These
distinctions are important because we naturally receive orders of magnitude more such

experience (e.g. ~108 unsupervised temporal-contiguity saccadic "experiences” per year of life).

Our results show that targeted alteration of natural, unsupervised visual experience changes the
position tolerance of IT neurons as predicted by the hypothesis that the brain employs a
temporal contiguity learning strategy to build that tolerance in the first place. Several
computational models show how such strategies can build tolerance (6-10, 32), and such models
can be implemented using Hebbian-like learning rules (8, 47) that are consistent with spike-
timing-dependent plasticity (33). One can imagine IT neurons using almost-temporally-
coincident activity to learn which sets of its afferents correspond to features of the same object at
different positions. The time-course and task-independence of UTL is consistent with synaptic
plasticity (34, 35), but our data do not constrain the locus of plasticity, and changes at multiple

levels of the ventral visual stream are likely (36, 37).

We do not yet know if UTL reflects mechanisms than are necessary for building tolerant
representations. But these same experience manipulations change the position tolerance of
human object perception -- producing a tendency to (e.g.) perceive one object to be the same
identity as another object across a "swap" position (11). Moreover, given that the animals had a
lifetime of visual experience to potentially build their IT position tolerance, the strength of UTL
is substantial (~5 spikes/s change per hour) -- just one hour of UTL is comparable to attentional
effect sizes (38), and is more than double that observed in previous IT learning studies over
much longer training intervals (39-41). We do not yet know how far we can push this learning,
but we see that just two hours of (highly targeted) unsupervised experience begins to reverse
the object preferences of IT neurons (Fig. 3-4D). This discovery re-emphasizes the importance
of plasticity in vision (4, 31, 34, 36, 39, 40, 42, 43) by showing that it extends to a bedrock
property of the adult ventral visual stream -- position tolerant object selectivity (44-46), and

studies along the post-natal developmental time line are now needed.
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Materials and methods

3.5.1 Animals and surgery
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Experiments were performed on two male rhesus monkeys (Macaca mulatta, 5.6 and 4.3 kg).
Aseptic surgery was performed to implant a head post and a scleral search coil. After brief
behavioral training (1-3 months), a second surgery was performed to place a recording chamber
(18 mm diameter) to reach the anterior half of the temporal lobe. All animal procedures were
performed in accordance with National Institute of Health guidelines and the Massachusetts

Institute of Technology Committee on Animal Care.

3.5.2 Stimuli presentation and behavioral task

Each recorded neuron was probed in a dimly lit room with a set of 100 achromatic images of
isolated objects (52 natural objects and 48 silhouette white shapes; Fig. 3-52) presented on a gray
background (21” CRT monitor, 85 Hz refresh rate, ~48cm away, background gray luminance: 22
Cd/m?, max white: 46 Cd/m?2). All objects subtended ~1.5° (average of a bounding square and
the filled area). Custom software controlled the stimulus presentation and behavioral
monitoring. Eye position was monitored in nearly real-time using standard sclera coil technique

(2), and saccades >0.2° were reliably detected (1) .

During each Test Phase (~4 minutes), neuronal selectivity at three retinal positions (-3° 0°, +3°
elevation; all 0° azimuth) was probed in two different tasks. Monkey 1 freely searched an array
of eight small dots (size 0.2°) vertically arranged 3° apart (Fig. 3-51). The dots never changed in
appearance, but on each "trial", one dot was randomly baited in that a juice reward was given
when the animal foveated that dot, and the next "trial" continued uninterrupted. Typically, the
monkey saccaded from one dot to another (not always the closest dot) looking for the hidden
reward. During this task, objects were presented (100 ms duration) at controlled retinal
positions (onset time was the detected end of a saccade; approximately one such presentation
every other saccade, never back-to-back saccades). The monkey’s task was unrelated to these
test stimuli.

To limit unwanted experience across retinal positions, each such presented object was
immediately removed upon detection of any saccade, and these aborted presentations were not

included in the analyses. Monkey 2 performed a more standard fixation task in which it
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foveated a single, central dot (size 0.2°, +1.5° fixation window) while object images were
presented at a natural, rapid rate (5 images/s; 100 ms duration, 100 ms blank intervals).
Reward was given at trial end (5-8 images presented per trial). Upon any break in fixation, any
currently present object image was immediately removed (and not included in the analyses),
and the trial aborted. The animal successfully maintained fixation in 75% of the trials. The
presentations before the broken fixation were included in the analyses. To address possible
adaptation concerns, we re-performed the key analysis after discarding the first image
presentation in each fixation trial, and the result was essentially unchanged (also see Fig, 3-58).
Aside from the task differences (free-viewing search vs. fixation), retinal stimulation in the two
tasks was essentially identical in that each tested object image was presented 3° above, below or
on the current center of gaze, for 100 ms duration (20-30 pseudo-randomly interleaved
repetitions of each). Given equivalent retinal stimulation, IT neuronal responsivity and
selectivity are virtually identical when measured during free viewing and fixation (1).
Consistent with this, we found comparable exposure-induced changes in IT object selectivity in

each animal (e.g. see Fig. 3-3).

During each Exposure Phase (~15 minutes), animals freely viewed the monitor while object
images were intermittently (~13 per minute) presented (pseudo-randomly) at +3° and -3°
(always relative to the current center of gaze). The onset of each object was ~65 ms (randomly
chosen between 30-100 ms) after the end of a saccade (defined by eye velocity < 10°/s). Because
foveating a suddenly appearing object is a natural, automatic behavior, essentially no training
was required, and the monkeys almost always saccaded directly to the object (~90%) within 108
ms (median; range: 66-205 ms) and foveated it for >200 ms (after which it was removed and the
monkeys received a drop of juice). For objects presented at the "swap" position (+3° or -3°%
strictly alternated neuron-by-neuron), the object (e.g. "P") was consistently swapped by another
object (e.g. "N") upon the detection of saccade onset (eye speed > 60°/s). We took great care to
ensure the spatiotemporal precision of the stimuli delivery. The to-be-swapped object was
always successfully removed before the end of the saccade, and the new object was present at
the to-be-center of the retina within 1 ms of the saccade end (mean; worst case was 10 ms after

saccade end). To prevent unintended retinal experience, the object image was automatically
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taken away if the saccade was not directed toward the object, or if the eye landed more than 1.5°

away from its center.

3.5.3 Neuronal recordings

The extra-cellular spiking activity of single, well-isolated IT neurons was recorded using
standard microelectrode methods (1). 101 neurons were randomly sampled over a ~4x6 mm
area of the ventral STS and ventral surface lateral to the AMTS (Horsey-Clark coordinates: AP
11-15 mm; ML 15-21 mm at recording depth) from the right hemisphere of Monkey 1 and left
hemisphere of Monkey 2. In each daily recording session, we advanced a microelectrode while
the 100 object images (Fig. 3-52) were pseudo-randomly presented at the center of gaze while
the monkey performed either the free-viewing search task or the fixation task (see Test Phase
above). All responsive neurons with a well-isolated waveform were further probed with the
same object set (initial screening of 100 objects, ~5 repetitions per object, all presented at the

center of gaze).

Main test objects (“swap” objects): Among the objects that drove the neuron "significantly"
above its background response (t-test against 50 ms epoch before stimuli onset, p < 0.05, not
corrected for multiple tests), the most preferred (P) and least preferred (N) objects were chosen
as a pair for the Exposure Phase ("swap objects”) subject to the condition that both objects were
either from the "natural” object set or the "silhouette" object set (see Fig. 3-52). This object
selection procedure aims to find conditions in which both objects drive the neuron, and object P
drives the neuron more strongly than object N. For most neurons, object N was not the second
most preferred object (IT neurons typically respond well to ~10% of object images, which is
consistent with our online observation that N was roughly the tenth most preferred object in the
set of 100 tested objects). Note that, because the procedure for choosing objects P and N was
based on limited initial testing, it does not fully guarantee that the selectivity will be found with
further testing (see main text). Furthermore, because the initial testing was at the center-of-gaze
position and IT neurons are not uniformly position tolerant, the procedure also does not
guarantee that the response to P is greater than N at all three tested positions (i.e. possible

"negative" object selectivity at some positions). We use post-hoc analysis and screening to
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examine any unexpected effects of this screening procedure (e.g. post-hoc removal of neurons
with low or negative selectivity, table 3-S1). Post-hoc analyses also showed that roughly equal
numbers of neurons were recorded using swap objects from each set (57 natural, 44 silhouette)
and neurons showed virtually the same reported changes in object selectivity when sorted by

object set type.)

Control objects: For each recorded neuron, we also used the initial response testing (above) to
choose a pair of control objects. Our goal was to choose these two objects among which the
neuron was selective, but were very distant from the "swap objects" in shape space. Because
we do not know the dimensions of shape space, we cannot strictly enforce this. In practice, we
simply insured that the control objects were always chosen from the object set that was not used
for the swap objects (i.e. when two objects from the "natural” set were used as "swap" objects,
the two control objects were from the silhouette set, see Fig. 3-62). Within this constraint, the
control objects were chosen using the exact same responsivity and selectivity criteria as the test

objects (above).

Once the initial screening and object selection were completed, we carried out the Test and
Exposure Phase in alternation for as long as we could maintain isolate of the neuron’s waveform.
Both swap objects and control objects were presented (tested) at all three positions during each

Test Phase but only the swap objects were shown and manipulated during each Exposure Phase.

In addition, multiple-unit activity (MUA) was collected from 10 sites on the IT ventral surface of
Monkey 2 on 10 different experimental sessions (days). Nearby IT neuron have similar object
selectivity (3) and, consistent with this, we have previously shown that MUA is shape selective
and moderately position tolerant (4). MUA was defined as all the signal waveforms in the spike
band (300 Hz — 7 kHz) that crossed a threshold set to ~2 s.d. of the background activity. The
threshold was held constant for the entire session. All other recording procedures were
identical to the recording procedure used for the single-unit recording except: 1) during the Test
Phase, more repetitions (~50) were collected per object image at each position; 2) each Exposure

Phase was approximately twice as long (e.g. 200 "swap" exposures instead of 100).
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3.5.4 Data analysis

To get the most statistical power from the data, average firing rates were computed over a time
window optimally chosen for each neuron by an algorithm that estimated neuronal response
onset and offset time (relative to stimulus onset) using all stimuli (see below). Analyses for the
single-unit data in the main text were performed using such neuron-specific spike count
windows (described next). All analyses were also repeated using a standard, fixed spike count
window (onset 100 ms; offset 200 ms) with very similar results (As(P-N) = -5.4 spikes/s per 400
exposures at the swap position; -0.3 at the non-swap position; p < 0.01, “position x exposure”

interaction by permutation test).

Neuronal response window: Specifically, for the single-unit data, each neuron’s responses to
each stimulus condition were computed over the same spike count time window. That window
was optimally chosen for each neuron using the following algorithm (5). Given a neuron, we
first computed its average firing rate profiles FRobj(t) in overlapping time bins of 25 ms shifted
in time steps of 1 ms. This averaged firing rate was computed with all the response data to all
the objects presented in all Test Phases for the neuron. We also computed the neuron’s
background rate FRbk as the mean spike rate between 0 and 50 ms after stimulus onset.
Because multiple images were presented on each trial at a relatively rapid rate (see above), the
more standard epoch before each stimulus onset was not ideal for computing background
because it was occupied by the neuron’s response to the previous stimulus. We previously
found that the short epoch starting at stimulus onset and ending before the neuronal response
(i.e. before the known IT latency) provides the most reliable estimate of a “background” firing
rate (5). Then, by subtracting this background rate from the averaged object response rate
profile, we obtained an averaged driven rate profile FRdriven(t) = FRobj(t) - FRbk. Finally, we
identified the samples for which FRdriven(t) was at least 20% of its peak value. The largest
continuous interval of samples fulfilling this requirement was always centered on the peak of
the neuronal response. If no other samples, outside this main “peak” interval, fulfilled the
requirement, the extremes of the interval were chosen as the extremes of the optimal spike count
window for that neuron. If the firing profile exceeded 20% of its peak in other regions of the

time axis, these were merged with the main interval only if they were within 25 ms from it. In
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this case, the extremes of the merged interval were chosen as the extremes of the optimal spike
count window. In principle this algorithm could yield a very small response window, so we
limited that possibility by imposing a minimum response window size of 50 ms at the estimated
onset latency. (In practice, only two neurons out of 101 had this minimum window size
imposed; neuron1: 30ms; neuron2: 40ms). All analyses presented in the main text were carried
out by counting spikes in these neuron-specific optimized time windows. The mean window
start time (+ s.d.) was 119.5 + 38 ms, the mean window end time was 244 + 76 ms, and the
median duration was 110 + 50 ms. These time windows are consistent with previous work (6)

and with animal reaction times in recognition tasks (7).

For the multi-unit data, we used a standard, fixed (100-200 ms) spike count time window for all

recording sites.

For all the results presented in the main text, the object selectivity for an IT neuron was
computed as the difference in its response to object P and N. To avoid any bias in this estimate
of selectivity, for each neuron we defined the labels "P" and "N" by splitting the pre-exposure
response data and used a portion of it (10 response repetitions to each object at each position) to
determine these labels ("P" is the preferred object that elicited a bigger overall response pooled
across position). The label "P" and "N" for the neuron was then held fixed across positions and
later Test Phases. All remaining data were used to compute the selectivity results in the main
text using these labels. This procedure ensured that any observed response difference between

object P and N reflected true selectivity for a neuron, not selection bias.
In cases when neuronal response data is normalized and combined (e.g. Figs. 3-4D, 3-S3, 3-59),
we used the same normalization scheme through out all the analyses. Specifically, each

neuron's response from each Test Phase was normalized to its mean response to all objects at all

positions in that Test Phase.

3.5.5 Statistical tests for the "Position x Exposure" interaction
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A key part of the prediction is that any change in object selectivity should be found
predominantly at the swap position (Fig. 3-1C). Individual t-tests show a highly significant
effect at the swap position, but no significant effect at the non-swap position (see Fig. 3-3A).
However, to directly test for an interaction between position and our independent variable
(exposure), we applied a general linear model to the response difference (in firing rate) between
the object P and N. The formulation is similar to the analysis of variance tests (ANOVA).

However, it is not subject to assumptions about the noise distributions.

The model had the following form:
(P_N) neuron=n =an +(bl.p)+(b2'e)+(b3'(p.e))

position=p

exposure=e

The three independent variables of the model are: position (p), exposure (e), and their
interaction (i.e. their product, p-e). The position factor has two levels (i.e. p = -1 for swap
position, 1 for non-swap position) the exposure factor has up to 5 levels depending how long a
neuron was held, (i.e. e = 0 for pre-exposure, and can be up to 400 exposures in increments of
100's,). Each 4. is the selectivity offset specific to each neuron; by, by, and bs are slope parameters
that are shared among all the neurons. Thus, the complete model for our population of 101
neurons contained a total of 104 parameters (101 a,s, by, bz, and bs) that were fitted
simultaneously to our entire data set. The 4,’s absorb neuron-by-neuron selectivity differences
that are not of interest here, and the remaining three parameters describe the main effects in the

population, with bs of primary interest (interaction).

To test for a statistically significant interaction, we fit the linear model to the data (standard least
squares), and then asked if the observed value of the interaction parameter (b3) was statistically
different from 0. The validity of the significance was verified by two different approaches: 1)
bootstrap and 2) permutation test.

Bootstrap is widely used to provide confidence intervals on parameter estimates. However, the
bootstrap confidence interval can also be used to provide a significance level for a hypothesis

test (8). To do this, we estimated the distribution of the bs estimate via a bootstrap over both
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neurons and repetitions of each neuron's response data. The exact procedure was done as
follows: for each round of bootstrap over neurons, we randomly selected (with replacement) 101
neurons from our recorded 101 neurons, so a neuron could potentially enter the analysis
multiple times. Once a set of neuron was selected, we then randomly selected (with
replacement) the response repetitions included of each neuron (our unit of data is a scalar spike
rate in response to a single repetition of one object at one position). Each neuron’s (P-N) was
computed from its selected response repetitions. The linear model was then fit to the data at the
end of these two random samples to obtain a new bz value. This procedure was repeated 1000
times yielding a distribution of b3 values, and the final p-value was computed as the fraction of
times that distribution is less than 0 (p = 0.009, 1000 samples). This p-value is interpreted as: if
we were to repeat this experiment, with both the variability observed in the neuronal responses
as well as the variability in which neurons were sampled, what is the chance that we would not
see the interaction observed here? In effect, the bootstrap analysis determined the confidence
interval around our originally observed b; value, and the duality of confidence intervals and
hypotheses testing allowed us to report that confidence interval as a p value (8). When the same
analysis was applied to the pair of control objects that was included in the Test Phase but was
not shown during the Exposure Phase, we did not observe a significant interaction (p > 0.05).

Simulations with Poisson spiking neurons have confirmed the correctness of our analysis code.

To further confirm statistical significance level of the interaction (position x exposure) by
permutation test, we created a null distribution by randomly permuting the position labels of
the original data points (swap vs. non-swap) from each exposure level. Following each
permutation, we fit the linear model to the permuted response data. Repeating this, we
determined the fraction of times that the interaction term (bs) was greater the observed value
and took this as the p value (p = 0.007, one-tailed test, 1000 samples). Again, when we applied
the same test to the response data to the control objects, we did not observe a significant

interaction (p > 0.05).

Together, our statistical tests point to a position-specific change in object selectivity at the swap
position that increases with amount of exposure. The same statistical tests were applied to the

multi-unit data (n = 10 sites), also yielding a significant interaction between position and
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exposure (p = 0.03 bootstrap, p = 0.014 permutation test) for the swap objects. Again no such
interaction was observed for the control objects (p > 0.05 for both bootstrap and permutation

test).

3.5.6 Statistical tests for the response change in single neurons/sites

In Fig. 3-4B and C, we evaluated each single-unit-neuron/multi-unit-site's response change to P,
N or (P-N) by fitting linear regression as a function of exposure time to obtain a slope (AsP, AsN,
or As(P-N)). The statistical significance of the response change for each single-unit neuron or
multi-unit site was evaluated by permutation test. Specifically, for each neuron, we randomly
permutated the exposure level label for each response sample, (i.e. which Test Phase each sample
of P and N belongs to). We then re-fit the linear regression to the permuted data and repeated
the same procedure 1000 times yielding a distribution of slopes (“null distribution”). The p
value was determined by counting the faction of time the null distribution exceeded the linear
regression slope obtained from the data. All neuron/sites with p < 0.05 was deemed significant

(dark colored bars in Fig. 3-4B and C).

3.6 Supporting text

3.6.1 Relationship between learning effect size and IT neurons’ object selectivity
at the center of gaze

Implicit in our experimental design and hypothesis is that the IT neurons prefer object P over N.
Indeed, object selectivity at the center of gaze may provide the "driving force" for the temporal-
continuity learning in our experiment. Thus, if all our IT neurons had no selectivity among the
objects P and N, then the temporal-continuity learning hypothesis makes no clear prediction in
our data. On average, our recorded IT neurons did have the desired net positive object
selectivity (Table 3-51). However, even though we aimed to pick objects so that P >N, we used
an initial screen that mainly sought to insure that both objects P and N tended to drive the
neuron (see main text and Materials and methods, above). As a result, the population

distribution of selectivity for P and N at each position was very broad, and some neurons did
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not have clear object selectivity at the center of gaze. Here we consider subsets of IT neurons
with ever-more stringent positive object selectivity at the center of gaze by re-performing our
key statistical analyses on these subsets. In sum, the main results are unchanged: 1) as with the
entire population, these subsets of selective neurons show a significant interaction between
position and exposure time, (see details of this statistical test in Materials and methods, above);
2) as with the entire population, these subsets of selective neurons show a significant shift in
their mean object selectivity (P-N) at the swap position compared to the non-swap position

(pair-wise t-test). These results are summarized in Table 3-51.

To examine whether a relationship exist between the IT neuron’s selectivity at the center of gaze
and the magnitude of the learning effect, we divided the neurons (n = 101) into sub-populations
based on each neuron’s selectivity for P and N at the center of gaze (Fig 3-S5). Examining the
magnitude of the learning effect across these sub-populations of neurons revealed two things: 1)
neurons with no or negative selectivity, on average, produced no learning effect (effect size =
-0.8 spikes/ s per 400 exposures); 2) effect size grew increasingly stronger among neurons with
higher initial object selectivity at the center of gaze. This is consistent with the notion that
selectivity at the center of gaze may be a good estimate of the “driving force” for the learning
effect. Expected Poisson spiking variability in the neuronal responses prevented us from
determining if this measure is a perfect predictor of the learning effect size, but we speculate
that the learning effect size in each neuron cannot be simply predicted from object selectivity at
the center of gaze alone, but probably also depends on (e.g.) its initial response magnitudes at

the swap position.

3.6.2 The object selectivity change is robust to the choice of selectivity metric

Is the change in object selectivity reported here robust to the choice of metric quantifying it? In
the main text, we performed all the analyses by quantifying the object selectivity in raw

response difference (spikes/s). Here we explore another standard selectivity metric and show

the reported results is un-affected by the choice of metric.
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Specifically, for each neuron we computed a “contrast” object preference index (OPI) at each
position using a standard metric (9, 10) :

P-N

P+N

OPI =

where P and N is the neuron’s response to object P and N. OPI ranges from -1 to +1 and 0 is no
object selectivity. We computed each neuron’s change in object selectivity magnitude as:

AOPI = OPI - OPI

post—exp osure pre—exposure

The re-make of main text Fig. 3-3 using the OPI metric is shown in Fig. 3-56. To weight all
neurons approximately equally before pooling, the AOPI in Fig. 3-56 was normalized for each
neuron to its pre-exposure object selectivity:

Normalized AOPI = AOPI

(oPI

pre—exposure

+1)

Because the OPI metric ([-1 1]) can have occasionally near-zero or negative values, the addition

of one in the denominator was used to regularize the normalization.

3.6.3 Dependence of effect size on initial object selectivity

We considered the possibility that the observed change in object selectivity at the swap position
(but not at the non-swap position) might somehow have resulted from larger (or smaller) initial
object selectivity magnitude at that position (relative to the non-swap position). Because we
changed the swap and non-swap position across each recorded neuron, position is counter-
balanced across neurons so, in the limit, no difference in initial object selectivity magnitude is
expected. Indeed, the initial object selectivity was very closely matched between the swap and

non-swap positions across the neuronal population (Fig 3-57).

However, even with the counterbalance, it turned out that our recorded population had a
slightly greater initial selectivity at the swap position (by ~ 2 spikes/s in (P-N); Table 3-S2). This
difference between the swap and non-swap position was not significant (p > 0.05, two-tailed t-
test). Nevertheless, to fully control for any effect of this slight difference on our results, we

performed a post-hoc analysis to completely match the initial object selectivity. Specifically, we
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discarded neurons with significantly greater selectivity (P-N) at the swap position (p < 0.05,
one-tailed permutation test), and then re-performed the key analyses on the remaining
population. This re-analysis was done for the population of all 101 neurons in Fig. 3-2 & 3-3 and
for the population of 38 highly-object-selective neurons/sites in Fig 3-4C. The results showed
that our post-hoc selection had completely eliminated the small bias in initial selectivity at the
two positions, but the effect size at the swap position in the “equalized” populations was almost
as the original populations (and still no effect at the non-swap position; see Table 3-52 and Fig.
3-S8).

Finally, by sorting the neurons based on their response profile across positions, we found that
even neurons that initially were less responsive at the swap position showed a change in object

selectivity (Fig 3-S9 — especially see panel B).

3.6.4 The object selectivity change cannot be explained by “adaptation”

When repeatedly probed with visual stimuli, neurons in ventral visual stream have been shown
to reduce their evoked responses, a phenomenon referred to as “adaptation” (11-15). Our IT
neuronal data do show evidence of “adaptation” (outlined below). However, the key changes
in IT selectivity we report in this manuscript cannot be explained by “adaptation”. First,
although each object was shown equally often at the two key positions (swap and non-swap
positions), the selectivity change we found was specific to the swap position. This specificity
cannot be explained by any standard model of “adaptation”. Second, approximately half of the
selectivity change was due to an enhanced response to object N (see main text), which is
inconsistent with any fatigue-adaptation model. Third, the selectivity change we found
continued to grow larger and larger for as long as we could measure it (up to two hours),which

is suggestive of plasticity, rather than cortical fatigue.

Consistent with previous reports on IT “adaptation” (11-15), we observed a reduction in the
neurons’ responses over short time scales (i.e. within a trial, ~1 sec) and intermediate time scales
(i.e. within a Test Phase, ~4 min). Such reduction was not specific to objects or position (Fig 3-

S10A and B). However, the change in selectivity we report here emerged slowly over a much
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longer times scale (across multiple Test Phases), and was specific to both the swap position and
the object (Fig 3-510 C). Interestingly, there was virtually no change in response across the
longer time scale over which the learning effect emerged (e.g. non-swap position, Fig. 3-510

right panel of row C).

3.6.5 Monte Carlo simulations with Poisson spiking neurons

Beyond the main (net) change in object selectivity reported here, our figures show that many
individual neurons appear to undergo changes in object selectivity in both the predicted and
non-predicted directions (e.g. scatter of the individual neurons in Fig 3-2C). Is this non-
predicted variability in the observed object selectivity accounted for by Poisson variability (i.e.

noise effects on repeat measurements)?

To address this question, we ran Monte Carlo simulations using Poisson spiking statistics. We
first computed each neuron’s mean firing rates to each object at each position before any
exposure. Using these estimated firing rates, we simulated Poisson spiking neurons. We then
took repeated measurements from this simulated population of neurons. 30-50 response
repetitions were collected from each simulated neuron to constitute a simulated Test Phase,
(matched to the number of response repetitions collected from real neurons/sites). Each
simulated neuron was then tested across the same amount of exposure time (i.e. number of Test

Phase) as the real neurons.

In the simulations, we assumed that the object selectivity for P and N at the swap position was
changing at the rate estimated from the data (5.6 spikes/s per 400 exposures, see Fig. 3-3C) and
not changing at the non-swap position. That is, the simulated neurons’ firing rates at the non-
swap position were held fixed at each simulated Test Phase, while the firing rates at the swap
position were undergoing changes at -0.7 spikes/s for object P and +0.7 spikes/s for object N

across each Test Phase (100 exposures).

This simulation allowed us to determine the expected variability in a real neuronal population’s

selectivity under Poisson firing statistics. Finally, we compared this expected variability to that
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observed in our data by plotting the results together (Fig. 3-511). These Monte Carlo
simulations showed that the magnitude of the non-predicted changes in object selectivity is
comparable to that expected from well-established cortical neuron Poisson spiking statistics (16,
17).

3.7 Supporting figures

3.7.1 Supporting figure 3-S1
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Fig. 3-S1. Monkey tasks during neuronal testing. During the Test Phase of the experiment,
Monkey 1 performed a free-viewing search task, searching for a reward "hidden" beneath one of
eight, spatially fixed dots; Monkey 2 performed a standard, fixation task while stimuli were
presented at a rate of 5 per second (100 ms duration, 100 ms gaps). In both cases, retinal
stimulation for the presentation of each object image was identical in that object images were
presented 3° above, 3° below, or at the center of gaze for 100 ms. In both cases, these object
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image presentations were fully randomized and unrelated to the animals’ tasks. Each animal
also performed its Test Phase task while we advanced a microelectrode to search for neurons, but
object images were only presented at the center of gaze in that case.

3.7.2 Supporting figure 3-S2
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Fig. 3-S2. Set of 100 object stimuli. The figure reflects the true relative size of the objects shown
in the experiment. The first 52 images are referred to as the "natural" object set, the latter 48
images as the "silhouette" object set. We only swapped pairs of objects draw from within the
same set (see Materials and methods).

3.7.3 Supporting figure 3-S3
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Fig. 3-S3. Mean normalized population response to object P and N as a function of exposure
time. (A) Single-unit population data. Each row of plots show neurons held for different
amounts of time, (e.g. the top row shows all neurons held for over 100 swap exposures --
including the neurons from the lower rows; the second row shows the neurons held for over 200
exposures; etc). Each neuron's response from each Test Phase was normalized to its mean
response to all objects at all positions in that Test Phase. (B) Multi-unit population data. Note
the scale change on the x-axes between (A) and (B). Though, by chance, there turned out to be
slightly greater initial selectivity at the swap position than the non-swap position, our reported
effect was still strongly present even when post-hoc analysis was used to eliminate this initial
selectivity difference (see Table 3-52 and Fig 3-S8).

3.7.4 Supporting figure 3-S4
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Fig. 3-S4. The response time course of the IT selectivity (measured in the Test Phase, see
Materials and methods) before and after at least one hour of experience in the altered visual
world. The plot shows the averaged PSTH difference between object P and N. Colored area
indicates the standard error of the mean. Only the neurons (n = 17) and multi-unit sites (n = 10)
held for the longest exposure time are included in the plot. Each neuron’s PSTH was computed
by smoothing the response data with a Gaussian window (s.d. 10 ms). The responses are
aligned at the onset of the stimulus. The black bar on the top indicates the duration of the
stimulus. Note that the change in selectivity following experience was present even in the
earliest part of the response (~100 ms). The same neurons showed no change for objects
presented at the equally eccentric (non-swap) retinal position (time course not shown; see Figs.
3-2, 3-3).

3.7.5 Supporting figure 3-S5
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Fig. 3-S5. Relationship between the magnitude of the learning effect and the IT neurons’ object
selectivity at the center of gaze. The abscissa shows neurons grouped by the amount of object
selectivity at the center of gaze (“Non-selective neurons” are those with object selectivity (P-N)
less than 1 spike/s; the remaining neurons were split into three even groups). The mean
selectivity among the particular tested two objects (P and N) in the three groups was: 2, 5, and
15 spikes/s. The ordinate shows the mean experience-dependent effect size for the neurons in
each group. Effect size was estimated for each neuron using regression analysis that leverages
all the available data for each neuron (same as in Fig. 3-4C), so it reflects an unbiased estimate of
effect size that is not confounded by any differences in total duration of exposure. There was no
correlation between this effect size estimate and the duration of exposure (r = 0.05, p = 0.62).
The plot shows the mean effect size in each group of neurons and s.e.m. When the same analysis
was carried out at the non-swap position, the effect sizes were near zero for all four groups of

neurons (not shown).

3.7.6 Supporting figure 3-56
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Fig. 3-S6. Results in another selectivity metric. Here, results from all the neurons are re-plotted
in the format of Fig. 3-3 but in normalized AOPI metric. ( ** significantly less than 0 at p < 0.001,
one tailed t-test; N.S. p > 0.05; 1 approaching significance, p = 0.058).

3.7.7 Supporting figure 3-S7
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Fig. 3-S7. Initial object selectivity (OPI) of all the neurons at the swap position and non-swap
position. Because the object P and N are determined from the summed response across all
positions using separate data, and IT neurons are not perfectly position-tolerant, the object
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selectivity at any given position (swap or non-swap) could have initially negative values. The
inset shows the histogram of the object selectivity difference between the swap and non-swap
positions. Though, by chance, there turned out to be slightly greater initial selectivity at the
swap position than the non-swap position, our reported effect was still strongly present even
when post-hoc analysis was used to eliminate this initial selectivity difference (see Table 3-52
and Fig 3-S8). This plot also illustrates the broad distribution of selectivity in the full
population, including some neurons with weak or negative selectivity (see Fig. 3-S5 above).

3.7.8 Supporting figure 3-S8
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Fig. 3-S8. Post-hoc selection to eliminate the initially greater selectivity at the swap position
among the 38 highly object selective neurons/sites tested for at least 300 exposures (see main
text). (A)(B) Data from the original set of 38 neurons. (A) mean selectivity at the swap and non-
swap position before exposure. (B) is a re-plot of Fig 3-4C. Red arrow indicates the mean As(P-
N). Black arrow indicates the mean As(P-N) from the non-swap position (individual neural data
not shown). (** significantly less than 0 at p < 0.001, one tailed t-test; n.s. p >0.05;) (C)(D) Re-
make of (A) and (B) after neurons/sites with significantly greater selectivity at the swap
position were discarded.
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3.7.9 Supporting figure 3-S9
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Fig. 3-§9. Population response averages before and after exposure for those neurons preferring
either the swap or non-swap position. Neurons were sorted by their receptive field profiles.
Neurons in (A) were selected as those for which their maximum response (among either object)
was evoked at the swap position and their minimum response at the non-swap position (n = 14;
max and min taken among all three tested positions). Neurons in (B) were selected as those that
had a maximum response at the non-swap position and minimum response at the swap
position (n = 17). Neurons in (A) and (B) underwent, on average, ~200 exposures (~30 min).
Each neuron's response was normalized to its averaged response to all objects at all positions
before being combined in the group average. Error bars indicate the standard error of the mean.

3.7.10 Supporting figure 3-510
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Fig. 3-S10. Response changes across different time scales for the swap objects. (A) Population
mean response changes within a trial (n=111, single-unit data and multi-unit data combined).
For each neuron, the mean responses to each object at each position were subtracted before
averaging. Responses were binned by the order in which the image (object at a position)
appeared in the sequence of stimuli shown in the trial. (B) Population mean response changes
within a Test Phase. For each neuron, the mean responses to each object at each position from
the Test Phases were subtracted before averaging. Responses were binned by the order they
appear in a Test Phase (20 - 30 repeats of each object at each position were tested during each Test
Phase; see Materials and methods). These plots are smoothed with a sliding window (4 data
point wide). (C) Population mean response changes across multiple Test Phases (the left plot in
this row illustrates one view of our reported learning effect). For each neuron, the mean
responses from the first Test Phase (pre-exposure) were subtracted before averaging. Red and
gray traces show responses to object P; blue and black traces show responses to object N.

3.7.11 Supporting figure 3-S11
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Fig. 3-S11. Simulations to compare the expectations of Poisson spiking variability predictions
with our experimental observed variation in object selectivity. The left panels show the average
effect size (change in object selectivity) at each time point estimated from our data at the swap
position (red bars and arrows, based on 5.6 spikes/s per 400 exposures, see Fig. 3-3C) and at the
non-swap position (black bars and arrows, assuming no-change, see Fig. 3-2A). The smooth
curves show the averaged histogram expected under the assumption of Poisson spiking
statistics (using 100 Monte Carlo runs assuming: the same distribution of mean firing rates as
that observed in the recorded population, the same number of response repetitions as that
collected in our experiments: 30 for single-unit, 50 multi-units). The right panel shows the data
from the recorded population. (The red histograms for the single-unit data is a re-plot of Fig.
3-2C). Arrows indicate the mean object selectivity changes observed in the data. The over-laid
dash lines are the distributions generated from the simulations (left), simply re-plotted on top of
the data. Note that the dashed curves are quite broad (the effect of Poisson spiking “noise”) and
are approximately matched to the empirical distributions (solid histograms).

3.7.12 Supporting figure 3-512
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Fig. 3-S12. Responses to objects P and N from example neurons in Fig. 3-4A. (A) Response data
to object P and N at the swap position (This is a re-plot of the neurons in Fig. 3-4A). (B)
Response data from the non-swap position for these neurons. The object P and N are
determined from the summed response across all positions using separate data before exposure.
In both panels, the solid lines are the best-fit linear regression.

3.8 Supporting tables

3.8.1 Supporting table 3-51

Screen criteria based on Mean response rates under each  Permutation Test for t-Test swap vs. non-
responses at the center of screen (spikes/s) “position x exposure” swap position
gaze Center of Swap Non-swap interaction
gaze position position
P N P N P N
Full population (no screen) 20 14 21 16 20 16 *p=0.007 *p=10.005
n=101
Statistically selective 25 16 27 19 25 19 *p=0.010 *p=10.023
(i.e. P>N at p<0.05)
n=56
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Statistically selective AND 29

(P-N)>3 spikes/s
n=48

Statistically selective AND 33
(P-N)>5 spikes/s
n=38

18 29 20 27

20 32 21 30

20 *p=0

22 *p=0

016 *p=0.041

.039 *p =0.025

Table 3-S1. Summary of key statistical tests on different subsets of center-of-gaze-selective
neurons. Left table columns show the mean responses of all the neurons in each subset to
objects P and N. The selectivity screens were done after the “P” and “N” labels were
determined using separate data to avoid bias (that is, a positive response difference implies real
selectivity for P over N, not selection bias). The P-N differences are greater at the swap position
for all groups of neurons because a few most foveal selective neurons (3/38) had much greater
selectivity at the swap position. The right columns show the outcome of the two key statistical
analyses. These results are robust to removal of outlier points (Fig 3-2C top panel, left-most bar).
Though the overall mean effect size per neuron is larger for more selective neurons (i.e. going
from the top to the bottom of the table, see Fig. 3-S5), the statistical significance level (p values)
is slightly smaller (slightly larger p value) due to the drop in the number of neurons.

3.8.2 Supporting table 3-S2

[Full population in Fig. 3-2, 3-3
|{(n=101)

Matched (P-N) pre-exposure
(n=84)

Difference in
(P'N) pre-exposure

Swap — Non-swap
(spikes/s)
2.05

-0.01

Effect size

Swap position

-5.6*

4.2 %

(spikes/s)
Non-Swap position

0.9 (n.s.)

0.73 ()

bject-selective neurons/sites
in Fig. 3-4C
(n=38)

[Matched (P-N) pre-exposure
(n=33)

Difference in
(P-N) pre-exposure

Swap — Non-swap
(spikes/s)
2.70

-0.34

Effect size

Swap position

_8‘3 ok

<G5 **

(spikes/s)
Non-Swap position

1.7 @s)

0.1 @)

Table 3-S2. Summary of the key results after the initially greater selectivity at the swap position

were adjusted for post-hoc.

Effect size, As(P-N), was estimated for each neuron using

regression analysis that included all the available data for each neuron (same as in Fig. 3-4C).
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As(P-N) was significantly different from 0 only at the swap position (* p<0.05; ** p<0.001; one
tailed t-Test).
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Chapter 4

Unsupervised Natural Visual Experience
Rapidly Reshapes Size Invariant Object
Representation in Inferior Temporal
Cortex

4.1 Abstract

We easily recognize objects and faces across a myriad of retinal images produced by each object.
One hypothesis is that this tolerance (a.k.a. "invariance") is learned by relying on the fact that
object identities are temporally stable. While we previously found neuronal evidence
supporting this idea at the top of the non-human primate ventral visual stream (inferior
temporal cortex, IT), we here test if this is a general tolerance learning mechanism. First, we
found that the same type of unsupervised experience that reshaped IT position tolerance also
predictably reshaped IT size tolerance, and the magnitude of reshaping was quantitatively
similar. Second, this tolerance reshaping can be induced under naturally occurring dynamic
visual experience, even without eye movements. Third, unsupervised temporal contiguous
experience can build new neuronal tolerance. These results suggest that the ventral visual
stream uses a general unsupervised tolerance learning (UTL) algorithm to build its invariant

object representation.

4.2 Introduction

Our ability to recognize objects and faces is remarkably tolerant to variation in the retinal
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images produced by each object. That is, we can easily recognize each object even though it can
appear at different positions, sizes, poses, etc. In the primate brain, the solution to this
“invariance” problem is thought to be achieved through a series of transformations along the
ventral visual stream. At the highest stage of this stream, the inferior temporal cortex (IT), a
tolerant object representation is obtained in which individual IT neurons have a preference for
some objects ("selectivity") over others and that rank-order preference is largely maintained
across identity preserving image transformations (Ito et al., 1995; Logothetis and Sheinberg,
1996; Tanaka, 1996; Vogels and Orban, 1996). Though most IT neurons are not strictly
“invariant” (DiCarlo and Maunsell, 2003; Ito et al., 1995; Logothetis and Sheinberg, 1996; Vogels
and Orban, 1996), reasonably sized populations of these so-called “tolerant” neurons can
support object recognition tasks (Afraz et al., 2006; Hung et al., 2005; Li et al., 2009). However,

we do not yet understand how IT neurons construct this tolerant response phenomenology.

One potentially powerful idea is that time can act as an implicit teacher, in that the temporal
contiguity of object features during natural visual experience can instruct the learning of
tolerance, potentially in an unsupervised manner (Foldiak, 1991; Masquelier et al., 2007;
Masquelier and Thorpe, 2007; Sprekeler et al., 2007; Stryker, 1991; Wiskott and Sejnowski, 2002;
Wyss et al., 2006). The overarching logic is as follows: during natural visual experience, objects
tend to remain present for seconds or more, while object motion or viewer motion (e.g. eye
movements) tend to cause rapid changes in the retinal image cast by each object over shorter
time intervals (hundreds of ms). In theory, the ventral stream could construct a tolerant object
representation by taking advantage of this natural tendency for temporally contiguous retinal
images to belong to the same object, thus yielding tolerant object selectivity in IT cortex. A
recent experimental result in adult non-human primate IT has provided some neuronal support
for this temporal contiguity hypothesis (Li and DiCarlo, 2008). Specifically, we found that
alterations of unsupervised experience of temporally contiguous object image changes across
saccadic eye movements can induce rapid reshaping (within hours) of IT neuronal position
tolerance (i.e. a reshaping of each IT neuron’s ability to respond with consistent object
selectivity across the retina). This IT neuronal learning likely has perceptual consequences
because similar temporal contiguity manipulations of eye-movement-driven position

experience can produce qualitatively similar changes in the position tolerance of human object
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perception (Cox et al., 2005).

However, these previous studies have two key limitations. First, they only uncovered evidence
for temporal contiguity learning under a very restricted set of conditions: they showed learning
effects only in the context of eye movements, and they only tested one type of tolerance --
position tolerance. Because eye movements drive a great deal of the image statistics relevant
only to position tolerance (temporally-contiguous image translations), the previous results
could reflect only a special case of tolerance learning. Second, the previous studies did not
directly show that temporally-contiguous image statistics can build new tolerance, but only
showed that alterations of those statistics can disrupt normal tolerance. Because of these
limitations, we do not know if the naive ventral stream uses a general, temporal contiguity

driven, learning mechanism to construct its tolerance to all types of image variation.

Here, we set out to test the temporal contiguity hypothesis in three new ways. First, we
reasoned that, if the ventral stream is using temporal contiguity to drive a general tolerance-
building mechanism, alterations in that temporal contiguity should reshape other types of
tolerance (e.g. size tolerance, pose tolerance, illumination tolerance), and the magnitude of that
reshaping should be similar to that found for position tolerance. We decided to test size
tolerance, because normal size tolerance in IT is much better described (Brincat and Connor,
2004; Ito et al., 1995; Logothetis and Sheinberg, 1996; Vogels and Orban, 1996) than pose or
illumination tolerance. Our experimental logic follows our previous work on position
tolerance (Cox et al., 2005; Li and DiCarlo, 2008). Specifically, when an adult animal with a
mature (e.g. size-tolerant) object representation is exposed to an altered visual world in which
object identity is consistently swapped across object size change, its visual system should learn
from those image statistics such that it predictably "breaks" the size tolerance of that mature
object representation. Assuming IT conveys this object representation (Afraz et al., 2006; Hung
et al., 2005; Logothetis and Sheinberg, 1996; Tanaka, 1996), that learning should resultin a

specific change in the size tolerance of mature IT neurons (Figure 4-1).

Second, many types of identity-preserving image transformations in natural vision do not

involve intervening eye movements (e.g. object motion producing a change in object image
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size). If the ventral stream is using a general tolerance-building mechanism, we should be able
to find size tolerance reshaping even without intervening eye movements, and we should also
be able to find size tolerance reshaping when the dynamics of the image statistics mimic

naturally-occurring image dynamics.

Third, our previous studies (Cox et al., 2005; Li and DiCarlo, 2008) and our first two aims above
use the “breaking” of naturally-occurring image statistics to try to “break” the normal tolerance
observed in IT (Figure 4-1, i.e. to weaken existing IT object selectivity in a position- or size-
specific manner). Such results support the inference that naturally occurring image statistics
instruct the “building” of that tolerance in the naive ventral stream. However, we also sought
to test that inference more directly by looking for evidence that temporally contiguous image
statistics can build new tolerance in IT neurons with immature tolerance (i.e. can produce an

increase in existing IT object selectivity in a position- or size-specific manner).

Our results showed that targeted alterations in the temporal contiguity of visual experience
robustly and predictably reshaped IT neuronal size tolerance over a period of hours. This
change in size tolerance grew gradually stronger with increasing visual experience and the rate
of reshaping was very similar to previously reported position tolerance reshaping (Li and
DiCarlo, 2008). Second, we found that the size tolerance reshaping occurred without eye
movements, and it occurred when the dynamics of the image statistics mimicked naturally-
occurring dynamics. Third, we found that exposure to “broken” temporal contiguity image
statistics could weaken and even reverse the previously normal IT object selectivity at a specific
position or size (i.e. “break” old correct tolerance and “build” new “incorrect” tolerance), and
that naturally occurring temporal contiguity image statistics could build new, correct position or
size tolerance. Taken together with previous work, these results argue that the ventral stream
uses unsupervised, natural visual experience and a common learning mechanism (a.k.a.
“unsupervised temporal tolerance learning”, UTL) to build and maintain its tolerant

(“invariant”) object representation.
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Figure 4-1. Experimental Design and Prediction.

(A) IT selectivity was tested in the Test Phases while animals received experience in the altered
visual world in the Exposure Phases

(B) The chart shows the full exposure design for a single IT site in Experiment I. Arrows show
the temporal contiguity experience of retinal images (arrow heads point to the retinal images
occurring later in time, e.g. panel A). Each arrow shows a particular exposure event type (i.e.
temporally-linked images shown to the animal), and all 8 exposure event types were shown
equally often (randomly interleaved) in each Exposure Phase.

(C) Prediction for IT responses collected in the Test Phase: If the visual system builds size
tolerance using temporal contiguity, the swap exposure should cause incorrect grouping of two
different object images (P and N). The qualitative prediction is a decrease in object selectivity at
the swap size (images and data points outlined in red) that grows stronger with increasing
exposure (in the limit, reversing object preference as illustrated schematically here), and little or
no change in object selectivity at the non-swap size. The experiment makes no quantitative
prediction for the selectivity at the medium size (gray oval, see text).

4.3 Results

In three separate experiments (Experiments I, II, ITI), two unsupervised non-human primates
(Rhesus Macaque) were exposed to altered visual worlds in which we manipulated the

temporal contiguity statistics of the animals’ visual experience with object size (Figure 4-1A,
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Exposure Phases). In each experiment, we recorded multi-unit activity in an unbiased sample of
recording sites in the anterior region of IT to monitor any experience-induced change (Figure
4-1A, Test Phases). Specifically, for each IT site, a preferred object (P) and a less preferred object
(N) were chosen based on testing of a set of 96 objects (Figure 4-1B). We then measured the
baseline IT neuronal selectivity for P and N at three retinal sizes (1.5°, 4.5°, and 9°) in a Test
Phase (~10 min) by presenting the object images in a rapid, but naturally-paced sequence (5
images/ sec) on the animals’ center of gaze. For all the results below, we report selectivity
values determined from these Test Phases, which we conducted both before and after experience
manipulations. Thus, all response data shown in the results below were collected during
orthogonal behavioral tasks in which object identity and size were irrelevant (Supplemental

Experimental Procedures).

Consistent with previous reports (Kreiman et al., 2006), the initial Test Phase data showed that
each IT site tended to maintain its preference for object P over object N at each size tested here
(Figure 4-3 and Supplemental Figure 4-S3). That is, most IT sites showed good, baseline size
tolerance. Following the logic outlined in the Introduction, the goal of Experiments I-III was to
determine if consistently-applied unsupervised experience manipulations would predictably
reshape that baseline size tolerance of each IT site (see Figure 4-1 for the basic prediction). In
particular, we monitored changes in each IT site's preference for object P over N at each of the
three objects sizes, and any change in that selectivity following experience that was not seen in
control conditions was taken as evidence for an experience-induced reshaping of IT size

tolerance.

In each Experiment (I-III), the key experience manipulation was deployed in one or

more Exposure Phases which were all under precise, automated computer-display control to
implement spatiotemporally reliable experience manipulations (see Methods). Specifically,
during each Exposure Phase the animals freely viewed a gray display monitor on which images
of object P or N intermittently appeared at a randomly-chosen retinal positions away from the
center of gaze (object size: 1.5% 4.5° or 9°). The animals almost always looked to foveate each
object (>95% of object appearances) within ~124 ms (mean; median, 109 ms), placing the object

image on the center of gaze. Following that object acquisition saccade, we reliably manipulated
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the visual experience of the animals over the next 200-300 ms. The details of the experience
manipulation (i.e. which object sizes where shown and the timing of those object images) were
different in the three experiments, but all three experiments used the same basic logic outlined

in the Introduction and Figure 4-1.

4.3.1 Experiment I: Does Unsupervised Visual Experience Reshape IT Size
Tolerance?

In Experiment L, following the object acquisition saccade, we left the newly-foveated object
image unchanged for 100 ms, and then we changed the size of the object image (while its retinal
position remained on the animal’s center of gaze) for the next 100 ms (Figure 4-1A). We
reasoned that this creates a temporal experience linkage ("exposure event") between one object
image at one size and another object image at another size. Importantly, on half of the exposure
events, one object was swapped out for the other object: for example, a medium-sized (4.5°)
object P would become a big (9°) object N (Figure 4-1A, "swap exposure event"). As one key
control, we also exposed the animal to more normal exposure events in which object identity
did not change during the size change (Figure 4-1A, "non-swap exposure event"). The full
exposure design for one IT site is shown in Figure 4-1B, the animal received 800-1600 swap
exposures within the time period of 2-3 hours. Each day, we made continuous recordings from
a single IT site, and we always deployed the swap exposure at a particular object size (either
1.5° or 9°, i.e. swap size) while keeping the other size as a control (i.e. non-swap size). Across
different IT sites (i.e. different recordings days), we strictly alternated the object size at which
swap manipulation took place so that object size was counter-balanced across our recorded IT

population (n= 27).

Unsupervised temporal tolerance leaning (UTL) theory makes the qualitative prediction that the
altered experience will induce a size-specific confusion of object identity in the IT response as
the ventral stream learns to associate the temporally-linked images. In particular, our exposure
design should cause the IT site to reduce its original selectivity for images of object P and N at
the swap size (perhaps even reversing that selectivity in the limit of large amounts of

experience, Figure 4-1C, red). UTL is not currently specific enough to make a quantitative
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prediction of what this altered experience should do for selectivity among the medium object
size images because those images were temporally-paired in two ways: with images at the swap
size (altered visual experience) and with the images at the non-swap size (normal visual
experience). Thus, our key experimental prediction and planned comparison is between the
selectivity (P vs. N) at the swap and non-swap size: we predict a selectivity decrease at the swap
size that should be much larger than any selectivity change at the non-swap object size (Figure

4-1C, blue).

This key prediction was born out by the data: as the animals received experience in the altered
visual world, IT selectivity among objects P and N began to decrease at the swap size, but not at
the control size. This change in selectivity grew stronger with increasing experience over the
time course of 2-3 hours (Figure 4-2A). To quantify the selectivity change, for each IT site, we
took the difference between the selectivity (P-N, response difference in units of spikes/s, see
Experimental Procedures) in the first (pre-exposure) and last Test Phase. This A(P-N) sought to
quantify the total amount of selectivity change for each IT site induced by our experience
manipulation. On average, there was a significant decrease in selectivity at the swap size
(Figure 4-2B, p<0.0001, two-tailed t-test against 0) and no significant change at the non-swap
control size (Figure 4-2B, p=0.89). Incidentally, we also observed a significant decrease in
selectivity at the medium size (p=0.002). This is not surprising given the images at the medium
object size was exposed to the altered statistics half of the time when it was temporally paired
with the images at the swap size. Because no prediction was made about the selectivity change
at the medium size, we below concentrate on the planned comparison between the swap and
non-swap size. We statistically confirmed the size specificity of the experience-induced
decrease in selectivity by two different approaches: 1) a direct t-test on the A(P-N) between the
swap and non-swap size (p<0.001, two-tailed); 2) a significant interaction of "exposure x object
size" on the raw selectivity measurements (P-N) -- that is, IT selectivity was decreased by
exposure only at the swap size (p=0.0018, repeated measures ANOVA; p=0.006, bootstrap, see

Supplemental Experimental Procedures).

To ask if the experience induced selectivity change was specific to the manipulated objects or

the features contained in those objects, we also tested each IT site’s responses to a second pair of
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objects (P’ and N, control objects; see Experimental Procedures). Images of these control
objects at three sizes were tested together with the swap objects during all Test Phases (randomly
interleaved), but they were not shown during the Exposure Phase. On average, we observed no
change in IT selectivity among these un-exposed control objects (Supplemental Figure 4-54).
This shows that that the experience-induced reshaping of IT size tolerance has at least some

specificity for the experienced objects or the features contained in those objects.

We next set out to quantify the amount of IT size tolerance reshaping induced by the altered
visual experience. Because each IT site was tested for different amounts of exposure time (due
to experimental time constraints), we wanted to control for this and still leverage all the data for
each site to gain maximal power. To do so, we fit linear regressions to the (P-N) selectivity of
individual sites at each object size (Figure 4-2C, insert). The slope of the line fit, which we will
refer to as As(P-N), provided us with a sensitive, unbiased measure of the amount of selectivity
change that normalizes the amount of exposure experience. The As(P-N) for the swap size and
non-swap size is shown in Figure 4-2C and 4-2D, which qualitatively confirmed the result
obtained in Figure 4-2B (using the simple measure of selectivity change), and showed a mean

selectivity change of -9.2 spikes/s for every 800 swap exposure events.

Importantly, we note that this reshaping of IT tolerance was induced by unsupervised exposure
to temporal-linked images that did not include a saccadic eye movement to make that link
(Figure 4-1A). We also considered the possibility that small intervening microsaccades might
still have been present, but found that they cannot account for the reshaping (Supplemental
Figure 4-S7). The size specificity of the selectivity change also rules out alternative
explanations such as adaptation, which would not predict this specificity (because our exposure
design equated the amount of exposure for both the swap and non-swap size). We also found
the same amount of tolerance reshaping when the sites were grouped by the physical object size
at which we deployed the swap (1.5° vs. 9°, p=0.26, t-test). Thus the learning is independent of
low-level factors like the total luminance of the swapped objects. In sum, we found that
unsupervised, temporally-linked experience with object images across object size change can

reshape IT size tolerance.
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Figure 4-2. Experimental I and II Key Results.

(A) Mean + SEM IT object selectivity change, A(P-N), from the first Test Phase as a function of the
number of exposure events. Each data point shows the average across all the sites tested for
that particular amount of experience (n=27, 800 exposure events; n=22, 1600 exposure events).

(B) Mean + SEM selectivity change at the swap, non-swap, and medium size (4.5°). For each IT
site (n=27), total A(P-N) was computed using the data from the first and last Test Phase,
excluding any middle Test Phase data. Hence, not all data from (A) were included. * p<0.05 by
two tailed t-test; ** p<0.01; n.s. p>0.05.

(C) For each IT site (n=27), we fit a line (linear regression) to the (P-N) data as a function of the
number of exposure events (insert). We used the slope of the line fit, As(P-N), to quantify the
selectivity change. The As(P-N) is a measure that leverages all our data while normalizing out
the variable of exposure amount (for sites with only two Test Phases, As(P-N) equals A(P-N)).
As(P-N) was normalized to show selectivity change per 800 exposure events. Error bars indicate
the standard error of the procedure to compute selectivity (Supplemental Experimental
Procedures). M1, monkey 1; M2, monkey 2.

(D) Mean As(P-N) at the swap and non-swap size (n=27 IT sites; M1: 7, M2: 20). Error bars
indicate SEM over neuronal sites.

(E) Change in selectivity, As(P-N), of all IT sites from Experiment II at the swap and non-swap
size.

(F) Mean + SEM As(P-N) at the swap and non-swap size.

4.3.2 Experiment II: Does Size Tolerance Learning Generalize to the “Natural”
Visual World?

In the natural world, objects tend to undergo size change smoothly on our retina as result of
object motion or viewer motion, but, in Experiment I (above), the object size changes we
deployed were discontinuous: one image of an object was immediately replaced by an image of
another object with no smooth transition (Figure 4-2, top). Therefore, although those results
show that unsupervised experience with object images at different sizes, linked in time could
induce the predicted IT selectivity change, we wanted to know if that learning was also found

during exposure to more natural (i.e. temporally-smooth) image dynamics.
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To answer this question, we carried out a second experiment (Experiment II) in which we
deployed essentially the same manipulation as Experiment I (object identity changes during
object size changes, no intervening eye movement), but with natural (i.e. smooth-varying)
stimulus sequences. The dynamics in these movie stimuli were closely modeled after the kind
of dynamics that our visual system encounters daily in the natural environment (Supplemental
Figure 4-S2). To create smooth-varying object identity changes over object size changes, we
created morph lines between pairs of objects we swapped in Experiment I (P and N). This
allowed us to parametrically transform the shape of the objects (Figure 4-2, bottom). All other
experimental procedures were identical to Experiment I except, in the Exposure Phases, objects
underwent size change smoothly while changing identity (“swap exposure”) or preserving

identity (“non-swap exposure”, Supplemental Figure 4-S2).

When we carried out this temporally-smooth experience manipulation on a new population of
IT sites (n=15), we replicated the Experiment I results (Figure 4-2E and F): there was a predicted
decrease in IT selectivity at the swap size and not at the non-swap control size. This size
specificity of the effect was, again, confirmed statistically by: 1) direct t-test on the total
selectivity change, A(P-N), between the swap and non-swap size (A(P-N)=-10.3 spikes/s at
swap size, +2.8 at non-swap size; p<0.0001, two-tailed t-test); 2) a significant interaction of
"exposure x object size" on the raw selectivity measurements (P-N) (p<0.001, repeated measures
ANOVA; p=0.001, bootstrap). This result suggests that image linking across time is sufficient to
induce tolerance learning in IT and is robust to the temporal details of that image linking (at
least over the ~200 ms time windows of linking used here). More importantly, Experiment II
shows that unsupervised size tolerance learning occurs in a spatiotemporal image regime

encountered in real-world vision.

4.3.3 Size Tolerance Learning: Observations and Effect Size Comparison

Despite a wide diversity in the initial tuning of the recorded IT multi-unit sites, our experience
manipulation induced a predictable selectivity change that was large enough to be observed in
individual IT sites: 40% (17/42 sites, Experiment I and II data combined) of the individual IT

sites showed a significant selectivity decrease at the swap size within a single recording session
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Figure 4-3. Example Single IT Sites.

Mean + SEM IT response to P (solid square) and N (open circle) as a function of object size for
eight example IT sites (from both Experiment I and II). The data shown are from the first
(“before exposure”) and last Test Phase (“after exposure”). (A) swap size, 1.5° (B) swap size, 9°
(highlighted by red boxes and arrows). Gray dotted lines show the baseline response to a blank
image (interleaved with the test images).

(only 7% of sites showed significant selectivity decrease at the non-swap size, which is
essentially the fraction expected by chance; 3/ 42 sites, p<0.05, permutation test, see

Supplemental Experimental Procedures). Eight example sites are shown in Figure 4-3.

We found that the magnitude of size-tolerance reshaping depended on the initial selectivity at

the medium object size, 4.5° (Pearson correlation, r= 0.54, p<0.01). That is, on average, IT sites
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that we initially encountered with greater object selectivity at the medium size underwent
greater exposure-induced selectivity change at the swap size. This correlation is not simply
explained by the hypothesis that it is easier to "break" highly-selective neurons (e.g. due to
factors that might have nothing to do with neuronal learning, such as loss of isolation, etc.),
because the correlation was not seen for changes in selectivity at the non-swapped size (r=-0.16,
p=0.35) and we found no average change in selectivity at the non-swapped size (Figure 4-2 and
statistics above). Instead, this observation is consistent with the overarching hypothesis of this
study: the initial image selectivity at the medium object size provides (at least part of) the
driving force for selectivity learning because those images are temporally-linked with the

swapped images at the swap size.

The change in selectivity produced by the experience manipulation was found throughout the
entire time period of the IT response, including the earliest part of that period where IT neurons
are just beginning to respond above baseline (~100 ms from stimulus onset, Supplemental
Figure 4-S5). This shows the experience-induced change in IT selectivity cannot be explained by
changes in long lag feedback alone (>100 ms; also see Discussion). On average, the selectivity
change at the swap size resulted from both a decrease in the response to the image of the
preferred object (P), and an increase in the response to the less preferred object (N). Consistent
with this, we found that the experience manipulation produced no average change in the IT

sites” mean response rate (Supplemental Figure 4-S5).

In this study, we concentrated on multi-unit response data because it had a clear advantage as a
direct test of our hypothesis -- it allowed us to longitudinally track IT selectivity during altered
visual experience across the entirety of each experimental session. We also examined the
underlying single-unit data and found results that were consistent with the multi-unit data.
Figure 4-4A shows an example of a rare single-unit IT neuronal recording that we were able to
track across an entire recording session (~3 hr). The confidence that we were recording from the
same unit comes from the consistency of the unit’'s waveform and its consistent pattern of
response among the non-exposed control object images (Figure 4-4B). During this stable
recording, the (P-N) selectivity at the swap size gradually decreased while the selectivity at the

non-swap size remained stable, perfectly mirroring the multi-unit results described above.
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Figure 4-4. Single-unit Results.

(A) P vs. N selectivity of a rare single-unit IT neuron that was isolated across an entire recording
session (~3 hr).

(B) The example single-unit’s response to the six control object images during each Test Phase
and its waveforms (gray: all traces from a Test Phase; red: mean).

(C) Mean + SEM size tolerance at the swap (red) and non-swap (blue) size for single-units
obtained before and after exposure. Size tolerance for the control objects is also shown at these
two sizes (black). Each neuron’s size tolerance was computed as (P-N)/(P-N)medium, where (P-
N) is the selectivity at the tested size and (P-N) medium is the selectivity at the medium object size.
Only units that showed selectivity at the medium size were included ((P-N) medium>1 spikes/s).
The top and bottom panels include neurons that had selectivity for the swap objects, the control
objects, or both. Thus they show different but overlapping populations of neurons. The result is
unchanged if we only examine populations for which each neuron has selectivity for both the
swap and control objects (i.e. the intersections of the neuronal populations in top and bottom
panels, Supplemental Figure 4-56).

(D) Mean + SEM size tolerance at the swap size further broken out by the amount of exposure to
the altered visual statistics. To quantify the change in IT size tolerance, we performed linear
regression of the size tolerance as a function of the amount of experience. Consistent with the
multi-unit results, we found a significant negative slope (A size tolerance = -0.84 per 800
exposure; p=0.002, bootstrap; c.f. -0.42 for multi-unit, Supplemental Figure 4-S6). No decrease
in size tolerance was observed at the non-swap control size (A size tolerance = 0.30; c.f. 0.12 for
multi-unit).
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However these ~3 hr single-unit recordings were very rare because single-units have limited
hold-time in the awake primate physiology preparation. Thus we took a more standard
population approach to analyze the single-unit data (Baker et al., 2002; Kobatake et al., 1998;
Sakai and Miyashita, 1991; Sigala et al., 2002). Specifically, we performed spike-sorting analyses
to obtain clear single-units from each Test Phase (Experimental Procedures). We considered each
single-unit obtained from each Test Phase as a sample of the IT population, taken either before or
after the experience in the altered visual world. This analysis does not require that the sampled
units were the same neurons. The prediction is that IT single-units sampled after exposure (i.e.
at the last Test Phase of each day) would be less size tolerant at the swap size than at the non-
swap size. This prediction was clearly observed in our single-unit data (Figure 4-4C, after
exposure, p<0.05; for reference, the size tolerance before the exposure is also shown and we
observed no difference between the swap and non-swap size). The result was robust to the
choice of the criteria to define “single-units” (Supplemental Figure 4-56). Similarly, we found
that each single-unit population sampled after successively more exposure showed a

successively lérger change in size tolerance (Figure 4-4D).
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Figure 4-5. Effect Size Comparisons across Different Experience Manipulations.

Mean object selectivity change as a function of the number of swap exposure events for different
experiments. For comparison, the data from a position tolerance learning experiment (Li and
DiCarlo, 2008) are also shown. Plot format is the same as Figure 4-2A without the error bars.
Mean + SEM A(P-N) at the non-swap size/ position is shown in blue (all experiments pooled).
SUA, single-unit activity; MUA, multi-unit activity.
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We next aimed to quantify the absolute magnitude of this size tolerance learning effect across
the different experience manipulations deployed here, and to compare that magnitude with our
previous results on position-tolerance learning (Li and DiCarlo, 2008). To do this, we plotted
the mean selectivity change at the swap size from each experiment as a function of number of
swap exposures (Figure 4-5). We found that Experiments I and II produced a very similar
magnitude of learning: ~5 spikes/s per 400 swap exposures (also see Discussion for comparison
to previous work). This effect grew larger at this approximately constant rate for as long as we
could run each experiment, and the magnitude of the size tolerance learning was remarkably

similar to that seen in our previous study of position tolerance (Li and DiCarlo, 2008).

4.3.4 Size and Position Tolerance Learning: Reversing Old IT Object Selectivity and
Building New IT Object Selectivity

The results presented above on size tolerance and our previous study of position tolerance (Li
and DiCarlo, 2008) both used the “breaking” of naturally-occurring temporal contiguity
experience to discover that we can “break” normal position tolerance and size tolerance (i.e.
cause a decrease in adult IT object selectivity in a size- or position-specific manner). While these
results are consistent with the inference that naturally-occurring image statistics instruct the
original “building” of that normal tolerance (see Introduction), we next sought to test that
inference more directly. Specifically, we asked if the temporal contiguity statistics of visual
experience can instruct the creation of new IT tolerance (i.e. cause an increase in IT object
selectivity in a size- or position-specific manner)? Our experimental data offered two ways to
test this idea (below) and both revealed that unsupervised temporal contiguity learning could
indeed build new IT tolerance. To do these analyses, we took advantage of the fact that we
found very similar effects for both size tolerance and position tolerance (Li and DiCarlo, 2008),
and we maximized our power by pooling the data across this experiment (Figure 4-5: size
experiment I, I, n=42 MUA sites) and our previous position experiment (n=10 MUA sites). This
pooling did not qualitatively change the result -- the effects shown in Fig. 4-5 and 4-6 below

were seen in the size tolerance data alone (Supplemental Figure 4-59).

First, as outlined in Figure 4-1C, a strong form of the unsupervised temporal tolerance learning
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Figure 4-6. Altered Statistics in Visual Experience Builds Incorrect Selectivity.

(A) Prediction: top, most adult IT neurons start with fully position/size tolerant selectivity (left).
In the limit of a large amount of altered visual experience, temporal contiguity learning predicts
that each neuron will acquire fully altered tolerance (right). Bottom, at the swap position/size
(red), the selectivity for P over N is predicted to reverse in the limit (prefer N over P). Because
we could only record longitudinally from a multi-unit site for less than 3 hours, we do not
expect our experience manipulation within a session to produce the full selectivity reversal (pre
vs. post) among neuronal sites with strong initial selectivity. However, because different IT sites
differ in their degrees of initial selectivity, they start at different distances from selectivity
reversal. Thus, our manipulation should produce selectivity reversal among the initially
weakly selective sites and build new (“incorrect”) selectivity.

(B) Mean + SEM normalized response to object P and N at the swap position/size among sub-
populations of IT multi-unit sites. Sites are grouped by their initial selectivity at the swap
position/size using independent data. Data from the size and position tolerance experiments
(Li & DiCarlo, 2008) were combined to gain maximal power (size experiment I, II, position
experiment, see Supplemental Experimental Procedures). These sites show strong selectivity at
the non-swap (control) position/size and no negative change in that selectivity was observed
(not shown). ** p<0.01; * p<0.05, one tailed t-test against no change. (Size experiment data only,
group 1-6: p<0.01; p<0.01; p<0.01; p=0.02; p=0.07; n.s.).

(UTL) hypothesis predicts that our experience manipulation should not only degrade existing
IT selectivity for P over N at the swap size/ position, but should eventually reverse that
selectivity and then build new “incorrect” selectivity for N over P (Figure 4-1C, note we refer to
this as “incorrect” selectivity because the full IT response pattern is inappropriate for the
veridical world in which objects maintain their identity across changes in position and size).
While the plasticity we discovered is remarkably strong (~5 spikes/s per hour), it did not
produce a selectivity reversal for the “mean” IT site within the two-hour recording session
(Supplemental Figure 4-S5D). Instead, it only produced a ~50% decrease in selectivity for that
“mean” site, which is entirely consistent with the fact that our “mean” IT site had reasonably
strong initially selectivity for P over N (mean P-N = ~20 spikes/s). To look more deeply at this
issue, we made use of the well-known observation that not all adult IT neurons are identical -
some have a large amount of size or position tolerance, while others show a small amount of
tolerance (DiCarlo and Maunsell, 2003; Ito et al., 1995; Logothetis and Sheinberg, 1996; Op de
Beeck and Vogels, 2000). Specifically, some IT sites strongly prefer object P to N at some sizes/
positions, but show only weak (P-N) selectivity at the swap sizes/ positions (this neuronal

response pattern is illustrated schematically at the top of Figure 4-6). We reasoned that
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examination of these sites should reveal if our experience manipulation is capable of causing a
reversal in selectivity and building of new selectivity. Thus, we used independent data to select
neuronal sub-populations from our data pool with varying amounts of initial selectivity at the
swap size/ position (Supplemental Experimental Procedures). Note that all of these neuronal
sites had robust selectivity for P over N at the medium sizes/ positions (as schematically
illustrated in Figure 4-6A). This analysis revealed that our manipulation caused neuronal sites
with weak initial selectivity at the swap size/ position to reverse their selectivity, and to build
new selectivity (building “incorrect” selectivity for N over P), exactly as predicted by the UTL
hypothesis (Figure 4-6).

A second way in which our data might reveal if UTL can build tolerance is to carefully look for
any changes in selectivity at the non-swap (“control”) size/ position. Our experiment was
designed to present a large number of normal temporal contiguity exposures at that “control”
size/ position so that we would perfectly equate its amount of retinal exposure with that
provided at the swap size/ position. Although some forms of unsupervised temporal contiguity
theory might predict that these normal temporal contiguity exposures should increase the (P-N)
selectivity at the control size/ position, we did not initially make that prediction (Figure 4-1C
blue) because we reasoned that most IT sites would already have strong, adult-like selectivity
for object P vs. N at that size/ position, such that further supporting statistics would have little
to teach those IT sites (Figure 4-7A, top right). Consistent with this, we found little mean
change in (P-N) selectivity for the “control” condition in either our position tolerance
experiment (Li and DiCarlo, 2008) or our size tolerance experiment (Figure 4-2, blue). However,
examination of all of our IT sites revealed that some sites happened to have initially weak (P-N)
selectivity at the “control” size/ position while still having strong selectivity at the medium
size/ position (Figure 4-7A, top left). This suggested that these sites might be in a more naive
state with respect to the particular objects being tested such that our temporal contiguity
statistics might expand their tolerance for these objects (i.e. increase their P-N selectivity at the
control size/position). Indeed, examination of these sites reveals that our exposure experiment
caused a clear, significant building of new “correct” selectivity among these sites (Figure 4-7B),
again directly demonstrating that unsupervised temporal contiguity experience can build IT

tolerance.
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Figure 4-7. Normal (“correct”) Statistics in Visual Experience Builds Tolerant Selectivity.

(A) Prediction follows the same logic as in Figure 4-6A, but here for the “control” conditions in
which normal temporal contiguity statistics were provided (Figure 4-1). Top, temporal
contiguity learning predicts that neurons will be taught to build new “correct” selectivity (i.e.
normal tolerance), and neurons starting with initially weak position/size tolerant selectivity
(left) have the highest potential to reveal that effect. Bottom, at the non-swap position/size
(blue), our manipulation should build new “correct” selectivity for P over N among IT sites
with weak initial selectivity.

(B) Mean + SEM normalized response to object P and N at the non-swap position/size among
sub-populations of IT multi-unit sites. Sites are grouped by their initial selectivity at the non-
swap position/size using independent data. Other details same as Figure 4-6B. (Size
experiment data only, group 1-5: p=0.06, p<0.01; p=0.05; n.s.; n.s.).

4.3.5 Experiment III: Does the Learning Depend on the Temporal Direction of the
Experience?

Our results show that targeted alteration of unsupervised natural visual experience rapidly
reshapes IT size tolerance -- as predicted by the hypothesis that the ventral stream uses a
temporal contiguity learning strategy to build that tolerance in the first place. Several
instantiated computational models show how this conceptual strategy can build tolerance
(Foldiak, 1991; Masquelier et al., 2007; Masquelier and Thorpe, 2007; Wallis and Rolls, 1997;
Wiskott and Sejnowski, 2002; Wyss et al., 2006), and such models can be implemented using
variants of Hebbian-like learning rules that are dependent on the timing of spikes (Gerstner et
al., 1996; Sprekeler et al., 2007; Wallis and Rolls, 1997; Morrison et al., 2008; Sprekeler and
Gerstner, 2009). The time course and task independence of the observed learning are consistent
with synaptic plasticity (Markram et al., 1997; Meliza and Dan, 2006), but our data do not
constrain the underlying mechanism. One can imagine ventral stream neurons using almost
temporally coincident activity to learn which sets of its afferents correspond to features of the
same object across size changes. If tolerance learning is spike timing dependent, any
experience-induced change in IT selectivity might reflect any temporal asymmetries at the level
of the underlying synaptic learning mechanism. For example, one hypothesis is that lingering

post-synaptic activity caused by temporally-leading images drives synaptic plasticity in
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afferents activated by temporally-lagging images. Alternatively, afferents activated by
temporally-leading images might be modified by the later arrival of post-synaptic activity
caused by temporally-lagging images. Or a combination of both hypotheses. To look for
reflections of any such underlying temporal asymmetry, we carried out a third experiment
(Experiment III) centered on the question: do temporally-leading images teach temporally-

lagging ones, or vice-versa?

We deployed the same experience manipulation as before (linking of different object images
across size changes, same as Experiment I), but this time only in one direction (compare single-
headed arrows in Figure 4-8A with double headed arrows in Figure 4-1B). For example, during
the recording of a particular IT site, the animal only received experience seeing objects
temporally transition from small size (arrow "tail" in Figure 4-8A) to large size (arrow "head" in
Figure 4-8A), while swapping identity. We strictly alternated the temporal direction of the
experience across different IT sites. That is, for the next IT site we recorded, the animal
experienced objects transitioning from large size to small size while swapping identity. Thus,
object size was counter-balanced across our recorded population, so that we could isolate
changes in selectivity among the temporally-leading stimuli (i.e. arrow "tail" stimuli) from
changes in selectivity among the temporally-lagging stimuli (i.e. arrow "head" stimuli). Asin
Experiments I and II, we measured the expression of any experience-induced learning by
looking for any change in (P-N) selectivity at each object size measured in a neutral task with all
images randomly interleaved (Test Phase). We replicated the results in Experiments I and Il in
that a decrease in (P-N) selectivity was found following swapped experience (red bars are
negative in Figure 4-8B). When we sorted our data based on the temporal direction of the
animals' experience, we found greater selectivity change (i.e. learning) for the temporally-
lagging images (Figure 4-8B). This difference was statistically significant (p=0.038, n=31, two
tailed t-test) and cannot be explained by any differences in the IT sites’ initial selectivity
(Supplemental Figure 4-S4C, also see Supplemental Figure 4-54B for results with all sites
included). This result is consistent with an underlying learning mechanism that favors

experience-induced plasticity of the afferents corresponding to temporally-lagging images.

To test if the tolerance learning spread beyond the specifically experienced images, here, we also
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Figure 4-8. Experiment III Exposure
Design and Key Results.

(A) Exposure Phase design (top, same
format as Figure 4-1B) and example
object images used (bottom).

(B) Mean + SEM selectivity change, As(P-
N), among the temporally-leading
images, the non-exposed images at the
medium object size (3°), and the
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tested object images at an intermediate size (3°) between the two exposed sizes (Figure 4-8).
Unlike Experiment I and II, this medium size was not exposed to the animals during the
Exposure Phase (it was also at a different physical size from the medium size in Experiment I and
II). We observed significant selectivity change for the medium size image pairs (8B middle bar;
p=0.01, two tailed t-test against zero), which suggests that the tolerance learning has some
degree of spread (but not to very different objects, Supplemental Figure 4-S4). Finally, the effect
size observed in Experiment IIT was consistent with, and can explain the effect sizes observed in

Experiment I and II. That is, based on the Experiment III effect sizes for the temporally-lagging
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and -leading images, a first-order prediction of the net effect in Experiments I and Il is the
average of these two effects (because Experiments I and I employed a 50-50 mix of the
experience manipulations considered separately in Experiment III). That prediction is very

close to what we found (Figure 4-5).

4.4 Discussion

The overarching goal of this work is to ask if the primate ventral visual stream uses a general,
temporal contiguity driven, learning mechanism to construct its tolerance to object-identity-
preserving image transformations. Our strategy was to use experience manipulations of
temporally contiguous image statistics to look for changes in IT neuronal tolerance that are
predicted by this hypothetical learning mechanism. Here we tested three key predictions that
were not answered by previous work (Li and DiCarlo, 2008). First, we asked if these experience
manipulations predictably reshaped the size tolerance of IT neurons. Our results strongly
confirmed this prediction: we found that the change in size tolerance was large (~5 spikes/s,
~25% IT selectivity change, per hour of exposure) and grew gradually stronger with increasing
visual experience. Second, we asked if this tolerance reshaping was induced under visual
experience that mimics the common size-tolerance-building statistics in the natural world:
temporally contiguous image changes without intervening eye movements, and temporally-
smooth dynamics. Our results confirmed this prediction: we found that size tolerance was
robustly reshaped in both of these conditions (Figure 4-2), and the magnitude of reshaping was
similar to that seen with eye-movement contingent reshaping of IT position tolerance (Li and
DiCarlo, 2008, Figure 4-5). Third, we asked if experience with temporal contiguous image
statistics could not only “break” existing IT tolerance, but could also “build” new tolerance.
Again, our results confirmed this prediction: we found that experience with incorrect statistics
can build “incorrect” tolerance (Figure 4-6) and that experience with correct statistics can build
correct tolerance (Figure 4-7). Finally, we found that this tolerance learning is temporally
asymmetric and spreads beyond the specifically experienced images (Figure 4-8, medium size),

results that have implications for underlying mechanisms (see below).
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Given these results, it is now highly likely that our previously reported results on eye-
movement contingent tolerance learning (Li and DiCarlo, 2008) were only one instance of a
general tolerance learning mechanism. Taken together, our two studies show that
unsupervised, temporally contiguous experience can reshape and build at least two types of IT
tolerance, and that they can do so under a wide range of spatiotemporal regimes encountered
during natural visual exploration. In sum, we speculate that these studies are both pointing to
the same general learning mechanism that builds adult IT tolerance, and we have previously
termed this mechanism “unsupervised temporal slowness learning” (UTL; Li and DiCarlo,

2008).

Our suggestion that UTL is a general tolerance learning mechanism is supported by a number
of empirical commonalities between the size tolerance learning here and our previously
reported position tolerance learning (Li and DiCarlo, 2008): 1) object specificity, the experience-
induced changes in IT size tolerance and position tolerance have at least some specificity for the
exposed object; 2) learning induction (driving force), in both studies, the magnitude of learning
depended on the initial selectivity of the temporally-adjacent images (medium object size here,
foveal position in the position tolerance study), which is consistent with the idea that the initial
selectivity may provide at least part of the driving force for the learning; 3) time course of learning
expression, learning increased with increasing amount of experience and changed the initial part
of IT response (100 ms after stimulus onset); 4) response change of learning expression: in both
studies, the IT selectivity change arose from a response decrease to the preferred object (P) and a
response increase to the less preferred object (N); 5) effect size, our different experience
manipulations here as well as our previous position manipulation revealed a similar effect
magnitude (~5 spikes/s per 400 swap exposures). More specifically, when measured as learning
magnitude per exposure event, size tolerance learning was slightly smaller than that found for
position tolerance learning (Figure 4-5), and when considered as learning magnitude per unit
time, the results of all three experiments were nearly identical (Supplemental Figure 4-58).
However, we note that our data cannot cleanly de-confound exposure amount from exposure

time.

4.4.1 Relation to Previous Literature
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Previous psychophysical studies have shown that human object perception depends on the
statistics of visual experience (e.g. Brady and Oliva, 2008; Fiser and Aslin, 2001; Turk-Browne et
al,, 2005). Several studies have also shown that manipulating the spatiotemporal contiguity
statistics of visual experience can alter the tolerance of human object perception (Cox et al.,
2005; Wallis et al., 2009; Wallis and Bulthoff, 2001). In particular, an earlier study (Cox et al.,
2005) showed that the same type of experience manipulation deployed here (experience of
different object images across position change) produces increased confusion of object identities
across position -- a result that qualitatively mirrors the neuronal results reported here and in our
previous neuronal study (Li and DiCarlo, 2008). Thus, the available psychophysical data
suggest that UTL has perceptual consequences. However, this remains an open empirical

question (see Limitations and Future Direction).

Previous neurophysiological investigations in the monkey ventral visual stream showed that IT
and perirhinal neurons could learn to give similar responses to temporally nearby stimuli when
instructed by reward (i.e. so-called “paired associate” learning; Messinger et al., 2001;
Miyashita, 1988; Sakai and Miyashita, 1991), or sometimes, even in the absence of reward
(Erickson and Desimone, 1999). Though these studies were motivated in the context of visual
memory (Miyashita, 1993) and used visual presentation rates of seconds or more, it was
recognized that the same associational learning across time might also be used to learn invariant
visual features for object recognition (e.g. Foldiak, 1991; Stryker, 1991; Wallis, 1998; Wiskott and
Sejnowski, 2002). Our studies provide a direct test of these ideas by showing that temporally
contiguous experience with object images can specifically reshape the size and position
tolerance of IT neurons’ selectivity among visual objects. This is consistent with the hypothesis
that the ventral visual stream relies on a temporal contiguity strategy to learn its tolerant object
representations in the first place. Our results also demonstrate that UTL is somewhat specific to
the experienced objects images (i.e. object, size, position specificity) and operates over natural,
very fast time scales (hundreds of ms, faster than those previously reported) in a largely
unsupervised manner. This suggests that, during natural visual exploration, the visual system

can leverage an enormous amount of visual experience to construct its object invariance.
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Computational models of the ventral visual stream have put forms of the temporal contiguity
hypothesis to test, and have shown that learning to extract slowly-varying features across time
can produce tolerant feature representations with units that mimic the basic response properties
of ventral stream neurons (Masquelier et al., 2007; Masquelier and Thorpe, 2007; Sprekeler et al.,
2007; Wallis and Rolls, 1997; Wiskott and Sejnowski, 2002; Wyss et al., 2006). These models can
be implemented using variants of Hebbian-like learning rules (Masquelier and Thorpe, 2007;
Sprekeler and Gerstner, 2009; Sprekeler et al., 2007; Wallis and Rolls, 1997). The time course and
task independence of UTL reported here is consistent with synaptic plasticity (Markram et al.,
1997; Rolls et al., 1989), and the temporal asymmetry in learning magnitude (Figure 4-8)
constrains the possible underlying mechanisms. While the experimental approach used here
may seem to imply that experience with all possible images of each object is necessary for UTL
to build an “invariant” IT object representation, this is not believed to be true in a full
computational model of the ventral stream. For example, V1 complex cells that encode edges
may learn position tolerance that ultimately supports the invariant encoding of many objects.
Our observation of partial spread of tolerance learning to non-experienced images (Figure 4-8)
is consistent with this idea. In particular, at each level of the ventral stream, afferent input likely
reflects tolerance already constructed for simpler features at the previous level (e.g. in the
context of this study, some IT afferents may respond to an object’s image at both the medium
size and the swap size). Thus any modification of the swap-size-image-afferents would result in

a partial generalization of the learning beyond the specifically experienced images.

4.4.2 Limitations and Future Direction

Because the change in object selectivity was expressed in the earliest part of the IT response after
learning (Supplemental Figure 4-S5A), even while the animal was performing tasks unrelated to
the object identity, this rules out any simple attentional account of the effect. However, our data
do not rule out the possibility that attention or other top down signals may be required to
mediate the learning during the Exposure Phase. These potential top-down signals could include
non-specific reward, attentional, and arousal signals. Indeed, psychophysical evidence (Seitz et
al., 2009; Shibata et al., 2009) and physiological evidence (Baker et al., 2002; Freedman and
Assad, 2006; Froemke et al., 2007; Goard and Dan, 2009; Law and Gold, 2008) both suggest that
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reward is an important factor that can modulate or gate learning. We also cannot rule out the
possibility that the attentional or the arousal system may be required for the learning to occur.
In our work, we sought to engage the subjects in natural exploration during the Exposure Phases
under the assumption that visual arousal may be important for ongoing learning, even though
we deployed the manipulation during the brief periods of fixation during that exploration.
Future experiments in which we systematically control these variables will shed light on these

questions, and will help expose the circuits that underlie UTL.

Although the UTL phenomenology induced by our experiments was a very specific change in
IT neuronal selectivity, the magnitude of this learning effect was quite large when expressed in
units of spikes per second (Figure 4-5: ~5 spikes/s, ~25% change in IT selectivity per hour of
exposure). This is comparable to or larger than other important neuronal phenomenology (e.g.
attention, Maunsell and Cook, 2002). However, because this effect size was evaluated from the
multi-unit signal, without knowledge of how many neurons we are recording from, this effect
size should be interpreted with caution. Furthermore, connecting this neuronal
phenomenology (i.e. change in IT image selectivity) to the larger problem of size or position
tolerance at the level of the IT population or the animal’s behavior is not straightforward.
Quantitatively linking a neuronal effect size to behavioral effect size requires a more complete
understanding of how that neuronal representation is read out to support behavior, and large
effects in confusion of object identities in individual IT neurons may or fnay not correspond to
large confusions of object identities in perception. Such questions are the target of our ongoing
and future monkey studies in which one has simultaneous measures of the neuronal learning
and the animal’s behaviors (modeled after those such as Britten et al., 1992; Cook and Maunsell,

2002).

The rapid and unsupervised nature of UTL gives us new experimental access to understand
how cortical object representations are actively maintained by the sensory environment.
However, it also calls for further characterization of the time course of this learning to inform
our understanding of the stability of ventral stream object representations in the face of
constantly-available, natural visual experience. This sets the stage for future studies on how the

ventral visual stream assembles its neuronal representations at multiple cortical processing
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levels, particularly during early post-natal visual development, so as to achieve remarkably

powerful adult object representation.

4.5 Experimental Procedures
4.5.1 Animals and Surgery

Aseptic surgery was performed on two male Rhesus monkeys (Macaca mulatta, 8 and 6 kg) to
implant a head post and a scleral search coil. After brief behavioral training (1-3 months), a
second surgery was performed to place a recording chamber to reach the anterior half of the
temporal lobe. All animal procedures were performed in accordance with National Institute of

Health guidelines and the Massachusetts Institute of Technology Committee on Animal Care.

4.5.2 General Design

On each experimental day, we recorded from a single IT multi-unit site for 2-3 hours. During
that time, the animal was provided with altered visual experience in Exposure Phases and we
made repeated measurements of the IT site’s selectivity during Test Phases (Figure 4-1). The
study consisted of three separate experiments (Experiments I, IT and IIT), which differed from
each other only in the Exposure Phase design (described below). We focused on one pair of
objects (“swap objects”) that the IT site was selective for (preferred object P; and non-preferred
object N; chosen using a pre-screening procedure, see Supplemental Experimental Procedures).
Experiment I: Objects (P and N at 1.5% 4.5° or 9°) appeared at random positions on a gray
computer screen and animals naturally looked to the objects. The image of the just-foveated
object was replaced by an image of the other object at a different size (swap exposure event,
Figure 4-1A) or an image of the same object at a different size (non-swap exposure event, Figure
4-1A). The image change was initiated 100 ms after foveation and was instantaneous (Figure
4-2, top). We used a fully symmetric design illustrated graphically in Figure 4-1B. This
experience manipulation temporally linked pairs of object images (Figure 4-1A shows one such

link) and each link could go in both directions (Figure 4-1B shows full design example). For
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each IT site, we always deployed the swap manipulation at one particular size (referred to as
the “swap size”: 1.5° or 9°, pre-chosen, strictly alternated between sites), keeping the other size
as the exposure-equalized control (referred to as the “non-swap size”).

Experiment II. All design parameters were identical to Experiment I except that the image
changes were smooth across time (Figure 4-2, bottom). The image change sequence started
immediately after the animal had foveated the image and the entire sequence lasted for 200 ms
(Supplemental Figure 4-S2). Identity-changing morph lines were only achievable on the
silhouette shapes. Only Monkey 2 was tested in Experiment I, (given the stimulus class
assignment).

Experiment III: We used an asymmetric design that is illustrated graphically in Figure 4-8A:
for each IT site, we only gave the animals experience of image changes in one direction
(1.5°—4.5° or vice versa, pre-chosen, strictly alternated between sites). The timing of the image

change was identical to Experiment .

Another pair of control objects (P and N’, not shown in the Exposure Phase) was also used to
probe the IT site’s responses in the Test Phase. The selectivity among the control objects served
as a measure of recording stability (below). In each Test Phase, the swap and control objects
were tested at three sizes (Experiment I and II: 1.5°% 4.5°, 9°; Experiment III: 1.5°, 3°,4.5°) by
presenting them briefly (100 ms) on the animals’ center of gaze (50-60 repetitions, randomized)
during orthogonal behavioral tasks in which object identity and size were irrelevant. See
Supplemental Experimental Procedures for details of the task design and behavioral

monitoring.

4.5.1 Neuronal Assays

We recorded multi-unit activity (MUA) from the anterior region of IT using standard single
microelectrode methods. Our previous study on IT position tolerance learning showed that we
could uncover the same learning in both single-unit activity and MUA with comparable effect
size (Li and DiCarlo, 2008), thus here, we only recorded MUA to maximize recording time. Over
a series of recording days, we sampled across IT and sites selected for all our primary analyses

were required to be selective among object P and N (ANOVA, object x sizes, p<0.05 for “object”
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main effect or interaction) and pass a stability criterion (n=27 for Experiment [; 15 for
Experiment IT; 31 for Experiment ITI). We verified that the key result is robust to the choice of
the stability criteria (Supplemental Figure 4-S4). See Supplemental Experimental Procedures for

details of the recording procedures and site selections.

4.5.1 Data Analyses

All the analyses and statistical tests were done in MATLAB (Mathworks, Natick, MA) with
either custom written scripts or standard statistical packages. The IT response to each image
was computed from the spike count in a 150 ms time window (100-250 ms post stimulus onset,
data from Test Phases only). Neuronal selectivity was computed as the response difference in
units of spikes/s between images of object P and N at different object sizes. To avoid any bias in
this estimate of selectivity, for each IT site we define the labels “P” (preferred) and “N” by using
a portion of the pre-exposure data to determine these labels, and the remaining data to compute
the selectivity values reported in the text (Supplemental Experimental Procedures). In cases
where neuronal response data was normalized and combined (Figures 4-6, 4-7), each site’s
response from each Test Phase was normalized to its mean response to all objects images in that
Test Phase. The key results were evaluated statistically using a combination of t-tests and
interaction tests (Supplemental Experimental Procedures). For analyses presented in Figure 4-4,
we extracted clear single-units from the waveform data of each Test Phase using a PCA-based

spike sorting algorithm (Supplemental Experimental Procedures).
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Figure 4-S1. Stimuli and Image Analyses

(A) We selected object pairs from two different stimulus classes (48 cutout natural shapes; 48
silhouette shapes). The swap object pair (P and N used for the key experience manipulation)
was always picked from one class for each animal (Monkey 1: natural; Monkey 2: silhouette).
The control object pair (P’ and N’) was always picked from the other stimulus class.

(B) Stimuli from the two classes are quite different from each other in their pixel-wise similarity.
This is illustrated when the stimulus images are plotted by scores of the first three principle
components (PC) in the pixel space. Principle components were computed from all 96 images.
Images were pre-processed to have equal mean and unit variance before image analyses. Solid
symbols: natural; open symbols: silhouette.

4.8.2 Supplemental Figure 4-S2
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(A) Cutout silhouette shapes were rendered using non-uniform rational B-spline. Each shape
was rendered from a set of 24 control points. Matching and interpolating between the control
points allowed us to parametrically morph between different shapes. Morph-lines were only
achievable on a subset of all possible shape pairs in the silhouette class (Figure 4-S1). The figure
shows all the morph-line pairs used in Experiment II. Only Monkey 2 was tested in Experiment
II given the stimulus class assignment. The example pair in (B) is highlighted.

(B) Top, a real world example of natural visual experience when lifting a cup to drink. Bottom,
example exposure events we used in Experiment II (top, non-swap exposure event; bottom,
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swap exposure event). During each exposure event, the object size change was played out
smoothly over a time period of 200 ms (frame rate: 40 frames/sec). We used the same dynamic
(i.e. same size change profile but scaled in amplitude) for the two different types of size increase
exposure events (1.5°—=4.5°, 4.5°—=9°, Figure 4-1B). For the object size decrease exposure events
(4.5°—->1.5°, 9°—>4.5°, Figure 4-1B), the reverse sequence was played, which also mimicked the
natural visual experience of putting down a cup (not shown).

(C) We quantified the statistics of the visual world example and our movie stimuli by a number
of different image measures. Black lines show the visual world example (mean computed from
videos of multiple repeats of the same action); blue lines show our movie stimuli (mean
computed from all exposure events); shaded areas show SEMs. Object size was measured by
the radius of the smallest bounding square around the shape (reported in units of octave,
normalized to the initial size). Object size change speed was computed by taking the derivative
of the object size measurements. Optical flow was computed using standard computer vision
algorithm (Horn, 1986). Brightness patterns in the image move as the objects that give rise to
them move. Optical flow quantifies the apparent motion of the brightness pattern. Here, mean
optical flow magnitude over the entire image was computed. Pixel change was computed by
taking the pixel intensity differences between adjacent video frames and the Euclidean norm of
the pixel difference over the entire image was computed. All video frames were pre-processed
to have unit variance before image analyses.

4.8.3 Supplemental Figure 4-S3
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Figure 4-S3. IT Multi-unit Activity Exhibits Size Tolerant Object Selectivity.

(A) IT neurons have object rank order selectivity that is largely unaffected by object size changes
(Brincat and Connor, 2004; Ito et al., 1995; Logothetis and Sheinberg, 1996; Vogels and Orban,
1996), and that size tolerance is reflected in the IT multi-unit activity (Hung et al., 2005; Kreiman
et al., 2006). Consistent with previous reports, most of the IT sites we recorded maintained their
object rank order preference across the range of object size tested here (1.5°~9°). To quantify the
degree of IT size tolerance for the swap and control object pairs, for each IT site we determined
its preferred (P) and less preferred (N) object within an object pair using a portion of the
response data at the medium object size (4.5°). We then used those “P” “N” labels to compute
the object selectivity (P-N) from the remaining response data and for other object size. The plots
show the mean + SEM selectivity of all object selective sites from Experiment I and II (n=63).

Positive selectivity indicates that IT sites, on average, maintained their object preference across
size changes.

(B) Most of the individual IT sites (~80%, n=63) maintained their object rank order preference.
The plot shows the fraction of the IT sites in (A) that maintained their object rank order
preference at each object size. Errorbars show SEMs.

(C) To summarize the average effect of object size changes on IT object selectivity across all four
objects (swap and control object pairs combined), we split the 63 object selective IT sites into
three groups based on their size preference. Preferred size for an IT site was defined as the size
at which any object evoked the maximum response from the site. We then ranked the object
preference based on the response at the preferred size (from best to worst). The abscissa
represents the normalized response to the best object at each particular size. The ordinate
represents the normalized response to the best object at the preferred size. Each data point
shows the mean + SEM. On average, IT sites maintained their object rank order preference. We
found more sites preferring the extremity object sizes (1.5° and 9°) than the medium object size
(4.5°), with more sites preferring the big object size (9°).

4.8.4 Supplemental Figure 4-S4
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Figure 4-S4. IT Results with All Object Selective Sites before and after Stability Screen.

(A) We deployed the key experience manipulation with a pair of swap objects (P and N) in the
Exposure Phase. We also measured the IT response to a second pair of control objects (P and N”)
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along with the swap objects in the Test Phase (see Supplemental Experimental Procedures). We
were interested in specific selectivity change in IT induced by our experience manipulation.
However, there were potential non-specific changes in selectivity (e.g. from electrode drifts in
tissue or tissue death) that could contaminate our effect of interest. Unlike traditional single-
unit recording where one could judge the stability of long-term recording based on spike
waveform, we did not have such measure in multi-unit recording. Thus we sought another
independent measure of long-term recording stability (2-3 hours). To do this, we relied on IT
selectivity among the images of the control objects (P’ and N'). We picked these control objects
to be sufficiently different from the swap objects in their pixel-wise similarity (Figure 4-51). Our
analyses (panel B left column) and our previous investigation (Li and DiCarlo, 2008) have
revealed that any experience-induced change in selectivity was specific to the swap objects.
Leveraging this, we made the assumption that the control objects were far apart from the swap
objects in IT shape space, thus they should be little affected by our experience manipulation.
For each IT site, we computed Pearson’s correlation between its response vectors to these
control object images (6 dimensional vector, 2 objects x 3 sizes) measured from the first and last
Test Phase (right panel: mean + SEM; data from Experiment I only). A fraction of the sites
showed low correlations, meaning their responses to the control object images had deviated
from those measured in the first Test Phase. Note that a site could also have low correlation from
having no tuning among the control object images to begin with, in those cases, we had no

power to judge recording stability. In practice, we deemed a site stable if it had a correlation
value higher than 0.7.

(B) All the main text results concentrated on the stable IT sites. Here, we present the main IT
results from all object selective sites. Left column panels show mean + SEM selectivity change,
As(P-N), of the swap objects (red, swap size; blue, non-swap size) and control objects (black,
same size as the swap objects). We found the change in IT selectivity was specific to the swap
objects at the swap size. Statistically, object specificity of the selectivity change at the swap size
was confirmed by a significant "object x exposure" interaction (p=0.009, repeated measures
ANOVA). Next, we applied the stability screen outlined in (A) using the IT responses to the
control object images (not used for the main analyses), we then looked to the change in
selectivity, As(P-N), among the swap objects at the swap and non-swap size. The stability screen
revealed non-specific changes in selectivity of the non-stable IT sites (middle column panels).
Among the sites we deemed stable (right column panels), our experience manipulation induced
very specific change in selectivity only at the swap size. As(P-N) was normalized to show IT
selectivity change per 800 exposure events. * p<0.05 by t-test; ** p<0.01; n.s. p>0.05

(C) We also tested more strict forms of stability criteria that included baseline response (change
<10, <5, and <2 spikes/s, before vs. after exposure) in addition to the standard stability screen.
The plot shows As(P-N) at the swap (red) and non-swap size (blue). Data from Experiment I
‘and II are combined (left to right: n=63; n=42; n=18; n=11; n=5). * p<0.05; ** p<0.01, t-test, swap
VS. non-swap size.

(D) Mean + SEM initial selectivity, (P-N), measured from the first Test Phase.
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4.8.5 Supplemental Figure 4-55
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Figure 4-S5. IT Response Changes Induced by Visual Experience.

(A) Mean + SEM IT selectivity time course at the swap (left) and non-swap size (right) measured
in the first (light colored) and last Test Phase (dark colored). Data from Experiment I and II are
combined (n=42 IT sites). Gray region shows the standard spike count time window we used
for all other analyses in the main text.

(B) IT firing rate was not altered by visual experience. For each IT site, we computed its mean
evoked firing rate to all object images from the first and last Test Phase. All object selective sites
were combined from Experiment I and II (n=63). We observed no net change in the mean
evoked firing rate before and after our experience manipulation (left panel; p=0.24, two tailed t-
test, before versus after). We also observed no net change in IT background firing rate (right
panel; p=0.17, two tailed t-test). Background firing was measured from randomly interleaved
blank stimulus presentations during the Test Phases. A few sites showed large change in their
background firing rate even though they were classified as “stable sites” by their selectivity for
the control object images (Figure 4-54). We thus tested more strict forms of stability criteria that
included background firing rate with key results unchanged (Figure 4-54).

(C) We fit standard linear regression to each IT site’s responses to object P and N at each object
size as a function of the number of exposure events. The slope of the line fits (As) provided a
measure of the response changes to P and N for each IT site. The histograms show the slope
values of all the stable sites from Experiment I and II (n=42). AsP and AsN were normalized to
show response changes per 800 exposure events.

(D) Mean + SEM normalized responses to object P and N as a function of the number of

exposure events. For each IT site, response of each Test Phase was normalized to the mean
response to all object images in that Test Phase.

4.8.6 Supplemental Figure 4-S6
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Figure 4-S6. IT Single-Unit result is Robust to Unit Selection Criteria.

(A) We performed PCA-based spike sorting on the waveforms collected during each Test Phase,
treating each unit as an independent sample from the IT population either before or after the
altered visual experience. Each unit obtained from the spike sorting was further evaluated by
its signal-to-noise ratio (SNR: ratio of peak-to-peak mean waveform amplitude to standard
deviation of the noise). The histogram shows the distribution of SNR for all the units obtained.
For all the single-unit analyses in the main text (Figure 4-4), we set a SNR threshold (dash-line:
SNR=5.0) above which we will term a unit “single-unit”.

(B) To ask if the result was robust to our choice of the single-unit SNR threshold, we
systematically varied the threshold and re-performed the same analyses. The plot shows the
experience-induced change in size tolerance (A size tolerance, same as in Figure 4-4D) at the
swap (red) and non-swap (blue) size. We found that the result was highly robust to the single-
unit selection criteria, and the experience induced effect at the swap size only grew stronger
when we increased the strictness of the single-units criteria. ** p<0.001, bootstrap; arrow head
shows the single-unit threshold used in Figure 4-4.

(C) Mean + SEM size tolerance for the swap and control objects measured in the same
population of neurons. Same as Figure 4-4B.
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4.8.7 Supplemental Figure 4-S7
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(A) Our previous study on IT position tolerance learning (Li and DiCarlo, 2008) showed that
unsupervised experience of temporally contiguous images coupled by an intervening saccade
can reshape IT position tolerance. Here, we showed that unsupervised experience of
temporally contiguous images presented on animals' center of gaze is sufficient to induce IT size
tolerance learning. The animals freely viewed a gray computer screen on which objects
intermittently appeared at random position. We deployed the experience manipulation (i.e.
image pairing across time) during brief periods of the animals' fixation. The exposure events
were meant to mimic regimes of natural vision where object change size on the retinal due to
object motion (de-coupled from intervening eye movements). However, it was possible that the
discontinuous image changes we employed always induced small saccades from the animals
during the exposure events, hence the observed IT size tolerance learning is simply the same
piece of phenomenology as the IT position tolerance learning reported before. Here we examine
this possibility by analyzing the Exposure Phase eye movement data around the time of image
change (+100ms). The plots show the stimulus presentation time sequence (top) and aligned
eye position data (bottom) during a few exposure events from one example Exposure Phase. The
animals were able to maintain their gaze position throughout the periods of image change in
most cases, though there were minor drifts (typically <1°). Occasionally, the animals made
small saccades (red eye traces), however, these only constituted a small fraction of all exposure
events, see (C).

(B) All the eye movement data from the example Exposure Phase was plotted in their relationship
between the total eye displacement and peak velocity around the time of image change
(+100ms). Each data point represents data from one exposure event (i.e. one trace in (A)). For
saccades (red dots), there was a systematic relationship between the peak velocity and eye
displacement (i.e. main sequence), which distinguished itself from the pattern of fixation eye
movement (black dots). There was always good separation between the two types of eye
movement pattern, thus we used a peak velocity threshold to define saccades (Monkey 1: ~60°/
s; Monkey 2: ~40°/s).

(C) Histograms of eye movement peak velocity during all exposure events (Experiment I
population data: all Exposure Phases across all recording sessions were combined). Exposure
events that contained saccades are shown in red bins and exposure events without saccades are
in black bins. The animals made saccades only on a small fraction of all exposure events
(Monkey 2 was slightly worse). Given the small occurrence of saccades in comparison to our
previous study on position tolerance where saccades accompanied every exposure event (Li and
DiCarlo, 2008), we concluded that the possibility of intervening saccades cannot account for the
observed IT selectivity change.

4.8.8 Supplemental Figure 4-S8
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Figure 4-S8. Effect Size Comparisons across Different Experience Manipulations as a Function
of Exposure Time.

Mean change in IT object selectivity, A(P-N), as a function of swap exposure time for different
experience manipulations (i.e. Experiments I, II, III; position experiments: Li and DiCarlo, 2008).
Exposure time was determined based on the time Test Phase data files were saved. For each data
points, we computed the average exposure time across all the neurons/sites (grouped by their
Test Phase numbers). Plot format is the same as main text Figure 4-5. Mean + SEM selectivity
change at the non-swap size (or position) is shown in blue (pooled across all experiments).
SUA: single-unit activity; MUA: multi-unit activity.

4.8.9 Supplemental Figure 4-S9
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Figure 4-S9. Breaking and Building Tolerant selectivity, Size Experiment Data.

Mean + SEM normalized response to object P and N at the swap size (A) and non-swap size (B)

among sub-populations of IT multi-unit sites. Other details same as Figure 4-6 and 4-7. Size
experiment data only (Experiment I and II).

4.9 Supplemental Experimental Procedures

4.9.1 Visual Stimuli

Stimuli were presented on a 21” CRT monitor (85 Hz refresh rate, ~48 cm away, background
gray luminance: 22 Cd/m2, max white: 46 Cd/m?). We used 96 achromatic images from two

classes of visual stimuli: 48 cutout natural objects and 48 silhouette shapes, both presented on
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gray background (Figure 4-51). We chose these two classes of stimuli to be sufficiently different
from each other in their pixel-wise similarity (Figure 4-S1), so that neuronal plasticity induced
among one object class would be unlikely “spill-over” to the other class (our results and
previous work confirmed this assumption, see Figure 4-54 and Li and DiCarlo, 2008). All
stimuli were presented on the animal's center of gaze during IT selectivity testing. In all
experiments, we always used three object sizes (1.5°, 4.5% 9°, in Experiment I and II; 1.5°, 3°, 4.5°
in Experiment ITI). Object size was defined as the width of the smallest bounding square to
contain the object. The medium object sizes were used to pick preferred (P) and non-preferred
(N) objects for an IT site in an initial screening (see Neuronal Assays below), but we designed our

manipulations and analyses to focus on the two extremity sizes (Figures 4-1B, 4-1C, 4-8A).

In Experiment II, to create the smoothly-varying identity-changing movie stimuli, we created
morph lines between a subset of the silhouette shapes. Seven intermediate morphs were
created in-between each object pairs. The movie stimuli were created to match the dynamics of

object size changes that could be encountered in the natural world (see Figure 4-52).

4.9.2 Behavioral Assay

Custom software controlled the stimulus presentation and behavioral monitoring. Eye position
was monitored in nearly real-time (lag of ~3 ms) using standard sclera coil technique (Robinson,
1963) and in-house software, and saccades >0.2° were reliably detected (DiCarlo and Maunsell,
2000).

Test Phase: During each Test Phase (~10 minutes), IT neuronal selectivity was probed in two
different tasks. Monkey 1 freely searched an array of eight small dots (size 0.2°) vertically
arranged 3° apart. The dots never changed in appearance, but on each “trial”, one dot would be
randomly baited in that a juice reward was given when the animal foveated that dot, and the
next “trial” continued uninterrupted. Typically, the monkey saccaded from one dot to another
(not always the closest dot) looking for the hidden reward. During this task, object images were
presented (100 ms duration) on the animal’s center of gaze, (onset time was the detected end of

a saccade; approximately one such presentation every other saccade, never back-to-back
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saccades). Thus, the monkey’s task was unrelated to these test stimuli. To limit unwanted
experience with the visual stimuli, each such presented object was immediately removed upon
detection of any saccade and these aborted presentations were not included in the offline
analyses. Monkey 2 performed a more standard fixation task in which it foveated a single,
central dot (size 0.2° +1.5° fixation window) while object images were presented at a natural,
rapid rate (5 images/s; 100 ms duration, 100 ms blank intervals). Reward was given at the end
of the trial (5-8 images presented per trial). Upon any break in fixation, any currently present
object image was immediately removed (and not included in the analyses), and the trial
aborted. The animal could typically maintain fixation successfully in >75% of the trials. Aside
from the task differences (free-viewing search vs. fixation), retinal stimulation in the two tasks
was essentially identical. ~60 (+2) repetitions of each image were collected in the first Test Phase
and ~50 (£2) repetitions in all the later Test Phases.

Exposure Phase: During each Exposure Phase (~1.5 hr), the animal freely viewed the monitor
while object images (pseudo-randomly chosen) intermittently appeared at random positions on
the screen. Because foveating a suddenly appearing object is a natural, automatic behavior,
essentially no training was required, and the monkey almost always looked directly to the
object (>90% of the time). 100 ms after the animal had foveated the object (defined by a saccade
offset criteria of eye velocity<10°/s and a +1.5° window centered on the object), the object
underwent a size change on the animal’s center of gaze. Importantly, some of the object size
changes were accompanied by identity changes (i.e. our key manipulation, see details of specific
experiments in the main text Experimental Procedures). The free viewing was meant to keep
the monkey engaged in natural visual exploration, but the manipulation of object size statistics
was always deployed during the brief intervals of fixation during natural exploration (see eye
movement analyses in Figure 4-57). The animal was only rewarded for looking to the object to
encourage exploration, thus no explicit supervision was involved. There were a total of 8
different exposure event types in the full design (illustrated by the eight arrows in Figure 4-1B).

One Exposure Phase consisted of 1600 exposure events: 200 exposure events per arrow exactly.

4.9.3 Neuronal Assay
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Muti-unit activity (MUA) was gathered from 154 IT sites (n=44 for Experiment I; 19 for
Experiment IT; 91 for Experiment III) by randomly sampling over a ~4x4 mm area of the ventral
STS and ventral surface lateral to the AMTS (Horsey-Clark coordinates: AP 13-17 mm; ML
18-22 mm at recording depth) from the left hemispheres of two monkeys. MUA was defined as
all the signal waveforms in the spiking band (300 Hz - 7 kHz) that crossed a threshold set to ~2
s.d. of the background activity. That threshold was held constant for the entire session. A
snippet of waveform data sampled at 0.07 ms intervals was recorded for 8 ms around each

threshold-triggering event and saved for offline spike sorting (see Data Analyses below).

Each day, a glass shielded platinum-iridium microelectrode wire was introduced into the brain
via a guide-tube and advanced to the ventral surface of the temporal lobe by a hydraulic
microdrive (guided by anatomical MRI). We then advanced the microelectrode while the 96
object images (Figure 4-51) were pseudo-randomly presented on the animals’ center of gaze
(animal tasks identical to those in the Test Phases). Once a visually driven recording site was
found (based on online inspection), we stopped advancing and left the electrode in the brain to
allow for tissue settling (up to 2 hours) before the recording session started. Each recording
session began with an initial screening in which the IT sites were probed with the same object
set (96 objects, ~10 repetitions per object, all presented on the center of gaze) for object pair
selection:

Main Test Objects (Swap Objects): Among the objects that drove the site significantly above
its background response (t-test against randomly interleaved blank presentation, p<0.05, not
corrected for multiple tests), the most preferred (P) and least preferred (N) objects were chosen
as a pair. Thus, both objects tended to drive the neuronal recording site, and most sites had
selectivity for one (P) over the other (N). These two objects were chosen subject to the condition
that both objects were from the natural object class (Monkey 1) or both were from the silhouette
object class (Monkey 2; see Figure 4-51).

Control Objects: For each recorded IT site, we also used the same initial screening (above) to
choose a second pair of control objects (P’ and N'). Our goal was to choose two objects the IT
site was selective for but were very distant from the swap objects in IT shape space. Because we
do not know the dimensions of IT shape space, we cannot strictly enforce this. In practice, we

simply ensured that the control objects were always chosen from the object class that was not

159



used for the swap objects (i.e. the silhouette object class for Monkey 1, and the natural object
class for Monkey 2, see Figure 4-S1). Within this constraint, the control objects were chosen

using the exact same responsivity and selectivity criteria as the swap objects (described above).

Once the initial screening and object selection was completed, we then carried out the Test and
Exposure Phases in alternation while making continuous recording from the IT site for the entire
recording session (~3 hours). The swap objects and control objects were each tested at all three
sizes in each Test Phase but only the swap objects were shown and manipulated during the

Exposure Phases.

4.9.4 Data Analyses

Neuronal data recorded from the 154 IT sites was first tested for their object selectivity. Offline
analyses revealed that a fraction of the sites were not significantly selective among the swap
object pairs (two-way ANOVA, 2 object x 3 sizes, p>0.05 for both “object” main effect and
“object x size” interaction), probably because only a limited number of response repetitions
were collected during the initial screening and we selected the objects to both produce a
statistically significant response (as described above). We excluded those sites and only
concentrated on the remaining object-selective sites (n=43 for Experiment I; 19 for Experiment
II; 36 for Experiment III, many sites from Experiment III showed significant selectivity only for
the swap object pair or only for the control object pair, but we concentrated on the sites that
showed significant selectivity for both the swap and control object pairs). These sites were
subject to one more screening for recording stability (see below) and all the results presented in
the main text were from the object-selective and stable sites (n=27 for Experiment I; 15 for

Experiment II; 31 for Experiment III).

Recording Stability Screen: We were interested in specific selectivity changes induced by our
experience manipulation. However, we were concerned that non-specific selectivity changes
(e.g. resulting from electrode drifts in tissue or neuronal injury) could potentially contaminate
our effect of interest. Our controls were designed to make sure that we would not interpret any

such effects as evidence of learning, but we still wanted to do our best to insure that any non-
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specific effects would not mask the size of our effect of interest. Unlike single-unit recording
where one can judge the stability of recording based on spike waveform isolation, we do not
have such measures in multi-unit recording. Thus we sought another independent measure of
recording stability. To do this, we relied on the selectivity among the control object images (see
above). We proceeded under the assumption that these control object images were far apart
from the swap object pairs in the IT shape space, there should be little change in the selectivity
among these control object images induced by our experience manipulation (our results and
previous work confirmed this assumption; see Supplemental Figure 4-54 and Li and DiCarlo,
2008). That is, the response to these objects provides a gauge of any non-specific changes in IT
selectivity. To quantify that gauge, we computed Pearson’s correlation between the control
image response vectors (6 dimensional vector, 2 objects x 3 sizes) measured from the first and
last Test Phases. We deemed an IT site “stable” if it had a correlation value higher than 0.7
(Figure 4-54). In the main text, we only present results from these stable sites because they
provide the cleanest look at our data and the best quantitative measure of learning magnitude.
Critically, this site selection procedure relies only on data that is fully independent of our key
exposure condition and key control condition (e.g. Figure 4-1B), so there is no selection bias.
Nevertheless, we also repeated the same analyses on all of the recorded IT sites and found that
the main results were qualitatively unchanged (see Figure 4-54). We also tested more strict
forms of stability criteria that included background activity change (<10, <5, and <2 spikes/s).
With these stability criteria, all the key results also remained the same (Figure 4-54C).

Computing (P-N) neuronal selectivity: To avoid any bias in this estimate of selectivity, for each
IT site, we set aside an independent set of response data from the first Test Phase (10 response
repetitions to each object in each size) and used those data only to define the labels "P" and

"N" ("P" was taken as the object that elicited a bigger overall response pooled across object size).
We recorded 10 extra response repetitions in the first Test Phase in anticipation of this need for
independent data (60 repetitions in the first Test Phase, 50 repetitions in the later Test Phases).
The label "P" and "N" for the site was then held fixed across object size and later Test Phases, and
all remaining data was used to compute the selectivity (P-N) using these labels. This procedure
ensured that any observed response difference between object P and N reflected true selectivity,

not selection bias. Because different splitting of screen and remaining data may not result in
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consistent "P" "N" label, for each IT site this procedure was performed 100 times (different
splitting of screen and remaining data in the first Test Phase) to obtain an averaged selectivity
estimate (P-N). Variability arising from this procedure is reflected in the error bars of Figure

4-2C and 3B for each IT site.

Statistical Tests for the "Size x Exposure” Interaction: The key part of our experimental
prediction is that any change in object selectivity should be found predominantly at the swap
size (Figure 4-1C). To directly test for such an interaction between object size and our
independent variable (exposure), we performed two different statistical tests on the neuronal
selectivity measurements (P-N, in units of spikes/s). This main prediction and statistical results

are from pooling across neurons (i.e. pooled “subjects” design with counterbalance).

First, we applied a two-factor repeated measures ANOVA. To design the test, we treated each
IT site as one repeated measurement (i.e. one subject) with two within-group factors
(“exposure” and “size”). Repeated measures ANOVA expects that all subjects are measured
across the same number of conditions, however, our data was such that each IT site was tested
for differential amount of time: some IT sites had three Test Phases while others only had two
(due to different rates of experimental progress on each day and normal variation in the
animal’s daily work ethic). To get around this problem, for each IT site, we simply used the
data only from the first and last Test Phase, omitting the data from the intermediate Test Phases
for some IT sites. Thus in our ANOVA design, the “exposure” factor had two levels, and the
“size" factor also had two levels: swap and non-swap. Our main focus was on the significant
interactions between “exposure” and “size” (see main text). Our data also revealed significant
main effects of “exposure” (Experiment I: p=0.0004; Experiment II: p=0.014) and no significant
main effect of “size” (p = 0.72; p = 0.32). Given our experience manipulation and
counterbalanced experience design across object size, this pattern of main effects is expected

under the temporal contiguity hypothesis (see Figure 4-1C).

We also carried out a second, more non-parametric statistical test for the interaction of
“exposure” and “size” by applying a general linear model. The formulation is similar to

ANOVA. However, it is not subject to assumptions about the form of the trial-by-trial response
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variability. We have previously used the same method in our study on IT position tolerance
learning (Li and DiCarlo, 2008) and simulations with Poisson spiking neurons have confirmed
the correctness of our analysis code (~5% significant occurrence at p<0.05 with null effects). The
model had the following form:

(P-N) =a,+b s+b,re+by-(s-e)

neuron=n,size= s.exposure=e

The three independent variables of the model were: "size" (s), "exposure" (¢), and their
interaction (i.e. their product, s-e). The "size" factor had two levels (i.e. s = 1 for swap size, -1 for
non-swap size) the "exposure" factor had up to three levels depending how long a site was
tested, (i.e. e = 0 for pre-exposure, and could be up to 1600 exposures in increments of 800's).
Each a, was the selectivity offset specific to each IT site; by, by, and bs were slope parameters that
were shared among all the sites (i.e. within subject factors). Thus, the complete model for our
population of 7 sites (n=27, Experiment I; n=15, Experiment II) contained a total of n+3
parameters that were fit simultaneously to our entire data set. The a,’s absorbed the site-by-site
selectivity differences that were not of interest here, and the remaining three parameters

described the main effects in the population, with b3 of primary interest (interaction).

We fit the linear model to the data (standard least squares), and then asked if the observed value
of the interaction parameter (b3) was statistically different from 0. To do this, we obtained the
variation of the bs estimate via bootstrap over both IT sites and repetitions of each site’s
response data. The exact procedure was done as follows: for each round of bootstrap over IT
sites, we randomly selected (with replacement) n sites from our recorded 7 sites, so a site could
potentially enter one round of bootstrap multiple times. Once the sites were selected, we then
randomly selected (with replacement) the response repetitions included for each site (our unit
of data here was a scalar spike rate in response to a single repetition of one object image in one
size). Importantly, the selection of the response repetitions was done after we have excluded 10
response repetitions reserved for determining object labels (“P” and “N”). This absolute
independence of the data allowed us to obtain unbiased selectivity estimates. Each site’s (P-N)
was computed from its selected response repetitions. The linear model was then fit to the data
at the end of these two random samples to obtain a new b estimate. This procedure was

repeated 1000 times yielding a distribution of b estimates, and the final p-value was computed
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as the fraction of that distribution that was less than 0. This p-value was interpreted as: if we
were to repeat this experiment, with both the variability observed in the neuronal responses as
well as the variability in which IT sites were sampled, what is the chance that we would not see
the interaction observed here? In effect, this bootstrap procedure allowed us to derive a
confidence interval on the model parameter estimate (bs), and the duality of confidence
intervals and hypotheses testing allowed us to report that confidence interval as a p-value

(Efron and Tibshirani, 2003).

Statistical Tests for the Response Change in Single Sites: We evaluated each IT multi-unit site's
selectivity (P-N) change by fitting linear regression as a function of the number of exposure
events to obtain a slope, As(P-N). The statistical significance of the response change for each IT
site was evaluated by permutation test. Specifically, for each site, we randomly permuted the
Test Phase label of the response data (i.e. which Test Phase each sample of P and N response data
belonged to, our unit of data here was a scalar spike rate in response to a single repetition of one
object image in one size). We then re-computed the (P-N) selectivity on the permuted data and
fit the linear regression. The permutation procedure was performed 1000 times to yield a
distribution of slopes (empirical “null distribution” of As(P-N)). The p-value was determined
by counting the fraction of the null distribution that exceeded the linear regression slope

obtained from the data. All sites with p < 0.05 were deemed significant (see main text).

Combining the Position and Size Tolerance Learning Data: In main text Figures 4-6 and 4-7, we
pooled the data from size experiment I, I, (n=42 MUA sites), and our previous position
tolerance experiment (n=10 MUA sites collected using the same method described above, see Li
and DiCarlo, 2008) because the two experiments used similar experience manipulations and the
effect magnitude was comparable (Figure 4-5). To enter this analysis, we required that the sites
had (P-N) selectivity at the medium object size/ position (>5 spikes/s and <50 spikes /s, n=34).
This was done under the logic that such selectivity is needed to provide a driving force for
learning. We then used independent data to divide the sites into different groups based on the
selectivity at the swap position/size in Figure 4-6 (Group 1: all sites; Group 2: <40; Group 3: <20;
Group 4: <10; Group 5: <5; Group 6: <0) or at the non-swap position/size in Figure 4-7 (Group
1: <0; Group 2: <5; Group 3: <10; Group 4: <20; Group 5: all sites). We used independent data to
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select these sub-populations so that any stochastic fluctuations in site-by-site selectivity would

produce no average selectivity change.

Single-unit Sorting and Analyses: We performed principle component analyses (PCA) based
spike sorting on the waveform data collected during each Test Phase. K-mean clustering was
performed in the PCA feature space to yield multiple units. The number of clusters was
determined automatically by maximizing the distances between points of different clusters.
Each unit obtained from the clustering was further evaluated by its signal-to-noise ratio (SNR:
ratio of peak-to-peak mean waveform amplitude to standard deviation of the noise). For the
analyses presented in Figure 4-4, we set a SNR threshold of 5.0, above which we will term a unit
“single-unit”. We verified that the key result is robust to the choice of this threshold (Figure 4-
S6).

Because there was a great amount of cell-to-cell variability in IT neurons’ selectivity, we
computed a normalized selectivity measure for each neuron (Figure 4-4). Each neuron’s size
tolerance was computed as (P-N)/ (P-N)medium, where (P-N) is the selectivity among the two
objects at the tested size and (P-N) medium is the selectivity at the medium object size. A size
tolerance of 1.0 means that a neuron perfectly maintained its selectivity across the size
variations spanned here. Because not all the single-units had object selectivity, only units that

showed selectivity at the medium size were included ((P-N) medium>1 spikes/s).
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Chapter 5

General discussion

5.1 Acknowledgements

During the past five years at MIT, I have benefited tremendously from conversations with my
advisor, Dr. James DiCarlo, and many other brilliant scientists who have come through our lab
and outside of our lab. These conversations, aided by my reading of the literature, taught me
how to think about the problem of visual object recognition and they shaped the way I think
about and approach any scientific problem. The majority, if not all, of my understanding of the
problem of visual object recognition stem from these conversations, and I will summarize them

in discussion format in this final chapter of my thesis.

5.2 Summary of the key findings and looking forward

In this thesis, I have described results from two lines of work examining the neuronal
representation underlying visual object recognition in the ventral visual stream of non-human
primates. The work is particularly focused on the last anatomical stage of the ventral stream,
the inferior temporal cortex (IT), where we believe such an object representation lives (DiCarlo
and Cox 2007; Gross 2002; Logothetis and Sheinberg 1996; Tanaka 1996; Vogels and Orban 1996).
We are particularly interested in the representation’s ability to tolerate image variations arising

from object identity preserving transformations (“invariance” or “tolerance”).

In the first part of this thesis, I used computer simulation to show that preservation of rank-

order object selectivity (but not response magnitude) in the face of identity preserving
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transformation is a single neuron response property that correlated well with the population’s
ability to support invariant recognition tasks (Li et al. 2009). I will refer to this single neuron
response property as “single-unit separability”. This result makes a number of assumptions.
First, it assumes a definition of the recognition task. By task, what I mean is a set of images
(arising from a set of objects undergoing a set of potential identity-preserving transformations)
that operationally defines the recognition problem. These are likely “natural images” that are
likely well represented by the ventral stream (as supposed any random image sets like white
noise patterns). Second, the result assumes that units of the population cover the stimulus
space we defined, meaning that the population has high discriminatory power for each
individual exemplar image. Finally, there is assumed to be a fixed amount of resources,
meaning there are a finite number of units in the population and each unit produces a finite

number of spikes.

In addition to consolidating existing experimental data, single neuron metrics like single-unit
separability likely inform us about the computational goals of single neurons along the ventral
stream. Quantitative measurements of such metrics will likely connect electrophysiology data
to computational models and constrain the possible operations the models are allowed to have.
For example, improvements in single-unit separability result in gains in population
performance that cannot be achieved with linear operations on the input alone, such as pooling
of units with small receptive fields from the previous layer to make larger receptive fields
without formatting the content of that data (Rust and Dicarlo 2010). Future electrophysiology
experiments should make systematic measurements of single-unit separability with a large set
of images across many neurons along the successive cortical stages of the ventral visual stream
(this type of work is already being carried out in some cortical areas, e.g. Rust and Dicarlo 2010).
Quantifying gains in single-unit separability across the measured neuronal distributions and
comparing such gains to computational models will inform us which class of operations the
models should implement to give rise to the pattern of single-unit separability gains measured

experimentally.

In a real biological system such as the ventral stream, there are likely additional constraints such

as wiring limitations (i.e. number of afferent connection per neuron allowed) and homeostatic
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mechanisms. These real system constraints are not considered in our simulation, however, they
likely limit the class of possible operations further. Future simulations could be done to explore
the effect of these constraints on the final measure of recognition performance in a full

computational model.

A single neuron metrics such as single-unit separability is advantageous because it is a local
metric, meaning it can be computed on a per-neuron-basis without further knowledge about the
rest of the population, but it connects to the final measure of population performance on the
recognition tasks. Individual neurons also have to work with information that is local to its
input as well, and collectively as a population they can support the recognition tasks. Thus
local metrics likely connect to quantities that are mechanistically computable by real neurons.
Ultimately, we hope to discover the simple principles that guide the ventral stream neurons to
become the way they process and pass on information. The second (and majority) part of this
thesis is concerned with finding neuronal evidences for one such simple principle that could

guide the ventral stream neurons to set up their tolerant response property through experience.

In the second part of this thesis, I described some neuronal evidence of single neurons in the
ventral stream building preservation of object selectivity across transformations (i.e. single-unit
separability) by relying on the temporal contiguity statistics of natural visual experience. In two
experiments, I manipulated the temporal contiguity of the animals’ visual experience by
temporally coupling images of different objects together across object position and size change.
Experience in this altered visual world predictably reshaped IT neurons’ position and size
tolerant selectivity and created a confusion of the temporally linked objects across the position
and size change that was manipulated. Furthermore, experience with normal temporal
contiguity statistics could build normal position and size tolerance. These neuronal changes
could be induced under spatiotemporal regimes that mimicked the naturally occurring visual
experience and they rapidly reshaped IT position and size tolerance with an hour of experience.
The size of the effect increased with experience and it was comparable for both the position
tolerance reshaping and size tolerance reshaping. From these results, we infer that the ventral
visual stream is relying on a general temporal contiguity based learning mechanism to build

and maintain all types of tolerance.
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Discovering this novel form of learning opens up the possibility that the tolerant response
phenomenology observed in adult IT might be acquired through visual development. Along
with that possibility comes many questions. For example, we do not know the relationship
between this IT neuronal learning and its perceptual consequence in the tested animals. We do
not yet know how far we can push this learning by providing the animals with even more
experience, (the effect seemed to be growing larger the more experience we provided the
animals with for the duration of the experimental sessions), and whether the learning sustains
across days. Most importantly, we do not know whether this learning is in fact used by IT to set
up its neuronal tolerance during development. The rapid and unsupervised nature of the
tolerance learning gives us an accessible experimental doorway to answer some of these
questions. With the tools we have at hands (awake-primate acute physiology), we can start
linking the neuronal changes to the animals’ perceptual changes by training the animals to
make perceptual judgments on the same set of stimuli we manipulate. Questions about the
time course of the learning will have to be addressed with new techniques that enable stable
and long-term recording of the same neurons. The most crucial question of whether the ventral
stream uses the temporal contiguity learning to set up its neuronal tolerance during visual
development will have to be addressed in new experimental preparations such as experience

manipulations in infant animals.

5.3 The larger problem of invariant object recognition

The work in this thesis is motivated by the “invariance problem” (DiCarlo and Cox 2007; Pinto
et al. 2008; Riesenhuber and Poggio 2000, see Chapter 1). The problem is posed at the level of
the whole system. No single neurons is strictly solving the “invariance problem” and it is
difficult to imagine how to map such a computational goal onto single neurons in a complex
information processing system like the ventral visual stream. Rather, each single neuron is
likely performing operations on its inputs in a way that obeys very local rules. For systems
neuroscientists, the experimental questions are posed at the level of single neurons, because

neurons are likely the basic units of information processing and it is what our tools grant us
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access to. Thus there remains a gap between the physiological findings in single neurons and

the system that as a whole solves the “invariance problem”.

This thesis provides two key results at the level of single neurons. First, there is a relationship
between the single-unit separability (preservation of rank order object selectivity) and the
goodness of the population in supporting invariant recognition tasks (Li et al. 2009; Rust and
Dicarlo 2010). Based on this relationship, we think single-unit separability is one potential
proxy measure for invariance at the level of single neurons, and temporal contiguity can build
such response property in real ventral stream neurons (Li and DiCarlo 2008; 2010). These
results still remain at a qualitative level because they are not yet in a form that can be handed to
a theorist and inform better building of recognition systems in ways that go beyond what has

already been attempted.

Ultimately, the gap between single-neuron-operations and computations to solve the
“invariance problem” has to be bridged by sophisticated computational models (Perry et al.
2010; Pinto et al. 2009; Riesenhuber and Poggio 1999; Serre et al. 2007). In a full-scale model,
different local measures can be formalized as model parameters and be thoroughly explored to
make explicit the effect of varying these parameters on the computation. At the same time, we
enjoy the benefit of being able to compare the values of these parameters to what has been
empirically well measured in the real brain. These parameters will reflect underlying
operations single neurons are performing on their inputs or operations on a small pool of
neurons. For example, different forms of Hebbian learning rules (rate based vs. timing based)
that may lead to temporal contiguity learning can be implemented and tested in a
computational model to examine their consequent behaviors, and those behaviors can generate

new hypotheses for future physiology experiments.

With a more quantitatively framed hypothesis space by theories and models, there is likely still
a need for collecting more physiology data to better constrain theories in the domain of object
recognition. For experimenters, the current need is to collect data with more images per neuron
(ideally with carefully-chosen, standardized image sets) rather than collecting a moderate

amount of data from many neurons. Beyond the view of single neurons, there is likely still
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room for new discoveries of phenomenology at a larger anatomical scale with new tools. New
tools are coming online now to allow scientists to ask questions that could not be asked before:
microscopy imaging methods such as two-photon now allow large scale, in vivo, chronic
monitoring of neuronal activity (Dombeck et al. 2007; Komiyama et al. 2010; Ohki et al. 2005;
Svoboda and Yasuda 2006); optogenetic tools are starting to be applied in vivo in the primate
visual system (Han et al. 2009), and can be used to ask causal questions and to dissect neuronal
circuits (Luo et al. 2008; O'Connor et al. 2009; Petreanu et al. 2007). These new methods will
likely reveal new neuronal phenomenology which were previously not visible or inaccessible to
experimenters. The volume of the data acquisition is drastically increasing with the technology,
however, soon, large volume of data can only be examined with specific hypothesis in mind and

more sophisticated theories will be needed to guide the formulation of scientific questions.

One important contribution of systems neuroscience is perhaps to bridge levels, and map a set
of neurally implemented operations onto interesting computational problems such as the

“invariance problem”.

5.4 Closing

Temporal contiguity learning in the context of learning invariance is getting at the heart of two
basic functions all sensory systems have to perform: grouping of some stimuli to be the

“same” (invariance), and differentiating of some stimuli to be “different” (selectivity). There are
two remaining questions that puzzled me and inspired my interest to continue on to pursue

work in sensory learning after my Ph.D. study.

First, for invariance learning, temporal contiguity learning outlined here alone may not be
enough to set up the IT neuronal tolerance. Temporal contiguity instructs the neurons to
respond more similarly to things that are coupled in time (i.e. to associate stimuli together; also
previously reported in the context of “paired associates” learning; Erickson and Desimone 1999;

Messinger et al. 2001; Miyashita 1988). Taking this simple form of learning to the extreme,
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neurons should eventually lose their selectivity because everything is coupled in time across
some timescale. How do neurons maintain their selectivity given a lifetime of experience (i.e.
ability to still differentiate stimuli apart)? Theoretical forms of temporal contiguity learning
such as slow feature analyses often invoke additional competitive mechanism between units to
ensure coverage of the stimulus space in the process of minimizing slowness (Wiskott and
Sejnowski 2002). This is to prevent all the units from arriving at the same, non-interesting
solutions such as having no tuning at all. Thus, there might exist neuronal mechanisms that
allow interaction or competition between different neurons in a local pool, so that neurons
compete with each other locally for global coverage of the stimulus space and to maintain some
form of homeostatic balance. As a very indirect evidence of this, in our studies, I found that not
all neurons learn the same way under identical learning-induction protocols, suggesting that
other factors beyond simple temporal contiguity learning were at play. For example, if IT
neurons already exhibit good tolerance (i.e. strong selectivity across transformations), we could
not build any more tolerance into these neurons by providing the animal with even more
normal statistics (see Chapter 4). It seems that these neurons have reached a balanced state and

cannot be perturbed further.

The second question that interests me is about the rapid nature of the learning we were able to
induce in our experiments. Though it is difficult to map our experience manipulation onto
experience time in real life, the fact that one could alter and even reverse IT neurons’ tuning in
just hours raises questions about how the cortical representation is actively maintained and
stabilized in the face of constantly available experience. The answer to this question may have
to do with the speed and specificity of the learning versus the size of the stimulus space that are
represented by the neuronal population. Any local perturbation induced by learning may or

may not impact the representation of other stimuli.

Answers to these questions, I hope, are going to inform us about how a set of local learning
rules (e.g. association, competition) may manifest themselves at the level of neuronal
population to set up or shape a set of local operations onto a computation. To study these
questions, I feel that one needs to venture beyond quantifying learning phenomenology in

single neurons and start to focus on the mechanisms at circuitry level (on the anatomical scale of
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a few hundred microns or within a cortical column) that underlie the single neuron learning
phenomenology. Studying these questions requires an experimental preparation where one has
an operational definition of sensory learning, and tools that allow one to simultaneously
examine a large population of neurons during the defined learning process. I am excited by the
experimental possibilities the new imaging and genetic tools bring. Two-photon microscopy
now allows in vivo, chronic monitoring of neuronal activity across a large, genetically identified
population of neurons (Dombeck et al. 2010; O'Connor et al. 2009). These new methods allow
experimenters to ask questions about learning in single neurons and in interactions between
neurons. Leveraging these recent advances in tools, a very first step is to systematically
quantify any learning effect across different neuronal types. Having such a knowledge base will
well position one to ask the next set of mechanistic questions outlined above. I am eager to
participate in the scientific pursue that works toward identifying simple, local principles that
govern local sensory learning that ultimately lead to high performance in computationally

challenging global tasks, such as object recognition.
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