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Chapter 1

Wealth Distribution and Human Capital: How Borrowing Constraints Shape Educational Systems*

Abstract

This paper provides a theory of how the wealth distribution of an economy affects the optimal design of its educational system. The model features two key ingredients. First, agents are heterogeneous both in their ability and wealth levels, neither of which is observable. Second, returns to schooling depend on the ability-composition of agents attending each school tier, for example, because of choices of common curricula. An educational system is characterized by an assignment rule of agents to schools and by endogenous sizes of tiers. I find that a benevolent planner seeking to maximize economic efficiency implements "elitist" educational systems in economies with poor, borrowing-constrained, agents. Compared to the first best, the optimal solution features (i) relatively low-ability, rich agents selecting into higher education and (ii) higher education schools with less capacity. The same qualitative results obtain when only two commonly used instruments are available to the planner: school fees and exams. In addition, I show that economies with relatively tighter borrowing constraints rely more extensively on exams, and that agents performing better on exams are rewarded with lower school fees.

*I thank Daron Acemoglu, Abhijit Banerjee and Robert Townsend for their guidance and support. I also thank Sergi Basco, Diego Comin, Arnaud Costinot, Fernando Duarte, Jonathan Goldberg, Pablo Kurlat, Guido Lorenzoni, Mónica Martínez-Bravo, Michael Peters, Mar Reguant, Jenny Simon, Iván Werning, Juan Pablo Xandri and participants at the MIT Macro Seminar for helpful comments and discussions. All errors are my own.
1.1 Introduction

Educational systems in developing and rich countries differ in many respects. In particular, higher education in developing countries has lower attendance rates and lower educational achievement as measured by international tests. Moreover, access to higher education relies much more extensively on gate-keeping exams. A conventional view explaining these differences is that "...in many developing countries governments lack either the financial resources or the political will to meet their citizens' educational needs...."

These differences in the provision of human capital have lead many observers to emphasize the role of educational systems in developing countries as a means of generating and perpetuating the ruling elites (e.g., Engerman and Sokoloff (2000, 2002)).

This paper presents an alternative theory for which these same differences in educational systems occur even when governments seek to maximize aggregate welfare. The purpose of this theory is to emphasize that, when there are borrowing-constrained agents with private information on their valuation of education and wealth, there are economic forces pushing benevolent governments to design seemingly elitist educational systems. I illustrate this by showing that, even when education can be provided at no cost, a benevolent social planner implements a system in which higher education features (i) low attendance rates, (ii) a dampened ability-composition of agents attending higher education, and (iii) an allocation process for higher education that relies extensively on gate-keeping exams and rationing for poor agents in the form of lotteries.

The intuition for this result stems from the fact that access to education is a source of rents for agents. The combination of borrowing constraints and private information makes it difficult to separate true valuations from willingness to pay. Thus, in order to separate low-ability, unconstrained agents from high-ability but constrained agents, the educational system adopts additional screening mechanisms. This results in the usage of lotteries for poor people and extensive reliance on gate-keeping exams to access higher education (because it is less costly for high ability types to prepare exams). However, these are imperfect screening mechanisms. Therefore, in equilibrium, the ability-composition of agents that select into higher education is worse and the capacity of the higher education tier is reduced relative to an economy without borrowing-constrained agents.

The three stylized facts presented above, which emerge as the solution of the planner's problem in the presence of borrowing constraints, are well-documented features of educational systems in developing countries. First, there is ample evidence on more extensive use of gate-keeping exams in developing countries relative to richer countries, especially in Africa and Latin America, (Al-Samarrai and Peasgood, 1998; Kellaghan and Greaney, 1992; 1

---

1This excerpt is from an article by Hillman and Jenkner prepared for the IMF publication "Economic Issues", http://www.imf.org/external/pubs/ft/issues/issues33/index.htm
Kellaghan, 2004; Lockheed and Mete, 2007; Mete, 2004). For example, Kellaghan (2004) and Kellaghan and Greaney (1992) document that in most African countries, three (if not more) major examinations are required to complete secondary education. Kellaghan emphasizes the role of examinations as gatekeepers and argues that this is reflected in the large numbers of students who fail exams and repeat their grade. This is consistent with UNESCO’s data for 2005, which shows that the repetition rate at fifth grade (before accessing secondary education) in developing countries is 8.7% on average, versus 1.9% in rich countries.

Second, another difference between developing and rich countries is enrollment rates. Figure 1-1a shows that the fraction of children not enrolled in primary school is higher in low income countries. These differences in attendance rates are exacerbated as one moves forward in the education system. Figure 1-1b shows that the expected number of years children stay in school conditional on having some primary schooling is increasing in income per capita.

Third, differences in school quality are documented by Hanushek and Woessmann (2008, 2009) for a cross-section of countries. The authors construct an index based on results on a set of international tests to proxy for school quality and find significant cross-country differences. Figure 1-2a shows how their measure of education quality is positively correlated

---

2These examinations are typically at the end of primary schooling, after two or three years in secondary school and around the end of secondary school. Kellaghan and Greaney (1992) document that in Francophone African countries students tend to be subject to even more exams. In particular, additional examinations are administered during primary school and, also, a competitive examination, termed the concours, is used to select pupils for the next education level.

3The implicit assumption in this argument is that poorer countries have more borrowing constrained agents.

4Measures of school quality have been developed prior to these studies. For example, Hanushek and Kimko (2000) use a similar approach. Note that this concept of school quality differs from the approach of Barro and Lee (1993).

5Hanushek and Woessmann construct a cross-country comparable measure of acquired cognitive skills to proxy for education quality. The international student achievement tests they use include the following. Trends
with income per capita. Nickell (2004) documents an additional correlation between wealth inequality and dispersion in school quality. Countries with a more unequal wealth distribution tend to have more dispersion in quality measures. This is shown in Figure 1-2b.\(^6\)

Next, I discuss in more detail the main elements and results of the paper. The theory presented rests on two central elements. The first element is heterogeneity in agents' characteristics, ability and wealth, both of which are private information. The second element is the existence of complementarities in human capital formation across agents with the same level of education. A natural explanation for this complementarity is that the curriculum requirement of each education tier adjusts to students' ability.

In this context, an educational system is characterized by an assignment rule of agents to schools, and capacities of tiers. I characterize the educational system that a social planner would design and its decentralization under perfect capital markets and borrowing constraints. First, I show that in economies in which there are no borrowing constraints, private information alone does not prevent the educational system from being first best. In these economies, the educational system is meritocratic in the sense that agents are matched to different school tiers according to their ability. Moreover, the first best educational system can be decentralized through a market for schooling, even in the presence of private information.

\(^6\)Note that in this case the sample is limited to a particular international test in order to have a clear interpretation of the variance in the data. The method in Hanushek and Woessmann (2009) is not designed to generate comparable second moments.
Then, I turn to the study of the main object of interest of the paper: economies with borrowing constraints. Borrowing constraints generate a wedge between private valuation of education and ability to pay, as agents are constrained in the maximal transfer they can make. This distorts the matching of agents to schools because of the inability of agents to effectively signal their true valuations. I find that the optimal mechanism involves randomization in access to schooling for high-ability, poor agents, while high-ability, rich agents do not face any randomness in allocation. The capacity of the higher education tier is reduced relative to the economy without borrowing constraints. This is consistent with the evidence presented of low attendance rates in developing countries.

The comparative statics on wealth distribution show that in poorer countries the average ability of agents selecting into higher education is reduced. Thus, due to the complementarities in human capital formation, this endogenously reduces the human capital obtained in higher education in developing countries—which is consistent with worse performance in international tests. Changes in wealth dispersion have opposite effects depending on whether or not the median wealth type can afford higher education with certainty. If the original equilibrium features an allocation in which only agents above the median wealth can afford higher education without resorting to lotteries, an increase in wealth dispersion makes it optimal to restrict even further access to higher education, making the educational system more exclusive. Analogous comparative statics results obtain in the case that the social planner can only use school fees as instruments.\(^7\)

Finally, I study an environment in which both school fees and a signaling technology (exams) can be used. There is a trade-off in using exams. They involve wasteful spending in order to be prepared, but allow for an additional screening mechanism because it is less costly for high ability agents to pass an exam. The optimal mechanism is such that agents that perform better in an exam are rewarded with a lower school fee. Thus, this mechanism resembles a scholarship scheme. The comparative statics on wealth distribution show that poorer countries use relatively more exams, and that exams are particularly used in the range in which there is more wealth inequality. These results fit with the evidence presented on extensive use of gate-keeping exams in developing countries.

**Related Literature** This paper emphasizes the role of asymmetric information and borrowing constraints to explain differences in the design of an educational system, and, ultimately, human capital provision. In this sense, while I focus on a different set of factors, this paper shares the approach of Banerjee (1997) and Esteban and Ray (2006) of focusing on asymmetric information and borrowing constraints to rationalize differences in provision of goods.

The paper relates to a rich and diverse literature on the determinants of human capital

\(^7\)In fact, Section 1.6 shows that if the social planner cannot commit to exclude some high-ability poor agents from education once they reveal their type, the only credible instrument the planner can use are school fees.
acquisition. To the best of my knowledge, however, this is the first attempt to provide a theory of the design of an optimal educational system that focuses on the role of private information and borrowing constraints in matching of agents to schools.

Fernández and Gali (1999) and Fernández (1998) are the closest papers in terms of the framing of the problem. They study a matching problem with borrowing constraints and compare two alternative mechanisms (prices and exams). This paper differs from theirs in that it takes a mechanism design approach, thus endogenizing the usage of different instruments and the size of tiers. Moreover, this paper provides comparative statics results on the wealth distribution. Another important difference is that, in this paper, educational standards are set endogenously. In this respect, Costrell (1994) and Betts (1998) provide alternative theories on the determinants of educational standards, but they emphasize political economy reasons rather than private information and borrowing constraints.

The problem of allocating heterogeneous agents to schools studied in this paper can be interpreted as an extension of the assignment Roy’s model (Sattinger, 1993), in which private information and borrowing constraints are introduced. With the exception of the aforementioned work of Fernández and Gali, the literature has typically analyzed other imperfections in the assignment process. For example, Legros and Newman (2007) and Durlauf and Seshadri (2003) study conditions under which monotone matching obtains in environments with non-transferabilities and endogenous coalition sizes. In this paper, the complementarity between ability and school tier and the fact that agents appropriate all the surplus from the match makes positive assortative matching efficient.

The mechanism design problem considered in the presence of borrowing constraints constitutes a bi-dimensional screening problem. This type of problem has been studied in auction design by Che and Gale (1998, 2000) and Lewis and Sappington (2000, 2001). The problem analyzed in this paper differs in that the objective function of the principal is not to maximize profit but welfare, education is an indivisible good and there complementarities in payoffs across agents. These two features make the solution differ from these papers. For example there are bunching regions that would not be otherwise present. The conditions on the wealth distribution that I find for uniqueness of the solution using the first order approach in section 1.6 (MLRP and increasing hazard rate of the wealth distribution) are similar to the results derived in an auction setting without non-convexities in Che and Gale (2000) and Blackorby and Szalay (2007), respectively.

The optimal educational system implies a particular wage distribution and wage levels. The role of the educational system as a determinant of inequality, income per capita

---

8Indeed, this is only a convenient simplification of reality (and a common benchmark used in the literature). There are examples of reasonable technologies, as Kremer and Maskin (1996), that exhibit complementarities and fail to satisfy positive assortative matching in general.

9Condorelli (2009) and Che and Gale (2009) compare the performance of market and non-market mechanisms.
and growth has been studied by many authors. For example, Bénabou studies in a series of papers (Bénabou, 1993, 1996a,b) patterns of community formation and its implications for inequality and growth. In these papers he emphasizes the role of human capital formation and complementarities within types in the same community. This paper differs from Bénabou’s in that the available mechanisms are endogenized and only a static problem is considered.10 Finally, this paper abstracts from the role of taxation and financing of education. This has been analyzed, for example, in De Fraja (2002), Fernández and Rogerson (2003) and Benabou (2002).

The rest of the paper is organized as follows. Section 1.2 presents a detailed outline of the paper and summarizes the main results. Section 1.3 lays out the baseline model and Section 1.4 characterizes the first best educational system. Section 1.5 shows that under perfect capital markets, asymmetric information on agents’ ability does not preclude the optimal mechanism to attain the first best educational system and how it can be decentralized. Section 1.6 studies how the educational system changes under borrowing constraints and presents the core results of the paper. Section 2.5 presents extensions of the baseline model to show the robustness of the results and Section 2.6 concludes.

1.2 Outline of the Paper

Section 1.3 lays out the baseline economic environment. As discussed before, agents are heterogeneous in both ability and initial wealth levels. These two characteristics are agents’ private information. Agents obtain (linear) utility from a consumption good. The initial wealth endowment is in terms of this consumption good, so it can be consumed if desired. Additionally, final good is privately produced one-for-one with human capital and production cannot be observed by the planner.

Agents obtain human capital attending school. The human capital an agent obtains is jointly determined by its own ability, the school tier she attends and a spillover within the types that attend the same school tier. In the baseline model, these spillovers take the form of a “least common denominator”, i.e., they are determined by the lowest ability type attending a school tier. A rationale for this is that curriculum requirements adjust to accommodate the lowest skill agent in a given school tier. Thus, this constitutes an endogenous margin of adjustment by which the curriculum taught at a given school tier, and ultimately, school quality, can differ from one economy to another. Moreover, there is a complementarity between ability and school tier: higher ability agents obtain relatively more human capital in higher tier schools. Finally, to focus solely on the matching problem of agents to schools, the

baseline environment abstracts from any costs of school provision.

In the baseline model, there are only two school tiers: basic and higher education. An educational system is characterized by (i) an allocation rule that maps types of agents to school tiers and (ii) school tier capacities. The linearity in the utility function implies that the social planner seeks efficiency and abstracts from any redistributive concerns when designing the educational system. In other words, the social planner implements the educational system that maximizes aggregate consumption and, thus, final good production and aggregate human capital.

I study the social planner problem and its decentralization in a variety of environments, which are summarized in Table 1.1. Section 1.4 characterizes the first best educational system. In this case, the allocation rule of agents to schools depends exclusively on ability. The mechanism is such that agents announce their ability type and have to make a (negative) transfer conditional on the announced type. I refer to negative transfers as school fees in Table 1.1. As discussed before, given the linearity in consumption of the objective function, the goal of the social planner is to achieve efficiency in human capital production (because this maximizes final good production). Given that the marginal cost of school provision is zero, the educational system can be decentralized by setting a negative transfer (tax) conditional on school attended, so that the spillover is internalized. These results are summarized in line (1) of Table 1.1.

Section 1.5 shows that in the absence of borrowing constraints, private information alone does not preclude the social planner from achieving the first best educational system. This result obtains because there is single-crossing in the human capital production function. As a result, high ability agents have higher valuation of higher education and, thus, a simple school fee can implement the first best educational system with private information. Moreover, the educational system can be decentralized. Similar to the first best case, in the decentralized equilibrium, the spillover in human capital is priced using school-contingent taxes. Thus, the allocation of agents to schools in an environment with private information coincides with the first best. This is, lines (1) and (2) in Table 1.1 implement the same allocation of agents to schools.

Section 1.6 contains the main results of the paper. It studies an economy with an extreme form of borrowing constraints: financial autarky. This introduces a potential wedge between private valuation of education and ability to pay, as agents can be constrained in the maximal transfer they can make. I characterize the optimal schooling system in the presence of borrowing constraints in Subsection 1.6.1. Agents announce their type (ability and wealth) and are assigned to schools according to a probability rule and a transfer conditional on their (bi-dimensional) type. I show that conditional on an ability level, richer agents are offered a

11A more general form of the complementarity, a model with education costs and more than two tiers are introduced in Section 2.5.
higher probability of accessing higher education. The intuition for the use of lotteries is that they effectively allow to relax borrowing constraints. By offering a lower school fee with a corresponding lower probability of access to school, the social planner ensures that this lottery generates the same ex-ante payoff as a certainty-equivalent transfer. The constrained optimal mechanism has two important features compared to the first best: it admits agents with lower ability into higher education and it reduces the total mass of agents accessing higher education. Given the spillover in human capital formation across agents, this implies an endogenous degradation of the human capital obtained for all agents attending higher education.

In a comparative statics exercise, I show that the degradation in higher education quality due the selection of low ability types into higher education increases in poorer countries. The flip side of this result is that, conditional on an ability and wealth level, the probability of accessing higher education is higher in poorer countries. Thus, this resonates with two features of educational systems in developing countries presented earlier: lower school quality and lower capacity of higher education schools. Changes in wealth dispersion have opposite effects depending on whether or not the median wealth type can afford higher education with certainty. If the original equilibrium features an allocation in which only agents above the median wealth can afford higher education without resorting to lotteries, an increase in wealth dispersion makes it optimal to restrict even further access to higher education, making the educational system more exclusive. The converse is true if the original equilibrium features agents with income below the median being able to afford higher education with certainty. Finally, I show that the constrained optimal mechanism can be decentralized through a market for wealth, in which agents play lotteries with each other over their wealth.

The optimal mechanism with borrowing constraints requires the commitment of the so-

---

12 An economy is defined as being poorer than another if the wealth distribution of the poorer economy is MLRP-dominated by the richer.
cial planner to exclude from higher education some poor, high-ability agents that engage in lotteries. Note that once agents that select into lotteries to access higher education have revealed their types, the social planner would like to modify the allocation rule ex-post and allocate all these agents into higher education. The reason is that they have an ability (weakly) higher than the lowest ability of unconstrained (rich) agents that attend higher education. If the social planner cannot commit to exclude some of these agents from attending higher education once they have revealed their type, then the only credible mechanism that can be used are school fees (without lotteries). Subsection 1.6.2 shows that this environment delivers results that are qualitatively analogous to the environment with commitment. For example, the optimal educational system admits agents with lower ability into higher education institutions. The comparative statics results are also analogous to the case with commitment: there is endogenous degradation of human capital formation and less capacity of higher education institutions in poorer countries. Decentralization in this case does not require a market for wealth. A school-contingent tax in addition to prices of school suffices.

Finally, in this environment without commitment, Subsection 1.6.3 studies the design of the schooling system when the social planner has access to a signaling technology, which I interpret as exams. The usage of exams introduces a trade off: exams involve wasteful spending but allow for additional screening power because the cost of obtaining a particular score is decreasing in agents' ability. The optimal mechanism consists of a schedule of school fees and test scores contingent on agents' reported type. Agents that perform relatively better in an exam are rewarded with a lower school fee. Thus, the decentralization of the mechanism involves a set of taxes conditional on test scores that resemble a scholarship scheme.

When the exam technology is merely of a fail/pass-type, I show that the solution of the planner problem only makes use exams in sufficiently poor countries. The intuition for this result is simple. Once exams are put in place, all agents above a particular ability (regardless of whether they are rich or poor) take the exam. Thus, all agents that take the exam incur a wasteful spending. The benefit of using exams only comes through the additional mass of agents that access higher education thanks to exams. As a result, if borrowing constraints are not very severe, the additional screening power gained by using exams may be too costly to use. When the planner has access to a richer signaling technology, in which different test scores can be obtained, the comparative statics of the optimal schooling system on the wealth distribution show that, at any ability level, poorer countries use relatively more exams (i.e., require a higher score) and that the overall access cost to higher education (school fee plus exam cost) is lower in poorer countries. Similarly, for changes in the dispersion in the wealth

---

13If instead of no-commitment, agents have limited communication and cannot announce their types, then only a singleton can be used to allocate agents to higher education. If the planner has also limited communication, then only fees can be used.
distribution, I show that exams are relatively more used at the levels where inequality increases.

Section 2.5 relaxes some of the assumptions of the baseline model and shows that the main insights derived from the baseline model hold in more general set-ups. In Subsection 1.7.1, I allow for more general spillovers (for example, the case in which the spillover is determined by the average type attending a school) and a CES production function for the final good. Subsection 1.7.2 considers the case in which, within each school tier, there are a continuum of sub-tiers. This extension allows for more robust predictions on the mass of agents attending schools. Moreover, it provides a simple framework to study how the presence of an unregulated private provider of schooling may constrain the planner's problem. I show that the existence of a private unregulated sector undermines the capacity of the social planner to provide education to borrowing constrained agents.

1.3 The Environment

This section describes the fundamentals of the economies studied in the paper.

Endowments. The economy is populated by a unit mass of agents. Each agent is endowed with ability, \( a \sim G(a) \), and initial wealth, \( \phi \sim F(\phi) \). Initial wealth is distributed over the support \( \Phi = [0, \phi] \) with cumulative distribution function \( F(\phi) \), and associated density \( f(\phi) \). The upper bound on wealth, \( \phi \), can be either finite or infinite. Ability is distributed uniformly over a support \( A = [a, \bar{a}] \subseteq [0, 1] \). Ability and wealth are uncorrelated across agents and are private information.

Technologies. In this economy, two technologies are used: a final good and a human capital production function. Final good is produced one-for-one with human capital \( H \). Human capital is produced by the schooling system. There are \( S \) school tiers in the economy \( s = \{0, 1, \ldots, S - 1\} \), with associated capacities \( c(s) \). School 0 provides the minimal, mandatory, level of education required for all the population, while schools \( s > 0 \) provide further education. The two main cases of analysis in the paper will be case of two and infinite schools. The marginal cost of school provision per student is \( \kappa(s) \).

An agent with ability \( a \) attending school tier \( s \) obtains human capital \( H(a, s) \), which is determined by the combination two different factors, \( A(s) \) and \( h(a, s) \), according to

\[
H(a, s) = A(s)h(a, s).
\]  

(1.1)

The first factor is an intrinsic human capital production function \( h(a, s) \) associated with each school tier. This production function is (weakly) increasing and concave in ability \( a \) and (weakly) increasing in school index \( s \). There is complementarity between schools and ability.
Let $s > \bar{s}$, then
\[ \frac{\partial(h(a,s) - h(a,\bar{s}))}{\partial a} \geq 0 \quad \text{for all } s, \bar{s} \in S. \]
This means that high ability agents benefit relatively more from high index schools.

In addition to the intrinsic human capital production function, there is an spillover at each school tier level, $A(s)$. In the baseline model, this is modeled as an extreme complementarity between types
\[ A(s) = \min_{a \in s}. \] (1.2)
This can arise because the social planner cannot commit to exclude from education students attending each education tier, and has to accommodate the curriculum level of each tier to the ability of its students. With this interpretation in mind, it is natural to have the lowest ability student attending a particular tier determining the spillover effect, because the curriculum level of each tier has to adjust to its "least common denominator." This implies that if the spillover component, $A(s)$, differs across countries, the human capital obtained by an agent of ability $a$ attending school tier $s$ can differ across countries. It is in this sense that the model rationalizes differences in education quality across countries. In Section 1.7.1, I discuss how the results extend to more general type of spillovers, which include, among others, the mean type attending school $s$, rather than the minimum.

Preferences and Aggregate Welfare. An agent chooses actions so as to maximize her utility from consumption. Utility is linear in consumption and equals wage income, plus initial wealth and a possible lump-sum transfer from the government, minus any expenditures incurred to educate. Aggregate welfare is defined as the sum of the utilities of the agents in the economy. Throughout the paper, the social planner is assumed to be utilitarian and having as objective to maximize aggregate welfare. The linearity of the objective function implies that the social planner is concerned only by production efficiency and abstracts from any distributional consideration. Moreover, as the only input for production is human capital, this implies that the social planner objective is to maximize aggregate human capital and, thus, implement a schooling system based on efficiency considerations alone.

From section 1.4 to 1.6, I analyze the case in which there are two school tiers, $S = 2$. The main insights from the paper are obtained by this simple two-tier school model. As discussed before, the lower tier, $s = 0$, represents the basic or mandatory schooling, while $s = 1$ represents additional, non-compulsory education. Moreover, to highlight the frictions arising from private information, the cost of provision is assumed to be zero, $\kappa(s) = 0$. For the sake of brevity, I refer to $s = 1$ as higher education. Section 2.5 extends the model to allow for a richer production function, more general spillovers and a continuum of tiers within basic and higher education.
1.4 First Best

In this section, I characterize the optimal schooling system when there is no private information and assignments to basic \((s = 0)\) and higher education \((s = 1)\) can be made contingent on types. Given the complementarity between skills and schools, segregation by skill is optimal. To see this, consider two agents with abilities \(a_1\) and \(a_0\) with \(a_1 > a_0\). It cannot be optimal that agent 1 is in school 0 and agent 0 in school 1, as \(H(a_1,1) - H(a_0,0) > H(a_1,0) - H(a_0,1)\). Given that it is mandatory to provide basic education to all agents in the economy, the problem of the social planner is to choose the lowest ability \(\bar{a}\) in \(s = 1\),

\[
\max_{\bar{a}} \int_{a}^{\bar{a}} \bar{a}h(a,1)dG(a) + \int_{\bar{a}}^{\bar{a}} \bar{a}h(a,0)dG(a),
\]

which has as implicit solution\(^{14}\)

\[
\int_{a}^{\bar{a}} h(a,s)da = a^{FB}h(a^{FB},1) - \bar{a}h(a^{FB},0). \tag{1.3}
\]

The social planner balances the spillover (quality) effect that is improved by increasing the ability of the marginal type attending school 1, with the reduction in the mass of agents that attend school 1. Note that the allocation is independent of agents' wealth, see Figure 1-3.

Conceivably, it could be the case that it would be optimal to have all agents attending higher education. For example, this could happen if the differences in ability in the popula-

\(^{14}\)Sufficiency of the First Order Condition is shown in Appendix 2.7.
tion where low (imagine the extreme case in which everybody has the same ability). This is a pathological case of no interest for the discussion as, in this case, no theory of educational systems would be needed. So, in what follows, I shall focus the discussion on the cases in which both, basic and higher education coexist. Simple conditions that would ensure that both school tiers are used are that either \( a = 0 \) or \( h(a, 0) = 0 \).

1.5 Private Information without Borrowing Constraints

In this section, I show that private information alone does not preclude the social planner from achieving the first best educational system.\(^{15}\) As in Fernández and Gali (1999), I assume perfect capital markets and that the interest rate paid by agents is constant and normalized to one. This market operates when the educational system is put in place, so that agents, if they desire to, can borrow and repay after production. Trades in this market cannot be monitored by the planner.

The planning problem now is constrained by the fact that the assignment to schools cannot be conditioned directly on agents’ ability. The planner problem is divided in two stages. First, the social planner announces an assignment rule and school tier capacities. Second, the economy unfolds: conditional on the educational system chosen in the first stage, agents decide which school to attend (borrowing if necessary) and obtain human capital. Then, they supply their human capital in a competitive labor market, obtain a wage, repay debt (if any) and consume. Given the linearity of utility, the only concern of the social planner is to achieve efficiency by matching agents to schools. Thus, the attention is restricted to the design of the educational system.

Before proceeding, and to avoid the discussion of many cases, I shall make the expositional assumption that there are always “rich enough” agents in the economy.

Assumption 1 (Expositional simplifying assumption) There is a positive mass of rich agents that can afford paying for extreme segregation,

\[
\phi > a h(a, 1) - a h(a, 0).
\]

This assumption implies that the spillover effect \( \bar{a} \) in school \( s = 1 \) is pinned down by the choice of unconstrained agents for any \( a \in \mathcal{A} \).

In this environment, using school fees as an allocation device is enough to achieve the first best allocation. The reason is that agents’ choices satisfy a single-crossing condition. Let \( \psi_s \) denote the school fee of attending school \( s \), the indirect utility \( u(a) \equiv \max_s H(a, s) - \psi_s \) is

\(^{15}\)This result is analogous to Fernández and Gali (1999) for the case in which the spillover effect \( A(s) \) is shut down, i.e., \( A(s) = 1 \) for all \( s \in S \).
increasing in $a$. Moreover, the social planner cannot exclude agents from school 0 ($\psi_0 = 0$). As a result, the choice variable of the planner is to choose fee $\psi_1 \equiv \psi$ for school 1. The social planner problem can be written as

$$\max_\psi \int_{a(\psi)}^\bar{a}(\psi) h(a, 1) dG(a) + \int_\bar{a}(\psi) a h(a, 0) dG(a),$$

(1.4)

where the marginal type obtaining higher education $\bar{a}$ is implicitly defined by

$$\bar{a} h(\bar{a}, 1) - a h(\bar{a}, 0) = \psi.$$

(1.5)

Note that the fees incurred by agents to attend higher education are just transfers and, as such, they are not wasted. The revenue that the social planner obtains from the transfers is redistributed ex-post back to agents. The specifics of the redistribution do not matter given the linearity of utility. For concreteness, I assume that revenue is redistributed back to agents in a lump-sum manner.

**Proposition 1** The marginal type obtaining education $\bar{a}(\psi)$ is strictly increasing in $\psi$ for all $\psi \in \Psi = (a(h(a, 1) - h(a, 0), \bar{a} h(\bar{a}, 1) - a h(\bar{a}, 0))$.

The First Best schooling system can be implemented under private information by setting a school fee of $\psi^{PF} = H(a^{FB}, 1) - H(a^{FB}, 0)$ to agents attending $s = 1$, where $a^{FB}$ is implicitly defined in (1.3).\(^{16}\)

This proposition implies that there is a one-to-one mapping from the school fee $\psi$ (in the relevant margin) to the marginal type selecting into higher education, $\bar{a}(\psi)$. Using this property, it follows that the First Best schooling system can be implemented by setting a school fee of $\psi^{PF} = H(a^{FB}, 1) - H(a^{FB}, 0)$. Section 2.5 shows that this result extends to the case of $S > 2$ schools. Indeed, if there was no complementarity within agents in higher education, it would be optimal to make everyone attend higher education.

**Decentralization.** Next, I discuss how the optimal educational system can be decentralized. One can imagine the social planner running a procurement auction for both basic and higher education tiers, and there being a competitive pool of firms willing to enter the market. Firms would undercut each other and this would result in firms willing to supply education at its marginal cost, which is zero in this case. A price of education equal to zero coincides with the optimal school fee for basic education. For higher education, the social planner would set a tax contingent on attending higher education equal to $H(a^{FB}, 1) - H(a^{FB}, 0)$. This ensures that the demand of schooling from the agents coincides with the first best allocation of agents to schools. Thus, this discussion shows how the first best educational system can be decentralized in the presence of private information.

\(^{16}\)All proofs can be found in Appendix 2.7.
1.6 Private Information with Borrowing Constraints

This section analyzes an environment without perfect capital markets. The capital market imperfection studied is an extreme one: financial autarky. This is, capital markets are shut down entirely and agents have to self-finance their investments in education. Self-financing can be interpreted literally, or as the effective disposable wealth agents have to finance education after exhausting any potential way they have to obtain financing.

This section starts studying the mechanism design problem assuming that the social planner can commit to randomization. As I show below, this means that even though some agents reveal to be of high ability type to the social planner and "deserving" to attend higher education in the sense that agents with the same or even less ability attend higher education, it is optimal for the social planner not to let them obtain education. Then, Section 1.6.2 studies the case in which the social planner cannot commit to exclude from education all agents that signal to have high ability. I show that this is isomorphic to a world in which no communication is possible, and the optimal mechanism used to allocate agents to schools consist of just school fees. Finally, I allow for an exam technology to relax the commitment (or communication) problem. The exam technology gives an additional screening mechanism to the social planner and allows the planner to make the schooling allocation contingent on exam performance.

1.6.1 The Mechanism Design Problem

This subsection studies the design of the optimal educational system when agents are borrowing constrained. By the revelation principle, I restrict attention to direct-revelation mechanisms in which each type has an incentive to report private information truthfully. This constitutes a bi-dimensional screening problem, as both ability $a$ and wealth $p$ are private information. The mechanism specifies a type-contingent transfer $t(a, \phi) \in \mathbb{R}$ and probability $\pi(a, \phi) \in [0,1]$ of attending higher education. Formally, a mechanism is a mapping from the type space to the transfers and probability space, $(t, \pi): \mathcal{A} \times \Phi \to [-\infty, \infty] \times [0,1]$. Any feasible mechanism has to satisfy participation and incentive compatibility constraints for all agents, in addition agents' transfers cannot exceed their wealth (borrowing constraint) and the social planner has to satisfy a break-even constraint.

Let $w(a, \phi) = \pi(a, \phi)H(a, 1) + (1 - \pi(a, \phi))H(a, 0)$ denote the expected return or wage of an agent of type $(a, \phi)$. With this notation at hand, the participation constraint can be stated as

$$w(a, \phi) + t(a, \phi) \geq 0, \quad \forall(a, \phi). \quad (1.6)$$

Note that the participation constraint is equivalent to the social planner being constrained to supply at least basic education to all agents in the economy. The incentive compatibility
constraint is
\[ w(a, \phi) + t(a, \phi) \geq \pi(\bar{\phi}) H(a, 1) + (1 - \pi(\bar{\phi})) H(a, 0) + t(\bar{\phi}), \quad \forall (a, \phi) \text{ and } (\bar{\phi}). \] (1.7)

The borrowing constraint implies that
\[ \phi + t(a, \phi) \geq 0 \quad \forall (a, \phi). \] (1.8)

Finally, note that if the social planner could use negative transfers, it would like to do so to subsidize education and overcome the borrowing constraints. Thus, a budget constraint condition needs to be imposed. As the planner has no access to additional resources, a natural benchmark is that no subsidization is possible. That is, transfers are restricted to be negative,\(^{17}\)
\[ t(a, \phi) \in \mathbb{R}_-. \] (1.10)

The social planner problem consists on finding the schedule of transfers \( t \) and associated probabilities \( \pi \) that maximize the objective
\[ \int_a^b \int_0^\phi [\pi(a, \phi)a^* h(a, 1) + (1 - \pi(a, \phi)) ah(a, 0)] dG(a)dF(\phi), \] (1.11)
subject to (1.6), (1.7), (1.8) and (1.10), where \( a^* \) is defined by the lowest ability agent attending higher education, \( a^* = \min_a \{ a \in s = 1 \} \).

**Proposition 2 (Optimal Schedule)** The optimal mechanism featuring agents of ability \( a \geq a^* \) in higher education takes the form of a higher education fee menu \( t(\phi), \pi(\phi), \)
\[ t(a, \phi) = \begin{cases} -\psi & \text{for } \phi \geq \psi, \ a \geq a^*, \\ -\phi & \text{for } \phi < \psi, \ a \geq a^*, \\ 0 & \text{otherwise}, \end{cases} \quad \text{and} \quad \pi(a, \phi) = \begin{cases} 1 & \text{for } \phi \geq \psi, \ a \geq a^*, \\ \frac{\phi}{\psi} & \text{for } \phi < \psi, \ a \geq a^*, \\ 0 & \text{otherwise}, \end{cases} \]

with \( \psi = a^* h(a^*, 1) - ah(a^*, 0) \).

The formal proof of the result can be found in Appendix 2.7. Here I provide a sketch of the proof. Consider the case in which, due to spillovers in human capital production, the social planner wants to segregate agents in the two school tiers. In this case, the social planner has

\(^{17}\)Section 2.5 and Appendix 1.8 analyze an alternative setup in which the social planner can do "simultaneous" redistribution and has only to break even on net,
\[ \int_a^b \int_0^\phi t(a, \phi)dG(a)dF(\phi) \leq 0, \] (1.9)
and show that the same qualitative results hold.
Figure 1-4: Constrained efficient allocation

Proposition 2 allows to rewrite the original planner’s problem (1.11) as an essentially unidimensional optimization problem. For simplicity, I work with the negative of the transfers, which I refer to as fees. The objective function of the planner can be expressed now as

$$
\max_{\Psi} \int_{\phi}^{\bar{\phi}} \int_{a^*(\phi)}^{a} \Delta w(a, a^*) dG(a) dF(\phi) + \int_{0}^{\psi} \int_{a^*(\phi)}^{a} \tau(\phi, \psi) \Delta w(a, a^*) dG(a) dF(\phi),
$$

(1.12)
subject to $\psi = a^*h(a^*, 1) - gh(a^*, 0)$, where I have used the notation $\Delta w(a, a^*) = a^*h(a, 1) - gh(a, 0)$. The case of interest is when the problem has an interior solution, i.e., it is optimal to have some agents with just basic education. In this case, the first order condition is

$$
(1 - F(\psi)) \left( -\frac{\partial a^*}{\partial \psi} \Delta w(a^*, a^*)g(a^*) + \int_{a^*}^{a} \frac{\partial \Delta w}{\partial \psi} dG(a) \right) + \int_{0}^{\psi} \left( -\frac{\partial a^*}{\partial \psi} \Delta w(a^*, a^*)g(a^*) + \int_{a^*}^{a} \frac{\partial}{\partial \psi} \left( \frac{\phi}{\psi} \Delta w \right) dG(a) dF(\phi) \right) = 0. 
$$

(1.13)

From this expression, it is apparent that the optimal solution balances costs and benefits of raising tuition fees. The cost of raising the tuition fee is that it reduces the number of agents attending higher education. This effect is captured in the first and third terms of (1.13), as the threshold type $a^*$ moves with $\psi$. Moreover, this appears in the decrease in the probability of accessing higher education for borrowing-constrained agents in the last term of (1.13) (i.e., $\phi/\psi$ being decreasing in $\psi$). The benefit of higher education fees comes through the spillover effect. By increasing $\psi$, the spillover effect increases and, thus, makes all agents that attend higher education obtain more human capital.

To investigate the effect of wealth distribution on the optimal schedule, condition (1.13) can be rewritten so that the effect of the wealth distribution is encapsulated in one term,

$$
\frac{1}{\psi} \int_{0}^{\psi} \pi(\phi, \psi) dF(\phi) = \frac{\int_{a^*}^{a} \frac{\partial \Delta w}{\partial \psi} dG(a) - \frac{\partial a^*}{\partial \psi} \Delta w(a^*)g(a^*)}{\int_{a^*}^{a} \left( \Delta w - \psi \frac{\partial \Delta w}{\partial \psi} \right) dG(a) + \frac{\partial a^*}{\partial \psi} \psi \Delta w(a^*)g(a^*)}.
$$

(1.14)

The left hand side of equation (1.14) contains all the influence of the wealth distribution on the optimal solution. If there were no borrowing constraints this term would be zero, and the optimal $\psi$ would be given by equating the numerator of the right hand size to zero (which coincides with the first best first order condition, equation 1.3).

To gain intuition on how the wealth distribution affects the optimal fee $\psi$ (i.e., the left hand side of (1.14)), suppose that no lotteries were used. In this case, the probability of attending higher education would be given by a step function, $\pi(\phi, \psi) = 0$ for $\phi < \psi$ and $\pi(\phi, \psi) = 1$ for $\phi \geq \psi$. This would simplify the left hand side to the hazard-rate of the wealth distribution. In this case what would only matter in making the trade-off between the mass of agents attending higher education and the spillover effect is the percent increase in the mass of agents that can afford education at the margin, $f(\psi)$, relative to the total mass of agents educating, $1 - F(\psi)$. Now, going back to the original formulation, rather than just having the density at $\psi$, thanks to the lottery, the mechanism can include some borrowing constrained agents with wealth $\phi < \psi$. Thus, the social planner considers a weighted average of the mass of agents that can attend higher education at different levels of

---

18The derivation of the first order condition and the proof of its sufficiency is shown in Appendix 2.7.
wealth. To see that, note that \( \int_0^\psi \pi(\phi, \psi) dF(\phi) \) computes the total mass of constrained agents attending higher education, while the term \( 1/\psi \) in front, implies that the planner takes into account the average value of the integral relative to the total mass of unconstrained agents \( 1 - F(\psi) \).

The behavior of the left hand side term of (1.14) as a function of \( \psi \) can be, in general, non-monotonic. However, it is monotonically increasing for log-concave functions that have support in \([0, \infty)\) such as the Weibull, Exponential, Gamma (with shape parameter greater than one) and for some other distributions such as the Uniform and the Pareto distribution with well defined mean and variance (i.e., with shape parameter, greater than 2). Given that the left hand side term is monotonically increasing for the most usual distributions used to model wealth distributions (except for the Log-Normal, for which is non-monotonic), I restrict my attention to wealth distributions that generate an increasing left hand side term.

The right hand side of equation (1.14) is the ratio of the net marginal gain in output if all agents were unconstrained relative to the net gain in output due to spillover gains evaluated at the average-constrained agent.\(^{19} \) In Appendix 2.7, I show that under mild conditions on the intrinsic production function \( h(a, s) \), the right hand side of (1.14) is strictly decreasing. This is intuitive, the numerator captures the net marginal gain from segregation (as in the first best), and it is decreasing in \( \psi \) because of the concavity in the human capital production function. On the contrary, the denominator is increasing in \( \psi \) because the quality of the higher education sector increases with the spillover. Thus, the right hand side of (1.14) is decreasing in \( \psi \).

1.6.1.1 Comparative Statics on the Wealth Distribution

With the previous discussion at hand, I begin to study the main question of the paper: how optimal educational systems change with shifts in the wealth distribution? To do so, I introduce a one-dimensional ranking of wealth distributions that is amenable to our purposes.

Definition (Wealth abundance) Consider two wealth distributions, \( \tilde{F} \) and \( F \), with associated densities \( \tilde{f} \) and \( f \). A distribution \( \tilde{f} \) is more wealth abundant than \( f \), denoted by \( \tilde{f} \succ_w f \), if \( \tilde{f}(\phi_1)f(\phi_0) \geq \tilde{f}(\phi_0)f(\phi_1) \) for all \( \phi_1 > \phi_0 \).

The interpretation of the notion of wealth abundance is intuitive. For non-vanishing values of the density, the wealth abundance condition can be written as

\[
\frac{\tilde{f}(\phi_1)}{f(\phi_1)} \geq \frac{\tilde{f}(\phi_0)}{f(\phi_0)}.
\]

\(^{19}\) The denominator is always positive. This follows from the concavity of \( \Delta w \), for which Appendix 2.7 provides sufficient conditions. A concave function satisfies the following property (c.f. Varian (1992)) \( \Delta w(0) + \Delta w(\psi) \psi \leq \Delta w(\psi) \). Note that if \( \psi = 0, a^* = a = 1 \) and \( \Delta w(0) = a(h(a, 1) - h(a, 0)) \geq 0 \). Using this result with \( \Delta w(\psi) > 0 \), it follows that \( \Delta w(\psi) \psi \leq \Delta w(\psi) \) for all \( a \).
This means that if one economy is more wealth abundant than another, there are relatively more rich agents in this economy when comparing any arbitrary two wealth levels, \( \phi_1 \) and \( \phi_0 \). This notion of wealth abundance requires that the two distributions satisfy a Monotone Likelihood Ratio Property (MLRP). Figure 1-5 provides a graphical intuition. Having two distributions ranked according to MLRP implies both hazard rate and first order stochastic dominance between these two distributions.

**Remark** Consider two wealth distributions, \( \tilde{F} \succ_w F \), then

\[
\frac{1}{\psi} \int_{0}^{\psi} \phi f(\phi) d\phi \leq \frac{1}{\psi} \int_{0}^{\psi} \phi \tilde{f}(\phi) d\phi.
\]

**Proof:** Rewrite the previous expression as \((\psi(1 - F(\phi))(1 - F(\psi)))^{-1} \int_{0}^{\psi} \phi (f(\phi)(1 - \tilde{F}(\phi)) - \tilde{f}(\phi)(1 - F(\phi))) d\phi\). Thus, a sufficient condition for the inequality condition to hold is that \( f(\phi)(1 - \tilde{F}(\phi)) - \tilde{f}(\phi)(1 - F(\phi)) \geq 0 \), where \( \phi \leq \psi \). Now, I show that this sufficient condition is implied by the definition of wealth abundance. From the definition of wealth abundance, \( \tilde{f}(\phi_1)f(\phi_0) \geq f(\phi_1)\tilde{f}(\phi_0) \) for all \( \phi_1 > \phi_0 \). Integrating both sides of the inequality from \( \phi_1 = \psi \geq \phi_0 \) up to \( \tilde{\phi} \),

\[
\int_{\psi}^{\tilde{\phi}} \tilde{f}(\phi_1)f(\phi_0) d\phi_1 \geq \int_{\psi}^{\tilde{\phi}} f(\phi_1)\tilde{f}(\phi_0) d\phi_1,
\]

this implies that \((1 - \tilde{F}(\psi))f(\phi_0) \geq (1 - F(\psi))\tilde{f}(\phi_0)\) for all \( \phi_0 \leq \psi \). \( \square \)

With this definition at hand, I proceed to do comparative statics on the wealth distribution in terms of wealth abundance to derive the first main result of the paper.

**Proposition 3** Consider a wealth abundance shift, \( \tilde{F} \succ_w F \). The optimal maximal fee \( \psi \) under \( \tilde{F} \) is higher than under \( F \).

The results follows immediately from the left hand side of equation (1.14) being increasing, the right hand side being decreasing and the observation that a Wealth Abundance shift only

\[\text{This notion of abundance is analogous to the skill abundance notion in Costinot and Vogel (2010).}\]
moves downwards the left hand side of equation (1.14).

Proposition 3 implies that more wealth abundant countries have higher ability agents in higher education because the threshold type $a^*$ is strictly increasing in $\psi$. That is, agents accessing higher education in more wealth abundant economies have higher ability on average. Thus, the ability-composition of higher education is better in more wealth abundant economies. Moreover, the level of randomization at all wealth levels is smaller in the wealth abundant country $\pi_f(\phi) \leq \pi_f(\phi)$ for all $\phi$. This implies that it is less likely for borrowing constrained agents to access higher education in relatively more wealth abundant countries. Indeed, there are less agents constrained in wealth abundant economies, so the relative cost of not providing them the right type of education is relatively low.

Another consequence of this result is that the schooling system in wealth abundant countries amplifies the dispersion in the earnings distribution compared to less wealth abundant countries. To see this, note that the equilibrium spillover level is increasing in wealth abundance. Thus, conditional on accessing higher education, wealth abundant countries generate more human capital for an agent of a given ability. However, access to higher education happens at higher levels of ability in more wealth abundant countries.

The previous discussion highlights another dimension of the effect of borrowing constraints: the mismatch of ability to schools. With borrowing constraints, there is an increasing mass of mismatched agents. That is, higher ability agents that have to attend basic education because of credit constraints. This results in a change in the ranking of earnings of agents relative to the first-best. As an economy becomes less wealth abundant, high-ability low-wealth agents tend to fall in the ranking at the expense of low-ability high-wealth agents who rise.

I now provide a comparison of the mass of agents that are being educated in environments with and without borrowing constraints.

**Proposition 4** There is a reduction in the mass of agents obtaining higher education when the economy transitions from no agents being effectively borrowing constrained to a (small) mass of agents being borrowing constrained.

This result is intuitive. As the ability of agents to express their valuations of attending higher education is hindered, the social planner finds better to reduce the capacity of higher education. Note however that this is only true around the transition from no borrowing constrained agents to a small mass of borrowing constrained agents. The reason why the result does not hold for all levels of borrowing constraints is that benefits from the spillover are traded-off against the mass of agents attending higher education. With two school tiers, if borrowing constraints are very prevalent, it could be the case that it is better to reduce the spillover effect to be able to admit more students. In Section 1.7.2, I show that when there are more school layers, tighter results are obtained. In particular, I show that the result is true
at all levels of borrowing constraints for a positive measure of school tiers that contains the highest level school.\(^2\)

A related question that can be investigated is how changes in wealth dispersion affect the educational system.

**Definition** (Wealth dispersion) Let \(\phi_m\) denote the median wealth of an economy. A distribution with density \(\tilde{F}\) has more wealth dispersion, denoted by \(\tilde{F} \succ_d F\), if and only if \(\tilde{F}(\phi) \succ_w F(\phi)\) for \(\phi > \phi_m\) and \(F(\phi) \succ_w \tilde{F}(\phi)\) for \(\phi < \phi_m\).

This definition captures the idea that there are more agents with extreme wealth values.

Applying Proposition 3, the following result follows.

**Proposition 5** Consider a wealth dispersion shift \(\tilde{F} \succ_d F\). If the optimal fee under \(F\) featured \(\psi > \phi_m\), a wealth dispersion shift increases the optimal fee, while if \(\psi < \phi_m\), a wealth dispersion shift reduces \(\psi\).

This result shows that changes in wealth dispersion have opposite effects depending on whether the median wealth type can afford higher education with certainty. If the original equilibrium featured an allocation in which only agents above the median wealth could afford attending higher education with certainty, an increase in the wealth dispersion makes it optimal to set the education fee even higher. This makes the average type attending school 1 higher and increases the school quality. Indeed, the increase in school quality is at the expense of making it less likely for poor people to access it. This change in the educational system makes the earnings distribution more disperse than the original wealth distribution. In other words, the optimal educational system enhances inequality. The opposite is true if the original equilibrium featured agents with wealth below the mean. Upon a wealth dispersion shift, the educational system becomes more inclusive and, in fact, the optimal educational system tends to undo the increase in wealth dispersion, by making the ex-post earnings distribution less disperse under the new optimal schooling system.

### 1.6.1.2 Decentralization: A Fair Lottery Market on Wealth

In this subsection, I discuss how to decentralize the previous allocation.\(^2\) Similar to Becker et al. (2005) and Cole and Prescott (1997), I show that with a market for lotteries over income, the optimal allocation can be decentralized. Given the working assumption of zero marginal cost of provision, consider firms (schools) providing mandatory and higher education at

---

\(^2\)When there is a cost of provision of schooling, this result in Proposition 4 is true when there is a large mass of borrowing constrained agents even with only two schools. The reason is that the social planner cannot reduce the price below the marginal cost of provision.

\(^2\)I thank Iván Werning for suggesting this discussion.
price \textsuperscript{23} Suppose that the social planner sets a school-contingent tax that has to be satisfied to attend school \( s \) such that

\[
\tau(s) = \begin{cases} 
0 & \text{for } s = 0, \\
\psi & \text{for } s = 1.
\end{cases}
\] (1.15)

Now, consider a market that opens after the social planner announces the school-contingent taxes and before agents attend schools, in which fair lotteries \( l \) over wealth are traded. There is a continuum of these lotteries, indexed by \( i \in [0, \psi] \). A lottery \( l_i \) delivers \( \psi \) with probability \( \pi_i \) and 0 with probability \( 1 - \pi_i \). There is a competitive market for each lottery.\textsuperscript{24} Thus the price of lottery \( i \), \( p_i \), is given by the break even constraint (or the actuarially fair lottery), \( p_i = \pi_i \psi \).

By the discussion on the previous section, the school-contingent tax \( \tau(s) \) makes attending higher education attractive for all agents with ability \( a \geq a^* \). Agents that are not borrowing constrained, do not derive any gain from participating in the lottery market. If they had to, they would purchase the lottery with corresponding price \( \psi \), which returns wealth \( \psi \) with probability 1. However, agents that are borrowing constrained derive positive gains from participating in this market. Note that should they not participate, they would attend school 0 with probability one, while by participating in the lottery market they can attend school 1 with some positive probability.\textsuperscript{25} Moreover, purchasing a lottery with a higher probability \( \pi_i \) and, hence, a higher price \( p_i \) is (weakly) better than purchasing a lottery with lower probability. Thus, constrained agents exhaust their initial wealth when purchasing lotteries. As a result, agents select into lotteries that have the same expected value of their initial wealth endowment. This discussion shows the following result.

**Proposition 6 (Wealth Market)** The optimal schooling system can be decentralized with school-contingent taxes and a market for wealth.

### 1.6.2 Solution with School Fees Only

In this section I show that in environments in which the social planner has no commitment or limited communication, no lotteries can be used.

**Proposition 7 (Credible Mechanism)** Let the cost of reallocating agents to higher education be zero. If the social planner has no commitment, the only credible mechanism are school fees. Similarly, if the economy has limited communication such that no announcements can be made, the only feasible mechanism are school fees.

\textsuperscript{23} Section 2.5 shows that an analogous result holds when there is a positive marginal cost of provision.

\textsuperscript{24} If each market is operated by more than one broker, the assumption is that each broker serves a positive mass of agents, so that there is no uncertainty on the returns of the lottery.

\textsuperscript{25} The formal argument is analogous to equation (1.7), \( \pi_i \Delta w - p_i + w(a, 0) \geq w(a, 0) \), for all \( a \geq a^* \).
Note that the in the previous subsection, some borrowing constrained agents with \( a \geq a^* \) (that truthfully report their type) are not allocated to higher education. This would not happen in a first-best world, and it requires a commitment from the social planner of not reallocating ex-post agents once they have announced their type.\(^{26}\) In this environment, the social planner cannot use lotteries to relax the borrowing constraints, because agents anticipate that if any randomization is announced, it is not credible. Thus, only school fees (without lotteries) can credibly be used. For the case of limited communication, the result follows purely from the constraints imposed from the limited communication in the transfer space.

The problem of the social planner reduces to decide the fee \( \psi \) that it charges to attend higher education. As in the previous section, the optimal school choice of an individual of type \( (a, \phi) \) is to choose \( s = 1 \) if \( H(a, 1) - \psi \geq H(a, 0) \) and \( \phi \geq \psi \). Otherwise, either because she does not have a high enough ability or enough wealth, she chooses \( s = 0 \). Figure 1-6 represents the region of agents that attend higher education in the type space.

The objective function of the Social Planner in the restricted problem is

\[
\max_{\psi} \int_{\psi}^{\bar{\psi}} \int_{a^*(\psi)}^{\bar{a}} \Delta w(a, a^*(\psi)) dG(a) dF(\phi) + \int_{\psi}^{\bar{\psi}} \int_{a}^{\bar{a}} a h(a, 0) dG(a) dF(\phi),
\]

where \( a^*(\psi) \) is implicitly defined by \( a^* h(a^*, 1) - a h(a^*, 0) = \psi \), and the notation \( \Delta w = a^* h(a^*, 1) - a h(a, 0) \) has been used. The interpretation of the objective function is that all agents obtain at least human capital \( ah(a, 0) \) while the mass of agents \( (1 - F(\psi))(1 - G(a^*(\psi))) \)

\(^{26}\)Note that the zero cost of reallocation is important. If there was an investment stage in which the number of "seats" (capacity) of each tier are decided and they could not be changed ex-post, this would suffice to ensure that lotteries are credible.
attending school 1 obtain an additional amount of human capital. The goal of the Social Planner is to precisely maximize the additional gain coming from higher education.

Under regularity assumptions on the wealth distribution $F$ to be discussed below, the FOC gives a sufficient condition to the problem,

$$f(\psi) \int_{a^*(\psi)}^a \Delta w \, dG(a) \, da = (1 - F(\psi)) \left( \int_{a^*(\psi)}^a \frac{\partial \Delta w}{\partial \psi} \, dG(a) - \frac{\partial a^*}{\partial \psi} \Delta w(a^*, a^*) g(a^*) \right).$$ (1.17)

The left hand side term in equation (1.17) captures the costs that raising the tuition fee has in reducing the number of agents attending school 1. The right hand side captures the marginal benefit that increasing the tuition fee has on raising the spillover for agents in school 1.

The next proposition identifies sufficient conditions for the solutions implicitly defined by the first order condition (1.17) to be local maxima.

**Proposition 8** If the hazard rate of the wealth distribution,

$$\frac{f(\phi)}{1 - F(\phi)},$$

is increasing, then the first order condition (1.17) has a unique solution that is the maximum of the planner's objective function (1.16).27

Proposition (8) establishes a sufficient condition for the first order condition uniquely pinning down the optimal fee $\psi$. This requires the hazard rate of the wealth distribution to be increasing. Thus, any distribution with a log-concave density yields a unique solution. For the purposes of the paper, the empirically relevant distributions with log-concave density are the Beta, Weibull, Gamma and Exponential distributions.28 Note, however, that there can be distributions that are not log-concave and have an increasing hazard rate.29 Finally, footnote 27 identifies a relaxed sufficient condition that allows to include the Pareto distribution in the set of distributions for which the first order condition is sufficient.

27 If the wealth distribution satisfies the relaxed condition

$$- \frac{d}{d\psi} \frac{f(p)}{\psi(p)} < \left( \frac{f(p)}{\psi(p)} \right)^2,$$ (1.18)

then, the solution of the first order condition (1.17) may not be unique but contains the solution that maximizes the planner's objective function (1.16). The interest on the relaxed formulation is that it accommodates Pareto distributions with well defined mean, i.e., with shape parameter greater than one. This can be readily verified by checking the condition directly. The hazard rate of a Pareto distribution with index $\alpha$ and support lower bound $x_m, 1 - F(x) = \left( \frac{x_m}{x} \right)^\alpha, f(x) = \alpha x_{m}^{\alpha} x^{-\alpha-1}$, is equal to $\alpha x^{-1}$. Thus, condition (1.18) is satisfied if and only if and only if $\alpha > 1$.

28 Except for the Exponential distribution, these distributions are log-concave when they have a hump-shape. Bagnoli and Bergstrom (2005) provide a discussion of the parameter ranges in which these distributions have a hump-shape.

29 Bagnoli and Bergstrom (2005) show these results and provide further examples. Note that the log-normal distribution has a non-monotonic hazard rate and proposition 8 does not apply.
1.6.2.1 Comparative Statics on the Wealth Distribution

I now go back to the study of the behavior of the first order condition of the constrained problem, (1.17), under changes in the wealth distribution. The discussion is brief, as this is essentially a particular case of equation (1.14) with a degenerate lottery. To simplify the discussion in the comparative statics exercise, I assume that the wealth distribution has increasing hazard rate. Rearranging, equation (1.17) can be written as

$$f(V)_fa''(a) - \frac{\partial w}{\partial \psi} \Delta w(a^*, a^*)g(a^*)$$

The left hand side of equation (1.19) is the hazard rate of the wealth distribution. This is a particular case of the discussion following the general case with lotteries, equation (1.14). The right hand side is the ability-average marginal return of increasing segregation in higher education divided by the ability-average of people who stay in higher education. Note that the right hand side is independent of the wealth distribution. Moreover, the numerator is decreasing in $ip$ while the denominator is increasing in $ip$. Thus, the right hand side of (1.19) is decreasing in $ip$. This discussion yields to the following result.

**Proposition 9** Consider two wealth distributions with $\bar{F} \succ_F F$. The education fee $\psi$ is higher under $\bar{F}$ than under $F$.

There is a reduction in the mass of agents obtaining higher education when the economy transitions from no agents being effectively borrowing constrained to a (small) mass of agents being borrowing constrained.

The first part of the proposition shows that the comparative statics derived in the previous section hold when only school fees are used. However, in this case a weaker condition on the ranking of wealth distribution suffices to ensure the result: as long as there is dominance in terms of the hazard rate the result follows. The second part of Proposition 9 shows that the comparative statics on the mass of agents attending higher education is inherited as well. Similarly, changes in the wealth dispersion yield results analogous to the case with lotteries.

As a final remark, the decentralization of this schooling system is immediate. The planner sets school contingent taxes equal to the optimal fees.

1.6.3 School Fees and Exams

This section studies an environment in which the social planner has access to a signaling technology: exams. These can be used as an additional mechanism to screen agents that access higher education. The reason why the social planner may want to use them is that exams have screening power. This is, it is more costly for low ability agents to obtain a given
test score. However, exam preparation implies a waste of resources (e.g., tutoring). This introduces a trade-off between better screen capacity and wasteful spending. Obviously, without borrowing constraints it is never optimal to use exams, because incentives can be given perfectly with school fees, which do not convey wasteful spending.30

The signal technology considered is similar to Fernández and Gál (1999). It is represented by the mapping $T: \mathcal{A} \times \Phi \rightarrow \mathcal{T}$ with $t(a, c)$ measuring the score generated by an agent of type $a$ who spends resources $c$, and $\mathcal{T} \subseteq \mathbb{R}_+$. I shall be working with the associated cost function, $c(a, t)$, which is defined implicitly by $t(a, c(a, t)) = t$, for all $a \in \mathcal{A}$ and $t \in \mathcal{T}$. In this context $t$ has the natural interpretation of a test level. The interpretation of the cost function is that an agent with ability $a$ has to spend an amount $c(a, t)$ to obtain a test score $t$ in the exam. I assume that $c_a < 0$, $c_t > 0$, $c_{at} \leq 0$, $c(a; t = 0) = 0$ (i.e., not taking the exam has zero cost).

I consider two different exam specifications. I begin by characterizing the optimal mechanism with a simple pass/fail exam in which the difficulty of passing is exogenously given. Then, I consider an exam technology in which there is a continuum of possible test scores and, thus, the difficulty of an exam to access higher education becomes endogenous. Moreover, more than one test score can give access to higher education (with different school fees associated to different scores). I show that that the qualitative results derived in the simple pass/fail exam hold in the general set-up.

A simple Pass/Fail Exam

The main insight of this section can be obtained by looking at a simple formulation in which the government has access to a very limited technology, a pass-fail exam, $\mathcal{T} = \{0, 1\}$. In this environment, school fees can be indexed by whether or not an agent passes the exam (i.e., invests in the signal technology) — if the social planner decides to use the signaling technology.

When does the social planner want to use exams? Suppose only a small mass $\varepsilon > 0$ of agents is constrained in an allocation that uses only fees. In this case, it is not optimal for the social planner to use exams in the assignment mechanism. To see this, suppose that agents can access education by either paying a fee $\psi_0$ and not taking the exam ($t=0$) or by paying a $\psi_1$ and passing the exam ($t=1$). With this mechanism at hand, all agents with ability $a \geq \tilde{a}$, with $\tilde{a}$ defined by $\psi_0 = \psi_1 + c(\tilde{a}, t)$ prefer to take the exam. Note that the mechanism cannot give incentives along the wealth dimension and thus all agents with ability $a \geq \tilde{a}$ take the exam.

30 The assumption that the all exam preparation is wasteful spending is an extreme one. It could be the case that agents learn by preparing an exam. In this sense, the exam component that the model is capturing is the resources that are spent to do well in an exam that are orthogonal to knowledge acquisition. Fernández (1998) argues that this is constitutes a sizable part of exam preparation. Other researchers, such as Bishop (1997), have argued that exams can be beneficial because they are coordination devices. I abstract from this feature as well.
exam. As a result, conditional on a $\psi_0$ (which pins down the spillover level), the additional gain in output of using exams comes from the additional mass of poor agents with wealth between $\psi_0$ and $\psi_1 + c(a,t)$ that can access school by taking the exam but would otherwise be excluded,

$$\int_\bar{a}^a \int_{\psi_1 + c(a,t)}^{\psi_0} \Delta w dF(\phi) dG(a).$$

(1.20)

The cost of using exams is the wasteful spending incurred by all agents with $a \geq \bar{a}$

$$\int_\bar{a}^a \int_{\psi_1 + c(a,t)}^{\bar{a}} c(a,1) dF(\phi) dG(a).$$

(1.21)

Thus, output gains are smaller than costs of introducing exams whenever the mass of additional agents that select into higher education relative to the original mass, $\int_\bar{a}^a \int_{\psi_1 + c(a,t)}^{\psi_0} dF(\phi) / (1 - \psi_0)$, is small. This discussion shows the following proposition.

**Proposition 10** Consider a test technology $T = \{0,1\}$ and a family of wealth distributions that can be ranked according to the wealth abundance criterion. Then, there exists a threshold distribution $F^*$ such that for all $F \succ_w F^*$ the optimal allocation mechanism does not use exams, i.e., $a^* = \bar{a}$. Moreover, if $F_1 \succ_w F_0$, then $a_1^* < a_0^*$ and $\bar{a}_1 < \bar{a}_0$.

Proposition 10 states the two key results of this section. First, sufficiently wealth abundant economies do not use exams. Second, the less wealth abundant an economy is, the more it relies on exams to allocate agents to higher education. To be more precise, the ability range in which exams are used, $[\bar{a}, \bar{a}]$, increases. Moreover, the comparative statics on the threshold type attending higher education are the same as in the previous sections (propositions 3 and 9). Thus, less wealth abundant economies have a worse selection of agents into higher education in terms of ability.

These results resonate with the empirical evidence presented in the Introduction. Developing countries make relatively more extensive use of gate-keeping exams to complete basic education and access higher levels of education. This is often coupled with tutoring to prepare exams, especially in Asia, Africa, Latin America and Eastern Europe (Bray, 2000).

The pattern of selection of types that attend higher education is pictured in Figure 1-7. In general, it can be the case that $\bar{a} > a^*$. This resonates as well with practices of access to higher education. For example, in India, access to prestigious higher education institutions can be done through two different paths. Access for the general body of students is through an exam requirement and a tuition fee. But, in addition, there is access through school fees only, known as management quotas.31 A similar finding is documented for Tanzania by Al-Samarrai and Peasgood (1998).

31I thank Abhijit Banerjee for pointing out this example to me.
Full-Blown Exam Technology and Fellowship Schemes

I now consider the case in which the social planner has access to a continuum of exam technologies, \( T = [0, \infty) \). That is, the planner can ask an agent to obtain any score \( t \in T \). I show that in this environment the qualitative results of Proposition 10 hold. More specifically, it is still optimal to reduce school quality and resort more extensively in exams in less wealth abundant economies. Before proceeding, the following assumption on costs is made.

**Assumption 2** The associated cost function to the exam technology takes the form \( c(t, a) = c_1(t)c_2(a) \), where \( c_1 \) and \( c_2 \) are positive, twice-continuously differentiable functions. Moreover, \( c_2(a) \) is log-convex.

Using the revelation principle, I look for a schedule \( \{\psi(a), t(a)\} \). The social planner problem is

\[
\max_{\psi(a), t(a)} \int_{a^*}^{\hat{a}} \int_{\psi + c(t, a)}^{\hat{a}} (\Delta H(a, a^*) - \kappa - c(t, a))dG(a)dF(\phi),
\]

(1.22)

where \( \Delta H(a, a^*) \equiv a^*h(a, 1) - ah(a, 0) \), subject to

\[
\Delta H(a, a^*) - \psi(a) - c(t(a), a) \geq 0 \text{ for all } a \in [a^*, 1],
\]

(1.23)

\[
\Delta H(a, a^*) - \psi(a) - c(t(a), a) \geq \Delta H(a^*, a^*) - \psi(\hat{a}) - c(t(\hat{a}), a),
\]

(1.24)

for all \( a, \hat{a} \in [a^*, 1] \), where (1.23) and (1.24) are the participation and incentive compatibility constraints. I adopt a first order approach to solve the problem. I first discuss the sufficient conditions for implementability and then discuss the optimization part. The set of sufficient conditions for implementability under the first order approach are as in a standard screening problem (e.g., Bolton and Dewatripont (2005)). The incentive compatibility constraints are
satisfied if and only if there is local incentive compatibility

\[ \psi'(a) + c_i(t, a)t'(a) = 0, \]  

and monotonicity,

\[ t'(a) > 0 \quad \text{and} \quad \psi'(a) \leq 0. \]  

Note that the implementation problem is essentially one dimensional, because incentives are provided along the ability dimension only. Calculating the difference of the second order condition with the total derivative of the local incentive compatibility constraint only involves \( t'(a) \). However, differently than the standard screening problem, one cannot get rid of \( t \) and \( \psi \) in the objective function by integrating by parts. Finally, before proceeding to the optimization stage, using the complementarity in the intrinsic human capital technology, the participation constraint can be substituted by the condition that the marginal type accessing higher education has to be indifferent,

\[ \Delta H(a^*, a^*) = 0. \]  

The Social Planner problem needs to be solved in two steps because the optimization problem cannot be written exactly as an optimal control or calculus of variations problem. This comes from the complementarity between the spillover and the intrinsic human capital production function. That is, in addition to the initial boundary condition for \( a^* \) to lie on the curve defined by (1.27), any change in \( a^* \) affects the value at any point of the integrand of the objective function (1.22). Thus, first I solve an inner problem in which the spillover term \( a^* \) that enters in \( \Delta H(a, a^*) \) is kept fixed at \( \hat{a}^* \). This problem is readily amenable to optimal control techniques. Note that at this step, I obtain an optimal value for \( a^*(\hat{a}^*) \) coming from the initial condition problem. Then, I solve an outer problem for \( \hat{a}^* \) under the constraint that \( a^* = \hat{a}^* \).

Appendix 1.10 characterizes the optimal solution and the comparative statics in the wealth distribution. The results are summarized below.

**Proposition 11** Consider a family of log-concave wealth distributions. Let \( \tilde{F} \succ_w F \), then (i) the total cost of education \( \psi(a) + c(a, t(a)) \) at all ability levels \( a \in [a^*, \bar{a}] \) is greater under \( \tilde{F} \), (ii) the test level \( t(a) \) at all ability levels \( a \in [a^*, \bar{a}] \) is smaller under \( \tilde{F} \), (iii) the threshold type \( a^* \) is greater under \( \tilde{F} \) and (iv) the optimal fee-test schedule does not have any bunching region.

These results generalize the ones obtained in Proposition 10 for the simple pass/fail exam technology. Poorer economies rely more on exams to access higher education. The total cost of education holding ability constant is increasing with a wealth abundance shift. This means that the total cost of education (exam plus transfer) in poor countries is less than in
rich countries. However, point (ii) of Proposition 11 shows that the test level required to an agent of a given ability is higher in less wealth abundant countries. These two observations imply that the ratio of exam cost to total cost

\[ \frac{c(a, t(a))}{c(a, t(a)) + \psi(a)} \]

is decreasing upon wealth abundance shifts. Thus, exam expenditure relative to total school expenditure is higher in poorer countries. This result relates to the stylized fact discussed in the Introduction that developing countries rely more on exams than rich countries. Finally, as in the previous comparative statics results, point (iii) shows that the ability-composition of agents selecting into higher education is worse in poorer countries.

A corollary of Proposition 11 is the following. Consider a wealth distribution such that higher education is provided to some agents with wealth below the median. Let \( F \succ F \), then the total cost of education \( \psi(a) + c(a, t(a)) \) decreases for agents below the median wealth relative to those above, but test requirements increase. The difference in test scores required to access schools increases for agents with wealth below the median relative to those above it. That is, exam requirements (i.e., test levels) increase in the range in which the mass of borrowing constrained agents rises. This comes as no surprise, exams are more intensively used in the region where inequality changes are more pronounced, which is precisely where their screening power has a higher relative benefit.

Decentralization. The previous mechanism gives incentives by rewarding (high ability) agents that obtain high test scores with low school fees. In a decentralized equilibrium, (as the marginal cost of provision is zero) this is implemented with a tax contingent on school and test performance, so that agents that obtain better grades pay a lower tax. Thus, this very much resembles the usage of scholarship schemes. The previous discussion implies that poorer countries rely more in scholarship-like schedules to implement the optimal solution.

1.7 Extensions

The goal of this section is to show that the results highlighted in the baseline model hold in more general environments. In Subsection 1.7.1, I consider a yeomen-farmer like economy, in which each agent produces a differentiated intermediate good, and the final consumption good is a CES composite of all intermediates. Then, I discuss how the results extend to more general type of spillovers.

Subsection 1.7.2 analyzes an environment in which, within each education tier, there is a continuum of sub-tiers, so that a school can be tailored to each ability level. Even though this extension mutes the endogenous quality degradation margin, it provides a useful benchmark to analyze how the mass of mismatched agents and school capacities change at differe-
ent wealth levels. I use this simplified environment to show how the planner uses cross-subsidization within schools to increase access of borrowing constrained agents to schools and to show how the presence of an unregulated private sector provider may hamper its ability to do so.

1.7.1 Yeomen farmers and general spillovers

Consider the following extension of the baseline model. Each agent produces a differentiated intermediate good with her human capital. The final good is produced as an aggregator of intermediates with elasticity $\varepsilon$,

$$ Y = \left( \int y(i)^{\varepsilon-1} \, di \right)^{\frac{1}{\varepsilon}}, \quad \varepsilon > 1. $$

Thus, the technology specification in the baseline model is a limiting case in which all intermediates are perfectly substitutable ($\varepsilon \to \infty$).

Markets are competitive, and payments to factors of production are made according to marginal productivity. Thus, an agent with ability $a$ that attends school $s$, earns

$$ w(a, s) = Y^{\frac{1}{\varepsilon}} H(a, s)^{\frac{1}{\varepsilon}} = Y^{\frac{1}{\varepsilon}} A(s)^{\frac{1}{\varepsilon}} h(a, s)^{\frac{1}{\varepsilon}}. $$

This payoff structure resembles the structure of Bénabou (1996b) in that there is a "local" and "global" externality.

Next, I show that the same qualitative results hold in this generalized set-up. Define $\tilde{h}(a, s) = h(a, s)^{\varepsilon/(\varepsilon-1)}$. Note that the complementarity between $a$ and $s$ is preserved as $\varepsilon > 1$. Analogously, define $\tilde{A}(s) = (\min_s \{a \in s\})^{\varepsilon/(\varepsilon-1)}$. Let $a^* = \min_s \{a \in s\}$. The derivative of $\tilde{A}(s)$ with respect to $a^*$ is positive. The argument that maximizes the value of $Y(a^*)$ coincides with $Y(a^*)^{(\varepsilon-1)/\varepsilon}$. Thus, the problem of finding the argmax of $Y(a^*)^{(\varepsilon-1)/\varepsilon}$ is isomorphic to the baseline model replacing $\tilde{h}(a, s)$ for $h(a, s)$, and $\tilde{A}(s)$ for $A(s)$. As a result, the same methods and results derived in the linear technology case apply to this general set-up.\footnote{Note, however, that in this case the sufficiency conditions derived for the baseline model need to be adjusted by the presence of the additional factor $\varepsilon/\varepsilon - 1$.}

Now, I discuss how the results extend in two different alternative specifications of the spillover. The main lead theme of both specifications is to relax the "least common denominator" specification to address the concerns that (i) agents may learn even if a curriculum is tailored for higher ability agents (Duflo et al. (2008) offer evidence along these lines), (ii) there are other forces that can generate the complementarity in human capital production.

A simple extension that generalizes the results presented in the baseline model without

\footnote{I maintain the assumption that the social planner cannot manipulate the production of goods, it can only choose the educational system structure.}
adding any complexity to the problem is to allow the spillover to be a convex combination of the highest and lowest ability agent in a particular school,

\[ A(s) = a \min_{s} \{a \in s\} + (1 - a) \max_{s} \{a \in s\}, \quad a \in [0, 1). \]  

(1.28)

Note that in this formulation, a reduction on the threshold type attending higher education would affect both the spillovers at the basic and higher education. However, it is immediate to check that the complementarity in the intrinsic human capital \( h \) is enough to ensure that the results derived in the baseline hold with a spillover as in (1.28).

One might argue that specification (1.28) is blind to whether most of agents are close to the maximum or the minimum, and that this is likely to matter. One can further generalize the spillover to

\[ A(s) = \left( \int a^{\frac{1}{\sigma}} dZ(a, \phi|s) \right)^{\frac{1}{\sigma - 1}}, \]  

(1.29)

where \( Z(a, \phi|s) \) is the joint ability-wealth distribution of types selecting into school \( s \). This spillover spans the range from a Leontief as \( 1/\sigma \) grows to infinity to a “best shot” as \( 1/\sigma \) goes to minus infinity. Note that as \( \sigma \to \infty \) the spillover becomes the average type attending the school. The results derived in the baseline section can be extended to a spillover with this specification (1.29) if basic education is modeled as an outside option with its value normalized to zero for all agents (i.e., \( h(a, 0) = 0 \)). In this case, it is immediate to verify that analogous results to the baseline follow. Intuitively, when the spillover is of the “best shot” no segregation is optimal, while when it is Leontief, some segregation is always optimal. An intermediate value of \( 1/\sigma \), gives an intermediate level of segregation between these two extremes.

If the outside option of basic education is not normalized to zero then the problem becomes more complicated and some additional structure to the human capital production function and the distribution of types is needed in order to have clear comparative statics. This comes from the fact that the difference in spillovers \( A(1)h(a, 1) - A(0)h(a, 0) \) may be either concave or convex on changes in the marginal type obtaining education when there are borrowing constraints.

### 1.7.2 Continuum of Schools

This section analyzes the optimal schooling system when within the two broad curricula of basic and higher education, there are finer curriculum options. For example, higher education can be subdivided in associate, bachelor, master and Ph.D. degrees. Even further, it may be the case that different schools can have some margin to adapt their curricula. For example, to the extent that educational institutions have some discretion in setting their own standards, curriculum requirements may vary to some extent among institutions in the same
education tier. I capture this richer environment by allowing for different sub-tiers in both mandatory and higher education. These can be interpreted as either a finer partition across different educational tiers or differences at school level. As it turns out, the most convenient formulation is to allow for a continuum of sub-tiers within each educational tier.

The goal of this exercise is two-fold. First, it allows to investigate to which extent the reduction in capacity of higher education schools and the mismatch of ability to schools persists even when there is a school tailored to each ability level. Second, it provides a natural framework to analyze competition between an education sector regulated by the social planner and an unregulated sector.\(^3\)

Compared to the baseline environment, in this section I allow for a marginal cost of provision of higher education \(\kappa\). More importantly, I allow the planner to cross-subsidize across schools. That is, the budget constraint of transfers has to break even on net, and not school by school. That is, as opposed to the baseline model, the planner has the ability to do instantaneous redistribution, as in equation (1.9).

1.7.2.1 First Best characterization and no Borrowing Constraints

This section shows that the result derived in the two-tier case which stated that private information alone does not prevent the social planner from implementing the first best allocation system generalizes to more school tiers. The intuition for the result is the same: given the complementarities between endogenous school quality and types, higher ability agents are willing to pay more for higher quality education. This section proceeds as follows. I begin by characterizing the first best. Then, I show how a mechanism can be designed to implement the first best educational system when private information is present.

Given the complementarity of \(a\) and \(s\), there is full segregation in the first best. That is, the first best features one school for each type \(a\). To see this, suppose to the contrary that two types of different ability \(a_l < a_h\) with associated mass \(m_{a_l}\) and \(m_{a_h}\) attend the same school tier. Then, by segregating them, output can be increased as \(a_h\) benefit from a higher spillover, without reducing the output of \(a_l\). Types with \(a \leq a^*\) attend school 0, where \(a^*\) is defined by

\[
a^*(h(a^*, 1) - h(a^*, 0)) = \kappa.
\]

Next, I show that the first best educational system can be achieved with private information using a school fee schedule. This is the continuous case counterpart to Proposition 1.

\(^3\)As opposed to the two-tier framework, this framework allows to isolate the effect of competition. In the two-tier system, additional provision from the unregulated sector generates a mechanical force towards having gains from an additional private provider just because it allows more segregation. Moreover, a two-tier system easily runs into the problem of multiple equilibria.
The problem of the social planner is

$$\max_{\psi(a)} \int_{a}^{a^*} H(a,0)da + \int_{a^*}^{a} (H(a,1) - \kappa)da$$

subject to

$$ah(a,1(a)) - \psi(a) \geq 0 \quad \text{for all } a \in [0,1],$$
$$ah(a,1(a)) - \psi(a) \geq \hat{a}h(a,1(\hat{a})) - \psi(\hat{a})$$

for all $a, \hat{a} \in [0,1]$. And the break even constraint,

$$\int_{a}^{a^*} (\psi(a) - \kappa)da \geq 0.$$

The fee schedule that solves the problem is,

$$\psi(a) = \begin{cases} 
\int_{a}^{a^*} h(a,0)da & \text{for } a \leq a^*, \\
\int_{a^*}^{a} h(a,1)da + \int_{a}^{a^*} h(a,1)da & \text{for } a > a^*.
\end{cases} \quad (1.30)$$

where it is used the normalization that $h(a,0) = 0$. Figure 1-8a provides a graphical representation of the result. Note that the solution features standard properties from screening mechanisms. “All rents” are extracted for the lowest ability type $a = 0$ and consumption is increasing in ability, $c'(a) = ah_a(a, \cdot)$. Moreover, it can be verified that the break even constraint is satisfied with inequality.

Finally, this solution coincides with the First Best because there is complete segregation in skill. The following proposition summarizes the previous discussion.

**Proposition 12** The first best educational system features full-segregation. The optimal mechanism with private information can implement the first best educational system.

Before proceeding note that there can be other price schedules that implement the first best if $h(a,0) > 0$. However, these are constrained to have the same slope as (1.30). The reason is simple, at any other slope, there would be bunching of some types and this cannot be optimal by the previous argument that segregation is always optimal. This is stated in the next remark.

**Remark** Any transfer that implements truth-telling revelation of ability has to have slope in ability given (almost everywhere) by either the slope of $\int_{0}^{a} h(a,0)da$ for $s = 0$ or $\int_{a}^{a^*} h(a,1)da$ for $s = 1$. 
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In this section I show that there exists an equilibrium that decentralizes the optimal schooling system. Define a competitive schooling equilibrium as a supply of schools $S$, pricing function $p : S \rightarrow \mathbb{R}_+$ and agents' choices $c : \mathcal{A} \rightarrow S$ such that (i) agents' school choices maximize utility at the stated prices, (ii) firms maximize profits, (iii) markets clear.

First, I show that it exists an equilibrium in which prices coincide with fees set by the social planner (1.30). The reason why sub-tiers can exist is that, despite using the same intrinsic human capital production function, different schools offer different spillovers at different prices. Thus, school prices $p$ are indexed by both the intrinsic technology $s$ and the spillover level $a \in \mathcal{A}$. Consider the following price schedule for $p(a, s)$

$$
\begin{cases}
    p(a, 0) = \int_0^a h(a, 0) \, da & \text{for } a < \bar{a}, \\
    p(a, 1) = \int_a^\bar{a} h(a, 1) \, da + \kappa & \text{for } a \geq \bar{a},
\end{cases}
$$

(1.31)

where $\kappa$ is the marginal cost of school provision and $\bar{a}$ is implicitly defined by $\bar{a} h(\bar{a}, 1) - \kappa = \bar{a} h(\bar{a}, 0) - p(\bar{a}, 0)$. Note that this price schedule, conditional on $s$, is convex in $a$. Agents utility maximization,

$$
\max_{a, s} \{ \bar{a} h(a, s) - p(a, s), 0 \}
$$

(1.32)

can be solved sequentially. First, find the optimal demand of $\bar{a}$ in each school tier, and then comparing utility at the optimal $\bar{a}(s)$ from attending basic and higher education (or not educating at all). The solution to (1.32) is $\bar{a} = a$. Thus an agent with ability $a < \bar{a}$ chooses $s = 0$ and an agent with $a > \bar{a}$ chooses $s = 1$, an agent with $a = \bar{a}$ is indifferent, and no agent decides not to educate.

Given this price schedule, education provision for any $(a, s)$ is provided at no loss, as $p(a, 0) \geq 0$ and $p(a, 1) \geq \kappa$. In fact, schools make positive profits in equilibrium and no entrant can attract agents by offering lower prices. To see this, consider an entrant that provides $(a, s)$ at a price lower than $p(a, s)$. At a lower price, agents with lower ability would purchase the schooling good $(a, s)$, but this would result in a spillover effect of lower ability than $a$. Thus, no price lower than $p(a, s)$ can be credibly offered. The question is that with positive profits, there will always be schools willing to enter the market. One possibility to discipline the model is to have a given measure of potential entrants, so that schools per se become infinitesimal. Another is to have an additional type specific school production input in fixed supply that is needed to provide education, so that as more and more firms enter a particular school market, the price of the input goes up. This would pin down the number of schools entering the market. The details of how to pin down the number of firms is inessential for purposes of this discussion. In either case, the relevant part is that at the stated prices, the demand for schooling at all ability levels is positive and is met by a supply.
Thus, there is market clearing.

**Remark** Any price schedule that perfectly separates agents in terms of ability has to have slope in ability given (almost everywhere) by either the slope of $\int_0^a h(a,0) da$ for $s = 0$ or $\int_a^b h(a,1) da$ for $s = 1$.

The equilibrium proposed as it stands does not coincide with the first best solution. In this equilibrium there is more provision of higher education than in the first best, as the lowest ability type attending higher education is

$$ah(a, 1) - \kappa = ah(a, 0) - \int_0^a h(a,0) da,$$

while in the social planner solution is $ah(a, 1) - \kappa = ah(a, 0)$. This makes clear that a tax contingent on attending school tier $s = 1$ of value $\tau = \int_0^a h(a,0) da$ implements the same assignment of agents to schools as in the first best.\(^{35}\)

### 1.7.2.3 Private Information with Borrowing Constraints

I study the mechanism design problem when there are borrowing constrained agents. The following result greatly simplifies the analysis.

**Remark** (No bunching) Whenever there exists an agent of ability $a$ that can afford segregation, it is optimal to offer a school tailored for agents of ability $a$.

This result comes from the extreme complementarity in the spillover, which implies that segregation of high-ability, unconstrained agents does not reduce the utility of high-ability constrained agents. Segregation has the advantage of increasing output and increasing revenue of the social planner (which implies a reduction on the schooling fee across-the-board). An important corollary of this remark is that it is not optimal to use lotteries. The reason is simple: given the Leontief spillover, this would involve bunching types. Thus, announcements on the wealth dimension are not relevant to the social planner because there is no added value on randomization.

With this results at hand, the mechanism to be used can be rewritten as follows. Let $\psi(a)$ denote the fee that agents of ability $a$ pay if they announce to be of ability $a$. Then, given an announcement $(a, \phi)$ the fee that any agent with $\phi > \psi(a)$ has to pay is $\psi(a)$, while if the

\(^{35}\)Note that if $h(a, 0) = 0$, this is the only equilibrium that features full segregation. If $h(a, 0) > 0$, there could be other equilibria that decentralize the first best, which would be a translation $p(a, s) + \beta$ for some $0 \leq \beta \leq \phi h(a, 0)$.
agent is constrained the fee is just $\phi$. The problem of the social planner can be written as

$$\max_{\psi(a), 1(a)} \int_a^\infty \int_{\psi(a)} \left( H(a, 1(a)) - 1(a) \phi \right) dF(\phi) dG(a) + \int_a^\infty (\psi^{-1}(\phi) h(a, 1(\psi^{-1}(\phi)) - 1(\psi^{-1}(\phi)) \kappa) dF(\phi) dG(a),$$

subject to the participation and incentive compatibility constraints,

$$ah(a, 1(a)) - \psi(a) \geq 0 \quad \text{for all} \quad a \in [a, \bar{a}],$$

$$ah(a, 1(a)) - \psi(a) \geq \bar{a} h(a, 1(\bar{a})) - \psi(\bar{a}),$$

for all $a, \bar{a} \in [a, \bar{a}]$ that are unconstrained, and the break-even constraint

$$\int_a^\infty \left[ (1 - F(\psi(a))) \psi(a) + \int_a^{\psi(a)} \phi dF(\phi) \right] dG(a) \geq \kappa (1 - F(\psi(a^*)) \int_{a^*}^a dG(a).$$

From the results in the previous section, a fee-schedule that achieves full segregation has to have the slope of equation (1.30). In this case, the presence of borrowing constraints imply that it is optimal to reduce as much as possible fees (conditional on the break even constraint being binding). Thus, the level of the fee schedule $\psi(a)$ is going to be reduced as much as possible (up to the break-even constraint being binding) without changing the slope. More specifically, the solution of the problem is given by

$$\psi(a) = \begin{cases} \int_0^a h(a, 0) da - C & \text{for} \quad a \leq a^*, \\ \int_{a^*}^a h(a, 1) da + \int_0^{a^*} h(a, 0) da - C & \text{for} \quad a > a^*. \end{cases}$$

(1.34)

with $a^* h(a^*, 1) - \kappa = a^* h(a, 0)$, where $C$ is pinned down by the break even constraint

$$\int_a^\infty \left[ (1 - F(\psi(a))) \psi(a) + \int_0^{\psi(a)} \phi f(\phi) d\phi \right] da = \kappa (1 - F(\psi(a^*)) (1 - G(a^*))).$$

(1.35)

Remark on impossibility of decentralization. The decentralization that can be achieved is exactly the same as in the case without borrowing constraints and it is omitted from the discussion. Note that this differs from the optimal mechanism, as the price level in the decentralized equilibrium is too high. The reason is that while the planner uses revenue from schools to reduce the price level, private providers cannot do that. Thus the social planner educational
(a) Pricing without borrowing constraints.
(b) Pricing with borrowing constraints and cross-subsidization.

Figure 1-8: Optimal pricing with a continuum of schools and two technologies

system cannot be decentralized in this case.36

1.7.2.4 Comparative Statics on the Wealth Distribution

This section analyzes how changes in wealth abundance and dispersion affect the mismatch of agents to schools and school tier capacity. Note that the extreme assumption of the continuum of tiers washes out the endogenous deterioration of quality arising from changes in the wealth distribution.

Proposition 13 (Mismatch of agents to school) Let \( F' \succ w F \), the percentage of agents mismatched is higher at all levels of schooling under \( F \). Let \( F' \succ d F \), the percentage of agents with wealth above the median that are mismatched decreases relative to agents below the median.

This results are immediately interpretable, and generalize those of the baseline model. In countries that are relatively poor, there are more agents mismatched in the sense that they attend a school tailored for lower ability agents at all levels of education. In more unequal countries, the mismatch is specially aggravated at low levels of education. The logic of the proof is simple. Upon a wealth shift, planner’s revenue increases and this makes the fee level to go down -this makes borrowing constraints less severe. The fraction of agents mismatched in school \( a \) is

\[
\frac{f(\psi(a))}{1 - F(\psi(a))} \int_{a}^{d} dG(a) \frac{g(a)}{g(a)},
\]

which decreases as well upon a wealth abundance shift. Thus, both effects go in the same direction and the result follows. A similar reasoning applies for changes in wealth dispersion.

36Appendix 1.8 shows that the same result holds in the two school case if simultaneous redistribution is allowed.
In this case, given the convexity of school fees, revenue of the social planner can increase. In this case, this would reduce the fee level across the board. For agents above the median wealth this amplifies the decrease in the fraction of mismatched agents. However, for agents below the median wealth the effect would be ambiguous because of the dispersion shift and the reduction in fee levels going on opposite directions.

A related question that this model is better suited to answer than the baseline model is how does the mass of agents attending each school-tier change with changes in the wealth distribution.

**Proposition 14** (Mass of agents attending school) Consider \( \bar{F} \succ_w F \), then the school capacity of all schools with index \( a > a_m \) increases under \( \bar{F} \). Consider \( \bar{F} \succ_d F \), then the school capacity of all schools with index \( a > a_m \) increases under \( \bar{F} \), the effect at the bottom is ambiguous.

This result implies that top schools (those with index greater than \( a_m \)) in poorer and unequal societies feature less capacity than in richer countries. The exact value of \( a_m \) depends on the specifics of the wealth distribution. It suffices to note that this result always holds for \( \bar{a} \). Then, by a continuity argument, it holds in some neighborhood of \( \bar{a} \). The results in Proposition 14 are the analogous counterparts of the message provided in the baseline model that higher education provision is reduced in poor, unequal economies. The continuum of schools case allows to identify that the reduction in capacity is localized at the top schools within the higher education tier.

1.7.2.5 Optimal Mechanism with (Unregulated) Private Schools Outside Option

Finally, I discuss the case in which the social planner has to design the optimal mechanism facing a new additional constraint. There is a mass of private agents that have access to the schooling technology and can escape from the regulation of the social planner. Thus, these private agents are free to provide education at any sub-tier that they find profitable to. This set-up is meant to be a first pass exercise in understanding possible interactions between public and private education, with the caveat that public education needs not to coincide with the social planner’s optimal educational system as it may be subject to additional constraints not modeled here.

The point I want to illustrate is simple: private provision undermines the capacity of the social planner to cross-subsidize education. The reason is that private provision competes with the planner only on the profitable segments of the market, which are precisely the source the planner uses to provide subsidization. Put shortly, private firms cream-skim the market for education. To illustrate the point, suppose that the social planner tried to implement the optimal mechanism described in (1.34). At all school levels in which \( p(a, 0) \geq 0 \) and \( p(a, 1) \geq \kappa \), private provision occurs, because at the stated fees private firms make positive
profits. These are the regions depicted in red in Figure 1-8b. Consider for now the extreme case in which, ceteris paribus, agents prefer to attend private schools. In this case, all the sources of positive revenue from the social planner would disappear and the social planner’s budget constraint would not be satisfied. Thus, the conjectured equilibrium ceases to be an equilibrium in the presence of private schools. In this case, the planner, would have to increase the fee level to ensure some positive revenue. However, this would backfire because all the schools yielding positive profit would be captured by the private sector. As a result, the only equilibrium that would survive is one in which there is only the private provision, as in (1.31). In this case, there would not be any scope for school cross-subsidization.

On the opposite extreme, one can consider the case in which, ceteris paribus agents prefer to attend public schools. By a similar argument, one can show that the (constrained) efficient mechanism analyzed in the previous section can be implemented in this case. Presumably, a realistic benchmark is somewhere between these two opposite poles. The point to take away is that if private providers coexist with schooling provided by the planner, then private school provision puts limits to cross school subsidization. This suggests that the cream-skimming of the sources of cross-subsidization by the private providers in poor countries may hamper the capability of the social planner to cross-subsidize education, ultimately reducing the effective level of education that can be provided to credit constrained agents.
Bibliography
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1.8 Appendix: Model with Negative Transfers

1.8.1 The mechanism design problem

In this appendix, I show how the same qualitative results of the baseline model hold when the planner can make use of negative transfers subject to a global break-even constraint, (1.9). First, I state the counterpart of Proposition 2 for the optimal mechanism.

**Proposition 15** (Optimal Schedule with negative transfers) If transfers are unrestricted, i.e., \( t(a, \phi) \in \mathbb{R} \), the optimal transfer schedule under unrestricted transfers \( t^N(a, \phi) \) is a translation of the restricted schedule \( t^N(a, \phi) = t(a, \phi) - k \) with

\[
    k = \int_{a}^{a_h} \int_{0}^{\phi} t(a, \phi) dG(a) dF(\phi). \tag{1.37}
\]

The structure of the optimal probability remains unaltered with \( \psi^N = a^* h(a^*, 1) + k - a h(a^*, 0) \).

Proposition 15 highlights that the social planner effectively provides cross-subsidization between agents. This is, the social planner anticipates the revenue from transfers of rich agents to reduce the level of all transfers (so that incentives are preserved).

Moreover, Proposition 15 allows to separate the problem in two stages. First, one can define a “virtual” fee and solve for the optimal mechanism ignoring the break-even constraint, (1.9). Once the mechanism is obtained, there exists a one-to-one transformation to the “real” fees, provided that a sufficient condition for uniqueness in the first stage of the problem is met.

By construction, the virtual transfer is defined as

\[
    \psi^v = \psi - \int_{a^*}^{a} dG(a) \left( \int_{0}^{\psi} \phi dF(\phi) + 1 - F(\psi) \right). \tag{1.38}
\]

The problem can be solved as follows. First find the solution of the restricted problem (i.e., \( t(a, \phi) \in \mathbb{R}_+ \) with virtual transfers, i.e., find the virtual transfers that maximize (1.12). By definition, these coincide with the solution to the restricted problem. Then, given \( \psi^v \), find the optimal transfer \( \psi \) that solves (1.38). This second stage does not need to have unique solution.\(^{37}\) This shows that the same efficient allocation can be sustained by diverse educational systems if the social planner can cross-subsidize agents. As the only relevant margin for efficient allocation is the virtual fee, which determines the marginal type attending higher education \( a^* \), two seemingly different alternative mechanisms \( \{ \psi_h(\psi^v), \psi_l(\psi^v) \} \) with \( \psi_h > \psi_l \) can coexist. In the mechanism with \( \psi_h \), the discount from the virtual fee \( k \) is high, but the probability of attending higher education of borrowing constrained is low. On the contrary, for \( \psi_l \) the discount \( k \) is low, but the probability of attending higher education of borrowing constrained agents is relatively higher. In any event, is important to emphasize that because the same virtual fee is implemented, the allocation of agents to schools is the same. Thus, the

\[\frac{\partial \psi^v}{\partial \psi} = 1 + a^* \frac{\partial^*}{\partial \psi} g(a^*) \left( \int_{0}^{\psi} \phi dF(\phi) + 1 - F(\psi) \right) + \int_{a^*}^{a} dG(a) f(\psi)(1 - \psi). \]

For \( \psi = 0 \) the derivative is unambiguously positive, while for \( \psi \to \infty \) it may be negative.

---

\(^{37}\)This can be seen by taking the derivative
main object of interest remains to be the solution the constrained problem, i.e., the virtual transfer \( \psi^v \).

### 1.8.2 Decentralization: A Fair Lottery Market on Wealth

In this subsection, I discuss how to generalize the decentralization to this relaxed environment. Following the discussion in the main text, the social planner sets a school-contingent tax that has to be satisfied to attend school \( s \) such that

\[
\tau(s) = \begin{cases} 
-k & \text{for } s = 0, \\
\psi^v - k & \text{for } s = 1.
\end{cases}
\]  

(1.39)

Now, consider a market that opens after the social planner announces the school-contingent taxes and before agents attend schools, in which fair lotteries \( l \) over wealth are traded. There is a continuum of these lotteries, indexed by \( i \in [0, \psi^v - k] \). A lottery \( l_i \) delivers \( \psi^v - k \) with probability \( \pi_i \) and 0 with probability \( 1 - \pi_i \). There is a competitive market for each lottery. Thus the price of lottery \( i \), \( p_i \), is given by the break even constraint (or the actuarially fair lottery), \( p_i = \pi_i(\psi^v - k) \).

The rest of the discussion to show how the decentralization is achieve mimics the main text and is omitted.

### 1.8.3 School fees

The environment where the only credible mechanism are school fees can be solved in a similar fashion as the full mechanism design problem. First, derive the solution of the restricted problem, in which transfers being restricted to be negative \( t(a, \phi) \in \mathbb{R}_- \). Then, characterize the unrestricted problem, in which \( t(a, \phi) \in \mathbb{R}_+ \).

Define the virtual fee as

\[
\psi^v = \psi - (1 - F(\psi) \int_{a^*(\psi)}^a dG(a)).
\]  

(1.40)

Solve the restricted planner’s problem (1.16) for the virtual price. Once it is found, use the one-to-one positive relationship defined by (1.40) to determine the optimal fee. Note that this result allows us to focus on \( \psi^v \) for the comparative statics with the wealth distribution, as \( \psi \) inherits the shifts in \( \psi^v \).

### 1.9 Appendix: Proofs

**Proof of Proposition 1** The proof is relies on the implicit function theorem. Define \( I(a, \psi) = ah(a, 1) - ah(a, 0) - \psi \). Denoting derivatives with subindexes, it can be verified that \( I_a = h(a, 1) + ah_a(a, 1) - ah_a(a, 0) > 0 \) (because of the complementarity of the intrinsic human capital production function and the fact that \( a \geq a^* \)) and \( I_{\psi} = -1 \). The implicit function theorem states that \( da/d\psi = -I_{\psi}/I_a > 0 \). □

**Proof of Proposition 2 and 15** Start considering the environment in which transfers are restricted to be negative, \( t(a, \phi) \in \mathbb{R}_- \). There are two cases to distinguish. The first case is
the no-segregation, in which all agents attend higher education. In this case $t(a, \phi) = 0$ and $\phi(a, \phi) = 1$ for all $a \in [\underline{a}, \bar{a}]$ and $\phi \in [0, \bar{\phi}]$ implements the desired allocation. The second case is the segregation case, in which some agents are excluded from higher education. In what follows, let $\bar{a} = \min_a \{a \in s = 1\}$. The proof is presented in a series of lemmas.

**Lemma 1** Conditional on a given $\bar{a}$ and wealth level $\phi$, it is optimal to maximize the amount of agents with $a \geq \bar{a}$ that attend $s = 1$.

**Proof** By contradiction. Suppose that there exists a mechanism $(\hat{t}, \pi)$ that implements the same allocation (respecting constraints (1.6), (1.7) and (1.8)) as the original mechanism $(t, \pi)$, except for agents with wealth $\phi$, in which

$$\int_{\underline{a}}^{\bar{a}} \pi(a, \phi)\bar{a}h(a, 1)dG(a) + \int_{\underline{a}}^{\bar{a}} (1 - \hat{\pi}(a, \phi))\bar{a}h(a, 0)dG(a)$$

$$> \int_{\underline{a}}^{\bar{a}} \pi(a, \phi)\bar{a}h(a, 1)dG(a) + \int_{\underline{a}}^{\bar{a}} (1 - \pi(a, \phi))\bar{a}h(a, 0)dG(a).$$

If this is true, then $(t, \pi)$ does not maximize the objective function (1.11), a contradiction. $\square$

**Lemma 2** Consider a mechanism that achieves truth-telling in the wealth dimension. The transfer schedule as a function of the ability reported for a given wealth level $\phi$ is a step function with a jump at $\bar{a}$.

**Proof** Consider first agents with $a < \bar{a}$. They are allocated in $s = 0$ with probability one. Otherwise, the spillover effect for $s = 1$ would not be $\bar{a}$. Thus, conditional on being allocated in school $s = 0$ the agent reports the ability that conditional on its wealth maximizes his utility, this is, maximizes the transfer $t(a, \phi)$. Thus, for $a \leq \bar{a}$, $t(a, \phi) = t(\phi)$. Moreover, given the single-crossing property of the intrinsic human capital production function, for this allocation to be incentive compatible it has to be the case that

$$w(\bar{a}, 0) + t(\phi) = \pi(\bar{a}, \phi)w(\bar{a}, 1) + (1 - \pi(\bar{a}, \phi))w(\bar{a}, 0) + t(\bar{a}, \phi), \quad (1.41)$$

because otherwise agents with $a < \bar{a}$ would choose to report ability $\bar{a}$.

Next consider the case of agents with $\bar{a} \geq a$. Given $(t(\bar{a}, \phi), \pi(\bar{a}, \phi))$ and the single-crossing property, it is clear that they choose to report, at least, to be of type $\bar{a}$. If $t(\bar{a}, \phi) \leq t(a, \phi)$ and $\pi(\bar{a}, \phi) = \pi(a, \phi)$ for $a > \bar{a}$, agents weakly prefer to report type $\bar{a}$, as the payoff from attending $s = 1$ remains constant but the transfer schedule may not. From Lemma 1, it follows that, $\pi(\bar{a}, \phi) = \pi(a, \phi)$ for $a > \bar{a}$, as otherwise output can be increased. To see this, suppose that $\pi(\bar{a}, \phi) \leq \pi(a, \phi)$ and $t(\bar{a}, \phi) \leq t(a, \phi)$ for for $a > \bar{a}$. Then, consider the alternative mechanism such that the highest probability and the lowest transfer are preserved, $\pi(\bar{a}, \phi) = \pi(a, \phi)$ and $t(\bar{a}, \phi) = \hat{t}(a, \phi)$. This alternative mechanism increases the value of the objective function and implements the same allocation of agents to schools. Thus, this analysis shows that it is optimal to set $(t(a, \phi), \pi(a, \phi)) = (t(\bar{a}, \phi), \pi(\bar{a}, \phi))$ for all $a > \bar{a}$. $\square$

**Lemma 3** All agents with $a < \bar{a}$ attend school $s = 0$ with probability one, the associated transfer is at most zero irrespective of agents' wealth and ability.
Proof The first claim is already shown in the proof of Lemma 2. For the second claim, consider the poorest, lowest ability agent in the economy, \((a, \phi = 0)\). Given that he is borrowing constrained, the maximal transfers he can afford is \(t = 0\). Thus, to satisfy the participation constraint \(1.6\) the maximal transfer for an agent of type \(t(a, 0) = 0\). Note that this can be negative. But, given that it is optimal to set \(\pi(a, \phi) = 0\) for all \(a < \bar{a}\) irrespective of the wealth level, agents with \(a < \bar{a}\) can always report being of type \((a, \phi = 0)\) and thus, only, one level of transfers is implemented in equilibrium. □

Lemma 4 Conditional on \(a\), agents' payoff is maximal for agents with \((a, \phi)\), in particular for \(a \geq \bar{a}\). This is implemented by a mechanism in which these agents pay the highest transfers and receive the highest probability of attending \(s = 1\).

Proof The intuition for the result is as follows. Agents with \(\phi = \bar{\phi}\) that are the "least" borrowing constrained in the economy. Thus, from the incentive compatibility constraint, \(1.7\), it follows that these agents can select the highest return announcement. As a result, the truth-telling mechanism that induces agents to report their true wealth has to be "expensive" enough for poorer agents not to be able to imitate them, and has to offer an attractive enough reward, for rich agents being willing to self-select, hence the high probability. The next lines make this intuitive reasoning more precise. Consider the announcement made by a type \((a, \phi)\) with \(a \geq \bar{a}\), which has associated transfers and probabilities, \((t(a, \phi), \pi(a, \phi))\). By construction, from the incentive compatibility constraint \(1.7\), denoting the expected wage of reporting truthfully by \(w(a, \phi)\), it is the case that \(w(a, \phi) + t(a, \phi) \geq w(a, \bar{a}, \bar{\phi}) - t(\bar{a}, \bar{\phi})\). Note however that for types with \(\phi < \bar{\phi}\), if \(t(a, \phi) > \bar{\phi}\) it is not possible to pretend that they are richer than they actually are. Thus, given the operating assumption that it is optimal to have some segregation, it has to be the case that the fee paid by agents with \((a, \phi)\) and \(a \geq \bar{a}\) is weakly higher than for agents with \(\phi < \bar{\phi}\) and \(a \geq \bar{a}\). As a result, given the incentive compatibility constraint, wealthy agents have to be compensated to report a higher wealth by a higher expected wage, which can only be achieved by a (weakly) higher probability \(\pi\) of accessing school 1. □

Lemma 5 Given a threshold \(\bar{a}\), it is optimal to allocate agents with \(\phi \geq \bar{\phi}\) and \(a \geq \bar{a}\), where \(\bar{a}h(a, 1) - ah(a, 0) = \bar{\phi}\) to school 1 with probability 1.

Proof Note first that \(\bar{\phi}\) is to be readly interpreted as \(t(a, \phi) = -\bar{\phi}\) for all \(\phi \geq \bar{\phi}\) and \(a \geq \bar{a}\). From Lemma (1) it is immediate to check that if this allocation is implementable it is optimal provided that it does not distort the inframarginal allocation of types with \(\phi < \bar{\phi}\). But, by construction, agents with \(\phi < \bar{\phi}\) cannot afford signaling themselves as having wealth \(\bar{\phi}\). To satisfy the incentive compatibility, it has to be ensured that the expected return of reporting \((a, \phi)\) with \(\phi < \bar{\phi}\) and \(a \geq \bar{a}\), \(w(a, \phi) + t(a, \phi)\) is less or equal to \(H(a, 1) + \bar{\phi}\). Note that this restriction does not impose additional constraints. The reason is simple: \(t(a, \phi) = \bar{\phi}\) is the minimal transfer consistent with threshold \(\bar{a}\). (And note again that by Lemma 1 it would not be optimal to set a probability lower than one). □

Lemma 6 Given a threshold \(\bar{a}\), the optimal mechanism for agents with \(\phi \leq \bar{\phi}\) and \(a \geq \bar{a}\) is

\[
t(a, \phi) = -\phi, \quad \pi(a, \phi) = \frac{\phi}{\bar{\phi}}
\] (1.42)
Proof The optimal schedule comes from maximizing the mass of agents with \( a \geq \bar{a} \) of a particular wealth level that attends \( s = 1 \). Once this is done, it remains to be checked that truth-telling is optimal.

Consider agents with wealth \( \phi < \hat{\phi} \). Note that these agents are borrowing constrained, and thus cannot announce to be of type \((a, \hat{\phi})\) for \( a \geq \bar{a} \). Using Lemma 2, the transfer-probability pair that maximizes attendance of agents above \( \bar{a} \) to school 1 has to satisfy the condition at the boundary \( \bar{a} \),

\[
\pi(t(\phi), \hat{\phi})\bar{a}h(\bar{a}, 1) + (1 - \pi(\phi, \hat{\phi}))\bar{a}h(\bar{a}, 0) + t(\phi) = \bar{a}h(\bar{a}, 0) \tag{1.43}
\]

First, note that it is suboptimal to set \( t(\phi) > -\phi \). Suppose, to the contrary, that the optimal school fee is less than \( \phi \). As \( \pi(t(\phi), \hat{\phi}) \) is a strictly increasing function of \( t \), this implies that by setting \( t(\phi) < \phi \) the mass of agents attending school 1 can be increased by setting \( t(\phi) = \phi \). Second, setting \( t(\phi) = \phi \) does not affect the incentives of agents with wealth strictly lower than \( \phi \). For agents with wealth above \( \phi \), from equation (1.43) it can be verified that they are indifferent (or strictly prefer if they have \( \phi > \hat{\phi} \)) between the transfer-probability designed for them and this alternative. From this analysis, equation (1.42) follows. \( \square \)

The previous series of lemmas show that the optimal mechanism takes the form of a menu of prices, as stated in the main proposition. I now discuss the case of unrestricted transfers, \( t(a, \phi) \in \mathbb{R} \). In this case, it is clear that it is always weakly better to set the transfers so that the borrowing constraint of the social planner breaks-even. (If there are agents borrowing constrained is strictly better). From the incentive compatibility conditions, equation (1.7), it is clear that the only relevant object as far transfers are concerned for agents when considering to deviate from truth-telling is the difference between transfers, \( t(a, \phi) - t(a^t, \phi^t) \).

Thus, letting \( k \) denote the revenue (in negative terms) from the transfers when they where constrained to be negative,

\[
k = \int_{\bar{a}}^{\hat{a}} \int_0^{\hat{\phi}} t(a, \phi)dG(a)dF(\phi), \tag{1.44}
\]

it is immediate to verify that a lump-sum decrease in the transfer schedule of the type \( t(a, \phi) - k \), does not modify any of agents' decisions. So, the threshold \( \bar{a} \) is still implemented. Yet, now agents are effectively less borrowing constrained, and thus the mass of agents that effectively can attend higher education increases. \( \square \)

Derivation of equation 1.14 and proof of sufficiency of FOC The derivation of expression (1.14) comes from taking the derivative of the objective function with respect to \( \psi \). Note, moreover, that for the first term in (1.14) the integration with respect to wealth is independent of ability. Using the Leibniz rule, this can be written as

\[
-f(\psi) \int_{\bar{a}}^{\hat{a}} \Delta w dG(a) + (1 - F(\psi)) \int_{\bar{a}}^{\hat{a}} \frac{\partial \Delta w}{\partial \psi} dG(a) - (1 - F(\psi)) \frac{\partial a^*}{\partial \psi} (\Delta w|_{a=a^*}) g(a^*) +
+f(\psi) \int_{\bar{a}}^{\hat{a}} \Delta w dG(a) + \int_{\bar{a}}^{\psi} \int_{\bar{a}}^{\hat{a}} \frac{\partial}{\partial \psi} \left( \frac{\phi}{\psi} \Delta w \right) dG(a) dF(\phi) - \int_{\bar{a}}^{\psi} \frac{\partial a^*}{\partial \psi} \left( \frac{\phi}{\psi} \Delta w|_{a=a^*} \right) g(a^*) dF(\phi).
\]
The terms appearing in the first line come from the derivative of the first term of the objective function, and the terms on the second line, correspond to the derivative of the second term. Note that by the incentive compatibility constraints, \( \frac{\partial}{\partial \psi} \Delta w |_{a=a^*} - \phi = 0 \) for all \( \phi \leq \psi \). Next, take the derivative of the integrand of the second term of the second line

\[
\frac{\partial}{\partial \psi} \left( \frac{\phi}{\psi} \Delta w \right) = -\frac{\pi(\phi, \psi)}{\psi} \left( \Delta w - \psi \frac{\partial \Delta w}{\partial \psi} \right).
\]

This allows to rewrite the integrand that contains this derivative as

\[
\int_0^\psi \int_{a^*}^a \frac{\pi(\phi, \psi)}{\psi} \left( \Delta w - \psi \frac{\partial \Delta w}{\partial \psi} \right) dG(a) dF(\phi) = 0.
\]

Noting that the second integral can be expressed as

\[
\int_0^\psi \frac{\pi(\phi, \psi)}{\psi} dF(\phi) \int_{a^*}^a \left( \Delta w - \psi \frac{\partial \Delta w}{\partial \psi} \right) dG(a),
\]

the result stated in the main text, equation (1.14), follows.

For the concavity of the objective function, I provide a sufficient condition for concavity. Instead of showing that the first order condition is decreasing, I analyze the stronger condition that the first order condition multiplied by an increasing function is still decreasing. The increasing function chosen is \( 1/(1 - F(\phi)) \). Thus, I want to show that the following function is decreasing in \( \psi \):

\[
\int_{a^*(\psi)}^a \frac{d\Delta w}{d\psi} dG(a) - \frac{\partial a^*}{\partial \psi} \Delta w(a^*) g(a^*)
\]

\[
- \frac{1}{\psi} \int_0^\psi \pi(\phi, \psi) dF(\phi) \left( \frac{\partial a^*}{\partial \psi} \Delta w(a^*) g(a^*) + \int_{a^*(\psi)}^a \left( \Delta w - \psi \frac{\partial \Delta w}{\partial \psi} \right) dG(a) \right) \quad (1.45)
\]

In fact, as the next proof shows, this stronger condition ensures uniqueness of the solution as well. Before proceeding, there is a need to introduce an intermediate result regarding the concavity of \( a^*(\psi) \).

**Proposition 16** (Concavity of \( a^*(\psi) \)) The marginal type obtaining education \( \bar{a}(\psi) \) is concave in \( \psi \in \Psi \) if and only if \( 2h(a, 1)/\partial a + 2a|h(0, 0)/\partial a^2| \geq a|h(1, 1)/\partial a^2| \) for all \( a \in [\underline{a}, \bar{a}] \).

**Proof** The proof is relies on the implicit function theorem. Define \( I(a, \psi) = ah(a, 1) - ah(a, 0) - \psi \). Denoting derivatives with subindexes, it can be verified that \( I_a = h(a, 1) + ah_a(1) - ah_a(0) > 0 \) (because of the complementarity of the intrinsic human capital production function and the fact that \( a \geq \underline{a} \), \( I_\psi = -1 \), \( I_{\psi\psi} = 0 \) and \( I_{aa} = 2h_a(1) + ah_{aa}(1) - ah_{aa}(0) \). The implicit function theorem implies the second derivative that \( d^2a/d\psi^2 = -\left(I_{\psi\psi} + 2I_{\psi a}/d\psi + I_{aa} (da/d\psi)^2\right)/I_a < 0 \), if and only if \( I_{aa} > 0 \). The sufficient condition mentioned in the next paragraph is obtained from ignoring the term \( 2h_a(1) \) in the expression of \( I_{aa} \). In this case, the condition for \( I_{aa} \geq 0 \) is

\[
\frac{a}{\bar{a}} h_{aa}(a^*, 1) \geq h_{aa}(a^*, 0),
\]
as \( a \geq a \), the sufficient condition stated in the text follows.

Proposition 16 identifies the conditions under which the threshold type \( \bar{a} \) is concave in school fee \( \psi \). This condition is trivially satisfied by intrinsic production functions of the type \( h(a,s) = ah(s) \), as in this case \( h_{aa}(a,s) = 0 \). For more general human capital functions whether this condition is satisfied depends on the shape of the production function and the support of the ability distribution. For example if \( |\partial^2 h(a,1)/\partial a^2|/|\partial^2 h(a,0)/\partial a^2| \leq a/\bar{a} \). I proceed making the assumption that \( a^*(\psi) \) is concave.

**Assumption 3** \( a^*(\psi) \) is concave for \( \psi \in \Psi \). This is,

\[
2\partial h(a,1)/\partial a + a|\partial^2 h(a,0)/\partial a^2| \geq a|\partial^2 h(a,1)/\partial a^2| \quad \text{for all } a \in [a,\bar{a}].
\]

Consider terms in the first line of (1.45), direct differentiation shows that it is decreasing in \( \psi \),

\[
\frac{d}{d\psi} \left( \int_{a^*(\psi)}^a \frac{\partial \Delta w}{\partial \psi} dG(a) - \frac{\partial a^*}{\partial \psi} \Delta w(a^*) g(a^*) \right) = \left. \int_{a^*(\psi)}^a g(a) \left( \frac{\partial^2 \Delta w}{\partial \psi^2} \right) da - \frac{\partial a^*}{\partial \psi} \left( \frac{\partial \Delta w}{\partial \psi} \right) \right|_{a=a^*} \\
- \frac{\partial^2 a^*}{\partial \psi^2} \Delta w(a^*) g(a^*) \\
- \frac{\partial a^*}{\partial \psi} \frac{\partial \Delta w(a^*)}{\partial \psi} g(a^*) < 0. \tag{1.46}
\]

To obtain the result that the derivative is decreasing, note that the integrand in the first term of right hand side of (1.46) is equal to \( \frac{\partial a^*}{\partial \psi} h(a,1) \). Thus the difference between the first and third terms is negative because \( h(a,1) \) is weakly increasing in \( a \), \( h(a,1) \geq ah(a,1) - ah(a,0) \) (recall that \( \bar{a} < 1 \)) and the ability distribution is uniform. Note, moreover, that \( \frac{\partial a^*(\psi)}{\partial \psi} = 0 \) because of the assumption that the ability distribution is uniform.

Consider the term in parenthesis in the second line of (1.45). Applying the Leibniz rule,

\[
\frac{d}{d\psi} \left( \int_{a^*(\psi)}^a g(a) \left( \Delta w - \psi \frac{\partial \Delta w}{\partial \psi} \right) dG(a) + \frac{\partial a^*}{\partial \psi} \psi \Delta w(a^*) g(a^*) \right) = \\
\int_{a^*(\psi)}^a \frac{\partial^2 \Delta w}{\partial \psi^2} g(a) da - a^*(\psi) \left( \Delta w - \psi \frac{\partial \Delta w}{\partial \psi} \right) \bigg|_{a=a^*} g(a^*) \\
+ \frac{\partial^2 a^*}{\partial \psi^2} \psi \Delta w(a^*) g(a^*) + \frac{\partial a^*}{\partial \psi} \Delta w(a^*) g(a^*) + \frac{\partial a^*}{\partial \psi} \psi \frac{\partial \Delta w(a^*)}{\partial \psi} g(a^*) > 0. \tag{1.47}
\]

The result that the derivative is increasing follows from an analogous argument to the one used in the previous derivative, equation (1.46).

Finally, note that the reminder term, in (1.45),

\[
\frac{1}{\psi} \int_0^\psi \pi(\phi, \psi) dF(\phi) \quad \frac{1 - F(\psi)}{1 - F(\psi)},
\]

is increasing by assumption in the text. This analysis shows that (1.45) is decreasing, and,
hence, the objective function is globally concave. □

Analysis of equation 1.14 Consider the right hand side of (1.14). From previous proof, equations (1.46) and (1.47) show that the numerator of the right hand side is decreasing and the denominator is increasing. Hence, the right hand side is decreasing.

For the left hand side, the main text already discusses under which conditions it is increasing, which is the working assumption in any case. As the LHS is increasing and the RHS is decreasing, they can cross almost once. Indeed, this is the case if the solution is assumed to be interior, which is the environment of interest discussed in the main text. □

Proof of Proposition 3 The results follows immediately for the virtual fee \( \psi^v \). The LHS of equation (1.12) being increasing, the RHS, decreasing and the property that a Wealth Abundance shift the whole LHS curve downwards. The RHS remains unaffected. As both the LHS and RHS are continuous and monotone the result follows. □

Proof of Proposition 4 The mass of agents attending higher education is given by

\[
\int_{\alpha^*(\psi)}^{a} dG(a) \left( \int_{0}^{\psi} dF(\phi) + 1 - F(\psi) \right).
\]

In the limiting case in which no agent is borrowing constrained, the mass of agents attending school reduces to

\[
\int_{\alpha^*(\psi)}^{a} dG(a),
\]

as \( f(\phi) < \varepsilon \) for a small \( \varepsilon > 0 \) in the range \( \phi \in [0, \psi] \). The first order condition of the objective function, (1.4), for the case without borrowing constraints can be written as

\[
\frac{d}{d\psi} \ln \left( \int_{\alpha^*(\psi)}^{a} \Delta \omega dG(a) \right) = 0. \tag{1.48}
\]

Let \( \psi^{unc} \) denote the solution to the problem without borrowing constraints, (1.48). When borrowing constraints start to bind, assuming

\[
\frac{1}{\psi} \int_{0}^{\psi} \pi(\phi, \psi) dF(\phi) \left( \frac{1}{1 - F(\psi)} \right) \leq \varepsilon
\]

for some "small" \( \varepsilon > 0 \) in the relevant range, the first order condition becomes approximately

\[
\frac{d}{d\psi} \ln \left( \int_{\alpha^*(\psi)}^{a} \Delta \omega dG(a) \right) = \varepsilon. \tag{1.49}
\]

Denoting the solution to the problem by \( \psi^{bc} \), it follows that \( \psi^{bc} \approx \psi^{unc} - \delta(\varepsilon) \) for some \( \delta(\varepsilon) > 0 \), where the dependence on \( \varepsilon \) is carried over to emphasize the dependence in the approximation of the solution. Now, approximating the integral

\[
\int_{\alpha^*(\psi^{bc})}^{a} dG(a) \simeq \int_{\alpha^*(\psi^{unc})}^{a} dG(a) - \frac{d\tilde{a}}{d\psi} \delta(\varepsilon) g(\tilde{a}), \tag{1.50}
\]
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the difference in the mass of agents attending higher education with borrowing constraints minus the mass without reduces to

\[ (1 - F(\psi_{unc} - \delta))\left(\int_{\tilde{a}(\psi_{unc})}^{a} dG(a) - \frac{\partial a}{\partial \psi_{unc}} \delta(\varepsilon)g(\tilde{a}) - \int_{\tilde{a}(\psi_{unc})}^{a} dG(a) \right) - F(\psi_{unc} - \delta)\int_{\tilde{a}(\psi_{unc})}^{a} dG(a), \]

where I have used the fact that borrowing constraints “start to bind” and thus \( \int_{0}^{\psi_{unc} - \delta} \phi f(\phi) \ll (1 - F(\psi_{unc} - \delta)) \). Expression (1.51) is unambiguously negative. This shows the result stated in the proposition. \( \square \)

**Proof of Proposition 8** I first show that the relaxed condition (which implies increasing hazard rate) implies local concavity at the solution of the first order condition. Take the derivative of (1.17) with respect to \( \varphi \). Before analyzing the sign of the LHS of the FOC (1.17), it is convenient to take the derivative of the first term RHS of the FOC. Its derivative with respect to \( \psi \) is unambiguously negative,

\[-f'(\psi)\int_{a^*(\psi)}^{a} \frac{d\Delta \omega}{d\psi} dG(a) - (1 - F(\psi))g(a^*)\frac{d\Delta \omega}{d\psi} \bigg|_{a=a^*} + (1 - F(\psi))\int_{a^*(\psi)}^{a} \frac{d^2 \Delta \omega}{d\psi^2} dG(a) da < 0.\]

The analysis of the derivative of the second term is analogous to the previous proposition and is omitted. The derivative of the LHS in the FOC (1.17) is

\[-f'(\psi)\int_{a^*(\psi)}^{a} \Delta \omega dG(a) - f(\psi)\int_{a^*(\psi)}^{a} \frac{d\omega}{d\psi} dG(a) + f(\psi)^{da^*} \frac{d\omega}{d\psi} dG(a^*).\]

The sum of the second term and third terms is negative for an analogous reason as in the previous proposition. This first term has an ambiguous sign, as \( f'(\psi) \) can be either positive or negative. Take the expression of the derivative of the first term of the FOC, equation (1.52) and use that, at the optimum \( \psi \), the FOC (1.17) is satisfied to rewrite the ambiguous part of equation (1.52) as

\[-f'(\psi) - 2 \frac{f'(\psi)^2}{1 - F(\psi)} \int_{a^*(\psi)}^{a} \Delta \omega dG(a).\]

As the integrand is always positive, the sign of this expression is the sign of the term multiplying the integral, \(-f'(\psi) - 2 \frac{f'(\psi)^2}{1 - F(\psi)} \). The sign of this first term coincides with \((1 - F(\psi))^\prime (1 - F(\psi)) - 2 f'(\psi)^2 \), which in turn implies the relaxed condition.

To ensure uniqueness of the solution with an increasing hazard rate, divide through the first order condition by \( 1 - F(\psi) \) and proceed exactly as in the previous proposition. Namely show that the without the hazard rate is decreasing in \( \psi \) and the term that is multiplying the hazard rate is increasing. Then a sufficient condition for uniqueness is an increasing hazard rate. \( \square \)

**Proof of Proposition 9** The proof is analogous to the proof of Proposition 4 and it is omitted.

**Proof of Proposition 10** The analysis in the main text identifies that the exams may not be used in wealth abundant countries. The problem of interest is the comparative statics
when they are used, which can be written as

$$\max_{a^*, \bar{a}} (1 - F(\psi_0)) \int_{a^*}^{\bar{a}} \Delta w dG(a) + \int_{a^*}^{\bar{a}} dG(a) \int_{\psi_0 - c(\bar{a}, 1) + c(a, 1)}^{\phi} dF(\phi)(\Delta w - c(a, 1))$$  \hspace{1cm} (1.53)

The problem can be thought as being solved in a “telescopic” way. That is, solve for the optimal $\bar{a}(a^*)$ and then solve for the optimal $a^*$. The FOC for $\bar{a}$ is

$$\frac{c(\bar{a}, 1)}{c_\alpha(\bar{a}, 1)} = \frac{\int_{a^*}^{\bar{a}} f(\psi_0)(\Delta w - c(t, a))dG(a)}{1 - F(\psi_0)}.$$  \hspace{1cm} (1.54)

Note that the left hand side is increasing in $a$ because of the concavity assumption $c_{aa} \leq 0$. The right hand side is decreasing in $\bar{a}$, increasing in $a^*$ and a wealth abundance shift. To see this last point, note that one can rewrite $\int_{a^*}^{\bar{a}} f(\psi_0 - c(\bar{a}, 1) + c(a, 1))/(1 - F(\psi_0))$ as $\int_{\phi_1}^{\phi_2} f(\phi)d\phi/(1 - F(\phi_2))$, and thus one can apply directly the result from the remark. Thus, $\bar{a}$ is increasing in $a^*$ and decreasing in a hazard rate shift. Rewrite the objective function with $\psi_0(a^*)$ and $\bar{a}(a^*)$. Then, the first order condition can be written as,

$$0 = -\frac{f(\psi_0)}{1 - F(\psi_0)}\psi_0'(a^*) \int_{a^*}^{\bar{a}} \Delta wdG(a) + \int_{a^*}^{\bar{a}} \Delta w dG(a) - \Delta w(a^*) - a'(a^*) \int_{\psi_0 - c(\bar{a}, 1)}^{\phi} (\Delta w(\bar{a}) - c(\bar{a}, 1))\frac{dF(\phi)}{1 - F(\psi_0)}$$

$$\int_{a^*}^{\bar{a}} \frac{dG(a)}{1 - F(\psi_0)} \left(-f(\psi_0)(a^*) - c_\alpha(\bar{a}, 1)a'(a^*)\right) + \int_{\phi_1 + c(a, 1)\phi^2}^{\phi_2} \frac{\partial \Delta w}{\partial a^*} dF(\phi)$$

One can use an analysis analogous to Proposition 3 to show that the first order condition is decreasing provided that the same regularity condition on $\int_{\phi_1}^{\phi_2} f(\phi)d\phi/(1 - F(\phi_2))$ of the mechanism design problem applies here to show that the first order condition is decreasing. Using the MLRP property of the wealth abundance definition as in the Remark in page 31 it follows that $a^*$ is decreasing in a wealth abundance shift that reduces $\int_{a^*}^{\bar{a}} f(\phi)d\phi/(1 - F(\phi))$. Thus, $\bar{a}$ decreases with a wealth abundance shift as both the direct effect in (1.54) and the effect through $a^*$ in (1.55) go in the same direction. □

The omitted proofs and those corresponding to section 1.7.2 are discussed in the main text and the formal proof is omitted.

### 1.10 Appendix: Optimal Test-Fee Schedule Problem

This appendix presents a general solution to the optimal test-fee schedule that encompasses the results in Section 1.6 and an analogous exam problem with a continuum of schools, as in Subsection 1.7.2. (The latter is not discussed in the main text.)

Consider a payoff structure in the objective function of the type

$$\int_{a^*}^{\bar{a}} (w(a, a^*) - \kappa - c(t, a))(1 - F(p(a) + c(t, a)))dG(a),$$  \hspace{1cm} (1.56)
subject to three constraints. (Note the use of $p$ instead of $\psi$). First, the incentive compatibility constraint
\[ \zeta(a) - \dot{p}(a) - c_i(t, a) \dot{t} = 0, \tag{1.57} \]
where the operator dot stands for the total derivative with respect to $a$, and the subindex $t$, for the partial derivative with respect to $t$. Second, the possible levels for $a^*$ have to belong to the family of curves of the type
\[ g(a^*) \equiv w(a^*, a^*) - p(a^*) - c(a^*, t(a^*)) = 0. \tag{1.58} \]
Third, the monotonicity constraints,
\[ p'(a) \leq 0, \quad t'(a) \geq 0 \quad \forall a \in [a^*, \bar{a}]. \tag{1.59} \]

The problem at hand is to
\[ \max_{\{a^*, p(a), t(a)\}} \int_{a^*}^{\bar{a}} (w(a, a^*) - c_i(t, a))(1 - F(p(a) + c(t, a))) dG(a) \tag{1.60} \]
subject to (1.57), (1.58) and (1.59). This problem almost fits the standard formulation of optimal control/calculus of variation. The only difference is that the initial condition $a^*$ enters directly through $w(\cdot, a^*)$ the objective. In order to solve the problem fully, I proceed in two steps. First, conditional on a threshold $\hat{a}^*$ on $w(\cdot, a^*)$, I solve an inner optimization problem and find the optimal $p$, $t$ (and boundary conditions) conditional on $\hat{a}^*$. This inner problem is formulated as an optimal control problem in subsection 1.10.1 (and subsection 1.10.2 shows the equivalence with a more intuitive formulation using calculus of variations). Then, the outer problem simply consists on a pointwise maximization of the objective with respect to $\hat{a}^*$ subject to $\hat{a}^* = a^*$.

The following two lemmas simplify the analysis.

**Lemma 7** Any optimal solution features $t(a^*) = 0$.

**Proof** By contradiction. Suppose the opposite, $(p(a^*), t(a^*))$ with $t(a^*) > 0$. Now, consider an alternative plan with $\tilde{t}(a^*)$ and $\tilde{p}(a^*) = p(a^*) + c(a^*, t(a^*))$ (note that by assumption $c(a, 0) = 0$). By construction, constraint (1.58) is satisfied. Yet, the objective function (1.56) increases under this alternative plan. A contradiction. □

**Lemma 8** It is not optimal to set $t(a) = 0$ for $a \in (a^*, a^* + \epsilon)$ with $\epsilon > 0$.

**Proof** I show that for every $a$ within a radius $\epsilon$ exists a positive exam level that improves upon a zero test level. Suppose that the optimal solution features $t(a) = 0$. Consider the alternative policy of $t(a) = \delta > 0$. Use a first order approximation to write $p(a) \approx p(a^*) + \dot{p}(a^*)\epsilon$ and $c(a, t) \approx c_i(a, 0)\eta$. From equation (1.20), the difference in output from this change in policy is proportional to
\[ \epsilon f(p(a^*))w(a^*, a^*)(-\dot{p}(a^*)\epsilon - c_i(a^*, 0)\eta). \tag{1.61} \]
From equation (1.21), the wasteful spending is
\[ \epsilon f(p(a^*))c_i(a^*, 0)\eta. \tag{1.62} \]
Thus, selecting a $\eta$ such that

$$\eta < \frac{(-p(a^*)e\omega(a^*, a^*)}{1 + w(a^*, a^*)},$$

(1.63)

increases the objective function without violating any constraint. □

### 1.10.1 Optimal Control Formulation of the Inner Problem

Define the state variable $x(a) = p(a) + c(a, t)$, and the control variable as $t(a)$. The incentive compatibility condition (1.57) and the boundary condition can be written as

$$\dot{x} = \zeta(a) + c_a(t, a),$$

(1.64)

$$0 = w(\hat{a}^*) - x(a^*) + p_0 \equiv g(\hat{a}^*, x(a^*), p_0)$$

(1.65)

Note that at this inner stage of the problem $\hat{a}^*$ is taken as given, and it will be optimized over in the outer problem (subject to $a^* = \hat{a}^*$). As it is usually done in this types of problems, I proceed by ignoring the monotonicity constraints (1.59) and verifying that they hold ex-post. This allows to express the problem in a simpler manner and avoid discussing ironing and bunching procedures. Moreover, as it will become apparent, the same properties of the solution emphasized in the text arise when using monotonicity constraints in an optimal control problem.

Define the following Hamiltonian,

$$H = \int_{a^*}^{\hat{a}^*} [(w(a, \hat{a}^*) - \kappa - c(t, a))(1 - F(x)) + \lambda_1(a) (\zeta(a) + c_a(t, a))] dG(a) + \lambda_2 g(x(a^*), \hat{a}^*, p_0).$$

The necessary conditions for an optimum are\(^{38}\)

$$\dot{x}(a) = \zeta(a) + c_a(t, a),$$

(1.66)

$$\lambda(a) = f(x)(w(a, a^*) - \kappa - c(t, a)),$$

(1.67)

$$0 = -c_t(t, a)(1 - F(x)) + \lambda_1(a)c_{at}(t, a),$$

(1.68)

and the boundary conditions

$$\lambda_1(a^*) = -\lambda_2,$$

(1.69)

$$\lambda_1(\hat{a}) = 0.$$  

(1.70)

Equations (1.66) and (1.67) form a system of differential equations in $x$ and $\lambda$, intermediated through the control $t$, (1.68). This system is somewhat complicated by the fact that boundary conditions are given at opposite ends. In any case, the system of equations (1.66) to (1.68), the boundary conditions (1.69) and (1.70), and the constraint (1.65) characterize the solution of the problem (there are 2 differential equations with two boundary conditions to pin down $\lambda_1$ and $x$, and 2 additional equations to pin down $t$ and $\lambda_2$).

I now proceed to manipulate the system of differential equations in order to investigate how the optimal solution depends on the wealth distribution. Similar to the cases analyzed in the main text, the key element is the hazard ratio of the wealth distribution. Rearranging

\(^{38}\)These can be found, for example, in Chachuat (2007) or Luenberger (1969)
\begin{align*}
\lambda_1(a) &= \frac{c_1(t,a)}{c_{at}(t,a)}(1 - F(x)),
\end{align*}

and taking the total derivative with respect to \( a \),

\begin{align*}
\dot{\lambda}(a) &= \frac{d}{da} \left( \frac{c_1(t,a)}{c_{at}(t,a)} \right) (1 - F(x)) - \frac{c_1(t,a)}{c_{at}(t,a)} f(x) \dot{x}.
\end{align*}

(1.71)

This expression makes clear how the assumption that \( c(a,t) \equiv c_1(t)c_2(a) \) greatly simplifies the analysis: in this case \( c/c_a \) is independent of \( t \). For example, equation (1.67) can be written now as

\begin{align*}
c_1(t) = \frac{1}{c_2(a)} \left( w(a) - \kappa - \frac{\dot{\lambda}(a)}{f(x)} \right).
\end{align*}

(1.72)

Using (1.72) and (1.71) in (1.66), omitting dependence from \( a \), and denoting \( c_2 \) by just \( c \),

\begin{align*}
\dot{x} &= \xi + \frac{\dot{c}}{c}(w - k) - \frac{\dot{c}}{cf(x)} \left[ \frac{d}{da} \left( \frac{c}{\dot{c}} \right) (1 - F(x)) - \dot{x}f(x) \frac{\dot{c}}{c} \right],
\end{align*}

(1.73)

which results into

\begin{align*}
\frac{1 - F(x)}{f(x)} = \frac{1}{\frac{c(a)}{\dot{c}(a)} \frac{d}{da} \left( \frac{c(a)}{\dot{c}(a)} \right)} \left( \xi(a) + \frac{\dot{c}(a)}{c(a)} (w(a) - k) \right).
\end{align*}

(1.74)

It can be verified by direct derivation that log-convexity of \( c \) is sufficient to guarantee that

\begin{align*}
\frac{\dot{c}(a)}{c(a)} \frac{d}{da} \left( \frac{c(a)}{\dot{c}(a)} \right) > 0.
\end{align*}

Moreover, log-convexity implies that the terms in brackets in (1.72) is strictly increasing in \( a \). The assumptions made in the main text guarantee that the right hand side is increasing in \( a \) and the left hand side decreasing. For the two school case, Section 1.6, \( \xi(a) = 0 \), and then it follows from log-convexity that the right hand side is increasing. For the case in Section 1.7.2, a sufficient condition for the left hand side to be increasing is that \( \xi(a) \) grows at a faster rate than \( c/c \). Thus, \( x \) is an increasing function of \( a \).

Consider a family of wealth distributions \( f(x;s) \) that can be ranked in their hazard-rate according to an index \( s \in \mathbb{R} \), so that the hazard rate is decreasing in \( s \), (i.e., high \( s \) are relatively wealth abundant countries). It is immediate to verify that

\begin{align*}
\frac{\partial x}{\partial s} > 0.
\end{align*}

(1.75)

That is, more wealth abundant societies use higher \( x \) at each level of \( a \). An analogous argument can be done for changes in the wealth dispersion. Now, integrating equation (1.66)

\begin{align*}
x = \int \dot{x} da = \int_{a'}^a \xi(a) da + \int_{a'}^a \dot{c}_2(a)c_1(t(a)) da,
\end{align*}

(1.76)

it is immediate to verify that any increase in \( x(a) \) has to be accompanied with a decrease in
For the terminal condition, combine equation (1.69) and (1.68) to find that

\[(1 - F(x(a^*)) = -\lambda_2 \frac{\dot{c}_2(a^*)}{c_2(a^*)}.\]  

The left hand side is decreasing in \(a\) while the right hand side is increasing. This makes apparent that a more wealth abundant country chooses a higher \(a^*\).

### 1.10.2 Calculus of Variations Formulation of the Inner problem

In this subsection, I briefly show how a calculus of variations approach in which explicitly the two functions over which the problem is optimized are \(p\) and \(t\) yields the same set of necessary conditions. Construct the following lagrangean

\[L = \int_{a^*}^{a} [(w(a,a^*) - \kappa - c(t,a))(1 - F(p(a) + c(t,a))) - \lambda_1(a)(\xi(a) - \dot{p}(a) - c_i(t,a))f) dG(a)\]

Now, the problem under consideration is

\[\max_{t(a),p(a),\lambda_1(a)} L \quad \text{s.t } w(a^*) - p(a^*) = 0, \tag{1.78}\]

where I have used the result of Lemma 7 to simplify constraint (1.58). The necessary conditions for the solution are the Euler-Lagrange equations

\[\frac{d}{da} L_x = L_{x}, \tag{1.79}\]

where \(x = \{t(a), p(a), \lambda_1(a)\}\). These are

\[\dot{\lambda}(a) = f(p(a) + c(a,t))(w(a,a^*) - \kappa - c(a,t)) \tag{1.80}\]

\[\dot{\lambda}(a) + \frac{c_{at}(t,a)}{c_i(t,a)} \lambda(a) = 1 - F(p(a) + c(a,t)) + f(p(a) + c(a,t))(w(a,a^*) - \kappa - c(t,a)) \tag{1.81}\]

\[0 = \xi(a) - \dot{p}(a) - c_i(t,a)f. \tag{1.82}\]

Note that (1.80) is equivalent to (1.67). Combining (1.80) and (1.81) one obtains (1.68), while (1.82) is merely the incentive compatibility constraint as (1.66). Thus the set of equations are equivalent.

### 1.10.3 Formulation of the Outer Problem

Once the solution of the inner problem has been found, it remains to ensure that the optimal \(a^*\) has been selected. This can be done by point-wise optimization

\[\max_{a^*} \int_{a^*}^{a} [(w(a,a^*) - \kappa - c(t(a,a^*),a))(1 - F(x(a,a^*)))dG(a) \quad \text{s.t. } a^* = \hat{a}. \tag{1.83}\]
The dependence of $x$ and $t$ with respect to $a^*$ is through $w$ (see equation (1.74), for instance). The first order condition is

$$
\int_{a^*}^\bar{a} \left( \frac{\partial (w(a, \bar{a}^*) - c(t(a, \bar{a}^*), a))}{\partial \bar{a}^*} (1 - F(x)) dG(a) + \lambda =
\right.

\int_{a^*}^\bar{a} \left( w(a, \bar{a}^*) - \kappa - c(t, a) \right) f(x) \frac{\partial x(a, a^*)}{\partial a^*} dG(a),

$$

where $\lambda$ is the Lagrange multiplier on the constraint. Using the specifics of the model of interest (note that the problem with the continuum of schools only has the inner problem to be solved), $w(a, \bar{a}^*) = a^* h(a, 1) - h(a, 0)$, it follows that

$$
\frac{\partial^2 w(a, a^*)}{\partial a^*^2} = 0.
$$

If the hazard rate of the wealth distribution is concave, the first term in the first line of equation (1.84) is decreasing in $a^*$. To ensure that the first order yields a maximum, it is necessary to impose more structure on the wealth distribution. A sufficient condition is that the wealth distribution is log-concave, see Bagnoli and Bergstrom (2005). In this case, the the second line of equation (1.84) is increasing in $\bar{a}^*$, as $1 - F(x)$ and the hazard rates are ensured to be concave. (Note that $x$ depends on the inverse hazard rate, from equation 1.74).
Chapter 2

Heterogeneous Trade Costs and Wage Inequality: A Model of Two Globalizations*

with Sergi Basco

Abstract

We develop a model for analyzing the distributional effects of two phases of globalization and their interdependencies. We distinguish between (i) a First Globalization, characterized by trade liberalizations during the 1980s, which mainly increased trade in low skill-intensive goods and (ii) a Second Globalization, characterized by a reduction in communication costs due to the IT revolution, which raised trade in more skill-intensive goods during the 1990s. We consider a North-South trade economy in which the North is skill abundant. A freely traded final good is produced in the North using high-skill services and a bundle of inputs. Inputs differ on the intensity of middle and low-skill workers required to be produced, and are subject to heterogeneous trade costs. In the North, we find that wage inequality increases in the First Globalization. During the Second Globalization, the relative wage of high- to middle-skill workers increases, while the relative wage of middle- to low-skill is hump-shaped. In the South, we find that wage inequality increases in both. We find a complementarity between the two globalizations. The decline in the relative wage of northern middle- to low-skill workers is delayed by the extent of trade in the First Globalization. Finally, we show how asymmetric participation in the Second Globalization of two southern countries generates a discontinuous pattern of specialization. The southern country participating in the Second Globalization specializes in the least and most skill-intensive traded inputs and wage inequality rises in this country.

*This paper is joint work with Sergi Basco. A previous version of this paper circulated under the title "A Model of Two Globalizations: implications for wage inequality and the pattern of specialization." We thank Daron Acemoglu, Pol Antrás and Arnaud Costinot for their guidance. We also thank James Anderson, David Autor, Abhijit Banerjee, Ricardo Caballero, Gene Grossman, Pablo Kurlat, Kiminori Matsuyama, Sahar Parsa, Mar Reguant, Robert Townsend and seminar participants at MIT and Banco de España for useful comments and suggestions. David Autor and David Dom generously shared their code and data with us.
2.1 Introduction

The skill content of North-South trade has changed over the last decades. Figure 2-1 documents the evolution of the share of southern exports in industries with skill intensity above the average skill intensity of U.S. industries. During the 1980s, southern exports increased relatively more in industries with skill intensity below the U.S. average. In the 1990s, this pattern reversed and southern exports grew disproportionally more in industries above the U.S. average skill intensity.

These changes in southern exports can be exemplified by the bilateral trade of the United States with Chile and India. Figure 2-2 shows that in the 1980s, Chilean exports increased in below-average skill-intensive industries. During the 1990s, Indian exports rose in above-average skill-intensive industries. We interpret these differential increases in North-South trade as reductions in different trade costs. Chile underwent a dramatic trade liberalization in the late 1970s and 1980s, while India has benefited from offshoring of information technology (IT) industries and services in the 1990s.

Our empirical analysis suggests that the trade patterns described for India and Chile hold more broadly. Trade liberalizations in the 1980s increased northern imports in low-skill-intensive industries, whereas the IT revolution increased northern imports in middle-skill-intensive industries. We label the expansion of trade in low-skill goods in the 1980s as the First Globalization and the increase in trade in more skill-intensive goods during the 1990s, the Second Globalization. This suggestive evidence will guide our comparative statics exercises.

This paper analyzes these two phases of the globalization process and their complementarity. We investigate the effects of the Second Globalization on wage inequality, the pattern of specialization and how these effects change with the extent of First Globalization trade.

Our first main result highlights the complementarity between the two globalizations in the North. We find that the relative wage of high- to middle-skill workers increases throughout the Second Globalization. On the contrary, the relative wage of middle- to low-skill workers is hump-shaped. The decline in the relative wage of middle- to low-skill workers together with the increase in the relative wage of high-skill workers has been termed “wage

1 A southern country is defined as having less than half of 2000 U.S. GDP per capita PPP adjusted. Skill intensity is constructed from U.S. census data, based on educational attainment of workers in different jobs. The average skill intensity of U.S. imports is the average of the skill intensity of each industry at 3-NAICS level weighted by the value of the U.S. imports in this industry. We only have consistent world trade data flows from Feenstra database for the period 1984-2000.

2 This pattern is not specific for Chile. Goldberg and Pavcnik (2007) document that trade liberalizations during the 1970s and 1980s in several emerging countries (e.g. Mexico, Colombia and Morocco) were biased towards low-skill-intensive industries.

3 India is one of the countries which has benefited the most from this new wave of offshoring. Trefler (2006) documents that India hosted the highest number of new IT services projects (around 19% of the world total) and call centers (around 12% of the world total) in 2003 and 2004.
Thus, the equilibrium wage distribution tends to wage polarization as the Second Globalization progresses. Our complementarity result states that wage polarization is delayed by the extent of First Globalization trade.

Our second main result starts from the observation that some southern countries lack the minimum stock of specific capital needed to benefit from the IT revolution. This lack may lead to an asymmetric participation in Second Globalization trade, as Figure 2-3 suggests for India and Pakistan. To account for this asymmetric participation, we extend the model to two southern countries, with only one participating in the Second Globalization. We show that this asymmetric participation generates a discontinuous pattern of specialization. The country participating in the Second Globalization specializes in the least skill-intensive First Globalization goods, in addition to Second Globalization goods. The other southern country specializes in the relatively higher skill-intensive goods of the First Globalization. Wage inequality increases in the former and decreases in the latter.

Section 2.2 provides suggestive evidence consistent with a First Globalization characterized by trade liberalizations affecting low-skill industries and a Second one driven by a fall in communication costs, mainly affecting middle-skill industries. We show that U.S. tariff reductions were only skill-biased during the First Globalization. In particular, they were biased toward low-skill-intensive industries. For the Second Globalization, we use a Routine Task Intensity (RTI) index as a proxy for offshorability and show that high levels of RTI (and, thus, offshoring) are associated with middle-skill industries. Next, we look at world exports to the United States and show that countries with lower communication costs export relatively more in skill-intensive industries. We document a negative correlation between changes in U.S. trade openness and changes in the U.S. wage bill in low-skill industries during the First Globalization and middle-skill industries in the Second. Finally, we show that the skill content of southern exports increased in industries with skill requirement above and below U.S. average in both globalizations.

Our model features a North-South trade economy. A freely traded final good is produced in the North by combining a bundle of inputs and high-skill labor. This bundle is assembled using a continuum of inputs, which are produced by combining middle- and low-skill labor in different proportions. Thus, this model can be thought of as an offshoring decision by

---

4See Autor and Dorn (2009) and the references therein.

5This measure is closely related to impersonal services, which Blinder (2006) emphasizes as a distinctive element of Second Globalization trade. The use of the RTI is motivated by the observation that goods that can be electronically delivered (or monitored) are fairly standardized and follow determined procedures. The Index is taken from Autor and Dorn (2009), who also link the IT revolution with the loss of middle-skill jobs in northern industries. In this paper, we focus on the role of offshoring of jobs to the South rather than the substitution of jobs by computers emphasized in Autor and Dorn.

6Our results do not rely on the assumption that the final good is only produced in the North. In a working paper version available on request we allow for final good production in both countries and obtain similar results.
northern firms. We assume that the North is skill-abundant and that there are heterogeneous trade costs across different inputs.

Throughout the paper and for ease of exposition, we label the inputs traded in the First Globalization as *intermediates*, and those traded in the Second as *tasks*.\(^7\) We frame the First Globalization as an increase in the set of traded low-skill *intermediates* and the Second Globalization as an increase in the set of traded middle-skill *task* traded. Consistent with the evidence on the evolution of the skill content of southern exports presented in Section 2 (see Figures 2-4 and 2-5), we assume that the skill requirement of the marginal traded input increases in both globalizations.\(^8\)

Section 2.4 presents the main results of the model. In the First Globalization, the set of low-skill-intensive inputs imported from the South increases. As in Wood (1995) and Feenstra and Hanson (1996), since the intermediates imported by the North are below its mean skill intensity, the relative demand for middle-skill workers increases, thereby raising their relative wage. Moreover, the wage of high-skill workers relative to both middle- and low-skill agents increases because more intermediates can be bought at cheaper prices and demand for northern intermediates decreases. In the Second Globalization the set of traded tasks increases. The relative wage of high-skill workers increases for the same reasons as in the First. The relative wage of middle- to low-skill workers exhibits a humped pattern. The reason is that the relative demand of northern middle-skill workers declines when the marginal task being offshored to the South is above the skill intensity of the mean input produced in the North after the First Globalization. Thus, the equilibrium tends to wage polarization in the North.

We find a complementarity between trade in the First and the Second Globalizations. Wage polarization is delayed by the extent of trade in the First Globalization. A larger set of intermediates traded during the First Globalization implies a higher skill intensity of the mean input produced in the North. Thus, more trade in the First Globalization allows a larger set of tasks to be offshored during the Second Globalization before the relative wage of northern middle-skill workers starts to decline. This complementarity highlights the importance of having a unified view of the First and the Second Globalizations, which is one of the novelties of our framework. We provide empirical evidence consistent with this prediction. We find a positive relationship between trade openness before the onset of the IT revolution, which we assume to be in 1990, and changes in lower-tail northern wage inequality in the

\(^7\)Note that these definitions do not change with the endogenous equilibrium objects. In particular, we assume that there exists a continuum of inputs indexed with \(z \in [0,1]\). We label *intermediates* the inputs with skill intensity \(z < \bar{z}\) and *tasks* inputs with skill intensity \(z > \bar{z}\), where \(\bar{z}\) is exogenous.

\(^8\)An increase in the skill content of southern exports below and above average is consistent with the U-shape of the share of southern exports in industries with skill intensity above average documented in Figure 2-1. These findings are robust to use the measure of skill-intensity based on educational attainment of workers from U.S. census. These figures are available upon request.
In the South, relative wages increase both in the First and the Second Globalizations. The intuition is analogous to Wood (1995) and Feenstra and Hanson (1996): the marginal input being offshored is relatively more skill-intensive, which raises the relative demand of middle-skill labor and the relative wage throughout the globalization process.

Subsection 2.4.2 introduces a second southern country to study how asymmetric participation in the Second Globalization affects the pattern of specialization and wage inequality in the South. We want to capture the notion that participation in the Second Globalization is constrained by the stock of specific capital required to benefit from the IT revolution (e.g. knowledge, institutions and infrastructure). To embody this idea in our model, we assume that only one southern country participates in the Second Globalization. In equilibrium, this country exports tasks to the North and the relative wage of low-skill workers in this country decreases. Thus, this country gains comparative advantage in the least skill-intensive intermediates, which generates a discontinuous pattern of specialization. The most and least skill-intensive traded inputs are produced by this southern country. As the Second Globalization progresses, the equilibrium tends to complete specialization. One South produces tasks and the other, intermediates. The distributional implications are that the relative wage of middle-skill workers increases in the South participating in the Second Globalization, while it declines in the other. We provide evidence for the changes in the pattern of specialization amongst southern countries consistent with the predictions of our model. We show that southern countries with a high stock of IT technologies tend to increase exports in industries with levels of RTI above average, Second Globalization goods, and decrease exports in industries with skill intensity below-average, First Globalization goods.

Section 2.5 presents two extensions. Subsection 2.5.1 allows for endogenous supply decisions. It shows that the comparative statics for wages derived in the baseline model hold in this extended version. Moreover, we find that the mass of northern agents selecting into middle-skill jobs increases during the First Globalization and eventually shrinks during the Second. Finally, we have emphasized the role of the IT revolution in allowing firms to participate in the Second Globalization. However, the Second Globalization is also an outcome of the adoption of new technologies that replace middle and low-skill jobs (Autor et al., 1998). Subsection 2.5.2 shows that the adoption of a new technology needed to benefit from Second Globalization trade is delayed by the extent of trade in the First Globalization.

The rest of the paper proceeds as follows. In Section 2.2, we present the motivating evidence and discuss the related literature. Section 2.3 presents the baseline model and Section 2.4 derives the main results of the paper. The two extensions of the model are presented in Section 2.5. Section 2.6 concludes. Proofs are in the appendix.
2.2 Motivating Evidence and Related Literature

2.2.1 Motivating Evidence

The premise of our analysis is that trade costs have changed differentially across sectors of different skill intensity over time. The overall evidence in this section paints a picture of two different phases of globalization: a First Globalization, driven by a decline in tariffs which increased trade in low-skill-intensive industries and affected the relative demand of low-skill workers; and a Second Globalization characterized by a fall in communication costs, which raised trade in intermediate skill-intensive industries and affected the relative demand of middle-skill workers. Finally, we show that the skill content of southern exports increased in both globalizations.

We present our findings in three steps. First, we document heterogeneous changes in trade costs across skill and over time. Second, we relate these changes to trade flows and the relative demand of skill. Third, we report the evolution of the skill content of southern exports in industries with skill requirement below and above U.S. average.

The first piece of evidence on heterogeneous changes in trade costs comes from analyzing changes in U.S. tariffs and transportation costs over time. Our data is disaggregated at 3-digit NAICS level and we use education attainment from U.S. census as proxy for skill intensity. First, we find that tariff reductions between 1978 and 1988 were concentrated in low-skill industries (Figure 2-8). This result is similar to Haskel and Slaughter (2003), who use non-production workers to proxy for skill. Second, we show that changes in U.S. tariffs were not significantly different from zero at any level of skill intensity during the 1990s (Figure 2-9). Third, we show that changes in transportation costs were not statistically different from zero at any level of skill, neither in the 1980s, nor in the 1990s (Figure 2-10). This evidence is consistent with Hummels (2007) findings for the ad-valorem shipping cost not having changed much since the 1950s. There is a growing literature emphasizing that there are more dimensions in trade costs than tariffs and transportation costs, e.g. Hummels (2007). However, data along other dimensions of trade costs are difficult to obtain, specially for non-tariff barriers (Anderson and van Wincoop, 2004).

Our second piece of evidence on heterogeneous changes in trade costs aims at capturing some of the effects of the IT revolution. During the 1990s, new services such as telephone operators or data entry keyers started to be offshored (Trefler, 2006). The standard measures of trade costs are less relevant for this new trade pattern. A common characteristic of these

---

9 Goldberg and Pavcnik (2007) document that trade liberalizations in the 1970s and 1980s were biased towards low skill-intensive industries. Amongst others, they cite Hanson and Harrison (1999) and Robertson (2000, 2004) documenting this pattern for Mexico, Currie and Harrison (1997) for Morocco and Attanasio et al. (2004) for Colombia. This is also consistent with the evidence presented for Chile in figure 2-2. Therefore, the overall evidence points towards a differential effect of trade liberalizations on low-skill-intensive industries during the 1980s, but not in the 1990s.
services is that they are standardized and follow tight and determined procedures. In order to capture this feature, we use the Routine Task Intensity (RTI) index from Autor and Dorn (2009) as a proxy for “offshorability.” The argument is that a reduction in communication costs (IT revolution) makes jobs with high RTI index more likely to be offshored.\footnote{Each job is assigned a routine and a manual score, and this index is the log ratio of the two. Therefore, tasks with high RTI imply a high routine and a low manual score. The RTI index assigns a value of “routine intensity” to a representative set of 332 occupations in the U.S. census. See Autor and Dorn (2009) for further details. Note that the findings reported in Blinder and Krueger (2009) are not inconsistent with the use of the RTI index as proxy for offshorability. The reason is that Blinder and Krueger only consider a measure of routine that abstracts from the manual content of a job.}

Grossman and Rossi-Hansberg (2006) and Ebenstein et al. (2009) also relate routine indices with offshoring. Figure 2-6 reports anecdotal evidence pointing that higher RTI jobs are performed by middle-skill workers. It suggests that there exists an inverse U-shape relationship between skill intensity and RTI, which we find when aggregating at the industry level (Figure 2-7).

Next, we investigate how trade flows relate to changes in the trade costs described above. More specifically, we analyze the relationship between U.S. imports and tariffs and communication costs for different levels of industry skill-intensity. We use Internet adoption at country level as a proxy for communication costs. The reason is that goods that become offshorable can be electronically delivered (e.g., data entry keyers) or require intense usage of IT (e.g., call centers). We run the following regression for 1990 and 2000,

\[ X_{ic} = \alpha + \beta \tau_i + \gamma \text{Internet}_c \cdot \text{Skill Intensity}_j + \delta_j + \delta_c + \epsilon_{ic}, \]

where \( X_{ic} \) are exports of product \( i \) from country \( c \) to the United States, \( \tau_i \) is U.S. tariff on product \( i \), \( \text{Internet}_c \) is the fraction of the population with access to Internet in country \( c \), \( \text{Skill Intensity}_j \) is the average skill of industry \( j \) and \( \delta_j \) and \( \delta_c \) represent industry and country fixed effects, respectively.\footnote{U.S. imports are from Feenstra’s data base and U.S. tariffs come from Romalis. Romalis’ tariff data starts in 1989, thus we can only test for the last years of our first Globalization. Our measure of industry is a 3-digit NAICS and of product is a 6-digit HS. There are no data for Internet adoption in 1990 (presumably it was negligible for most of the sample).}

Columns 1 and 2 of panel A in Table 2.1 show a negative, significant correlation between tariffs and U.S. imports in 1990. This correlation is larger when the sample is restricted to southern countries (columns 6 and 7). Columns 1, 2, 6 and 7 of panel B report not significant coefficients on tariffs for year 2000. In contrast, the coefficient on the interaction between Internet and Skill Intensity is positive and significant. The coefficient is larger when restricting the sample to the South, pointing at a differential effect of the IT revolution on poor countries.\footnote{In this sample the highest skill intensity level is 11.4, which roughly coincides with skill level associated with the largest RTI. As robustness checks we added additional controls. One could think that our Internet adoption measure could be a proxy for other country variables such as country wealth, human capital levels}
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are not available. We think this lack of data on services underestimates our results because offshored services are RTI intensive and, as argued by Markusen (2006) and Markusen and Strand (2008), require above-average skills to be produced.

We investigate how the relative demand for skill relates to trade flows over time. We report how changes in the wage bill paid by different U.S. industries are correlated with changes in U.S. trade. Column 1 in Table 2.2 reports the results of regressing the change in U.S. wage bill during the 1980s on the interaction of average industry skill with the change in trade openness. The coefficient is positive and significant. Column 2 shows that the coefficient on the interaction term is not significant for the 1990s. Yet, when we add a quadratic term, the coefficients become significant, as shown in column 3. These regression coefficients imply a U-shape pattern for the response of wage bill to increases in trade. These results suggest that the relationship between trade and demand for skill has changed over time.

Finally, Figure 2-4 and Figure 2-5 report the skill content of southern exports in industries with skill requirement below and above U.S. average, respectively. These figures point to an increase in the skill content of southern exports in both the First and the Second Globalization. This suggestive evidence will motivate our comparative statics exercises in Section 2.4.

2.2.2 Related Literature

The evidence presented above points towards two phases of globalization characterized by changes in trade costs affecting industries of different skill-intensity. Motivated by this evidence, our paper focuses on the effects of heterogeneous changes in trade costs on wage inequality and the pattern of specialization. To the best of our knowledge, our work is the first attempt to provide a unified view of the globalization process and its effect on wage inequality, both across North-South trade and between different southern countries.

This paper relates to a rich and diverse literature on international trade, wage inequality and the patterns of specialization. Our First Globalization comparative statics results are
related to standard Heckscher-Ohlin models and the work of Wood (1995) and Feenstra and Hanson (1996). Feenstra and Hanson provide a rationale for increasing inequality in both the North and the South. They analyze the effect of capital inflows to the South in the context of a free trade equilibrium. These capital inflows reduce the unit cost of production in the South, allowing the South to produce more (relatively) skill-intensive goods at the margin. The underlying mechanism of our comparative statics for the First Globalization is similar. However, their comparative statics exercise is different from ours, as we focus on changes in trade costs. Another important difference is that our framework, by assuming heterogeneous trade costs, allows us to study the two waves of globalization and their interdependence.

Our analysis of the Second Globalization bears upon the literature on offshoring, outsourcing and wage inequality. It includes, among others, Antràs et al. (2006a,b), Dinopoulos et al. (2009), Grossman and Rossi-Hansberg (2008), Markusen and Strand (2008) and Zhu and Trefler (2005). Our paper shares the emphasis on middle-skill agents as in Antràs et al. (2006b). They focus on team problem solving. In contrast, we consider a segmented production process with firms supplying inputs, which enables us to distinguish the effects of different changes in trade costs on wage inequality. Grossman and Rossi-Hansberg (2008) consider the effect of heterogeneous transportation costs. However, they assume that tasks can be so perfectly partitioned that a fall in trade costs only affects one type of labor.

Anderson (2009), Costinot and Vogel (2009), Grossman and Maggi (2000) and Ohnsorge and Trefler (2007) among others study the role of sorting for wage inequality and the pattern of specialization. They emphasize the difference between North-South and North-North trade, from which we abstract. However, they ignore the differential effect of heterogeneous changes in trade costs across sectors of different skill-intensity.¹⁵

### 2.3 Model

In this section we present a simple model to study the effects of the two phases of globalization. A freely traded final good is produced in the North using high-skill labor and a bundle of inputs, which are produced by middle and low-skill workers.¹⁶ Inputs are subject to heterogeneous trade costs, which enable us to frame our two globalizations in a tractable manner. Our baseline model abstracts from endogenous labor supply decisions. It consists

---

¹⁵Our paper is also related to a broader literature on technology and wage inequality, for example, Acemoglu (2003), Blum (2008) and Yeaple (2005). We briefly discuss the incentives to adopt technologies within our two globalizations framework. Finally, labor economists have documented large changes in U.S. wage inequality, which our findings relate to. This vast literature includes Katz and Murphy (1992), Acemoglu (1999), Autor et al. (2003), Autor et al. (2008) and Autor and Dorn (2009) among others.

¹⁶The assumption that the final good is traded at no cost is not crucial for our results. Our comparative statics results rely on heterogeneous changes in trade costs of middle and low-skill industries. Changes in trade cost of the final good do not affect relative demand of middle and low-skill workers because of the homotheticity of the final good production function.
of three exogenous types in the North and two in the South. Subsection 2.5.1 shows that the results derived for the baseline case hold when there is a continuum of types and each type endogenously selects into one occupation. This section presents and characterizes the baseline model and Section 2.4 derives the main results of the paper.

2.3.1 Baseline Model

We consider a competitive world economy consisting of two countries, the North, \( N \), and South, \( S \). Each country is populated by a mass one of agents, which cannot migrate. Each agent is endowed with one unit of labor that inelastically supplies to the market. Northern agents can be divided between low, middle and high-skill types. The fraction of each type is \( 1 - \theta^N, \theta^N (1 - \varphi) \) and \( \theta^N \varphi \), respectively. Our interpretation is that a fraction \( \theta^N \) has basic education and a fraction \( \varphi \) obtains further education. We assume that \( \varphi = 0 \) in the South. Thus, southern population can be divided between a fraction \( 1 - \theta^S \) of low and a fraction \( \theta^S \) of middle-skill agents. Finally, we assume that the South is relatively abundant in low-skill labor, i.e., \( (1 - \theta^S) / \theta^S > (1 - \theta^N) / \theta^N (1 - \varphi) \).

All agents have the same utility function, \( u(c) \), where \( c \) is final good consumption. The final good is produced by combining a bundle of inputs \( B \) and high-skill services \( h \),

\[
Y = h^a B^{1-a}
\]

(2.2)

This \( h \) can be thought of as headquarter services, which are provided by high skill agents. The bundle is made by assembling a continuum of inputs, \( I(z) \), with \( z \in [0,1] \),

\[
B = \int_0^1 \ln I(z) dz.
\]

(2.3)

Each input is produced using a Cobb-Douglas production function

\[
I(z) = A \left( \frac{m(z)}{z} \right)^z \left( \frac{l(z)}{1-z} \right)^{1-z} \text{ for } z \in [0,1],
\]

(2.4)

where \( A \) denotes a productivity factor and \( m(z) \) and \( l(z) \) denote middle and low-skill workers employed in the production of input \( z \), respectively.\(^{18}\) Note that \( z \) parametrizes the skill-intensity required to produce each input. The higher is \( z \), the more intensive the input in middle-skill labor is.

\(^{17}\)In a working paper version available upon request, we analyze a similar model with three types in both North and South and derive qualitatively analogous results. In this version, both North and South produce final good.

\(^{18}\)We assume that \( A > \frac{e}{\theta^S (1 - \theta^N)} \), where \( e \) is the Neper number, to ensure that the bundle is positive. This condition is implied by (2.4) and (2.5).
The final good is assumed to be freely traded and we normalize its price to one throughout the paper. Inputs are subject to heterogeneous iceberg costs. For one unit of input \( z \) to arrive at home, \( \tau(z) \) units must be purchased abroad.

**Definition** A *competitive equilibrium* is a set of prices \( p^i(z) \) for each input \( z \) and country \( i \in \{N, S\} \), a price for the final good \( p_f(\equiv 1) \), a wage for low-skill workers \( w^i_L \), a wage for middle-skill workers \( w^i_m \), a wage for northern high-skill workers \( w^N_h \), an allocation of low-skill \( l^i(z) \) and middle-skill \( m^i(z) \) labor across inputs producers and a consumption choice \( c^i \) for each agent in country \( i \) such that agents maximize their utility given their income, firms maximize profits and all markets clear.

### 2.3.2 Trade equilibrium

We characterize the competitive equilibrium for a given trade cost function \( \tau(z) \). Consider the problem of the final good producer,

\[
\max_{\{h, l^i(z)\}} h^a \left( \int_0^1 \ln l^i(z) dz \right)^{1-a} - w_h h - \int_0^1 p^i(z) l^i(z) dz. \tag{2.5}
\]

Demands for high-skill services and each input \( z \) are

\[
\begin{align*}
a Y &= w_h h, \tag{2.6} \\
(1 - a) Y &= l^i(z) p^i(z) B. \tag{2.7}
\end{align*}
\]

Consider the problem of an input producer in country \( i \),

\[
\max_{\{m^i(z), l^i(z)\}} p^i(z) A \left( \frac{m^i(z)}{z} \right)^z \left( \frac{l^i(z)}{1 - z} \right)^{1 - z} - w^i_m m^i(z) - w^i l^i(z). \tag{2.8}
\]

The labor demands of a producer of input \( z \) in country \( i \) are given by

\[
\begin{align*}
z p^i(z) l^i(z) &= w^i_m m^i(z), \tag{2.8} \\
(1 - z) p^i(z) l^i(z) &= w^i l^i(z). \tag{2.9}
\end{align*}
\]

Using labor market clearing, we can integrate labor demands across all input producers.
in each country to obtain the following implicit expressions for wages

\[
 w_h = \frac{\alpha Y}{\theta^N \varphi},
\]

(2.10)

\[
 \int_0^1 m^N(z) \, dz = \left(1 - \alpha \right) \frac{Y}{B} \int_0^1 \left( I^N_d(z) + I^N_i(z) \right) \frac{z}{\theta^N m^N \tau(z)} \, dz = \theta^N (1 - \varphi),
\]

(2.11)

\[
 \int_0^1 l^N(z) \, dz = \left(1 - \alpha \right) \frac{Y}{B} \int_0^1 \left( I^N_d(z) + I^N_i(z) \right) \frac{(1 - z)}{\theta^N l^N} \, dz = 1 - \theta^N,
\]

(2.12)

\[
 \int_0^1 m^S(z) \, dz = \left(1 - \alpha \right) \frac{Y}{B} \int_0^1 \frac{I^S_d(z) Z}{\theta^S m^S \tau(z)} \, dz = \theta^S,
\]

(2.13)

\[
 \int_0^1 l^S(z) \, dz = \left(1 - \alpha \right) \frac{Y}{B} \int_0^1 \frac{I^S_d(z) (1 - z)}{\theta^S l^S} \, dz = 1 - \theta^S,
\]

(2.14)

where \( I^i_d(z) \) and \( I^i_i(z) \) are indicator functions for each input \( z \) being produced in country \( i \) for domestic consumption and for exporting, respectively. The rest of the equilibrium outcomes can be fully characterized as follows. A price \( p^i(z) \) for each input follows from the demand function (2.7). The allocation of middle-skill labor \( m^i(z) \) is determined by (2.8) and the allocation of low skill labor \( l^i(z) \) is given by (2.9). Using that optimality in consumers' behavior requires that all their income should be consumed, we can derive the optimal level of consumption. Finally, given that the final good is freely traded, trade balance results from the value of exports of inputs and final good being equal to the value of imports in a country.

### 2.4 Main Results

In this section we present the two main results of the paper. Subsection 2.4.1 derives the distributional consequences of the First and the Second Globalizations and derives the complementarity between the two. Subsection 2.4.2 extends the baseline model by dividing the original South in two different southern countries which open differently to trade in the Second Globalization. Our second main result states how the patterns of specialization and wage inequality depend on the differential participation in the Second Globalization.

#### 2.4.1 The two Globalizations and their Complementarity

This section performs comparative statics for the two globalizations on relative wages. Then, we present our first main result (complementarity), which shows that trade in First Globalization delays the emergence of wage polarization in the North during the Second Globalization.
2.4.1.1 Comparative Statics for the First Globalization

Section 2.2 characterized the First Globalization as a decrease in the trade costs of the least skill-intensive inputs. To study its effects in a parsimonious way, we assume that trade is only possible in inputs with an index lower than \( z_1 \).\(^{19}\) In other words, trade costs are

\[
\tau(z) = \begin{cases} 
1 & \text{for } z \leq z_1, \\ 
\infty & \text{otherwise.} 
\end{cases} \tag{2.15}
\]

We define First Globalization as an increase in the set of traded intermediates. This implies that the skill requirement of the marginal traded intermediate increases with globalization. Figure 2-4 shows that the skill content of southern imports has increased in the 1980s in industries with skill requirement below U.S. average.\(^{20}\) Therefore, the comparative statics exercise we are interested in is an increase in \( z_1 \).

**Assumption 4** \( z_1 < z^*(\theta_N, \theta_S) < 1 \), where \( z^*(\theta_N, \theta_S) \) is implicitly defined as

\[
\left( \frac{1 - z^*^2 \theta_S}{z^*^2 \theta_N} \right) \left( \frac{(1 - z^*)^2}{1 - (1 - z^*)^2} \right) = 1. \tag{2.16}
\]

The threshold \( z^*(\theta_N, \theta_S) \) is an implicit function of the relative skill abundance of both countries. This assumption implies that all traded inputs are produced in the South. The North exports the freely traded final good to ensure balanced trade.

**Proposition 17** (First Globalization) The First Globalization equilibrium features an increase of the relative wage of middle-skill workers in the North and the South. The relative wage of northern high-skill workers increases.

The proof follows from using equations (2.10) to (2.14) and the trade cost structure (2.15). The relative wages of middle- to low-skill workers are

\[
\frac{w_m^N}{w_l^N} = \frac{1 - \theta_N}{\theta_N} \frac{1 + z_l}{1 - z_1}, \quad \frac{w_m^S}{w_l^S} = \frac{1 - \theta_S}{\theta_S} \frac{z_l^2}{1 - (1 - z_1)^2}.
\]

By inspection, the relative wages are increasing in \( z_1 \). The relative wage of high-skill is increasing because \( B \) increases with \( z_1 \) and demand of northern inputs decreases.

\(^{19}\) The threshold \( z_1 \) can be endogenized as an equilibrium outcome in a model with constant iceberg costs \( \tau(z) = \tau \) on intermediates. The reason is that the South has comparative advantage in low-skill-intensive inputs. In this case, our First Globalization comparative statics exercise (i.e., an increase in \( z_1 \)) could be endogenously obtained as a decrease in \( \tau \).

\(^{20}\) Our qualitative results would hold if we allowed for \( \tau(z) = 1 \) for \( z \in [z, z_1] \), with \( z > 0 \). The key assumption is that an increase in the set of traded inputs in the First Globalization translates into an increase in the relative demand of middle-skill labor in the South.
Note that the relative wages of middle- to low-skill workers consists of two parts. The term \((1 - \theta^f)/\theta^f\) corresponds to the relative supply (of low-skill agents), while the term containing \(z\) corresponds to the relative demand. Therefore, our First Globalization comparative statics represents a shift in the relative demand curves, while keeping the relative supply fixed.\(^{21}\) This comparative statics is summarized in figure 2-11.

The relative wage of middle- to low-skill workers in the North increases because it offshores the least skill-intensive inputs. As a result, the relative demand of middle-skill workers increases, thereby increasing the relative wage. The relative wage of middle- to low-skill workers also increases in the South. The reason is that an increase in traded intermediates (i.e., an increase in \(z_i\)) translates into a larger relative demand of middle-skill jobs. This result is similar to Wood (1995) or Feenstra and Hanson (1996).\(^{22}\)

### 2.4.1.2 Comparative Statics for the Second Globalization and Complementarity Result

Based on our results in Section 2.2, we characterize the Second Globalization as an increase in traded middle-skill-intensive inputs. We argued that the reduction in communication costs was the driver of the Second Globalization and it mainly affected trade in middle-skill-intensive industries. Thus, we add to the set of traded intermediates a new set of tradeable tasks. Given that the nature of trade costs driving the First and the Second Globalizations is different, it is natural to allow for the two sets to be possibly disjoint. We frame this observation in the following trade cost structure

\[
\tau(z) = \begin{cases} 
1 & \text{for } z \leq z_i \text{ and } \bar{z} \leq z \leq z_{II}, \\
\infty & \text{otherwise},
\end{cases}
\]  

(2.17)

where \(0 \leq z_i \leq \bar{z} \leq z_{II} < 1\). This is, in addition to the First Globalization trade in intermediates \(z \in [0, z_i]\), we now allow for trade in more skill-intensive tasks \(z \in [\bar{z}, z_{II}]\).

We formally define the Second Globalization as an increase in \(z_{II}\). Thus, the comparative statics exercise that we perform is to increase the set of traded inputs with skill intensity above \(\bar{z}\) by increasing \(z_{II}\).\(^{23}\)

Allowing for the sets of First and Second Globalization traded inputs to be disjoint enables us to have a natural measure of depth of the First Globalization. Other formulations that do not rely on disjoint sets are possible and deliver similar insights. The two key as-

\(^{21}\)Subsection 2.5.1 endogenizes labor supply decisions and shows that the comparative statics on wages remain unchanged.

\(^{22}\)Despite the mixed evidence presented in Goldberg and Pavcnik (2007) for inequality in the South, conventional wisdom seems to point to an increase in southern inequality as the right prediction to have. Our model is consistent with this prediction.

\(^{23}\)We increase \(z_{II}\) instead of decreasing \(\bar{z}\) because the skill content of southern exports in industries above U.S. average increased in the 1990s, see Figure 2-5.
assumptions are (i) trade in the Second Globalization affects more skill-intensive industries than in the First and (ii) the set of inputs that can be traded during the First and the Second Globalizations increases by incorporating inputs that are relatively more skill-intensive. These two assumptions are borne out by the data, as discussed above.

**Assumption 5** \( z_{II} < z^* (\theta_N, \theta_S) \), where \( z^* (\theta_N, \theta_S) \) is implicitly defined in equation (2.16).

Assumption 5 ensures that in equilibrium South produces all traded inputs.

**Proposition 18 (Second Globalization)** In the Second Globalization equilibrium, the relative wage of middle- to low-skill workers in the North has an inverse U-shape pattern. It increases in \( z_{II} \) for \( z_{II} < z_{II} (z_i, \bar{z}) \) and decreases thereafter. The relative wage of high-skill workers in the North and the relative wage of middle- to low-skill workers in the South increase in \( z_{II} \).\(^{24}\)

The intuition for the comparative statics of the relative wage of middle-skill workers in the North is as follows. Assume that \( \bar{z} = 1/2 \) and note that, to a first order approximation (for small \( z_i \)), the threshold \( z_{II} (z_i, \bar{z} = 1/2) \) is the arithmetic mean of the skill intensity of inputs produced in the North after the First Globalization, i.e., \( \bar{z}_{II} (z_i) = \frac{1 + z_i}{2} \). Therefore, when North offshores tasks below the skill requirement of the average input produced domestically, the relative demand of middle-skill workers increases, raising the relative wage. Conversely, the relative wage decreases when the tasks being offshored require a skill intensity higher than the skill of the average input. The relative wage of high-skill workers increases because the size of the bundle of inputs increases with the set of tradeable inputs. These results imply that the equilibrium tends to wage polarization: the relative wage of high- to middle-skill workers increases and the relative wage of middle- to low-skill workers eventually decreases. The relative wage in the South increases in the Second Globalization. The reason is that the marginal input being offshored is more skill-intensive, which raises the relative demand of middle-skill workers.\(^{24}\)

Our results for the wage distribution in the North are consistent with the 90/50 and 50/10 measures of U.S. wage inequality in the last three decades. Namely, the 90/50 measure has steadily increased, and the 50/10 increased during the 1980s, flattening and, eventually declining thereafter. This pattern is consistent with our model. Figure 2-12 reports the predictions of our model and data on U.S. wage inequality used in Autor et al. (2008).

**Proposition 19 (Complementarity in the North)** The threshold \( z_{II} (z_i, \bar{z}) \) below which the relative wage of middle-skill workers in the North increases in \( z_{II} \) is increasing in \( z_i \).

Figure 2-13 summarizes the results in Proposition 19. Consider the extreme case in which the First Globalization did not happen, i.e., \( z_i = 0 \). The mean skill intensity of northern inputs

\(^{24}\)All the remaining proofs can be found in Appendix 2.7.
is $\tilde{x}_u(0) = 1/2$. Thus, the relative wage decreases from the onset of the Second Globalization. Consider now the case in which there has been some First Globalization, i.e., $z_i > 0$. In this case, the mean skill is larger ($\tilde{x}_u(z_i) > 1/2$), implying that the relative wage increases in the first stages of the Second Globalization ($z_{ii} < z_{ii}$), to decrease thereafter. This interdependence brings about the importance of taking into account the First Globalization to predict the effects of the Second. There is a complementarity between trade in the First and the Second Globalizations: northern wage polarization is delayed by the extent of trade in the First Globalization.

We provide suggestive evidence consistent with the complementarity result in Figure 2-14 and Table 2.3. Proposition 19 states that the deeper the First Globalization is, the higher the relative wage of middle- to low-skill workers (our 50/10 measure) rises. Figure 2-14 shows a positive relationship between trade openness in 1990 and changes in lower-tail (50/10) northern wage inequality in the 1990s for the countries in the Luxembourg Income Study plus Japan and Spain. Table 2.3 reports the coefficients of regressing changes on wage inequality on trade openness for the whole sample and for G-7 countries. The coefficients of both regressions are positive and significant. The coefficient is larger when the sample is restricted to G-7 countries. These findings remain when controlling for income per capita (columns 2 and 4).

### 2.4.2 Two Souths and the Moving Band

In this subsection, we investigate how the existence of different southern countries which asymmetrically participate in Second Globalization trade affects their pattern of specialization and wage inequality. As pointed out before, a key difference between the First and the Second Globalizations is that, while the First is driven by tariff reductions, the Second is driven by the IT revolution. Arguably, a trade liberalization is a policy relatively easier to implement than building the specific capital needed to benefit from the IT revolution.\(^{25}\) Thus, it is reasonable to expect that not all southern countries can equally engage in Second Globalization trade. To account for this heterogeneity within our framework, we consider an extension in which two identical Souths, Southeast and Southwest, open asymmetrically to trade during the Second Globalization. More specifically, we assume that the two Souths open to trade in the First Globalization, but only Southeast participates in the Second.\(^{26}\)

The equilibrium in the First Globalization is simple. Due to the symmetry of the two southern countries, all competitive equilibria feature the same wage schedule in both Souths. Appendix 2.7 contains the formal proof. We now turn to the characterization of the equilibria.

---

\(^{25}\)In policy circles, trade liberalizations can be categorized as “first-generation” reforms. On the other hand, building the stock of technology and creating the institutional features needed to benefit from the IT revolution would be considered “second-generation” reforms, which take a longer time to be completed.

\(^{26}\)We maintain Assumption 5.
rium in the Second Globalization.

**Proposition 20** *(Pattern of Specialization)* In the Second Globalization, Southeast exports tasks $z \in [\bar{z}, z_u]$ and intermediates $z \leq \tilde{z}_i(z_l, z_u)$. Southwest exports intermediates $z \in [z_l(z_l, z_u), z_1]$, with $0 \leq \tilde{z}_i(z_l, z_u) < z_l$.

The reason for this result is that when Southeast starts offshoring tasks, its relative wage of low-skill workers decreases (these tasks are more skill-intensive than the intermediates offshored in the First Globalization). This gives Southeast comparative advantage in the least skill-intensive intermediates. As a result, in addition to tasks ($z \in [\bar{z}, z_u]$), Southeast also produces the least skill-intensive intermediates ($z \in [0, \tilde{z}_1]$).

**Proposition 21** *(Moving Band)* The threshold $\tilde{z}_i(z_l, z_u)$ is increasing in $z_l$ and decreasing in $z_u$ in the relevant range.

An implication of Proposition 21 is that the equilibrium tends to complete specialization as the Second Globalization progresses (i.e., $z_u$ increases). As the set of traded tasks increases, the labor demand in Southeast increases, raising wages. Thus, the range of intermediates in which Southwest has comparative advantage increases. Wages in Southeast rise and eventually reach a point in which Southeast is only able to produce tasks (i.e., $\tilde{z}_i$ goes to zero). Therefore, the band of intermediates produced in Southeast shrinks with the progress of the Second Globalization. In this sense, we have a moving band of intermediates in which Southeast has comparative advantage.

In 2000, Internet access in India was twice as large as in Pakistan. If we take Internet access as a proxy for IT usage, this difference suggests an asymmetric participation in the Second Globalization for India and Pakistan. Our model predicts India specializing in middle skill-intensive industries and Pakistan specializing in less skill-intensive industries. Figure 2-3 shows that Indian and Pakistani exports to the United States are consistent with this prediction. India increase exports in industries above the average skill requirement, and decreased exports in industries below. We analyze whether these results extend to a larger set of countries and run the following regression

$$
\Delta X_{iz} = \beta \Delta \text{Internet}_i \delta_{SG(z)} + \gamma \Delta \text{Internet}_i \delta_{FG(z)} + \epsilon_{iz},
$$

where $\Delta X_{iz}$ denotes changes in exports from a southern country $i$ to the United States in industry $z$ between 2000 and 1990, $\Delta \text{Internet}_i$ is Internet adoption in country $i$ in 2000, $\delta_{SG(z)}$ is an indicator for industry $z$ participating in Second Globalization trade and $\delta_{FG(z)}$ is an

---

27 We use the number of Internet users per 100 inhabitants and the International Internet Bandwidth measured in bits per person from the World Development Indicators (World Bank).
indicator for First Globalization industries.\textsuperscript{28} The prediction of our model is that as a southern country participates more in the Second Globalization, it increases its exports in Second Globalization goods, $\beta > 0$, and reduces its exports in First Globalization goods, $\gamma < 0$.

Column 1 of Table 2.4 reports the coefficients of our baseline regression. The interaction between Internet adoption and Second Globalization industries is positive and significant and the interaction between Internet adoption and First Globalization industries is negative and also significant. In column 2 we reduce the number of industries participating in the Second Globalization by raising the RTI threshold from the 50th to the 66th percentile. The sign and significance of the coefficients remain the same.

Therefore, the evidence presented in Table 2.4 is consistent with the prediction of the model. As southern countries participate more in the Second Globalization, which we proxy as an increase in Internet adoption, they export more Second Globalization goods and less First Globalization goods.

\textbf{Proposition 22} \textit{The relative wage of middle-skill workers is increasing in Southeast and (weakly) decreasing in Southwest in $z_{il}$.}

The intuition for this result is similar to Proposition 18. Southwest increases the production of intermediates below the mean skill of its domestic production, raising the relative wage of low-skill workers. The converse happens with Southeast. The set of exported tasks increases, while the band of exported intermediates decreases. As a result, the relative demand for middle-skill labor rises, thereby increasing its relative wage.

Proposition 22 highlights how gains from the Second Globalization may not be equally shared between different types of workers across southern countries. Some studies suggest that there is low labor mobility within southern countries. For example, Munshi and Rosenzweig (2009) document low labor mobility in rural India, even though inequality has risen in recent years.\textsuperscript{29} If we assume low labor mobility within countries, our model can be applied to different regions of the same country. Then, this model could explain why inequality has increased in Bengaluru, an Indian city specialized in Second Globalization exports, and declined in Bhopa, a city which has not benefited from Second Globalization trade.

This section provided a tractable framework to study how differential access to trade generates changes in the pattern of specialization and wage inequality in otherwise identical southern countries. In our model, we assumed that the source of differential access to

\textsuperscript{28}There are no data for Internet adoption in 1990 and it was presumably negligible for most of sample.

\textsuperscript{29}Paweenawat and Townsend (2009) document a similar pattern for Thailand and show that wages are not equalized across different Thai regions. Candelaria et al. (2009) document a similar fact for China: inequality in coastal regions has increased, while it has remained fairly constant in inland regions.
trade comes from the necessity of building an IT specific capital to benefit from the Second Globalization. We think of this infrastructure as being inherently more difficult to create and manage than tariff reductions. Therefore, our globalization approach provides a rationale for asymmetric participation within southern countries. This asymmetric participation generates a discontinuous pattern of specialization for the country (or region) participating in the Second Globalization. It leads to increasing wage inequality in this country (or region), while reducing it in the one not participating.

### 2.5 Extensions

This section relaxes some of the assumptions of the baseline model. Subsection 2.5.1 endogenizes labor supply decisions and shows that all comparative statics results for relative wages hold in this generalized set-up. Moreover, we find that the mass of northern agents selecting into middle-skill jobs endogenously expands in the First Globalization and eventually shrinks during the Second Globalization. The converse is true for low-skill agents. Subsection 2.5.2 endogenizes technology adoption and shows that the adoption of IT related technologies is delayed by First Globalization trade.

#### 2.5.1 A Model with Endogenous Labor Supply

We extend the baseline model to allow agents to self select in any of the occupations of the economy. Let $j$ be the index of an agent. As in the previous sections, we assume that $j \in [0, 1]$. If agent $j$ chooses to be employed in a low, middle or high-skill job, this agent can supply one, $s^i(j)$ and $s^i(j)^{1+\epsilon}$ units of labor in country $i$, respectively. $\epsilon$ is some small number greater than zero. Note that wages described in Section 2.3 should now be interpreted as wages per unit of effective labor. To avoid a taxonomical analysis, we assume that functions $s^i(j)$ are strictly increasing.

North and South only differ on $s^i(j)$, where $s^N(j)$ first order stochastically dominates $s^S(j)$.\(^{30}\) Note that there is a single-crossing property built-in $s^i$. If an agent $j$ with skill $s^i(j)$ chooses to be employed as a high-skill worker, another agent $j'$, with $j < j'$ will also work as high-skill worker. Therefore, there exists a cutoff level of skill $\bar{s}^i$, such that all agents with $s^i > \bar{s}^i$ choose to work as high-skill workers. A similar reasoning applies for the middle to low decision.

The agent $j^*$ in country $i$ who is indifferent between being employed in a middle or low-skill job verifies that $s^i(j^*)w^i_m = w^i_l$. Similarly, the agent $j^*$ who is indifferent between being employed in a high or middle skill job in the North verifies $s^N(j^*)w^N_h = w^N_m$. It is conve-

\(^{30}\)Formally, this is $\frac{\int s^N(j) dj}{\int s^S(j) dj} < \frac{\int s^i(j) dj}{\int s^i(j) dj} \quad \forall j \in [0, 1]$. 
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nient to choose a functional form for $s^N(j)$ to obtain analytic solutions. For tractability, we specialize $s^N(j) = j$ in what follows.

**Proposition 23 (First Globalization)** In the First Globalization equilibrium, the mass of agents selecting into middle and high-skill jobs increases with $z_i$ in the North. The relative wage of middle-to low-skill workers and the relative wage of high-skill workers in the North increase with $z_i$. In the South, the mass of middle-skill workers and its relative wage increase with $z_i$.

The intuition for the results in Proposition 23 is that an increase in the set of tradeable intermediates increases the relative demand of middle-skill workers in both North and South. Therefore, the mass of agents selecting into middle-skill jobs increases in both countries. However, these changes in the supply of skills do not offset the primary demand forces, and the comparative statics for relative wages is analogous to section 2.4. The return on high-skill labor increases with trade because it increases the set of intermediates that can be purchased in the South at a cheaper price, while the demand for low and middle-skill workers declines in the North.

**Proposition 24 (Second Globalization)** In the Second Globalization equilibrium, the mass of northern middle-skill workers increases for $z_u < z_u(z_i, z)$ and decreases thereafter, where $z_u(z_i, z)$ is defined in Proposition 18. The mass of high-skill workers increases with $z_u$. The mass of low-skill workers decreases for $z_u < z_u(z_i, z) + \eta(z_i, z)$, with $\eta > 0$ and increases thereafter. The relative wage of high-skill workers increases with $z_u$ and the relative wage of middle- to low-skill workers increases for $z_u < z_u(z_i, z) + \eta(z_i, z)$ and decreases thereafter. In the South, the mass of middle-skill workers and its relative wage increase with $z_u$.

An implication of Proposition 24 is that wage polarization emerges during the Second Globalization. Compared to the exogenous labor supply case, wage polarization is delayed when agents can endogenously select into occupations. This delay is intuitive because in the endogenous supply case there is an extra margin of adjustment. An additional insight from this exercise is to show the endogenous responses of the masses of agents selecting into each occupation. Consistent with the labor literature (e.g. Autor and Dorn, 2009), the mass of middle-skill workers in the North eventually shrinks with Second Globalization trade. In contrast, the mass of agents selecting low-skill jobs eventually expands with Second Globalization trade.

The results in this subsection suggest that from the point of view of the North, the First Globalization gave incentives to select into middle-skill jobs. In this sense, trade complemented middle-skills during the First Globalization in the North. However, this complementarity effect diminishes and it is eventually overturned as the Second Globalization progresses and more skill-intensive tasks are offshored to the South. In addition to a reduction
in the relative wage of middle-skill workers, this generates a reduction in the mass of northern middle-skill agents. For the South, trade complements skills in the First and the Second Globalizations.

Finally, the results for the Two Souths stated in Subsection 2.4.2, and for the Technology Adoption extension presented below (Subsection 2.5.2) apply in this extension of the model. The reason is that the relative wage of middle- to low-skill workers behaves in the same manner as in the baseline model and its behavior is the main driver of the results.

2.5.2 Technology Adoption

Our baseline model emphasized the role of the IT revolution for the Second Globalization, as argued by Blinder (2006). However, the Second Globalization is also the result of adopting new technologies which replace middle and low-skill jobs (Autor et al., 2003). It is therefore natural to investigate the effect of different types of trade on the incentives of firms to adopt new technologies.

Consider an extension of our baseline model in which agents can freely choose between two technologies. There is an Old Technology which can only benefit from trade in First Globalization intermediates. There is a New Technology which uses more skill-intensive inputs (e.g., computerization) and benefits from Second Globalization trade. This New Technology only uses tasks as inputs. More precisely,

\[
\begin{align*}
\text{Old Technology:} & \quad h^a \left( \int_0^1 \ln I(z)dz \right)^{1-a}, \\
\text{New Technology:} & \quad h^a \left( \int_\zeta^1 \ln I(z)dz \right)^{1-a}.
\end{align*}
\]

We assume that high-skill agents choose the production technology. Note that the optimal technology is the one that maximizes the bundle of inputs. These bundles in equilibrium are

\[
\begin{align*}
B^{Old} & = \int_0^{z_1} \ln(p^S(z))^{-1}dz + \int_{z_1}^1 \ln(p^N(z))^{-1}dz, \\
B^{New} & = \int_z^{z_2} \ln(p^S(z))^{-1}dz + \int_{z_2}^1 \ln(p^N(z))^{-1}dz,
\end{align*}
\]

where \( p^i(z) = \frac{B}{(1-a)Y} p^i(z) \) denotes a renormalized price in country \( i \).

**Proposition 25** Let \( \hat{z}_u(z_i) \) denote the threshold above which the New Technology starts to be adopted. The threshold \( \hat{z}_u(z_i) \) is (weakly) increasing in \( z_i \).

There are two economic forces driving Proposition 25. First, the Old Technology benefits from the First Globalization by replacing northern intermediates by cheaper southern
intermediates. Second, the prices of tasks increase with First Globalization. As a result, the relative profitability of the Old Technology increases with trade in the First Globalization.

This simple technology choice model suggests that the effect of trade on technology adoption depends on the "type of trade" and the "type of technology". The First Globalization complements Old Technology and the Second Globalization complements New Technology. However, First Globalization delays the adoption of New Technology and thus can be seen as a substitute for adoption of New Technology. If we think of New Technology as computerization, along the lines of Autor et al. (2003), Proposition 25 can be interpreted as saying that there is no dichotomy between offshoring of services and computerization.31

2.6 Concluding Remarks

In this paper, we provided a unified view of two phases of the globalization process and analyzed the interdependencies that arise. We distinguished between (i) the First Globalization, characterized by trade liberalizations, which mainly raised trade in low-skill-intensive goods and (ii) the Second Globalization, characterized by a reduction in communication costs, which increased trade in middle-skill-intensive goods.

We considered a North-South trade economy in which the North is skill-abundant. A final good is produced in the North employing high-skill agents and assembling a bundle of inputs. Inputs are produced combining middle and low-skill labor in different proportions and can be purchased in the North or the South.

First, we analyzed the distributional effects of the globalization process for the North and the South. We found a non-monotonic effect of trade in the Second Globalization on the relative wage of middle- to low-skill workers in the North. We showed that the relative wage of northern middle skill workers increases if the inputs being offshored are below the skill intensity of the average input produced in the North. Therefore, in our setup, the relative wage of middle-skill workers rises during the First Globalization and can decrease during the Second. A complementarity between the two globalizations arises because the threshold below which the relative wage rises during the Second Globalization increases with the set of traded intermediates in the First. Moreover, the relative wage of high-skill workers is increasing throughout the globalization process. Thus, as the Second Globalization progresses, the equilibrium tends to wage polarization. The complementarity result implies that

---
31The labor literature has proposed the computerization hypothesis to account for the differential loss of middle-skill jobs and wage polarization (Autor et al., 2003). In our model, computerization is needed to take advantage of the Second Globalization. Therefore, computerization leads to offshoring and, consequently, to the loss of middle-skill jobs and wage polarization in the North. This extension implies that trade in First Globalization delays computerization. This may be a rationale for why middling and wage polarization appear sooner in the relatively less open northern countries (e.g., the United States) than in relatively more open countries (e.g., the United Kingdom).
wage polarization is delayed by First Globalization trade. We provided empirical evidence consistent with this result. We found a positive relationship between trade openness before the onset of the IT revolution, which we assume to be in 1990, and increases in lower-tail northern wage inequality in the 1990s.

Second, we divided the original South in two identical southern countries and assumed that only one of the two southern countries could open to the Second Globalization. This exercise was meant to capture the notion that participation in the Second Globalization requires a stock of specific capital, which some southern countries may lack of. At the impact, the country that participates in the Second Globalization gains comparative advantage in the least skill-intensive intermediates. This generates a discontinuous pattern of specialization. As the Second Globalization progresses, the set of First Globalization intermediates in which this country has comparative advantage shrinks. Eventually, complete specialization is reached. The relative wage of middle-skill workers in the southern country that opens to the Second Globalization increases, while it decreases in the other. We provided evidence consistent with the prediction of the model. We showed that as southern countries raise their Internet adoption, they increase exports in RTI-intensive industries (Second Globalization goods) and decrease exports in low-skill-intensive industries (First Globalization goods).

Finally, we considered two extensions. First, we allowed for endogenous labor supply choices and showed that the comparative statics for relative wages hold in this generalized set-up. Moreover, we showed that the mass of northern agents selecting into middle-skill jobs increases during the First Globalization and eventually declines during the Second, while the converse is true for the mass of agents selecting into low-skill jobs. In the second extension, based on the assumption that the Second Globalization requires a new technology more intensive in skilled inputs, we showed that trade in the First Globalization delays trade in the Second through its effect on relative prices.

Our results depart from the findings of some of the previous literature on the distribu-tional effects of the globalization process. For instance, Fujita and Thisse (2006) use a model with monopolistic competition and technological externalities to analyze the effect of trade on wage inequality. They find that the process of globalization can be detrimental to both skilled and unskilled workers in the North. The reason is that, in their framework, there exists a pecuniary externality that makes the price of the bundle of goods purchased in the North increase with globalization. In contrast, our model does not feature this externality and we find that the price of the bundle is decreasing with globalization, allowing northern high-skill agents to benefit from globalization.
Bibliography


2.7 Proofs and Auxiliary Propositions

Proof of Proposition 18 Using equations (2.11) to (2.14) and the trade cost structure, (2.17), the relative wages of middle skill workers are

\[
\begin{align*}
\frac{w^N_h}{w^N_m} &= \frac{1 - \varphi}{\varphi} \frac{\alpha}{1 - \alpha} \frac{\beta}{1 - \beta} \frac{2B}{1 - \theta^N} \\
\frac{w^N_m}{w^N_l} &= \frac{1 - z_i^2 - z^2}{(1 - z_i)^2 + (1 - z_u)^2 - (1 - z)^2 \theta^N (1 - \varphi)} \\
\frac{w^S_m}{w^S_l} &= \frac{1 - (1 - z_i)^2 - (1 - z_u)^2 + (1 - z)^2 \theta^S}{1 - \theta^S}.
\end{align*}
\]  

(2.20)  
(2.21)  
(2.22)

The relative wage of high skill workers in the North increases with \( z_u \) because the bundle \( B \) increases with \( z_u \) and the denominator decreases with \( z_u \). Note that the same reasoning applies for the relative wage of high to low skill workers. Taking the partial derivative of the relative wage of middle skill workers (2.21) in the North, we find that it is increasing in \( z_u \) as long as \( z_u < \bar{z}(z_i) \equiv 1 + z - z_i - \sqrt{2(z - z_i)(1 - z_i)} \). For the relative wage in the South, the sign of the partial derivative with respect to \( z_u \) is always positive. \( \square \)

Proof of Proposition 19 Direct differentiation of \( \bar{z}(z_i) \) yields to

\[
\frac{1 - 2z_i + z}{\sqrt{2(z - z_i)(1 - z_i)}} - 1.
\]

Note that this expression is increasing in \( z_i \) and decreasing in \( z \), thus, a lower bound on it is \( \frac{2}{\sqrt{2}} - 1 \), which is positive. \( \square \)

Proposition 26 In the two Souths model of Subsection 2.4.2, all competitive equilibria in the First Globalization have the same wage schedule for both Souths.

Proof First, note that the price function in country \( i \) is a geometric mean of the middle and low skill wages. The price schedule in a country \( i \), \( p^i(z) \), is strictly monotone in \( z \) (if the wages of middle and low skill agents are different). Thus the price functions can cross at most once.

We proof the result by contradiction. Note that in autarky, the price of intermediates were the same in both Souths (because both are identical) and that as a result of opening to trade, the prices in the South strictly increase if there is positive demand from the North in any good. Suppose that North demands the set of goods \( \chi_1 \) to Southeast and \( \chi_2 \) to Southwest, where we are allowing for some traded intermediates \( z \in \chi_1 \cap \chi_2 \). Note that intermediate \( z = 0 \) has to be produced only by one country, because otherwise the price in both countries would be the same and by single crossing we cannot have an equilibrium. Suppose Southeast
produces it. To have an equilibrium we must have the prices crossing in the relevant range. This means that \( w_{l}^{\text{Southeast}} < w_{l}^{\text{Southwest}} \) and that \( w_{m}^{\text{Southeast}} > w_{m}^{\text{Southwest}} \). In other words, the relative demand of middle skill workers in Southeast is higher than in Southwest. This implies that intermediates with low index \( z \) (low means below the threshold at which the two prices cross) are cheaper in Southeast and yet there is more demand of them in Southwest. This is a contradiction, unless both prices are equal, which implies that wages are equal in Southeast and Southwest.

**Proof of Proposition 20** For algebraic convenience we normalize the population size of each southern country to one. Let \( f(z) \) denote the fraction of each intermediate \( z \) produced by Southeast in the range \( z \in [0, z_i] \). Thus, Southwest produces the remaining fraction \( 1 - f(z) \). Prices in both Souths will generically coincide if and only if wages of middle skill and low skill workers are equalized in equilibrium. Denoting \( E_f(z) = \int_0^z zf(z)dz \), equalization of middle skill wages implies that \( E_f(z) = \frac{1}{2} \int_0^z zdz \). Equalization of low skill wages implies that \( E_f(z) = 1 - \frac{1}{2} \int_0^{z_i} (1 - z)dz \). This two conditions cannot be satisfied at the same time, and thus, the price schedule will be different in Southeast and Southwest.

By an analogous reasoning of proposition 26, prices can cross at most once. Thus, there is a threshold equilibrium. Denote by \( z_i \) the threshold intermediate. We show the result by contradiction. Suppose that Southwest produces \( z \in [0, z_i] \) and that Southeast produces \( z \in [z_i, z_f] \cup [z_i, z_i] \). This can be an equilibrium if and only if \( w_{l}^{\text{Southwest}} < w_{l}^{\text{Southeast}} \) and \( w_{m}^{\text{Southwest}} > w_{m}^{\text{Southeast}} \). These conditions on wages imply

\[
0 < z_i \left(1 - \frac{z_i}{2}\right) - 2z_i \left(1 - \frac{z_i}{2}\right) + z_i \left(1 - \frac{z_i}{2}\right) - z_i \left(1 - \frac{z_i}{2}\right),
\]

\[
0 < 2z_i^2 - z_i^2 - z_i^2 + z_i^2,
\]

which cannot be satisfied simultaneously. Thus this cannot be an equilibrium.

**Proof of Proposition 21** The threshold \( z_i \) can expressed implicitly as the solution to the problem \( p_{\text{Southeast}}(z) = p_{\text{Southwest}}(z) \) for some \( z \in [0, z_i] \), where if the inequality is not satisfied, then either 0 or \( z_i \) is the solution, depending on whether the price schedule of Southeast is above or below the pricing schedule of Southwest for \( z \in [0, z_i] \). Using that in order to have an equilibrium middle skill wages are higher in Southeast and low skill wages are lower in Southeast, we have that the geometric average with parameter \( z \)

\[
\left(\frac{w_{l}^{\text{Southeast}}}{w_{l}^{\text{Southwest}}}\right)^z \left(\frac{w_{m}^{\text{Southeast}}}{w_{m}^{\text{Southwest}}}\right)^{1-z}
\]

will be exactly one by some \( z \) between zero and one. Consider an interior solution for \( z \). Inspection of the explicit equation (2.23) shows that both the ratios of middle skill and low
skill wages in Southeast to Southwest are decreasing in \( z_i \) and increasing in \( z_{ii} \) and \( \tilde{z}_i \). As result, and using implicit derivation, it follows that in this range \( \tilde{z}_i(z_{ii}, z_{ii}) \) is increasing in \( z_i \) and decreasing in \( z_{ii} \). Letting \( A \equiv \frac{w_{Southeast}^i}{w_{Southeast}^{ii}} \) and \( B \equiv \frac{w_{Southeast}^{ii}}{w_{Southeast}^i} \), the expression for the implicit derivatives of \( \tilde{z}_i \) becomes, after some manipulation,

\[
\frac{\partial \tilde{z}_i}{\partial z_i} \left[ \ln A - \ln B + \frac{\tilde{z}_i \partial A}{A \partial z_i} + \frac{(1 - \tilde{z}_i) \partial B}{B \partial z_i} \right] = -\frac{\tilde{z}_i}{A} \frac{\partial A}{\partial z_i} - \frac{(1 - \tilde{z}_i) \partial B}{B} \frac{\partial z_i'}{} \quad (2.24)
\]

where \( i = \{I, II\} \). The sign of the term in brackets in the left hand side is positive for all \( i \) and the term on the right hand side is positive for \( z_i \) and negative for \( z_{ii} \). Thus, the sign of the derivative of the threshold \( \tilde{z}_i \) with respect to \( z_i \) is unambiguous. \( \square \)

**Proof of Proposition 22** The relative wages in Southeast and Southwest are proportional to

\[
\frac{w_m^{Southeast}}{w_m^{Southeast}} \propto \frac{\tilde{z}_i^2 + z_{ii}^2 - z_i^2}{1 - (1 - \tilde{z}_i)^2 - (1 - z_{ii})^2 + (1 - z_i)^2}, \quad \frac{w_m^{Southwest}}{w_m^{Southwest}} \propto \frac{z_i^2 - z_{ii}^2}{(1 - \tilde{z}_i)^2 - (1 - z_i)^2}.
\]

From proposition 21, the relative wage in Southwest is decreasing in \( z_{ii} \) for the range in which there is an interior solution for \( \tilde{z}_i \) and is constant otherwise. For the relative wage in Southeast, if \( \tilde{z}_i = 0 \), it is immediate to check that the relative wage is increasing in \( z_{ii} \). If \( \tilde{z}_i > 0 \), we first show that a sufficient condition for the relative wage being increasing is that \( |\partial \tilde{z}_i / \partial z_{ii}| < 1 \). If this is the case, the change induced in \( \tilde{z}_i \) by an infinitesimal change \( \epsilon \) in \( z_{ii} \) is bounded below by \( z_i - \epsilon \). Algebraic manipulation shows that as long as \( z_{ii} > z_i \) (which is true by assumption), the relative wage is increasing in \( z_{ii} \).

To show that \( |\partial \tilde{z}_i / \partial z_{ii}| < 1 \), we show that an upper bound of this derivative is less than one,

\[
\frac{\tilde{z}_i \partial A}{A \partial z_{ii}} + \frac{(1 - z_i) \partial B}{B \partial z_{ii}} < 1.
\]

This condition reduces to

\[
\frac{-2\tilde{z}_i z_i + z_i + \tilde{z}_i}{(z_i - \tilde{z}_i)(z_i + \tilde{z}_i - 2)(z_i + \tilde{z}_i)} + \frac{\tilde{z}_i (z_{ii} - \tilde{z}_i)}{\tilde{z}_i^2 + z_{ii}^2 - z_i^2} + \frac{(z_i - 1)(\tilde{z}_i - z_{ii})}{(\tilde{z}_i - 2)\tilde{z}_i + (z_{ii} - \tilde{z}_i)(z_{ii} + \tilde{z} - 2)} < 0,
\]

which is true given that \( 0 < \tilde{z}_i < z_i < z_i < z_{ii} < 1 \). \( \square \)
Proof of Proposition 23 The indifference conditions can be rewritten as

\[ J^e \frac{\alpha}{1 - \alpha} \frac{(2 + \varepsilon)B}{1 - \varepsilon} = \frac{1 - z_i^2 - z_j^2 + z_l^2}{B - \beta^2}, \]  
(2.25)

\[ J^N \frac{1 - z_i^2 - z_j^2 + z_l^2}{f^2 - \beta^2} = \frac{(1 - z_i)^2 + (1 - z_j)^2 - (1 - z_l)^2}{2J^N}, \]  
(2.26)

\[ s_2^S(f^N) \frac{z_i^2 + z_j^2 - z_l^2}{\int_{j_1}^{1} s_2^S(j)dj} = \frac{1 - (1 - z_i)^2 - (1 - z_j)^2 + (1 - z_l)^2}{f^S}. \]  
(2.27)

Consider the case for the South. Equation (2.27) can be rewritten as

\[ \frac{\int_{j=1}^{1} s_2^S(j)dj}{2J^N s_2^S(f^N)} = \frac{\theta^S}{(1 - \theta^S)} \frac{w_m^S}{w_l^S}, \]  
(2.28)

where the expression for the wages corresponds to section 2.4. Thus, the right hand side of equation (2.28) is increasing in \( z_l \). The left hand side of (2.28) is decreasing in \( f^N \). Therefore, \( f^S \) is decreasing in \( z_l \). Note that the relative wage of a middle skill agent can be written as

\[ \frac{w_m^S}{w_l^S} = \frac{s_2^S(j)}{s_2^S(f^S(z_l))}. \]  
(2.29)

Thus, the relative wage in the South increases with \( z_l \).

Consider the case for the North. Given that \( \varepsilon \) is a small positive number, we assume that

\[ 2 + \varepsilon \approx 2. \]  

Under this simplifying assumption, we find

\[ J^2 = \frac{(1 + A)C}{1 + (1 + A)C'}, \]  
(2.30)

\[ J^N \frac{AC}{1 + (1 + A)C'} = \]  
(2.31)

where \( A = \frac{(1 - z_i)^2 + (1 - z_j)^2 - (1 - z_l)^2}{2(1 - z_i^2 - z_j^2 + z_l^2)} \) and \( C = \frac{(1 - z_i)^2 - z_l^2 - z_j^2}{2B} \). Note that optimality on offshoring requires \( B \) being increasing in \( z_l \). In the First Globalization \( z_{ii} = \bar{z} \), thus, \( A \) and \( C \) (and \( AC \)) are decreasing in \( z_l \). Therefore, \( J \) and \( \bar{J} \) are decreasing in \( z_l \). Finally, note that the size of middle agents is

\[ \frac{\bar{J}}{\bar{J}^N} = \sqrt{\frac{1 + A}{A'}}, \]  
(2.32)
which increases in the First Globalization. Finally, relative wages are

\[
\begin{align*}
\frac{w^N_i}{w^N_m} &= \frac{j^1+e}{\tilde{f}^e(z_i)} \\
\frac{w^N_m}{w^N_i} &= \frac{j}{\tilde{f}^N(z_i)}
\end{align*}
\]

(2.33) (2.34)

which are increasing in \( z_i \). □

**Proof of Proposition 24**  For the South, the same reasoning as in proposition 23 applies. For the North, the comparative statics is the same as in proposition 23, while \( A \) is decreasing. However, when \( z_u > \tilde{z}_u(z_i) \), \( A \) increases. From equation (2.32), it follows that the mass of middle skill workers declines. The comparative statics for the mass of high skill workers does not depend on \( A \), but on \( AC \), which is unambiguously decreasing in \( z_u \). From equation (2.30), this implies that the threshold \( \tilde{f} \) is decreasing in \( z_u \). From equation (2.33), this implies that the relative wage of high skill agents is increasing. The threshold \( \tilde{J}^N \) is implicitly defined by equation (2.31). Taking the total derivative of (2.31) with respect to \( z_u \), we can isolate \( d\tilde{J}^N/dz_u \). Evaluating this derivative at \( z_u = \tilde{z} \) and \( z_u = 1 \), shows that the derivative takes negative and positive values, respectively. Moreover, it is immediate to check that the derivative is continuous and monotone. Intuitively, monotonicity follows from the derivatives of \( A \) and \( C \) being monotone. Thus, by the Bolzano theorem, we know that there is a unique threshold for \( z_u \), above which \( d\tilde{J}^N/dz_u > 0 \). Note that this threshold is above \( \tilde{z}_u \) (defined in proposition 18) because \( \partial A/\partial z_u |_{z_u = \tilde{z}_u} = 0 \), and from the implicit derivative of equation (2.31), it follows that \( d\tilde{J}^N/dz_u |_{z_u = \tilde{z}_u} < 0 \). □

**Proof of Proposition 25**  Define \( \Delta B(z_u, z_h) \equiv B_{\text{New}} - B_{\text{Old}} \), the difference in profits between the two technologies,

\[
\Delta B(z_u, z_h) = \int_z^{z_u} \ln \left( \frac{p^S(z)}{p^N(z)} \right)^{-1} dz - \left( \int_0^{z_i} \ln(p^S(z))^{-1} dz + \int_{z_i}^{z} \ln(p^N(z))^{-1} dz \right). 
\]

(2.35)

The first term in (2.35) summarizes the relative benefit of adopting the New Technology, whereas the second captures the additional benefit of using the Old Technology. The equation \( \Delta B(z_u, z_h) = 0 \) implicitly defines the threshold \( \tilde{z}_u(z_i) \) above which the New Technology starts to be adopted. The partial derivative of equation (2.35) with respect to \( z_u \) is positive, because \( p^N(z) \geq p^S(z) \) in the trade region. The partial derivative of equation (2.35) with respect to \( z_i \) is negative. The first term decreases in \( z_i \) and the second term (in parenthesis) increases. The result for the first term comes directly from differentiation of prices. To obtain
the sign of the second term, note that by Leibniz's rule, we have that the partial derivative is

\[
\ln \left( \frac{\bar{p}^N(z)}{\bar{p}^S(z)} \right) + \int_0^{z_i} \frac{\partial}{\partial z_i} \ln(\bar{p}^S(z))^{-1} dz + \int_{z_i}^{z} \frac{\partial}{\partial z_i} \ln(\bar{p}^N(z))^{-1} dz. \tag{2.36}
\]

The first term in (2.36) is non-negative as long as \( p^N / p^S \geq 1 \) for traded goods, which is assumed to be true to derive the equilibrium. The second and third terms can be expressed as

\[
\frac{(1 - z + 2z_i)(1 - z)}{1 - z_i}, \tag{2.37}
\]

which is positive. Therefore, using the implicit function theorem it follows that \( z(u(z_i)) \) is increasing in \( z_i \). \( \square \)

2.8 Data Appendix


We construct a skill intensity index by using 5 percent U.S. census data from IPUMS. The skill intensity variable is constructed assigning a score to each level of education reported in the US Census, using the variable educ99. We average across industries by same NAICS and across occupations when noted in the main text.

We take the routine-intensity index (RTI) from Autor and Dorn (2009). Roughly speaking, using the Dictionary of Tasks each task can be divided into three characteristics (abstract, routine and manual) and it is assigned a score for each of the three entries. The RTI index represents the importance of the routine part for each task. See Autor and Dorn (2009) for further discussion.

Internet measures are obtained from the World Development Indicators (WDI), available from the World Bank. For the robustness checks, the financial development measure is domestic credit to private sector over GDP. Human capital is the fraction of the labor force with secondary education. Both measures are obtained from the World Development Indicators (WDI).

2.9 Tables
Table 2.1: Trade Costs and Pattern of Specialization

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Whole Sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>2SLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>2SLS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Panel A:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dependent Variable is U.S. Imports in 1990</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tariff</td>
<td>-6.77</td>
<td>-6.77</td>
<td>-8.2</td>
<td>-8.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.35)</td>
<td>(2.31)</td>
<td>(1.99)</td>
<td>(2.56)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>26397</td>
<td>26397</td>
<td></td>
<td></td>
<td>12642</td>
<td>12642</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Panel B:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dependent Variable is U.S. Imports in 2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tariff</td>
<td>-3.46</td>
<td>-3.46</td>
<td>-4.07</td>
<td>-4.07</td>
<td>-4.05</td>
<td></td>
<td>-1.29</td>
<td>-1.29</td>
<td>-1.49</td>
<td>-1.49</td>
</tr>
<tr>
<td></td>
<td>(3.63)</td>
<td>(2.47)</td>
<td>(3.62)</td>
<td>(2.43)</td>
<td>(3.62)</td>
<td></td>
<td>(2.58)</td>
<td>(2.88)</td>
<td>(2.56)</td>
<td>(2.89)</td>
</tr>
<tr>
<td>Internet · Skill Intensity</td>
<td>6.3</td>
<td>6.3</td>
<td>6.09</td>
<td></td>
<td>9.59</td>
<td>9.59</td>
<td>8.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.65)</td>
<td>(5.03)</td>
<td>(9.3)</td>
<td></td>
<td>(3.19)</td>
<td>(2.66)</td>
<td>(1.64)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>262303</td>
<td>262303</td>
<td>261961</td>
<td>261961</td>
<td>261961</td>
<td>126891</td>
<td>126891</td>
<td>126549</td>
<td>126549</td>
<td>126549</td>
</tr>
<tr>
<td>td. Error</td>
<td>Robust</td>
<td>Cluster</td>
<td>Robust</td>
<td>Cluster</td>
<td>Robust</td>
<td>Robust</td>
<td>Cluster</td>
<td>Robust</td>
<td>Cluster</td>
<td>Robust</td>
</tr>
</tbody>
</table>

Standard errors are clustered by country. A southern country is defined as having less than half of 2000 U.S. GDP per capita adjusted by PPP from the Penn World Tables. RTI index is used as instrument of Skill Intensity in the first stage regressions, which are omitted. All regressions include country and industry fixed effects. Dependent variable is U.S. Imports from Feenstra's NBER Dataset. Tariff is U.S. Tariffs at HS6 level from Romalis' Dataset. Skill intensity is mean level of education from U.S. Census for industry. Internet is the fraction of population with access to Internet in 2000. See Appendix 2.8 for detailed data definitions and sources.
Table 2.2: Change in Trade Openness and Wage Bill in the U.S.

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Δ Wage Bill 80-90</td>
<td>Δ Wage Bill 90-96</td>
<td></td>
</tr>
<tr>
<td>Δ Trade Openness 80-90 · Skill Int.</td>
<td>1.65 (.43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ Trade Openness 90-96 · Skill Int.</td>
<td></td>
<td>.29 (.17)</td>
<td>-4.62 (2.17)</td>
</tr>
<tr>
<td>Δ Trade Openness 90-96 · Skill Int.$^2$</td>
<td></td>
<td>.23 (.10)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>118</td>
<td>118</td>
<td>118</td>
</tr>
</tbody>
</table>

Robust Standard Errors in parenthesis. Δ Trade Openness is the change in the share of exports and imports over GDP from the Penn World Tables. Wage bill data at industry level at 3-digit NAICS comes from Autor et al. (1998). Skill intensity is the mean level of education from U.S. Census by industry.

2.10 Figures
Table 2.3: Complementarity in the North

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Whole Sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dep. Var.: Change in 50/10 wage in the 1990s</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade Openness 1990</td>
<td>.18</td>
<td>.17</td>
<td>.24</td>
<td>.30</td>
</tr>
<tr>
<td></td>
<td>(.05)</td>
<td>(.06)</td>
<td>(.07)</td>
<td>(.13)</td>
</tr>
<tr>
<td>Income per capita</td>
<td>-.01</td>
<td>.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.01)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>19</td>
<td>19</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

Robust Standard Errors in parenthesis. The change in 50/10 wage inequality comes from the LIS data, to which we add Japan and Spain from the OECD. We restrict the LIS sample to countries that have more than 50% of U.S. income per capita. The LIS data are taken from rounds V and III. Trade Openness is the share of exports and imports over GDP from the Penn World Tables in 1990. The income per capita data are taken from Penn World Tables for 1995.

Figure 2-1: Changes in southern exports to the North in industries with above average U.S. skill intensity. The mean skill intensity of U.S. industries is measured using educational attainment in U.S. Census. North is defined as having more than 50 percent of U.S. GDP per capita (PPP adjusted). Source: Feenstra World Trade Database.
Table 2.4: Testing the Moving Band

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dep. Var. is A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔInternetδ_SG(z)</td>
<td>.053</td>
<td>.091</td>
</tr>
<tr>
<td></td>
<td>(.015)</td>
<td>(.025)</td>
</tr>
<tr>
<td>ΔInternetδ_FG(z)</td>
<td>-.049</td>
<td>-.047</td>
</tr>
<tr>
<td></td>
<td>(.013)</td>
<td>(.012)</td>
</tr>
<tr>
<td>Obs.</td>
<td>1705</td>
<td>1705</td>
</tr>
<tr>
<td>R²</td>
<td>0.04</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Standard errors are clustered by country. Dependent variable is change in U.S. southern imports between 1990 and 2000. U.S. Imports data are from Feenstra’s NBER Dataset. Internet and ΔInternet is the fraction of the population with access to Internet in 2000. There are no data for Internet adoption in 1990 and it was presumably negligible for most of the sample. $\delta_{FG}(z) = (1 - \delta_{SG}(z)) \cdot \delta_{low}(z)$, where $\delta_{low}(z)$ is a dummy for industry $z$ taking value of one for industries below the average skill requirement. $\delta_{SG}(z)$ is a dummy taking value of one for industry $z$ with the RTI index above the 50th and 66th percentile of the distribution in columns 1 and 2, respectively. A southern country is defined as having less than 50 percent of U.S. GDP per capita (PPP adjusted). See Appendix B for detailed data definitions and sources.

Figure 2-2: Changes in U.S. imports from India and Chile for different skill levels. For comparability with our tariff data, we can only consider the period 1978-1988 for the First Globalization. For India, the series starts in 1992 to dampen the effect of the trade liberalization in 1991, documented in Topalova (2005) among others. Source: Feenstra U.S. Imports Database, Skill Intensity constructed from U.S. Census.
Figure 2-3: Changes in U.S. imports from India and Pakistan for different skill levels. Source: Feenstra U.S. Imports Database.

Figure 2-4: Skill Content of Southern Exports in industries with skill requirement below U.S. average. The skill content is the weighted average of the skill embodied in southern exports. The skill intensity of U.S. industries is measured using educational attainment in U.S. Census. North is defined as having more than 50 percent of U.S. GDP per capita (PPP adjusted). Source: Feenstra World Trade Database.
Figure 2-5: Skill Content of Southern Exports in industries with skill requirement above U.S. average. The skill content is the weighted average of the skill embodied in southern exports. The skill intensity of U.S. industries is measured using educational attainment in U.S. Census. North is defined as having more than 50 percent of U.S. GDP per capita (PPP adjusted). Source: Feenstra World Trade Database.

Figure 2-6: Examples of RTI for Selected Occupations. Source: Autor and Dom (2009).
Figure 2-7: Average Skill Intensity by U.S. Industry. Source: Autor and Dorn (2009).

Figure 2-8: Changes in U.S. Tariffs by Skill in the First Globalization. (Two Std. Dev. bars). Source: Feenstra tariff data.
Figure 2-9: Changes in U.S. Tariffs by Skill in the Second Globalization. (One Std. Dev. bars). Source: Romalis tariff data.

Figure 2-10: Changes in U.S. Transportation Costs (Insurance and Freight). One Std. Dev. bars are shown. Source: Feenstra database.
Figure 2-11: Relative Supply and Demand in the First Globalization for $z'_I > z_I$.

Figure 2-12: Model versus Autor et al. (2008) estimates. We take the structural change to be 1987, as in Autor et al. The First Globalization is a shift from $z_I = .15$ to $z_I = .21$. The Second Globalization is a shift from $z_H = .5$ to $z_H = .64$. 
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Relative Wage $W^H(z_1, z_1)$ in the Second Globalization

Figure 2-13: Interdependence in the North. This plot assumes $z = 1/2$. The dashed line is for $z_1 = 0$, dotted for $z_1 = .2$ and regular line for $z_1 = .3$.

Complementarity in the North
Change in the 50/10 Relative Wage in the 1990s

Figure 2-14: Scatter plot of changes in 50/10 wage inequality versus First Globalization trade. Wage inequality comes from the LIS data, to which we add Japan and Spain from OECD. We restrict LIS sample to countries that have more than 50% of U.S. income per capita. The LIS data are taken from rounds V and III. Trade Openness is share of exports and imports over GDP from the Penn World Tables in 1990.
Chapter 3

The Intensive Margin of Technology Adoption*

with Diego Comin

Abstract

We present a tractable model for analyzing the relationship between economic growth and the intensive and extensive margins of technology adoption. The "extensive" margin refers to the timing of a country's adoption of a new technology; the "intensive" margin refers to how many units are adopted (for a given size economy). At the aggregate level, our model is isomorphic to a neoclassical growth model, while at the microeconomic level it features adoption of firms at the extensive and the intensive margin. Based on a data set of 15 technologies and 166 countries our estimations of the model yield four main findings: (i) there are large cross-country differences in the intensive margin of adoption; (ii) differences in the intensive margin vary substantially across technologies; (iii) the cross-country dispersion of adoption lags has declined over time while the cross-country dispersion in the intensive margin has not; (iv) the cross-country variation in the intensive margin of adoption accounts for more than 40% of the variation in income per capita.

*We would like to thank Mar Reguant and participants at the NBER Macroeconomics across Time and Space 2010 and the Growth and Development conference in Santa Barbara 2010 for comments and suggestions. Comin would like to thank the NSF (Grants #SES-0517910 and SBE-738101) for their financial assistance. Mestieri thanks the Bank of Spain for its financial support. The views expressed in this paper solely reflect those of the authors and not necessarily those of the National Bureau of Economic Research.
3.1 Introduction

Either as a fundamental or as a channel that amplifies other fundamentals (e.g., institutions), technology is surely important to understanding why there are rich and poor countries. However, several factors have limited economists' ability to assess its importance quantitatively. Broadly speaking, the goal of this paper is to overcome some of these difficulties.

One significant limitation in efforts to assess the role of technology has been the lack of direct measures of technology. Traditionally, technology diffusion has been measured as the share of producers who adopt a given technology (Griliches, 1957, Mansfield, 1961 and Gort and Klepper, 1982). Computing this measure requires firm-level data which are hard to collect for a large number of years, countries, and technologies. Consequently, economists have been unable to measure technology diffusion comprehensively.

Comin and Hobijn (2004) and Comin, Hobijn and Rovito (2006) present a new approach to measuring technology. They measure either the number of units of capital in a country that embody the new technology (e.g., the number of telephones) or the amount of output produced with the new technology (e.g., the tons of steel produced in blast oxygen furnaces). These measures have two advantages over traditional measures of technology diffusion. First, they just require data at the country level. Thus, it is easier to collect them for a large number of countries, technologies and years. Second, they capture the number of units of the technology adopted by each adopter.

As with any new data set, these new technology measures introduce the challenge of finding ways to extract information relevant to modeling the technology diffusion process. That is, they present the challenge of mapping the data into dimensions that we can interpret through the lens of our models.

Consider Figure 1 for an example of one technology in Comin, Hobijn and Rovito (2006). Figure 1 reports the number of land line phone calls normalized by total output for the United States, Australia, Japan, Malawi, Pakistan and Burkina Faso. These curves roughly appear to be the graphic result of plotting a single curve and then shifting it both horizontally and vertically. The hypothesis that this apparent graphic result reflects the actual process of technology adoption across countries was broadly confirmed in formal tests conducted in Comin and Hobijn (2010). Assuming this characterization of technology adoption, we can fully describe cross-country differences in technology dynamics if we know what drives the horizontal and vertical shifts in the diffusion curves. Section 1 develops a model based on Comin and Hobijn (2010) that provides a micro-foundation for these shifts.

A technology, in our model, is a group of production methods used to make an interme-

---

1 The CHAT data set described in Comin and Hobijn (2009) contains information about the diffusion of 104 technologies in 166 countries over the last 200 years.

2 As shown by Comin, Hobijn and Rovito (2008), technology measures that include this dimension do not diffuse following a logistic curve which is characteristic of traditional measures (Griliches, 1957).
diate good or provide a service. We consider two aspects of technology adoption, which we call the “extensive” and “intensive” margins. The extensive margin of technology adoption gauges how long it takes a country to adopt a technology. Adopting a production method requires incurring in a fixed investment. The timing of this investment determines the lag with which production methods arrive in a country. In section 2, we show that the horizontal shifts seen in Figure 1 measure adoption lags. We call this lag the extensive margin of adoption.

Once a technology has been introduced, the intensive margin of adoption captures how many units of the good embodying it are demanded relative to aggregate demand. The intensive margin is determined by the productivity and price of goods that embody the technology and the cost that individual producers face in learning how to use it. Other things equal, these variables produce vertical shifts in the evolution of observable measures of technology adoption such as displayed in Figure 1. We call the vertical shift the intensive margin.

In this paper we pay particular attention to the intensive margin. To be clear, our goal is not to assess how important a particular factor may be in affecting the intensive margin of technology adoption. Instead, we just intend to understand how important cross-country differences in this margin are in explaining cross-country differences in productivity. Answering this question does not require taking a strong stand on the nature of the drivers of technology adoption.

Little has been known about how significant a role the intensive margin of technology adoption plays in determining overall productivity performance. Clark’s (1988) classic study on spinning-machine spindles documents large cross-country differences in the number of spindles that each worker operated circa 1900 and argues that this factor was a major contributor to differences in productivity. However, observing more units of a new technology in rich countries is not sufficient to establish the importance of the intensive margin for aggregate productivity, since it could just reflect reverse causation. In other words, higher aggregate demand could lead to the adoption of more units of technology per worker.

Filtering out the effect of aggregate demand on observable measures of technology is a key challenge that any attempt to assess the importance of the intensive margin needs to confront. We follow two different approaches to deal with this issue. First, we use our model predictions to pin down the income elasticity of our technology measures. On a balanced growth path, the income elasticity of demand for the goods embodying technology must equal one. Using this restriction we can filter out the effect of aggregate demand on technology adoption and then use the model to formalize the intuitions described above and identify the intensive and extensive margins of adoption.

Our second approach relaxes the restrictions of a balanced growth path (despite its appeal over long periods we study) to check the robustness of our findings. Here we use the
time series dimension of our panel to estimate the income elasticity of demand for goods embodying a technology. Because of the need for long time series to carry out this exercise and because we want to reduce possible biases in the estimates of the intensive margin, we proceed in two steps. First, we estimate the income elasticity of demand for goods embodying a technology using only U.S. data, and then we impose this estimate on the other countries to estimate the intensive adoption margin and the adoption lags for each technology-country pair.

We use data for 15 technologies and 166 countries, as in Comin, Hobijn, and Rovito (2006). Our data cover major technologies related to transportation, telecommunication, information technology, health care, steel production, and electricity. We obtain precise and plausible estimates of the adoption lags for two thirds of the 1294 technology-country pairs for which we have sufficient data.

Our exploration of the intensive margin of adoption, complementing Comin and Hobijn's (2010) analysis of the extensive margin, delivers four main findings. First, the magnitude of cross-country differences in the intensive margin of adoption and adoption lags are large. On average, they are 20% larger than the cross-country dispersion in per capita income. Second, there are significant differences across technologies in the cross-country dispersion in the intensive margin. For example, the dispersion in electricity and passenger rail represents 40% of the dispersion in per capita income, while in blast oxygen steel represents 170% of the dispersion in income. Third, a variance decomposition reveals that 33% of the variation in the intensive margin can be attributed to cross-technology variation, 43% can be attributed to cross-country variation, and the remaining 23% is not explained by these two factors. Fourth, the cross-country dispersion in adoption lags has declined monotonically over time. Specifically, for every decade later that a technology has been invented, the dispersion has been two years smaller. In contrast, we do not observe any cross-country convergence in the intensive margin of adoption.

Our model is similar at the aggregate level to the neoclassical growth model, except that in our model the level of total factor productivity (TFP) is endogenous. In particular, TFP depends on both the intensive and extensive margins of technology adoption. We use this result to assess the magnitude of the cross-country differences in labor productivity that our estimated differences in the intensive margin generate. We find that differences in the intensive margin of adoption account for 44% of cross-country differences in income per capita. As our model makes clear, these effects could be fundamentally driven by differences in the costs individual producers face in adopting the new technologies or by differences in the overall efficiency of the economy that affect the intensity of adoption.

Finally, we show that the empirical results obtained in the baseline model hold when we

---

3 See section 2.3 for more details.
allow for non-homothetic production functions that do not pin down the income elasticity of demand for goods embodying a new technology. For instance, the intensive margin still accounts for 52% of the cross-country variation in income per capita.

This paper is related to three strands of the literature. First, macroeconomic models of technology adoption (e.g., Parente and Prescott, 1994, and Basu and Weil, 1998) have tried to understand the role of technology in determining TFP. However, these studies have used an abstract concept of technology that is hard to match with data. Second, the applied microeconomic technology diffusion literature (Griliches, 1957, Mansfield, 1961, and Gort and Klepper, 1982, among others) has focused on estimating diffusion curves for technologies in different countries. However, these studies have only been able to investigate a relatively small number of technologies and countries. Moreover, the diffusion curves are purely statistical descriptions, not embedded in an aggregate model. Hence, it is difficult to use them to explore the aggregate implications of the findings.

Finally, the closest reference to this paper is Comin and Hobijn (2010). This paper differs from it in at least three important ways. First, our model provides a micro-foundation for the intensive margin of adoption as well as for the extensive margin. Second, in our empirical analysis we estimate and analyze the intensive margin of adoption. Third, we explore the robustness of our findings about the two margins of adoption by relaxing the balanced growth restriction and allowing the income elasticity of the demand for the technology to be endogenous.

The paper is divided into four sections. Section 3.2 sets out a one-sector neoclassical growth model featuring intensive and extensive margins of adoption. Section 3.3 describes the diffusion patterns of technology under the balanced growth path assumption, derives structural equations that can be estimated from the data, and explains how the margins of adoption are identified. Section 3.4 presents the results of the estimation, and Section 3.5 concludes.

3.2 A one-sector growth model with extensive and intensive technology adoption

We next present a one-sector growth model with endogenous technology adoption at the extensive and intensive margins. The model maps the adoption margins into the time-path of observable measures of technology diffusion and illustrates how each adoption margin affects endogenous TFP differentials. In what follows, we omit the time subscript, t, where obvious.
3.2.1 Preferences

A measure one of households populates the economy. They inelastically supply one unit of labor every instant, at the real wage rate \( W \), and derive the following utility from their consumption flow

\[
U = \int_0^\infty e^{-\rho t} \ln(C_t) dt.
\]  

(3.1)

Here \( C_t \) denotes per capita consumption and \( \rho \) is the discount rate. We further assume that capital markets are perfectly competitive and that consumers can borrow and lend at the real rate \( \bar{r} \).

3.2.2 Production

Technology:

Each instant, a new production method appears exogenously. We call these production methods, technology vintages or simply vintages. Production methods are capital embodied. The set of vintages available at time \( t \) is given by \( V = (-\infty, t] \). The productivity embodied in new vintages grows at a rate \( \gamma \) across vintages, such that

\[
Z_v = Z_0 e^{\gamma v}.
\]  

(3.2)

Note that \( Z_v \) is constant over time. This characterizes the evolution of the world technology frontier. We shall choose the normalization parameter \( Z_0 \) such that vintage \( v \) has productivity \( Z_v \).

4 This implies that \( Z_0 = Z_0 e^{-\gamma v} \).
The output associated to a technology $r$, $Y_r$, is given by:

$$Y_r = \left( \int_{v_r} Y^\mu d\nu \right)^\frac{1}{\mu}, \quad r \in \{o, n\},$$  \hspace{1cm} (3.3)

where $Y_v$ denotes the intermediate output produced using technology vintage $v$. Final output $Y$ is produced competitively with the following production function:

$$Y = \left( \int_{-\infty}^{t-D} Y^\mu_v d\nu \right)^\frac{1}{\mu} = \left( \sum_{r \in \{o, n\}} Y^\mu_r \right)^\frac{1}{\mu}.$$

Once a technology vintage $v$ is brought to the country, producers can find distinct ways to use it. Because each application developed solves a new problem, the larger the number of applications developed, $N_v$, the more efficient the production of intermediate service $v$ is. In other words, there are efficiency gains from developing more applications. Each application yields a differentiated output, $Y_{vi}$. Differentiated outputs are produced monopolistically. A competitive producer then aggregates these outputs in the form of intermediate $v$, $Y_v$, as follows:\footnote{This specification is similar to Benassy (1996). The assumption that $\mu > \mu'$ ensures that the profits of an individual producer decline with $N_v$.}

$$Y_v = N_v^{-\left(\mu-\mu'\right)} \left( \int_{0}^{N_v} Y^\mu_{vi} d\nu \right)^\frac{1}{\mu}, \quad \text{with } \mu > \mu' > 1.$$  \hspace{1cm} (3.4)

Output $Y_{vi}$ is produced by combining labor and capital, $K_{vi}$, that embodies production method, $v$, as follows:

$$Y_{vi} = Z_v L^\frac{1-a}{\alpha} K_{vi}^a.$$  \hspace{1cm} (3.5)

Capital goods production and taxes:

Capital goods are produced by monopolistic competitors. Each of them holds the patent of the capital good used for a particular production method $v$. It takes one unit of final output to produce one unit of capital of any vintage. This production process is assumed to be fully reversible. For simplicity, we assume that there is no physical depreciation of capital. The capital goods suppliers rent out their capital goods at the rental rate $R_v$. $R_v$ is the price received by the capital goods producer, while the wedge $\phi_v R_v$ captures a tax on the price of capital that the government rebates back to the consumers with a lump sum transfer. $\phi_v$ is constant across vintages and over time. Below we show that $\phi_v$ can capture a wide range of institutional distortions that affect the efficiency of the economy.

Technology adoption costs:

There are two types of adoption costs. The cost of bringing to the country the production method associated with a capital vintage, $\Gamma_{vi}$, and the cost incurred by each individual pro-
ducer to find a distinct application of a production method that is already available, \( \Gamma_v \). We define the former as the extensive and the latter as the intensive adoption costs. Both of these are sunk costs. The extensive cost of adopting vintage \( v \) at time \( t \) is given by (3.6) while the intensive cost of adoption is given by (3.7).

\[
\Gamma_v = \frac{\kappa}{\varpi} (1 + b_e) \left( \frac{Z_v}{Z_t} \right)^{\frac{1+b_i}{\mu}} \left( \frac{Z_t}{A_t} \right)^{\frac{1}{\mu}} Y_t, \text{ where } \theta > 0 \tag{3.6}
\]

\[
\Gamma_{vt} = \frac{\mu-1}{\mu} \varpi (1 + b_i) \left( \frac{Z_v}{Z_t} \right)^{\frac{1}{\mu}} \left( \frac{Z_t}{A_t} \right)^{\frac{1}{\mu}} Y_t. \tag{3.7}
\]

In these expressions, \( A_t \) is the aggregate level of TFP to be defined below, \( b_e, b_i, \) and \( \varpi \) are constants. The parameters \( b_e \) and \( b_i \) reflect barriers to adoption for the agent that adapts the technology to the idiosyncrasies of the country or for individual producers that find a profitable use for the technology. \( \varpi \) is the steady state stock market capitalization to GDP ratio and is included for normalization purposes. The term \( (Z_v/Z_t) \) captures the idea that it is more costly to adopt technologies the higher is their productivity relative to the productivity of the frontier technology. The last two terms capture that the cost of adoption is increasing in the market size. We choose these formulations because, just like the adoption cost function in Parente and Prescott (1994), they yield an aggregate balanced growth path.\(^6\)

### 3.2.3 Factor demands, output, and optimal adoption

The demand for the output produced with vintage \( v \) is:

\[
Y_v = Y (P_v)^{-\frac{\mu}{\mu-1}}, \text{ where } P = \left( \int_{v \in V} P_v^{-\frac{1}{\mu-1}} dv \right)^{-(\mu-1)}. \tag{3.8}
\]

We use the final good as the numeraire good throughout our analysis and normalize its price to \( P = 1 \). The demand faced by the \( i \)th producer of differentiated output associated to vintage \( v \) is:

\[
Y_{vi} = Y_P \left( \frac{P_{vi}}{P_v} \right)^{-\frac{\mu}{\mu-1}} N_v^{-\frac{\mu-1}{\mu-1}} P_v^{-\frac{1}{\mu-1}} d_i \text{, where } P_v = N_v^{-\frac{1}{\mu-1}} \left( \int_0^{N_v} P_{vi}^{-\frac{1}{\mu-1}} di \right)^{-(\mu-1)}. \tag{3.9}
\]

Note that all producers of differentiated outputs associated to a given vintage face the same demand and have access to the same technology. As a result, they will charge the same

\(^6\)It could of course be the case that the linearity in the adoption cost function is violated for some particular technology for some particular country, without necessarily violating balanced growth, but to the extent that we are documenting adoption lags across many technologies this is perhaps not so critical.
price which is given by a constant markup, \( \mu \), times the marginal cost of production:

\[
P_{vi} = \mu \left[ \frac{1}{Z_v} \left( \frac{\phi R_v}{\alpha} \right)^{\frac{\alpha}{\alpha-1}} \left( \frac{W}{1-\alpha} \right)^{1-\alpha} \right], \text{ for } i \in [0, N_v]
\]

where \( R_v \) is the rental price of a unit of capital that embodies vintage \( v \), \( \phi R \) is a tax on capital, and \( W \) is the wage rate. From (3.9), this implies that

\[
P_v = N_v^{-(\mu-1)}P_{vi}.
\]

The revenue share of capital is \( \alpha \) and labor exhaust the remaining revenue. This implies that the total demand faced by the producer of the capital good that embodies vintage \( v \) is:

\[
K_v = \int_0^{N_v} K_{vi} \, di = \frac{\alpha P_v Y_v}{\phi R_v}
\]

\[
= Y \left( \frac{Z_v}{\mu} \right)^{\frac{1}{\alpha-1}} N_v^{\frac{\alpha}{\alpha-1}} \left( \frac{(1-\alpha)}{W} \right)^{\frac{1}{\alpha-1}} \left( \frac{\alpha}{\phi R_v} \right)^{\epsilon}, \text{ where } \epsilon = 1 + \frac{\alpha}{\mu-1}.
\]

The supplier of each capital good takes as given the number of differentiated output producers but recognizes that the rental price he charges for the capital good, \( R_v \), affects the price of the output associated with the capital good and, therefore, its demand, \( Y_v \). The price elasticity of demand she faces, \( \epsilon \), is constant. As a result, the profit maximizing rental price equals a constant markup times the marginal production cost of a unit of capital, which we assume is equal to a unit of final output.

Because of the durability of capital and the reversibility of its production process, the per-period marginal production cost of capital is the user-cost of capital. Thus, the rental price that maximizes the profits accrued by the capital good producer is

\[
R_v = R = \frac{\epsilon}{\epsilon - 1} \tilde{r}, \quad (3.10)
\]

where \( \frac{\epsilon}{\epsilon - 1} \) is the constant gross markup factor.

**Aggregate representation:**

Our model has the following aggregate representation of production:

\[
Y = AK^\alpha L^{1-\alpha}, \text{ where } K \equiv \int_0^t K_v dv, \ L \equiv \int_0^t L_v dv \quad (3.11)
\]

Aggregate TFP, \( A \), can be expressed as

\[
A = \left[ \int_{-\infty}^{t-D} \left( N_v^{\frac{\mu}{\mu-1}} Z_v \right)^{\frac{\mu}{\mu-1}} \, dv \right]^{\mu-1} \quad (3.12)
\]
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The flow profits accrued by producers of differentiated outputs associated with vintage \( v \) are equal to

\[
\pi_{\text{vi}} = \frac{\mu - 1}{\mu} P_{\text{vi}} Y_{\text{vi}} = \frac{\mu - 1}{\mu} Y \left( \frac{Z_v}{A} \right) \frac{1}{\rho} \tau_N^{-\rho} N_v^{-\rho} \left( \frac{Z_v}{Z_t} \right) \frac{1}{\rho} \tau_{N_t}^{-\rho} N_t^{-\rho} \Psi_Y Y_t.
\]

The market value of each differentiated output producer equals the present discounted value of the flow profits. That is,

\[
M_{\text{vi},t} = \int_{\tau_{N_t}}^{\infty} e^{-\frac{\tau_{N_t}}{\rho}} d\tau' \pi_{\text{vi},s} = \frac{\mu - 1}{\mu} \left( \frac{Z_v}{Z_t} \right) \frac{1}{\rho} \tau_{N_t}^{-\rho} N_t^{-\rho} \Psi_Y Y_t,
\]

where

\[
\Psi_t = \left( \frac{\mu - 1}{\mu} + \frac{\alpha}{\epsilon} \right) \int_{\tau_{N_t}}^{\infty} e^{-\frac{\tau_{N_t}}{\rho}} d\tau' \left( \frac{A_t}{A_s} \right) \frac{1}{\rho} \tau_{N_s}^{-\rho} \left( \frac{N_P(s)}{N_P(t)} \right)^{-\rho} \left( \frac{Y_s}{Y_t} \right) d\tau.
\]

is the stock market capitalization to GDP ratio.

Optimal adoption implies that, every instant, the value of becoming a user of a technology vintage \( v \) does not exceed the intensive cost of adoption. That is, for all vintages, \( v \), that are adopted at time \( t \)

\[
\Gamma_v^t \geq M_{\text{vi}}.
\]

Thus, in equilibrium

\[
N_v = \left( \frac{\Psi_t}{\Psi_t(1 + b_i)} \right)^{-\rho}.
\]

Given \( N_v \), the flow profits that the capital goods producer of vintage \( v \) earns are equal to

\[
\pi_v = \frac{\alpha}{\epsilon \varphi_R} P_v Y_v = \frac{\alpha}{\epsilon} N_v^{-\rho} \left( \frac{Z_v}{A} \right) \frac{1}{\rho} \tau_N^{-\rho} Y
\]

The market value of each capital goods supplier equals the present discounted value of the flow profits. That is,

\[
M_{\text{v},t} = \int_{\tau_{N_t}}^{\infty} e^{-\frac{\tau_{N_t}}{\rho}} d\tau' \pi_{\text{v},s} = \frac{\alpha}{\epsilon \varphi_R} N_v^{-\rho} \left( \frac{Z_v}{Z_t} \right) \frac{1}{\rho} \tau_{N_t}^{-\rho} \left( \frac{Z_t}{A_t} \right) \frac{1}{\rho} \tau_{N_t}^{-\rho} \Psi_Y Y_t.
\]

Optimal adoption implies that, every instant, all the vintages for which the value of the firm that produces the capital good is at least as large as the adoption cost will be adopted. That is, for all vintages, \( v \), that are adopted at time \( t \)

\[
\Gamma_v^t \geq M_v
\]
This holds with equality for the best vintage adopted if there is a positive adoption lag.

The adoption lag that results from this condition equals

$$D_v = \max \left\{ \frac{\mu - 1}{\gamma \theta} \left[ \ln (1 + b_e) + \ln \phi_R - \frac{\mu'}{\mu} \ln N_\theta + (\ln \overline{Y} - \ln \overline{Y}) \right], 0 \right\} \equiv D$$

and is constant across vintages, \(v\).\(^7\) The lag with which new vintages are adopted is increasing in the adoption costs, \(b_e\), and the tax wedge, \(\phi_R\), is decreasing in \(N\), and in the deviation of the stock market to output ratio from its steady state level. As shown in equation (3.16), the number of producers that develop distinct uses for technology vintage \(v\), \(N_\theta\), declines with the intensive cost of adoption, \(b_i\), and increases with the deviation of the stock market to output ratio from the balance growth level.\(^8\)

Conversely, there are several significant factors that do not influence the adoption decisions. First, given the specifications of the production function and the costs of adoption, the market size symmetrically affect the benefits and costs of adoption at both the intensive and extensive margins. Hence, variation in market size does not affect the timing of adoption, \(D\), and the number of producers that use a new vintage, \(N_\theta\). By the same token, the adoption margins are not affected by the productivity of technology at time zero, \(Z_0\). Second, since on the balanced growth path \(\overline{Y} = \overline{Y}\), the steady-state adoption lags and number of producers do not depend on the stock market to output ratio.

These observations together with equation (3.12) help us understand what drives aggregate TFP in this model. Three factors can drive cross-country differences in TFP: The adoption lag, the number of producers that adopt each technology vintage, and the normalized productivity level of the initial vintage. Note that, \(Z_0\) affects directly aggregate TFP but, as mentioned above, has no effect through \(D\) or \(N_\theta\). The costs of adopting new technologies affect TFP because they influence the range of technologies available for production and how many different applications are developed. Finally, the tax wedge (and other related frictions) only affect aggregate TFP through their effect on the adoption decisions.

---

\(^7\)In what follows we focus on the interior case where \(\Gamma \leq M_T\).

\(^8\)Note that \(\phi_R\) does not affect the intensity of adoption as measured by the number of producers that adopt a new vintage. That is the case because, from the perspective of the potential producers of differentiated outputs, \(\phi_R\) only affects aggregate demand. Aggregate demand, in turn, has a symmetric effect on the costs and benefits of adopting the vintage for the differentiated output producers. Instead, corporate income taxes (or expropriation risk) also affect the profit margin net of taxes. This asymmetric effect would affect the number of producers that adopt the new vintage.
3.3 Diffusion of the new technology

We define the equilibrium of this economy in Appendix 3.7. In what follows, we focus on the balanced growth path of the economy. Along the balanced growth path, adoption lags, $D$, are constant, the number of adopters that adopt each vintage once it is available in the country is constant and equal to $N$, and the economy grows at a constant rate equal to $\gamma / (1 - \alpha)$.

So far, we have derived expressions for output and capital at the vintage level. However, because of the nature of available data, we are interested in the total demand for capital goods and the output produced with the production methods that make up the new technology $\tau = n$. We can express output produced with technology $\tau$ in the following Cobb-Douglas form

$$ Y_\tau = A_\tau K^a_\tau L^{1-a}_\tau, $$

where

$$ K_\tau = \int_{v \in V_\tau} K_v dv, \quad L_\tau = \int_{v \in V_\tau} L_v dv, $$

and

$$ A_\tau = \left( \int_{v \in V_\tau} \left( N_v^{\mu' - 1} Z_v \right)^{\frac{1}{\mu' - 1}} dv \right)^{\mu - 1}. $$

Substituting in for $Z_v$, and recognizing that, along the balanced growth path, the adoption lag and the number of differentiated producers are constant and equal to $D$ and $N_n$, respectively, we can express the endogenous level of TFP for technology $\tau = n$ at time $t$ as

$$ A_n = \left( \frac{\mu - 1}{\gamma} \right)^{\mu - 1} N_n^{\mu' - 1} Z_n \gamma(t-D-y) \left[ 1 - e^{\frac{-d_n(t-D-y)}{\mu' - 1}} \right]^{\mu - 1}. $$

The path of the new technology TFP is driven by the adoption margins. First, there are efficiency gains from the number of producers that adopt a given vintage. This affects the level of technology through the ‘intensity of adoption’ term in (3.23). The trend in TPF is driven by the economy-wide adoption of new, more productive, vintages. The adoption lag determines the best vintage adopted and affects the level of TFP through the ‘embodiment effect’ term in (3.23). Finally, adoption lags also drive the curvature of $A_n$ at a given moment in time. The marginal productivity gain from adopting new vintages decreases as more vintages are adopted. Because the adoption lag determines how far in the adoption process a

---

9The transitional dynamics of the model are similar to the one described in the working paper version of Comin and Hobijn (2009).

10Of course, $D$ and $N$ could differ across countries.
country is at time \( t \), they affect the evolution of the slope through the 'variety effect'. Graphically, this effect is captured by horizontal shifts in the path of \( A_n \) as adoption lags vary. We shall use this result to identify the adoption lags in the data.

These properties of the path for the level of TFP for technology \( \tau \) affects the output and capital associated with the technology through its effect on the marginal cost of production of the technology-specific output measured by the price \( P_\tau \).

\[
P_\tau = \frac{\mu}{A_\tau} \left( \frac{W}{1 - \alpha} \right)^{1-\alpha} \left( \frac{\phi R}{\alpha} \right)^{\alpha}.
\]  

(3.24)

### 3.3.1 Empirical application

Our goal is to estimate the intensity of adoption and adoption lags for the different technology-country pairs in our data set. We extend the results above by allowing multiple sectors, each adopting a new technology.\(^{11}\) We do that with a nested CES aggregator, where \( \frac{\theta}{\theta - 1} \) reflects the between sectors elasticity of demand and \( \frac{\mu}{\theta - 1} \) is, just as in the one-sector model, the within sector elasticity of demand. We allow \( \frac{\theta}{\theta - 1} \) to vary across sectors. Further, we allow the growth rate of embodied technological change, \( \gamma_\tau \), and the invention date, \( \nu_\tau \), to vary across technologies. We denote the technology measures for which we derive reduced form equations by \( m_\tau \in \{ y_\tau, k_\tau \} \). Small letters denote logarithms.

These modifications yield the following demand for technology \( \tau \) output

\[
y_\tau = y - \frac{\theta}{\theta - 1} p_\tau.
\]  

(3.25)

Combining that with the intermediate goods price (3.24)

\[
p_\tau = -\alpha \ln \alpha - a_\tau + (1 - \alpha) (y - l) + ar + a \ln \phi_R,
\]  

(3.26)

we obtain the reduced form equation (3.27) for \( y_\tau \).

\[
y_\tau = y + \frac{\theta}{\theta - 1} \left[ a_\tau - (1 - \alpha) (y - l) - ar + a \ln \alpha - a \ln \phi_R \right]
\]  

(3.27)

Similarly, we obtain the reduced form equation for \( k_\tau \) by combining the log-linear capital demand equation with (3.25) and (3.26),

\[
k_\tau = y + \frac{1}{\theta - 1} \left[ a_\tau - (1 - \alpha) (y - l) - ar + a \ln \alpha - a \ln \phi_R \right] + \ln \alpha - r - \ln \phi_R.
\]  

(3.28)

These expressions depend on the intensive margin and adoption lag \( D_\tau \) through their effect on the productivity term, \( a_\tau \). Comin and Hobijn (2010) show that, to a first order approxima-

\(^{11}\)Comin and Hobijn (2008) derive the multi-sector version of a similar model in detail.
tion,

$$a_T \approx (\mu' - 1)n_T + z_{E_T} + (\mu - 1) \ln (t - T_T) + \frac{\gamma_T}{2} (t - T_T),$$  \hspace{1cm} (3.29)

where $T_T = \tau_T + D_T$ is the time when the technology is adopted. In this approximation, the growth rate of embodied technological change, $\gamma_T$, only affects the linear trend in $a_T$.\textsuperscript{12}

Substituting this into (3.25) and (3.28) yields the following reduced form equation

$$m_T = \beta_1 + \gamma + \beta_2 t + \beta_3 ((\mu - 1) \ln (t - T_T) - (1 - a) (y - l)) + \varepsilon_T,$$  \hspace{1cm} (3.30)

where $\varepsilon_T$ is the error term. The reduced form parameters are given by the $\beta$'s. Note that, the homothetic nature of the production function implies that the coefficient of aggregate demand, $y$, is equal to one.

According to our theoretical model, the intercept $\beta_1$ is given by the following expression which depends on both the intensive and extensive margins of adoption,

\begin{align*}
\beta_1^y &= \frac{\theta}{\theta - 1} \left[ ((\mu' - 1)n_T + z_{E_T}) - \frac{\gamma T}{2} - a(r + \ln \phi_R - \ln (a)) \right], \\
\beta_1^k &= \frac{1}{\theta - 1} \left[ ((\mu' - 1)n_T + z_{E_T}) - \frac{\gamma T}{2} - a(r + \ln \phi_R - \ln (a)) \right] - r - \ln \phi_R. \hspace{1cm} (3.32)
\end{align*}

We define the intensive margin of adoption of technology $\tau$ in country $j$ as

$$\Delta_j = ((\mu' - 1)n_T + z_{E_T}) - a(r + \ln \phi_R - \ln (a)).$$  \hspace{1cm} (3.33)

Three different factors affect the intensive margin of adoption: the number of adopters of the technology, $n_T$, the normalized productivity level of the technology, $z_{E_T}$, and the distortions in the price of capital, $r + \ln \phi_R$.

\subsection*{3.3.2 Identification and estimation procedure}

We use the reduced form equation in (3.30) to identify the adoption lags and the intensity of adoption. To this end, we assume that preference parameters ($\rho$) and technology parameters other than adoption costs (i.e., $\theta$, $\mu$, $\mu'$, $\gamma$, $a$, and $z_{E_T}$) are the same across countries. This implies that the equilibrium interest rate ($r$) is also the same across countries.\textsuperscript{13} The distortions that affect the efficiency of the economy ($\phi_R$) and the adoption cost parameters ($b_e$ and $b_l$) can vary across countries. As a result, the adoption lags ($D_T$) and the number of producers that adopt a technology ($n$) can also differ across countries.

\textsuperscript{12}Intuitively, when there are very few vintages in $V_T$ the growth rate of the number of vintages, i.e. the growth rate of $t - T_T$, is very large and it is this growth rate that drives growth in $a_T$ through the variety effect. Only in the long-run, when the growth rate of the number of varieties tapers off, the growth rate of embodied productivity, $\gamma_T$, becomes the predominant driving force over the variety effect.

\textsuperscript{13}Our identification strategy is unaffected if interest rates, $r$, and the normalized productivity level for the new technologies, $z_{E_T}$, varied across countries.
These assumptions impose some cross-country parameter restrictions. Since the intercept term, $\beta_1$, depends on $n$, $D_f$ and $\phi_R$, it can vary across countries. The trend-parameter, $\beta_2$, just depends on $\alpha$ and $\gamma_T$, so it is assumed to be constant across countries. $\beta_3$ only depends on the technology parameter, $\theta$, and is therefore assumed to be constant across countries. We do not estimate $\mu$ and $\alpha$. Instead, we calibrate $\mu = 1.3$, based on the estimates of the markup in manufacturing from Basu and Fernald (1997), and $\alpha = 0.3$ consistent with the post-war U.S. labor share.

The parameter $\beta_1$ is a technology-country specific constant. Therefore, it can be identified by a technology-country fixed effect. Once we have an estimate of $\beta_1$, we still need an estimate of the adoption lags to obtain an estimate of the intensive margin of adoption. We follow Comin and Hobijn (2010) and identify the adoption lags through the non-linear trend component in equation (3.30), which reflects the variety effect. Intuitively, after controlling for the observables such as GDP or labor productivity, only the adoption lag affects the curvature of $m_T$. That implies that, ceteris paribus, if we see two countries one with a steeper diffusion curve than the other at a given point in time, this means that the former started adopting the technology later.

For each technology, we report the intensive margin measures relative to the U.S. Note that our estimates of $\beta_1$ in (3.31) and (3.32) are not directly comparable for technologies measured with capital and output variables. To construct comparable measures of intensive margin of adoption, we need to eliminate the differential effect of $\phi_R$ that appears on the technologies measured using capital. To this end, we regress, for each country, the intercepts in (3.31) and (3.32) on a dummy variable that takes value of 1 if the technology is measured in capital units. The coefficient on the dummy captures the differential effect of $\phi_R$. We then subtract the dummy coefficient from $\beta_k$, and correct for the factors $\theta/(\theta - 1)$ and $1/(\theta - 1)$ to obtain the measure of the intensive margin in (3.33).16,17

This identification strategy assumes that the underlying curvature of the diffusion curves is the same across countries. This assumption would be violated, for example, if the efficiency of an economy increased over time non-linearly inducing a similar pattern in the

---

14 The output elasticity of capital is one minus the labor share in our model. Gollin (2002) provides evidence that the labor share is approximately constant across countries.

15 As argued by Comin and Hobijn (2008), the estimates of the adoption parameters are very robust to alternative calibrations of these parameters.

16 The parameter $\theta$ is computed as the average (across technologies) implied estimate from the estimates of $\beta_3$ and it is equal to 1.31 for the homothetic case and 1.14 for the non-homothetic case.

17 An alternative approach could be to take advantage of the fact that we have two measures of railways that are measured as output (passengers and freight) and one that is measured as capital (rail lines). Under the plausible assumption that the average intercept of the output measures (passenger and freight measures) corresponds to the rail line measure used in the country, we can back out the additional effect of $\phi_R$ on the capital measures of technology. Then, we can subtract this additional effect from the other capital measures and can construct comparable measures of the intensive margin. The results we obtain using this procedure are similar to the ones reported in the main text.
technology measure. Of course, a priori, there is no reason why the distortions in the economy evolve to induce such a specific pattern of adoption rather than affecting the trend or adding noise to the evolution of technology. Nevertheless, Comin and Hobijn (2010) take seriously this hypothesis and test formally the identification assumption by allowing $\beta_3$ to vary across countries. Then, they see how often they can reject the null that the unrestricted and the restricted estimates are the same (i.e. $\beta_3^U = \beta_3^R$). They find that they cannot reject the null in two thirds of the technology-country pairs considered. Further, the estimated adoption lags in the restricted and unrestricted specifications are very highly correlated suggesting that, effectively, the deviations from a constant curvature pattern are not quantitatively important.

Because the adoption lag is a parameter that enters non-linearly in (3.30) for each country, estimating the system of equations for all countries together is practically not feasible. Instead, we take a two-step approach. We first estimate equation (3.30) using only data for the U.S. This provides us with estimates of the values of $\beta_1$ and $D_\tau$ for the U.S. as well as estimates of $\beta_2$ and $\beta_3$ that should hold for all countries. In the second step, we separately estimate $\beta_1$ and $D_\tau$, using (3.30) conditional on the estimates of $\beta_2$ and $\beta_3$ based on the U.S. data, for all the countries in the sample besides the U.S.

Besides practicalities, this two-step estimation method is preferable to a system estimation method for two other reasons. First, in a system estimation method, data problems for one country affect the estimates for all countries. Since we judge the U.S. data to be most reliable, we use them for the inference on the parameters that are constant across countries. Second, our model is based on a set of stark neoclassical assumptions. These assumptions are more applicable to the low frictional U.S. economic environment than to that of countries in which capital and product markets are substantially distorted. Thus, if we think that our reduced form equation is more likely to be mis-specified for some countries other than the U.S., including them in the estimation of the joint parameters would affect the results for all countries.

We estimate all the equations using non-linear least squares. Since we estimate $\beta_3$ for the U.S., this means that the identifying assumption that we make is that the logarithm of per capita GDP in the U.S. is uncorrelated with the technology-specific error, $\varepsilon_\tau$. However, because of the cross-country restrictions we impose on $\beta_3$, the risk of simultaneity bias is not a concern for all the other countries in our sample.

3.3.3 Non-homotheticities

One general concern in structural estimation exercises is model mis-specification. In the context of our model, the place where this concern probably is more relevant is in the elasticity of technology with respect to income. For our model to have a balanced growth path,
the production functions need to be homothetic. This implies that the income elasticity of technology measures is equal to one. In this subsection, we explore the implications for the estimated equations (3.30) if we replace the original production function (3.3) for a more general specification that allows for non-homotheticities.

Consider the following non-homothetic version of (3.3)

\[
Y = \frac{1}{\bar{\theta}} \left( \sum_{\tau} \theta_{\tau} Y_{\tau}^{\frac{1}{\theta}} \right)^{\frac{1}{\theta}},
\]

where \(\bar{\theta}\) is the long-run average of \(\theta_{\tau}\) over \(\tau\) so that constant returns to scale are guaranteed (in the long-run),

\[
Y_{\tau} = Y_{\tau}^{(\frac{1}{\theta} - 1)\frac{\theta}{\theta - 1}}.
\]

This yields the following reduced form equation

\[
m_{\tau} = \beta_1 + \beta_y y + \beta_2 t + \beta_3 ((\mu - 1) \ln (t - T_\tau) - (1 - \alpha) (y - 1) + \epsilon_{\tau}, \quad (3.34)
\]

which differs from (3.30) in that \(\beta_y\) is not restricted to be equal to 1. It will be greater than one if \(\bar{\theta} > \theta_{\tau}\) and smaller otherwise.

As in the homothetic reduced form equation (3.30), we estimate the coefficients in (3.34) that depend on technological parameters \((\beta_2, \beta_3\) and \(\beta_y)\) for the U.S. and then impose these estimates in the other countries. The only difference is that now we estimate an additional parameter, \(\beta_y\).

Using the U.S. estimate of \(\beta_y\) has several advantages. First, reliable data on U.S. real GDP is available since 1820. This long time-span facilitates the identification. It also ensures that the estimate is based on the various stages of development that the U.S. has gone through over the last two centuries. As a result, it should capture reasonably well the effect of aggregate demand on technology diffusion for countries at different stages of development. Most importantly, since for each technology-country pair, the intensive margin in our model is constant, by exploiting the time series dimension to identify \(\beta_y\) we avoid the bias due to the potential cross-country correlation between the intensive margin of adoption and income.

Identifying \(\beta_y\) using only the time series dimension is not trivial for two reasons. First, since \(\gamma_{\tau}\) may differ across technologies, when estimating \(\beta_2\) we must include a time trend for each technology. Since in the long run log GDP is approximately linear, GDP and time are co-linear over very low frequencies. Second, most technologies in our sample are embodied in capital goods. The high cyclical and volatility of investment shall induce a high estimate of \(\beta_y\). This estimate however, would capture the cyclical properties of capital rather than the effect of aggregate demand on our technology measures at lower frequencies.

To overcome these two difficulties, we use a Hodrick-Prescott (HP) filter to decompose
log of real GDP into a high frequency component and a 'trend'. As is well known, trends that result from HP filters have significant fluctuations at medium term frequencies. By exploiting this variation, we could in principle identify $\beta_y$. Thus, we introduce separately the high frequency component and the 'trend' in log real GDP and estimate a different elasticity for each. To identify $\beta_y$ in our data, we estimate simultaneously the system of equations (3.34) for all the U.S. technologies.

Though in our model the parameters that determine the intensive margin are fixed, it is instructive to consider how will our estimate of $\beta_y$ be affected if they vary in the data. The first thing to realize is that institutions, human capital and other factors that may affect the costs of adoption at the intensive margin in the U.S. have changed very slowly. As a result, this may have effects on our technology measures and on GDP only at very low frequencies. These frequencies are so low that most of these effects will be captured by the time trends and will have little effect on the estimate of $\beta_y$.

Note further that, since naturally changes in institutions or variables that affect adoption costs would induce a positive co-movement between GDP and technology, the small bias induced on $\beta_y$ would be upwards. As a result, when identifying the intensive margin we would filter too much aggregate demand inducing a lower cross-country dispersion in the intensive margin. That is, the bias in $\beta_y$ would bias downwards the importance of the intensive margin for development.

3.4 Results

We consider data for 166 countries and 15 major technologies, that span the period from 1820 through 2003. The technologies can be classified into 6 categories; (i) transportation technologies, consisting of steam and motor-ships, passenger and freight railways, cars, trucks, and passenger and freight aircraft; (ii) telecommunication, consisting of telegraphs, telephones, and cellphones; (iii) information technology, consisting of PCs and Internet users; (iv) medical technology, namely MRI scanners; (v) steel produced using blast oxygen furnaces; (vi) electricity.

The technology measures are taken from the CHAT data set. Real GDP and population data are from Maddison (2007). Appendix 3.6 contains a brief description of each of the 15 technology variables used. For our estimation, we only consider country-technology combi-
nations for which we have more than 10 annual observations. There are 1298 such pairs in our data. The third column of Table 3.1 lists, for each technology, the number of countries for which we have enough data.

We follow Comin and Hobijn (2010) and analyze only the technology-country pairs for which we have plausible and precise estimates of the adoption lags. These are estimates with an adoption date later than the invention year plus 10, and with small standard errors.\footnote{Comin and Hobijn (2010) discuss several reasons for obtaining implausible estimates. The 10 year cut off point for plausible estimates is to allow for inference error. The cutoff we use in the standard error of the estimate of $T_r$ in our analysis is $\sqrt{2003 - \bar{y}}$. This allows for longer confidence intervals for older technologies with potentially more imprecise data. Including imprecise estimates in our analysis does not affect the conclusions.} We have plausible and precise estimates for 837 technology-country pairs, which represent approximately two thirds of the total.

### 3.4.1 Estimated Intensive Margin

#### 3.4.1.1 Dispersion

Table 3.1 presents the descriptive statistics of our estimates of the intensive margin of adoption relative to the United States. The fifth column reports the cross-country average. This statistic is negative for all the technologies but ships and freight railways. This means that for all the technologies but these two, the U.S. intensive margin is higher than the average in our sample.

Column 6 reports the cross-country standard deviation of the intensive margin of adoption by technology while column 10 reports the inter-quartile range.\footnote{The inter-quartile range is defined as the difference between the adoption intensities in countries in the 75 and 25 percentiles.} The conclusions are robust to using any of these two measures of dispersion so, for brevity, we base our discussion on the cross-country standard deviation. The dispersion in the intensive adoption margin varies significantly by technology ranging from 0.33 (rail passenger) to 0.89 (blast oxygen steel). To have a benchmark, we report, in column 12, $(1 - a)$ times the cross-country standard deviation in log per capita income in 2000 for the same sample of countries for which we have plausible and precise estimates of the adoption margins for each technology.\footnote{We scale down log income by the factor $(1 - a)$ because, in addition to the effect through TFP, the extensive margin also induces a higher capital-labor ratio which also affects the level of per capita output.} The ratio of the standard deviation in the intensive margin to the standard deviation of per capita income is on average 1.2, but it ranges significantly across technologies: from 0.4 (for railways and electricity)\footnote{In particular, the ratio is 0.4 for passenger-Km moved by railways.} to 1.72 for (blast oxygen steel). This suggests that technology-specific factors are important drivers of the cross-country variation in the intensive margin.
3.4.1.2 Evolution

The evolution of the intensive margin may be help us understand the dynamics of growth over the last two centuries. At first sight, the cross-country dispersion of the intensive margin seems to be uncorrelated with the invention date. We test this observation in the first column of Table 3.2, which reports the estimates from a regression of the average intensive margin, the cross-country dispersion and inter-quartile range on the year of invention. The regressions confirm an insignificant relationship between the dispersion of the intensive margin of adoption and the invention date of the technology.

One possible reason for the stationary nature of the dispersion of the intensive margin could be that our estimates of this dispersion for early adopters of early technologies are smaller than they should be because of the effect of the replacement of dominated technologies. The argument would be as follows. Some of the early technologies were dominated by superior technologies a long time ago. For early adopters such as the United States, the level of our measures for their intensive margin has been declining. As a result, the estimated intercept is lower than in late adopters, where these technologies have been dominated more recently. Under this hypothesis, cross-country dispersion in the intensive margin with which early technologies were adopted might have been larger than it now appears in the statistics. The alternative, of course, is that the stationarity of the cross-country dispersion in the intensive margin of adoption correctly represents the empirical facts.

To disentangle these two hypothesis, we re-estimate our baseline regression for the old technologies using only data up to 1939, when presumably none of the early technologies was yet obsolete. Table 3.3 compares the estimates of the average, standard deviation and inter-quartile range of the intensive margin of adoption for the countries for which we can precisely estimate the diffusion equation using data up to 1939. The results vary a little by technology but, overall, there are no significant increases in the dispersion of the intensive margin of adoption when we restrict the sample to the pre-1939 period. This implies that the dispersion in the intensive margin of adoption for early technologies is not driven by the fact that early technologies have been dominated sooner in countries that adopted them first.

The lack of convergence in the intensive margin contrasts with the evolution of the dispersion in adoption lags. Column 11 of Table 3.1 reports the cross-country standard deviation of the adoption lags for each technology. It is evident at first sight that dispersion in adoption lags has decreased monotonically over the last two centuries. That is, the difference in adoption lags across countries has been much smaller for technologies invented in the recent past than for those invented in the more distant past. Column 3 in Table 3.2 test this observation formally. The negative relationship between cross-country dispersion in adoption lags and invention date is statistically significant. In particular, technologies invented

---

28 For obvious reasons, we only report the estimates for technologies invented before 1900.
ten years later have a dispersion that is two years smaller.

3.4.1.3 Variance decomposition

Understanding the sources of variation in the intensive margin of adoption is beyond the scope of this paper. However, we can explore whether this variation is mostly driven by country effects or by technology effects. Specifically, let $\Delta_{j\tau}$ measure the intensive margin of country $j$ in technology $\tau$. We can decompose $\Delta_{j\tau}$ as follows

$$\Delta_{j\tau} = \Delta_j + \Delta_\tau + u_{i\tau}, \quad (3.35)$$

where $\Delta_j$ is a country fixed effect, $\Delta_\tau$ is a technology fixed effect and $u_{i\tau}$ is an error term. The first line of Table 3.4 examines the contribution of the country fixed effects alone. That is, the $R^2$ when estimating (3.35) with only country fixed effects. Country-specific factors explain approximately 44% of the variation in the intensive margin of adoption. In the second row, we calculate the contribution of technology-specific fixed effects in an analogous manner and find that they explain 34% of the variation. The last row of Table 3.4 shows that country and technology specific factors jointly account for approximately 77% of the variation in the intensive margin. Of this total variation, 43% can be directly attributed to country effects, 33% can be directly attributed to technology effects, and the remaining 1% is due to the covariance between these effects which differs from zero because our panel is unbalanced.

The drivers of the variance in the intensive margin differ quite a bit from the drivers of the variance for the extensive. As shown in Comin and Hobijn (2010), the technology fixed effects account for 65% of the variance in the adoption lags. In contrast, country fixed effects are the main factor when accounting for the variance of the intensive margin of adoption.

3.4.1.4 Non-homotheticities

As discussed in the identification section, we want to explore an alternative approach to dealing with the endogeneity of income in estimating the intensive margin. So far we have used restrictions imposed by the assumption of balanced growth on the elasticity of our technology measures with respect to GDP (equation 3.30). We would like to explore how robust the estimates of the intensive margin are to using other identification schemes. In particular, the alternative scheme consists in identifying the effect of aggregate demand on technology by using the time series variation in GDP in the United States and then imposing the estimate of the U.S. income elasticity when estimating the reduced form equation (3.34) for the other countries.

As discussed above, when estimating the income elasticity for the United States, we want to distinguish between the short and long run income elasticities, since the former is likely...
to capture cyclical variation in the demand for investment goods. This presumption is confirmed by our estimates. We find that the long-run income elasticity is 2.2, while the short-run is 6.6. Both estimates are very precise.

The additional flexibility allowed in the model comes at the cost of a lower precision in the estimates of the adoption lag for two U.S. technologies: ships and electricity. This creates the minor problem of having a less precise estimate for the United States in the intensive margin. Since we do not want to have as baseline intensity for the technology an imprecise estimate, for these two technologies, we take France as a reference rather than the United States. Which country is taken as baseline is irrelevant for computing the cross-country dispersion measures. However, the mean intensive margin of adoption may be affected; therefore, the average intensive margin is not directly comparable with the homothetic case.

We obtain plausible and precise estimates for 738 country-technology pairs. This represents 57% of our sample. The statistics for the estimated adoption lags and the intensive margin are reported in Table 3.5. On average, adoption lags are slightly smaller (35 years versus 45 years) when we allow for non-homotheticities. The cross-country dispersion in adoption lags is also slightly smaller (33 years versus 39 years) under non-homotheticities. However, the estimates of the adoption lags under both identification strategies are very highly correlated (see column 3 in Table 3.6). The average correlation across technologies is 0.91, and ranges from 0.79 for electricity to 0.98 for cellphones, MRIs and the Internet.

The cross-country dispersion in both measures of the intensive margin quite similar (0.72 versus 0.68). Column 4 in Table 3.6 shows the correlation between the estimates of the intensive margin of adoption in the homothetic and non-homothetic cases. On average the correlations are high, approximately 0.87. By technology, they range from 0.6 for freight railways to 0.97 for passenger aviation and cellphones.

3.4.1.5 Correlation with per capita income

Before using our model to conduct a development accounting exercise, it is revealing to explore the correlation between per capita income and the intensive margin of adoption for each technology. Table 3.7 reports these statistics for both the homothetic and non-homothetic estimates. The correlations are sizable. In the homothetic case the average correlation across technologies is 67% and in the non-homothetic case it is 64%. We find some variation across technologies. The correlation of the intensive margin with per capita income seems to be lower for the earlier technologies, especially for ships and railways. Contrary to the perception that information technologies may be closing the technological divide between rich and poor countries, we find that the intensive margin of these technologies (i.e. PCs, cellphones, Internet) present quite high correlations with per capita income.

Table 3.7 also reports the correlation between the adoption lags and per capita income.
As shown by Comin and Hobijn (2010) for the homothetic case, the correlation is also fairly high, approximately -46%. In the last column, we show that there is also a significant correlation between the adoption lags in the non-homothetic case and per capita income though slightly lower than in the homothetic case (-30%).

3.4.2 Development accounting

Next, we investigate how the estimated differences in the intensive margin of adoption translate into cross-country differences in per capita income. To answer this question, we have to (i) aggregate the technology-level estimates of the intensive margin to an economy-wide measure of the intensive margin, and (ii) compute the effect of the aggregate intensive margin on per capita income. Both of these computations require the use of a model that maps individual technologies into aggregate productivity. We naturally draw from the equilibrium relationships of the model presented above.

Aggregate production, $Y$, can be expressed as

$$ Y = AK^aL^{1-a}, \quad \text{where} \quad K \equiv \int_{-\infty}^{t} K_\nu d\nu, \quad L \equiv \int_{-\infty}^{t} L_\nu d\nu. \quad (3.36) $$

Aggregate TFP, $A$, is given by

$$ A = \left[ \sum_{\tau \in \{0, n\}} (A_\tau)^{1-\mu} \right]^{\frac{1}{1-\mu}} = \left( \frac{\mu - 1}{\gamma} \right)^{\frac{1}{\mu-1}} N^{\mu'-1} Z_\nu^{\gamma(t-D-\nu)}. \quad (3.37) $$

Aggregate TFP depends on the adoption lag, $D$, the number of producers that adopt each technology vintage, $N$, and the normalized level of productivity, $Z_\nu$. The adoption lag affects aggregate TFP because a higher $D$ reduces the productivity embodied in the best technology vintage available for production. The number of adopters per vintage, $N$, affects TFP because their outputs are imperfect substitutes and there are efficiency gains from a greater variety of outputs.

Substituting (3.37) into (3.36) and noting that $\phi_R KR = aY$ yields the following expression for labor productivity:

$$ \frac{Y}{L} = A^{\frac{1-a}{a}} \left( \frac{K}{Y} \right)^{\frac{a}{1-a}} = \left[ \left( \frac{\mu - 1}{\gamma} \right)^{\frac{1}{\mu-1}} N^{\mu'-1} Z_\nu^{\gamma(t-D-\nu)} \right]^{\frac{1}{1-a}} \left( \frac{a}{\phi_R R} \right)^{\frac{1-a}{a}}. \quad (3.38) $$

Taking logs, we obtain:

$$ y - l = \varepsilon + \frac{1}{1-\alpha} \left[ (\mu' - 1)n + z_\nu - a(t + \ln \phi_R - \ln (a)) \right] + \frac{\gamma(t - D - \nu)}{1-\alpha}. $$
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where \( \tilde{\epsilon} \) is a constant. The term in squared brackets is equal to the economy-wide intensive margin of adoption. Subtracting the same expression for the U.S. yields

\[
(y_j - l_j) - (y_{US} - l_{US}) = \frac{1}{1 - \alpha} \Delta_j - \frac{\gamma \ast (D_{US} - D_j)}{1 - \alpha}
\]

(3.39)

where \((y_j - l_j), \tilde{D}_j\) and \(\Delta_j\) denote, respectively, log-labor productivity, the adoption lag and the intensive margin in country \(j\) relative to the U.S.\(^{29}\)

Using expression (3.39), we can decompose the cross-country variance of labor productivity as

\[
1 = \frac{1}{1 - \alpha} \frac{\text{cov}[(\Delta_j, (y_j - l_j))]}{\text{var}[(y_j - l_j)]} - \frac{\gamma \ast \text{cov}[(\tilde{D}_j, (y_j - l_j))]}{1 - \alpha} \frac{1}{\text{var}[(y_j - l_j)]}
\]

(3.40)

where \(\text{var}[X]\) denotes the variance of \(X\), and \(\text{cov}[X, Y]\) denotes the covariance between \(X\) and \(Y\). The first term is the share of the cross-country variance in per-capita income accounted for the intensive margin, while the second term is the share of income differences accounted for the extensive margin.\(^{30}\) Under our model, together these two terms should account for 100% of the cross-country differences in productivity.

To implement the decomposition, we need to compute the aggregate intensive margin, \(\Delta_j\). To this end, we assume that the intensive margins we have estimated using our sample of technologies are representative of the average intensive margin of adoption across all the technologies used in production. Under this assumption, the aggregate intensive margin in country \(j\) is equal to the average intensive margin in the country across the technologies in our sample.\(^{31}\)

Figure 3-2 plots the first term in equation (3.39) against log per capita income in 2000 from the Penn World Tables 6.2.\(^{32}\) The thicker dashed line corresponds to the regression line, while the light grey line is the 45\(^{\circ}\)-line. The slope of the regression line is equal to the contribution of the intensive margin in (3.40). We find that the slope of the regression line is 0.44.\(^{33}\) This implies that the intensive margin of technology adoption accounts for 44% of

\(^{29}\)Formally, \((y_j - l_j) \equiv (y_j - l_j) - (y_{US} - l_{US})\) and \(\tilde{D}_j \equiv (D_j - D_{US})\).

\(^{30}\)This variance decomposition follows the decomposition in Klenow and Rodriguez-Clare (1997) and splits the co-variance between the intensive and extensive margins evenly between the two terms.

\(^{31}\)Formally,

\[
\Delta_j \approx \frac{\sum_{\mu=1}^{S_j} \Delta_{j\mu}}{S_j}
\]

where \(S_j\) is the total number of technologies for which we have precise and plausible estimates in country \(j\).

\(^{32}\)Similar results obtain with data from Maddison.

\(^{33}\)The correlation between the two sides is 0.51.
the log per capita GDP differentials observed in the data.

Note that there is an heteroskedastic pattern, as poor countries have more variance in the measure of the intensive margin. This may be explained by the fact that we have fewer observations for poor countries than rich countries, and as a result, our measure of the average intensive margin is more noisy in poor countries.

Finally, we perform a development accounting exercise analogous to the one discussed above for the estimates obtained using a non-homothetic production function. The presence of non-homotheticities prevents the existence of a simple aggregate production function such as we have in our baseline model. To conduct this exercise, we assume, as a first pass, that the aggregate production function does not differ much from the one obtained in the homothetic case. Since our goal is to evaluate the robustness of our findings to alternative identification schemes in the estimation of the intensive margin of technology, it is desirable to use the same production function to draw the aggregate implications of the technology-specific estimates. It turns out that the development accounting exercise for the non-homothetic estimates of the intensive margin yields very similar results to the baseline exercise, as it can be seen in Figure 3-3. The correlation between the intensive margin and income per capita is 0.67, and the coefficient on the regression is 0.52.

To sum up, this section suggests that differences in the intensive margin of adoption account for over 40% of cross-country per capita income differences. The observation that a substantial share of income differences are either caused or amplified by the intensive margin of adoption is robust to the two identification strategies we have followed to deal with the endogeneity of aggregate demand to technology.

3.5 Conclusion

In this paper we have built and estimated a model of technology diffusion and growth. Our model predicts that the diffusion path of individual technologies is determined by the lag with which their different vintages are introduced in the country, the level of aggregate demand and the intensive margin of adoption. Using these predictions and exploiting the panel structure of our data set, we have identified the intensive and extensive margins of adoption for over 800 technology-country pairs that correspond to the diffusion of up to 15 major technologies in 166 countries. The estimates are robust to different strategies used to estimate the elasticity of technology with respect to aggregate demand.

An analysis of the estimates yields significant findings. There is a large cross-country dispersion in the intensive margin, though the dispersion varies significantly across technologies. The cross-country dispersion in adoption lags has declined very significantly over the last two centuries, while we find no such convergence pattern in the intensive margin.

In addition to describing accurately the diffusion patterns of individual technologies, our
model yields a representation of aggregate productivity that allows us to relate income levels to the intensive and extensive margins of technology adoption. We find that approximately 45% of the cross-country variation in per capita income can be attributed to differences in the intensive margin. Comin and Hobijn (2010) reported that differences in the extensive margin account for at least 25% percent of the cross country variation in productivity. Taken together, these results imply that the role of technology is crucial to understanding per capita income differences. In particular, the empirical estimates suggest that 70% of the differences in cross-country income per capita can be explained by differences in technology adoption.

We anticipate that the findings of this paper will stimulate three lines of research. First, we would like to understand better the relative importance of the different drivers of the intensive margin. In particular, we would like to assess what is the role played by adoption costs, institutional constraints that affect the overall efficiency of the economy and distortions that affect the price of capital. Second, we plan to study the underpinnings of the variation in adoption costs which this paper abstracts from. Specifically, our findings beg the question of why adoption costs at both the extensive and intensive margin are so large in developing countries. Finally, the differences we have observed in both the intensive and extensive margins across technologies suggest that maybe the dynamics of technology adoption are important not only to understanding cross-country differences in productivity but to explaining the dynamics of growth over the last two centuries. In particular, we intend to explore whether the dynamics of adoption uncovered in this paper can explain the Great Divergence and the lack of absolute convergence over the post-war period.
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3.6 Appendix: Data

The data that we use are taken from two sources. Real GDP and population data are taken from Maddison (2007). The data on the technology measure are from the Cross-Country Historical Adoption of Technology (CHAT) data set, first described in Comin, Hobijn, and Rovito (2006). The fifteen particular technology measures, organized by broad category, that we consider are:

1. **Steam and motor ships**: Gross tonnage (above a minimum weight) of steam and motor ships in use at midyear. *Invention year*: 1788; the year the first (U.S.) patent was issued for a steam boat design.

2. **Railways - Passengers**: Passenger journeys by railway in passenger-KM. *Invention year*: 1825; the year of the first regularly schedule railroad service to carry both goods and passengers.

3. **Railways - Freight**: Metric tons of freight carried on railways (excluding livestock and passenger baggage). *Invention year*: 1825; same as passenger railways.

4. **Telegraph**: Number of telegrams sent. *Invention year*: 1835; year of invention of telegraph by Samuel Morse at New York University.

5. **Telephone**: Number of mainline telephone lines connecting a customer’s equipment to the public switched telephone network as of year end. *Invention year*: 1876; year of invention of telephone by Alexander Graham Bell.

6. **Electricity**: Gross output of electric energy (inclusive of electricity consumed in power stations) in KwHr. *Invention year*: 1882; first commercial power-station on Pearl Street in New York City.

7. **Cars**: Number of passenger cars (excluding tractors and similar vehicles) in use. *Invention year*: 1885; the year Gottlieb Daimler built the first vehicle powered by an internal combustion engine.

8. **Trucks**: Number of commercial vehicles, typically including buses and taxis (excluding tractors and similar vehicles), in use. *Invention year*: 1885; same as cars.

9. **Aviation - Passengers**: Civil aviation passenger-KM traveled on scheduled services by companies registered in the country concerned. *Invention year*: 1903; The year the Wright brothers managed the first successful flight.
10. **Aviation - Freight**: Civil aviation ton-KM of cargo carried on scheduled services by companies registered in the country concerned. *Invention year*: 1903; same as aviation - passengers.

11. **Blast Oxygen Steel**: Crude steel production (in metric tons) in blast oxygen furnaces (a process that replaced Bessemer and OHF processes). *Invention year*: 1950; invention of Blast Oxygen Furnace.

12. **Cellphones**: Number of users of portable cell phones. *Invention year*: 1973; first call from a portable cellphone.

13. **Personal computers**: Number of self-contained computers designed for use by one person. *Invention year*: 1973; first computer based on a microprocessor.

14. **MRIs**: Number of magnetic resonance imaging (MRI) units in place. *Invention year*: 1977; first MRI-scanner built.

15. **Internet users**: Number of people with access to the worldwide network. *Invention year*: 1983; introduction of TCP/IP protocol.

### 3.7 Appendix: Equilibrium and diffusion of the new technology

Let $\Gamma_t$ denote the total adoption costs at instant $t$. Then

$$
\Gamma_t = \Psi (1 + b_t) \left( \frac{\gamma}{\mu - 1} \right) e^{-\frac{\mu_t}{\mu - 1} \gamma D} \left( \frac{Z_0 e^{\gamma t}}{A_t} \right)^{\frac{1}{\mu - 1}} Y_t (1 - \hat{D})
$$

$$
+ \Psi (1 + b_t) (Z_0 A_t e^{\gamma t})^{-\frac{1}{\mu - 1}} Y_t \int_{-\infty}^{\eta_t} Z_v^{\frac{1}{\mu - 1}} N_v(t) dv.
$$

where $\hat{D}$ denotes the time derivative of the adoption lags. Note that along the Balance Growth Path, the distribution over the vintages for which the measure of varieties adopted becomes degenerate around $\bar{v}_t$ and the aggregate costs become $\Gamma \bar{v}_t N_v$.

The equilibrium path of the aggregate resource allocation in this economy can be defined in terms of the following nine equilibrium variables \{C, K, I, \Gamma, Y, A, N, D, V\}. Just like in the standard neoclassical growth model, the capital stock, $K$, is the only state variable. The eight equations that determine the equilibrium dynamics of this economy are given by

(i) The consumption Euler equation.
(ii) The aggregate resource constraint\textsuperscript{34}

\[ Y = C + I + \Gamma. \]  
(3.42)

(iii) The capital accumulation equation

\[ \dot{K} = -\delta K + I. \]  
(3.43)

(iv) The production function, (3.11), taking into account that in equilibrium \( L = 1 \).

(v) The adoption cost functions (3.6) and (3.7).

(vi) The technology adoption equations, which determine the adoption lag (3.20) and the intensive margin of adoption (3.16).

(vi) The stock market to GDP ratio, (3.14).\textsuperscript{35}

(vii) The aggregate TFP level, 3.12.

3.8 Tables and Figures

\textsuperscript{34}We assume that adoption costs are measured as part of final demand, such that \( Y \) can be interpreted as GDP.

\textsuperscript{35}The dynamics of \( \Upsilon_f \) and \( \Upsilon_i \) are what are considered in the system of equilibrium equations. For example, the law of motion of for \( \Upsilon_f \) is (omitting superscripts and subscripts) \( \Upsilon_f = \left\{ a \frac{L-1}{e} Y - \delta + \frac{1}{p-1} A - \frac{\dot{Y}}{Y} \right\} - \frac{\dot{\Upsilon}}{Y} \).
### Table 3.1: Estimated Log-Differences in Intensive Margins

<table>
<thead>
<tr>
<th>Technology</th>
<th>Invention year</th>
<th>Number of Countries</th>
<th>Plausible and Precise</th>
<th>Log Intensive Margin ($\Delta_i$)</th>
<th>sd lag</th>
<th>sd $\bar{y}$</th>
<th>sd $\bar{y}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ships</td>
<td>1788</td>
<td>61</td>
<td>50</td>
<td>Mean: 0.45 sd: 0.85 p10: -0.50 p50: 0.35 p90: 1.65 IQR: 0.95</td>
<td>51.55</td>
<td>0.69</td>
<td>1.23</td>
</tr>
<tr>
<td>Rail Passengers</td>
<td>1825</td>
<td>88</td>
<td>62</td>
<td>Mean: 0.19 sd: 0.33 p10: -0.28 p50: 0.19 p90: 0.65 IQR: 0.38</td>
<td>32.79</td>
<td>0.83</td>
<td>0.40</td>
</tr>
<tr>
<td>Rail Freight</td>
<td>1825</td>
<td>83</td>
<td>42</td>
<td>Mean: -0.47 sd: 0.35 p10: -0.83 p50: -0.53 p90: 0.03 IQR: 0.49</td>
<td>26.30</td>
<td>0.70</td>
<td>0.50</td>
</tr>
<tr>
<td>Telegraph</td>
<td>1835</td>
<td>69</td>
<td>46</td>
<td>Mean: -0.47 sd: 0.50 p10: -1.18 p50: -0.42 p90: 0.14 IQR: 0.53</td>
<td>32.16</td>
<td>0.61</td>
<td>0.82</td>
</tr>
<tr>
<td>Telephone</td>
<td>1876</td>
<td>143</td>
<td>66</td>
<td>Mean: -0.78 sd: 0.69 p10: -1.71 p50: -0.67 p90: 0.05 IQR: 0.90</td>
<td>32.09</td>
<td>0.78</td>
<td>0.89</td>
</tr>
<tr>
<td>Electricity</td>
<td>1882</td>
<td>138</td>
<td>97</td>
<td>Mean: -0.40 sd: 0.35 p10: -0.92 p50: -0.38 p90: 0.01 IQR: 0.48</td>
<td>19.62</td>
<td>0.87</td>
<td>0.40</td>
</tr>
<tr>
<td>Trucks</td>
<td>1885</td>
<td>111</td>
<td>57</td>
<td>Mean: -1.16 sd: 0.69 p10: -2.18 p50: -1.05 p90: -0.28 IQR: 0.88</td>
<td>19.48</td>
<td>0.64</td>
<td>1.07</td>
</tr>
<tr>
<td>Cars</td>
<td>1885</td>
<td>127</td>
<td>73</td>
<td>Mean: -1.22 sd: 0.84 p10: -2.31 p50: -1.13 p90: -0.21 IQR: 1.15</td>
<td>19.09</td>
<td>0.78</td>
<td>1.07</td>
</tr>
<tr>
<td>Aviation Freight</td>
<td>1903</td>
<td>96</td>
<td>30</td>
<td>Mean: -0.57 sd: 0.83 p10: -1.86 p50: -0.37 p90: 0.22 IQR: 0.72</td>
<td>13.99</td>
<td>0.57</td>
<td>1.46</td>
</tr>
<tr>
<td>Aviation Passengers</td>
<td>1903</td>
<td>99</td>
<td>51</td>
<td>Mean: -0.84 sd: 0.63 p10: -1.60 p50: -0.77 p90: -0.08 IQR: 0.72</td>
<td>12.30</td>
<td>0.60</td>
<td>1.05</td>
</tr>
<tr>
<td>Blast Oxygen Furnaces</td>
<td>1950</td>
<td>50</td>
<td>39</td>
<td>Mean: -0.79 sd: 0.89 p10: -2.25 p50: -0.36 p90: 0.02 IQR: 1.13</td>
<td>7.70</td>
<td>0.52</td>
<td>1.72</td>
</tr>
<tr>
<td>PCs</td>
<td>1973</td>
<td>71</td>
<td>68</td>
<td>Mean: -0.63 sd: 0.79 p10: -1.81 p50: -0.41 p90: 0.24 IQR: 1.02</td>
<td>2.70</td>
<td>0.67</td>
<td>1.18</td>
</tr>
<tr>
<td>Cellphones</td>
<td>1973</td>
<td>87</td>
<td>85</td>
<td>Mean: -1.50 sd: 1.11 p10: -3.18 p50: -1.30 p90: -0.23 IQR: 1.92</td>
<td>3.95</td>
<td>0.70</td>
<td>1.59</td>
</tr>
<tr>
<td>MRI</td>
<td>1977</td>
<td>12</td>
<td>12</td>
<td>Mean: -0.44 sd: 0.35 p10: -0.87 p50: -0.40 p90: -0.01 IQR: 0.56</td>
<td>2.30</td>
<td>0.26</td>
<td>1.36</td>
</tr>
<tr>
<td>Internet</td>
<td>1983</td>
<td>59</td>
<td>59</td>
<td>Mean: -1.00 sd: 0.76 p10: -1.99 p50: -0.89 p90: -0.18 IQR: 1.10</td>
<td>2.19</td>
<td>0.58</td>
<td>1.31</td>
</tr>
<tr>
<td>Total</td>
<td>1294</td>
<td>837</td>
<td>837</td>
<td>Mean: -0.69 sd: 0.88 p10: -1.90 p50: -0.52 p90: 0.19 IQR: 1.00</td>
<td>38.41</td>
<td>0.73</td>
<td>1.20</td>
</tr>
</tbody>
</table>

Note: Plausible and Precise estimates are defined as having an adoption year greater than 10 years before our invention date (this allows for some inference error) and a standard error for the adoption year smaller than $\sqrt{2003 - \tau}$. $sd$ stands for Standard Deviation, $pX$ denotes the percentile $X$ (e.g., $p50$ is the median), IQR is defined as the difference between 75th percentile and 25th percentile and $sd \bar{y}$ is $(1 - a)$ times the standard deviation of log of income per capita in 2000. The last line (Total) reports the sum of observations for columns 3 and 4 and the unweighted mean for the technology measures with columns 5 to 13.
Table 3.2: Evolution of the Distribution of the Intensive and Extensive Margin

<table>
<thead>
<tr>
<th></th>
<th>100*Log-Intensive Margin</th>
<th>Adoption Lag</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Homothetic</td>
<td>Non-Homothetic</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.50</td>
<td>-0.21</td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>Std.Dev.</td>
<td>0.14</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.07)</td>
</tr>
<tr>
<td>IQR</td>
<td>0.32</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0.18)</td>
<td>(0.11)</td>
</tr>
</tbody>
</table>

Note: Robust standard errors are shown in parenthesis. Mean refers to the average of the intensive or extensive margin. The Homothetic column refers to the baseline model, while the Non-homothetic refers to the estimation with a non-homothetic production function. Std. Dev. refers to the Standard Deviation and IQR, to the Interquartile Range (difference between the 75th and 25th percentiles). All these technology measures are regressed on the year of invention of the technology.
Table 3.3: Comparison of Intensive Margin Estimates up to 1939 versus Whole Sample

<table>
<thead>
<tr>
<th>Technology</th>
<th>Adoption Year</th>
<th>Number of Countries</th>
<th>Mean 1939</th>
<th>Mean 1939</th>
<th>Std.Dev. 1939</th>
<th>Std.Dev. 1939</th>
<th>IQR 1939</th>
<th>IQR 1939</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ships</td>
<td>1788</td>
<td>12</td>
<td>0.06</td>
<td>-0.11</td>
<td>0.38</td>
<td>0.63</td>
<td>0.39</td>
<td>0.67</td>
</tr>
<tr>
<td>Rail Freight</td>
<td>1825</td>
<td>12</td>
<td>-0.49</td>
<td>-0.57</td>
<td>0.25</td>
<td>0.31</td>
<td>0.32</td>
<td>0.45</td>
</tr>
<tr>
<td>Rail Passengers</td>
<td>1825</td>
<td>17</td>
<td>0.14</td>
<td>0.24</td>
<td>0.16</td>
<td>0.19</td>
<td>0.17</td>
<td>0.23</td>
</tr>
<tr>
<td>Telegraph</td>
<td>1835</td>
<td>20</td>
<td>-0.13</td>
<td>-0.54</td>
<td>0.29</td>
<td>0.54</td>
<td>0.37</td>
<td>0.62</td>
</tr>
<tr>
<td>Telephone</td>
<td>1876</td>
<td>9</td>
<td>-0.38</td>
<td>-0.35</td>
<td>0.28</td>
<td>0.28</td>
<td>0.31</td>
<td>0.35</td>
</tr>
<tr>
<td>Electricity</td>
<td>1882</td>
<td>18</td>
<td>-0.24</td>
<td>-0.20</td>
<td>0.23</td>
<td>0.18</td>
<td>0.38</td>
<td>0.26</td>
</tr>
<tr>
<td>Cars</td>
<td>1885</td>
<td>11</td>
<td>-0.99</td>
<td>-0.75</td>
<td>0.56</td>
<td>0.48</td>
<td>0.63</td>
<td>0.60</td>
</tr>
<tr>
<td>Trucks</td>
<td>1885</td>
<td>10</td>
<td>-0.96</td>
<td>-1.01</td>
<td>0.63</td>
<td>0.73</td>
<td>1.00</td>
<td>1.02</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>-0.31</td>
<td>-0.37</td>
<td>0.51</td>
<td>0.56</td>
<td>0.59</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Note: Number of countries is the number of countries for which we have plausible and precise estimates using data up to 1939. Mean 1939 refers to the mean intensive margin of a technology obtained using data up to 1939. Mean refers to the mean intensive margin of a technology obtained using data for the whole sample (up to 2003). An analogous notation is used for the standard deviation (Std. Dev.) and the interquartile range (IQR).
Table 3.4: Analysis of variance

<table>
<thead>
<tr>
<th>Model</th>
<th>Country effect</th>
<th>Technology effect</th>
<th>Residual effect</th>
<th>Total SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country effect alone</td>
<td>44%</td>
<td>44%</td>
<td>56%</td>
<td>100%</td>
</tr>
<tr>
<td>Technology effect</td>
<td>34%</td>
<td>34%</td>
<td>66%</td>
<td>100%</td>
</tr>
<tr>
<td>Joint effect</td>
<td>77%</td>
<td>43%</td>
<td>23%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Note: Decomposition of the intensive margin estimates. The percentages are obtained from the ratio of the sum of squares of the country or technology dummy over the total.
<table>
<thead>
<tr>
<th>Technology</th>
<th>Invention year</th>
<th>Number of Countries</th>
<th>Plausible and Precise</th>
<th>Adoption Lags Mean</th>
<th>Adoption Lags sd</th>
<th>Log-Int. Margin Mean</th>
<th>Log-Int. Margin sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ships</td>
<td>1788</td>
<td>61</td>
<td>31</td>
<td>101.61</td>
<td>59.72</td>
<td>0.5</td>
<td>0.82</td>
</tr>
<tr>
<td>Railways &amp; passengers</td>
<td>1825</td>
<td>88</td>
<td>58</td>
<td>82.28</td>
<td>26.30</td>
<td>0.38</td>
<td>0.41</td>
</tr>
<tr>
<td>Railways &amp; passengers</td>
<td>1825</td>
<td>83</td>
<td>40</td>
<td>61.78</td>
<td>31.51</td>
<td>0.09</td>
<td>0.43</td>
</tr>
<tr>
<td>Telegraph</td>
<td>1835</td>
<td>69</td>
<td>37</td>
<td>38.39</td>
<td>32.03</td>
<td>0.02</td>
<td>0.59</td>
</tr>
<tr>
<td>Telephone</td>
<td>1876</td>
<td>143</td>
<td>64</td>
<td>44.73</td>
<td>31.37</td>
<td>0.15</td>
<td>0.62</td>
</tr>
<tr>
<td>Electricity</td>
<td>1882</td>
<td>138</td>
<td>50</td>
<td>34.42</td>
<td>25.60</td>
<td>-0.03</td>
<td>0.63</td>
</tr>
<tr>
<td>Trucks</td>
<td>1885</td>
<td>111</td>
<td>53</td>
<td>32.97</td>
<td>19.53</td>
<td>-0.23</td>
<td>0.57</td>
</tr>
<tr>
<td>Cars</td>
<td>1885</td>
<td>127</td>
<td>70</td>
<td>36.05</td>
<td>22.05</td>
<td>-0.25</td>
<td>0.7</td>
</tr>
<tr>
<td>Aviation &amp; passengers</td>
<td>1903</td>
<td>96</td>
<td>36</td>
<td>37.58</td>
<td>14.89</td>
<td>-0.03</td>
<td>0.72</td>
</tr>
<tr>
<td>Aviation &amp; passengers</td>
<td>1903</td>
<td>99</td>
<td>53</td>
<td>27.98</td>
<td>13.95</td>
<td>-0.42</td>
<td>0.76</td>
</tr>
<tr>
<td>Blast Oxygen Furnaces</td>
<td>1950</td>
<td>50</td>
<td>41</td>
<td>15.63</td>
<td>6.68</td>
<td>0.03</td>
<td>0.5</td>
</tr>
<tr>
<td>PCs</td>
<td>1973</td>
<td>71</td>
<td>62</td>
<td>13.96</td>
<td>2.86</td>
<td>0.17</td>
<td>0.54</td>
</tr>
<tr>
<td>Cellphones</td>
<td>1973</td>
<td>87</td>
<td>75</td>
<td>13.44</td>
<td>3.85</td>
<td>-0.44</td>
<td>0.76</td>
</tr>
<tr>
<td>MRIs</td>
<td>1977</td>
<td>12</td>
<td>12</td>
<td>3.02</td>
<td>2.38</td>
<td>-0.01</td>
<td>0.34</td>
</tr>
<tr>
<td>Internet</td>
<td>1983</td>
<td>59</td>
<td>56</td>
<td>7.39</td>
<td>2.09</td>
<td>-0.06</td>
<td>0.47</td>
</tr>
<tr>
<td>Total</td>
<td>1294</td>
<td>738</td>
<td>35.87</td>
<td>33.53</td>
<td>-0.04</td>
<td>0.66</td>
<td></td>
</tr>
</tbody>
</table>

Note: Plausible and Precise estimates are defined as having an adoption year greater than 10 years before our invention date (this allows for some inference error) and a standard error for the adoption year smaller than $\sqrt{2003 - \bar{t}}$. $sd$ stands for Standard Deviation. The last line (Total) reports the sum of observations for columns 3 and 4 and the unweighted mean of technology measures for columns 5 to 8.
Table 3.6: Correlation by Technology of Homothetic and Non-Homothetic Margins

<table>
<thead>
<tr>
<th>Technology</th>
<th>Observations</th>
<th>Correlation Intensive</th>
<th>Correlation Extensive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ships</td>
<td>30</td>
<td>0.88</td>
<td>0.96</td>
</tr>
<tr>
<td>Rail Passengers</td>
<td>55</td>
<td>0.82</td>
<td>0.93</td>
</tr>
<tr>
<td>Rail Freight</td>
<td>38</td>
<td>0.60</td>
<td>0.85</td>
</tr>
<tr>
<td>Telegraph</td>
<td>34</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>Telephone</td>
<td>59</td>
<td>0.89</td>
<td>0.96</td>
</tr>
<tr>
<td>Electricity</td>
<td>45</td>
<td>0.84</td>
<td>0.79</td>
</tr>
<tr>
<td>Trucks</td>
<td>51</td>
<td>0.86</td>
<td>0.88</td>
</tr>
<tr>
<td>Cars</td>
<td>63</td>
<td>0.89</td>
<td>0.86</td>
</tr>
<tr>
<td>Aviation Freight</td>
<td>29</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td>Aviation Passengers</td>
<td>51</td>
<td>0.97</td>
<td>0.90</td>
</tr>
<tr>
<td>Blast Oxygen Furnaces</td>
<td>38</td>
<td>0.93</td>
<td>0.96</td>
</tr>
<tr>
<td>PCs</td>
<td>60</td>
<td>0.84</td>
<td>0.82</td>
</tr>
<tr>
<td>Cellphones</td>
<td>75</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>MRI</td>
<td>12</td>
<td>0.80</td>
<td>0.98</td>
</tr>
<tr>
<td>Internet</td>
<td>56</td>
<td>0.90</td>
<td>0.98</td>
</tr>
<tr>
<td>Total</td>
<td>696</td>
<td>0.87</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Note: The last line (Total) reports the total sum of observations in the second column and the unweighted average of technology correlations for columns 3 and 4.
Table 3.7: Correlation of Intensive and Extensive Margin with log income per capita in 2000

<table>
<thead>
<tr>
<th>Technology</th>
<th>Invention year</th>
<th>Obs.</th>
<th>Intensive Margin</th>
<th>Adoption Lag</th>
<th>Obs.</th>
<th>Intensive Margin</th>
<th>Adoption Lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ships</td>
<td>1788</td>
<td>50</td>
<td>0.38</td>
<td>-0.48</td>
<td>31</td>
<td>0.52</td>
<td>-0.47</td>
</tr>
<tr>
<td>Rail Passengers</td>
<td>1825</td>
<td>62</td>
<td>0.38</td>
<td>-0.62</td>
<td>58</td>
<td>0.33</td>
<td>-0.49</td>
</tr>
<tr>
<td>Rail Freight</td>
<td>1825</td>
<td>42</td>
<td>0.16</td>
<td>-0.67</td>
<td>40</td>
<td>0.46</td>
<td>-0.30</td>
</tr>
<tr>
<td>Telegraph</td>
<td>1835</td>
<td>46</td>
<td>0.46</td>
<td>-0.49</td>
<td>37</td>
<td>0.49</td>
<td>-0.28</td>
</tr>
<tr>
<td>Telephone</td>
<td>1876</td>
<td>66</td>
<td>0.79</td>
<td>-0.49</td>
<td>64</td>
<td>0.53</td>
<td>-0.37</td>
</tr>
<tr>
<td>Electricity</td>
<td>1882</td>
<td>97</td>
<td>0.76</td>
<td>-0.57</td>
<td>50</td>
<td>0.68</td>
<td>-0.27</td>
</tr>
<tr>
<td>Trucks</td>
<td>1885</td>
<td>57</td>
<td>0.53</td>
<td>-0.35</td>
<td>53</td>
<td>0.49</td>
<td>-0.20</td>
</tr>
<tr>
<td>Cars</td>
<td>1885</td>
<td>73</td>
<td>0.51</td>
<td>-0.31</td>
<td>70</td>
<td>0.63</td>
<td>0.01</td>
</tr>
<tr>
<td>Aviation Freight</td>
<td>1903</td>
<td>30</td>
<td>0.85</td>
<td>-0.09</td>
<td>36</td>
<td>0.78</td>
<td>0.20</td>
</tr>
<tr>
<td>Aviation Passengers</td>
<td>1903</td>
<td>51</td>
<td>0.80</td>
<td>-0.13</td>
<td>53</td>
<td>0.79</td>
<td>0.23</td>
</tr>
<tr>
<td>Blast Oxygen Furnaces</td>
<td>1950</td>
<td>39</td>
<td>0.90</td>
<td>-0.33</td>
<td>41</td>
<td>0.80</td>
<td>-0.35</td>
</tr>
<tr>
<td>PCs</td>
<td>1973</td>
<td>68</td>
<td>0.69</td>
<td>-0.31</td>
<td>62</td>
<td>0.66</td>
<td>-0.40</td>
</tr>
<tr>
<td>Cellphones</td>
<td>1973</td>
<td>85</td>
<td>0.92</td>
<td>-0.57</td>
<td>75</td>
<td>0.88</td>
<td>-0.51</td>
</tr>
<tr>
<td>MRI</td>
<td>1977</td>
<td>12</td>
<td>0.79</td>
<td>-0.39</td>
<td>12</td>
<td>0.61</td>
<td>-0.44</td>
</tr>
<tr>
<td>Internet</td>
<td>1983</td>
<td>59</td>
<td>0.95</td>
<td>-0.75</td>
<td>56</td>
<td>0.84</td>
<td>-0.82</td>
</tr>
<tr>
<td>Total</td>
<td>837</td>
<td>0.67</td>
<td>-0.46</td>
<td>738</td>
<td>0.64</td>
<td>-0.30</td>
<td></td>
</tr>
</tbody>
</table>

Note: The Homothetic columns refer to the baseline model, while the Non-homothetic refer to the estimation using a non-homothetic production function. The last line (Total) reports the total sum of observations in the third and sixth columns and the unweighted average of the correlations for columns 4, 5, 7 and 8.
Telephone Adoption

Log telephone usage minus log country income

Figure 3-1: Differences in telephone adoption subtracting own country income for four different countries.
Figure 3-2: Intensive Margin component of TFP and differences in income per capita. The slope of the dashed line is .44.
Figure 3-3: Intensive Margin component of TFP and differences in income per capita with non homotheticities. The slope of the dashed line is .52.