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#### Abstract

We study multi-category classification in the framework of computational learning theory. We show how a relaxation approach, which is commonly used in binary classification, can be generalized to the multi-class setting. We propose a vector coding, namely the simplex coding, that allows to introduce a new notion of multi-class margin and cast multi-category classification into a vector valued regression problem. The analysis of the relaxation error be quantified and the binary case is recovered as a special case of our theory. From a computational point of view we can show that using the simplex coding we can design regularized learning algorithms for multi-category classification that can be trained at a complexity which is independent to the number of classes.


1. Problem Setting. We consider an input space $\mathcal{X} \subset \mathbb{R}^{d}$, and output space $\mathcal{Y}=\{1, \ldots, T\}$. Given a probability distribution $\rho$ on $\mathcal{X} \times \mathcal{Y}$ we let $\rho_{\mathcal{X}}$ be the marginal probability on $\mathcal{X}$ and $\rho_{j}(x)=\rho(j \mid x)$ the conditional distribution of class $j$ given $x$, for each $j=1, \ldots, T$ and $x \in \mathcal{X}$. A training set is a sequence $\left(x_{i}, y_{i}\right)_{i=1}^{n}$ sampled i.i.d. with respect to $\rho$. A classification rule is a map $c: \mathcal{X} \rightarrow \mathcal{Y}$ and its properties can be measured via the misclassification error (or misclassification risk),

$$
R(c)=\mathbb{P}(c(x) \neq y)
$$

which is minimized, by the Bayes rule $b_{\rho}(x)=\arg \max _{j=\{1, \ldots, T\}} \rho_{j}(x)$. This risk functional cannot be directly minimized for two reasons: 1) the true probability distribution is unknown, 2) it requires optimizing a non convex functional over a set of discrete valued functions, in fact the risk can be written as $R(c)=\int \Theta(y c(x)) d \rho(x, y)$ where $\Theta(x)=1$ if $x<0$ and 0 otherwise. While we can tackle the first issue looking at the empirical error on the datarather than the risk, in this work we consider the second issue.

The typical approach in binary classification, i.e. $T=2$, is based on the following steps. First real valued functions are considered in place of binary valued ones so that a classification rule is defined defined by the sign of a function. Second, the margin of a function is defined to be the quantity $m=y f(x)$ and $\Theta(m)$ is replaced by a margin loss function $V(m)$ where $V$ is a non-negative and convex. This relaxation approach introduces an error which can be quantified. In fact, if we define $\mathcal{E}(f)=\int V(y f(x)) d \rho(x, y)$, and let $f_{\rho}$ be its minimizer, it is possible to prove [2] that if $V$ is decreasing in a neighborhood of 0 , and differentiable in 0 , then $b_{\rho}(x)=\operatorname{sign}\left(f_{\rho}\right)(x)$, namely the loss is classification calibrated. Moreover, for any measurable function $f: \mathcal{X} \longmapsto \mathbb{R}$ and probability distribution $\rho$ we can derive a so called comparison theorem, that is, there exits a function $\psi_{V}:[0,1] \mapsto[0, \infty)$

$$
\psi_{V}\left(R(\operatorname{sign}(f))-R\left(\operatorname{sign}\left(f_{\rho}\right)\right)\right) \leq \mathcal{E}(f)-\mathcal{E}\left(f_{\rho}\right)
$$

For example for the the square loss $V(m)=(1-m)^{2}$ we have $\psi_{V}(t)=t^{2}$ and for the hinge loss $V(m)=|1-m|_{+}$ we have $\psi_{V}(t)=t$. In this note we discuss how the above approach can be extended to $T \geq 2$.
1.1. Simplex Coding and Relaxation Error. The following definition is at the core of our approach.

DEFINITION 1.1. The simplex coding is a map $C:\{1, \ldots, T\} \rightarrow \mathbb{R}^{T-1}$ such that for $i=1, \ldots, T, C(i)=a_{i}$, where the code vectors $\mathcal{A}=\left\{a_{1}, \ldots, a_{T}\right\} \subset \mathbb{R}^{T-1}$ satisfy

$$
\left\|a_{i}\right\|^{2}=1, \quad \forall i=1, \ldots, T, \quad\left\langle a_{i}, a_{j}\right\rangle=-\frac{1}{T-1}, \quad \forall i, j=1, \ldots, T, \quad i \neq j
$$

and $\sum_{i=1}^{T} a_{i}=0$. The corresponding decoding is the map $D: \mathbb{R}^{T-1} \rightarrow\{1, \ldots, T\} D(\alpha)=\arg \max _{i=1, \ldots, T}\left\langle\alpha, a_{i}\right\rangle$, $\forall \alpha \in \mathbb{R}^{T-1}$.

The simplex coding corresponds to the $T$ most separated vectors on the hypersphere $\mathbb{S}^{T-2}$ in $\mathbb{R}^{T-1}$, which are the vertices of the simplex. For binary classification it reduces to the $\pm 1$ coding. The decoding map has a natural geometric interpretation: an input point is mapped to a vector $f(x)$ by a vector regressor and hence assigned to
the class having closer code vector. The projection $\left\langle f(x), a_{j}\right\rangle$ is precisely the multi-class extension of the notion of margin that we discussed in binary classification and allows to extend the relaxation approach. Using the simplex coding the misclassification risk can be written as

$$
R(D(f))=\int \Theta(\langle f(x), a\rangle) d \rho(a, x)=\sum_{j=1}^{T} \int \Theta\left(\left\langle f(x), a_{j}\right\rangle\right) \rho_{j}(x) d \rho_{\mathcal{X}}(x)
$$

where $\langle\cdot, \cdot\rangle$ is the scalar product in $\mathbb{R}^{T-1}$. Then, we can simply consider any margin loss, e.g. hinge or logistic loss, and can replace the misclassification risk by the expected risk $\mathcal{E}(f)=\int V(\langle f(x), y\rangle) d \rho(x, y)$. Note that the square loss can be seen as margin loss if $f$ is on the sphere.
1.2. Relaxation error analysis. As in the binary case, it is natural to ask what is the error we incur into by considering a convex relaxation of the classification problem. Interestingly, the results in the binary case can be now extended to the multiclass setting. In fact, also in this case if $V$ is decreasing in a neighborhood of 0 , and differentiable in 0 , then $b_{\rho}(x)=D\left(f_{\rho}\right)(x)$, where the sign is replaced by the decoding map. Comparison theorems can also be proved. For example, for the the square loss $V(m)=(1-m)^{2}$ we have $\psi_{V}(t)=t^{2} /(T-1)^{2}$ and for the hinge loss $V(m)=|1-m|_{+}$we have $\psi_{V}(t)=t /(T-1)$, where we see the price to pass from $T=2$ to $T \geq 2$. While we omit further details we mention here that a notion of (multi) classification noise related to the one used in binary classification [2] can also be defined, which allows to improve the above results. Compared to previous works $[7,8]$ we see that the simplex coding allows to avoid any further constraint to the function class.
1.3. Computing the simplex coding. The simplex coding can be easily implemented and can induce regularized learning methods for multi-category classification that can be trained at the same computational complexity of a binary classification problem, hence independently to the number of classes.

We start discussing a simple algorithm for the generation of the simplex coding. We use a recursive projection of simpleces, by observing that the simplex in $\mathbb{R}^{T-1}$, can be obtained projecting the simplex in $\mathbb{R}^{T}$ on the hyperplane orthogonal to the element $(1, \ldots, 0)$ of the canonical basis in $\mathbb{R}^{T}$. Let $C[T-1]$ be the simplex code associated to $T$ classes, $C[T-1]$ is a matrix of dimension $T \times(T-1)$. We have the following recursion, where at each step we add a dimension, and backproject:

$$
\begin{gather*}
C[T]=\left(\begin{array}{cc}
1 & u \\
v & C[T-1] \times \sqrt{1-\frac{1}{T^{2}}}
\end{array}\right)  \tag{1.1}\\
C[1]=[1 ;-1]
\end{gather*}
$$

Where $u$ is row vector of dimension $T, u=\left(-\frac{1}{T} \cdots-\frac{1}{T}\right)$, and $v$ a column vector of dimension $T, v=(0, \ldots, 0)$.
Kernels and Regularization Algorithms.. Next we need to recall some basic concepts in the theory of reproducing kernel Hilbert spaces (RKHS) of vector valued functions. The definition of RKHS for vector valued functions parallels the one in the scalar [1], with the main difference that the reproducing kernel is now matrix valued see [3] and references therein. A reproducing kernel is a symmetric function $\Gamma: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}^{D \times D}$, such that for any $x, x^{\prime} \in \mathcal{X} \Gamma\left(x, x^{\prime}\right)$ is a positive semi-definite matrix. A vector valued RKHS is a Hilbert space $\mathcal{H}$ of functions $f: \mathcal{X} \rightarrow \mathbb{R}^{D}$, such that for very $c \in \mathbb{R}^{D}$, and $x \in \mathcal{X}, \Gamma(x, \cdot) c$ belongs to $\mathcal{H}$ and moreover $\Gamma$ has the reproducing property $\langle f, \Gamma(\cdot, x) c\rangle_{\mathcal{H}}=\langle f(x), c\rangle$, where $\langle\cdot, \cdot\rangle_{\mathcal{H}}$ is the inner product in $\mathcal{H}$. The choice of the kernel corresponds to the choice of the representation (parameterization) for the functions of interest. In fact it can be shown that any function in a RKHS with kernel $\Gamma$, is in the completion of the span of $\Gamma\left(x_{i}, \cdot\right)$ with $c_{j} \in \mathbb{R}^{D}$. Given the reproducing property, the norm of $f$ can be written as $\|f\|_{\mathcal{H}}^{2}=\sum_{i, j=1}^{\infty}\left\langle c_{j}, \Gamma\left(x_{i}, x_{j}\right) c_{j}\right\rangle$. Note that for $D=1$ we recover the classic theory of scalar valued RKHS. In the following we restrict our attention to kernels of the form $\Gamma\left(x, x^{\prime}\right)=k\left(x, x^{\prime}\right) A, \quad A=I$, where $k$ is a scalar reproducing kernel. As we discuss elsewhere [6] the choice of $A$ corresponds to a prior belief that different components can be related. In fact, if we let $f=\left(f_{1}, \ldots, f_{D}\right)$ it is possible to see that the entry $A_{t, t^{\prime}}$ defines the relation between $f_{t}$ and $f_{t^{\prime}}$. For the sake of simplicity we restrict ourselves to $A=I$, hence treating each component as independent. This case is directly comparable to the one-vs-all approach.

Next, we discuss the properties of different learning algorithms using the simplex coding. We use the following notation, $Y \in \mathbb{R}^{n \times(T-1)}, Y=\left(y_{1}, \ldots, y_{n}\right), y_{i} \in \mathcal{A}, i=1, \ldots, n ; K \in \mathbb{R}^{n \times n}, K_{i j}=k\left(x_{i}, x_{j}\right) ; C \in \mathbb{R}^{n \times(T-1)}, C=$ $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$. We consider algorithms defined by the minimization of a Tikhonov functional

$$
\mathcal{E}_{n}^{\lambda}(f)=\frac{1}{n} \sum_{i=1}^{n} V\left(\left\langle y_{i}, f\left(x_{i}\right)\right\rangle\right)+\frac{\lambda}{2}\|f\|_{\mathcal{H}}^{2},
$$

where in particular $V\left(\left\langle y_{i}, f\left(x_{i}\right)\right\rangle\right)$ will be either the square loss or a margin loss (in particular the SVM's hinge loss). It is well known [5] that the representer theorem [4] can be easily extended to a vector valued setting to show that minimizer of the above functional over $\mathcal{H}$ can be written as $f(x)=\sum_{j=1}^{n} k\left(x, x_{j}\right) c_{j}, \quad c_{j} \in \mathbb{R}^{T-1}$. The choice of different loss functions induce different strategy to compute $C$.

If we choose let the loss to be $\|y-f(x)\|^{2}$ it is easy to see that, $\left(K+\frac{\lambda}{2} n I\right) C=Y$. If we want to compute a solution for $N$ values of $\lambda$, by using SVD to perform the matrix inversion, we can still compute a regularized inverse in essentially $O\left(n^{3}\right)$ but the multiplication $\left(K+\frac{\lambda}{2} n I\right)^{-1} Y$ is going to be $O\left(n^{2} T N\right)$, which is linear in $T$. Note that this complexity is still much better than the one-vs-all approach that would give a $O\left(n^{3} T N\right)$. If we choose let the loss to be $|1-\langle y, f(x)\rangle|_{+}$, following standard reasonings from the binary case [9] to see that we have to solve the problem

$$
\max _{\alpha \in \mathbb{R}^{n}}\left\{\sum_{i=1}^{n} \alpha_{i}-\frac{1}{2} \alpha^{\top} Q \alpha\right\}, \quad 0 \leq \alpha_{i} \leq \frac{1}{n \lambda}, i=1, \ldots, n
$$

where $Q_{i j}=K\left(x_{i}, x_{j}\right) y_{i}^{T} y_{j}$ and $c_{k}=\alpha_{k} y_{k}$ where $\alpha_{k} \in \mathbb{R}$, for $k=1, \ldots, n$. Note that the optimization is now only over the $n$ dimensional vector $\alpha$ and $T$ appears only in the computation of the matrix $Q$. Training for fixed $C$ is hence independent of the number of classes and is essentially $O\left(n^{3}\right)$ in the worst case. If we are interested into $N$ different values of $\lambda$ we would get a complexity $O\left(n^{3} N\right)$. Note that more sophisticated strategy to compute the whole regularization path could be coupled with the use of simplex coding.
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