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Abstract

Shale is a common type of sedimentary rock formed by clay particles and silt inclusions, and, in

some cases, organic matter. Typically, shale formations serve as geological caps for hydrocarbon
reservoirs. More recently, various shale formations have been identified as prolific sources of
oil and natural gas and as host lithologies for the disposal of C02 and nuclear waste. Despite
its abundance, the characterization of shale rocks remains a challenging task due to their com-
plex chemistry, heterogeneous microstructure, and multiscale mechanical behaviors. This thesis
aims at establishing the link between the composition and mechanics of shale materials at grain
scales. A comprehensive experimental program forms the basis for the characterization of the
chemical composition and mechanical properties of shale at micrometer and sub-micrometer
length scales. The chemical assessment was conducted through a novel experimental design in-

volving grids of wave dispersive spectroscopy (WDS) spot analyses and statistical clustering of
the chemical data generated by the experiments. This so-called statistical grid WDS technique
was coupled with grid nanoindentation experiments as a means to assess the nanochemomechan-
ics of shale rocks. The similar microvolumes probed by both methods ensure a direct relation

between the local chemistry and mechanics response of shale materials. The results of this

investigation showed that the grid WDS technique provides quantitative means to determine

the chemistries of silt-size inclusions (mainly quartz and feldspars) and the clay matrix. The

mineralogy assessments obtained by grid WDS analysis were validated through comparisons

with results from X-ray image analysis and X-ray diffraction (XRD) experiments. The direct

coupling of the grid WDS and indentation techniques revealed that the porous clay phase, pre-

viously inferred from the mechanistic interpretation of indentation experiments, corresponds to

the response of clay minerals. The coupling technique also showed that clay minerals located
nearby silt inclusions exhibit enhanced mechanical properties due to a composite action sensed

by nanoindentation. The new understanding developed in this thesis provides valuable insight

into the chemomechanics of shale at nano and microscales. This coupled assessment represents

valuable information for the development of predictive models for shale materials which consider

the intricate links of composition, microstructure, and mechanical performance.
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Part I

General Presentation



Chapter 1

Introduction

1.1 Industrial Context and Research Motivation

Shale constitutes 75% of the sedimentary rocks in the earth's crust. It is composed of highly

consolidated clay particles, silt-size inclusions, and organic matter. Shale has progressively cap-

tured the attention of the geomechanics community. In conventional applications related to oil

exploration and exploitation, shale fornations serve as natural geological caps for hydrocarbon

reservoirs. More recently, several shale formations have been identified as prolific sources of

oil and natural gas and as lithologies for disposal of C02 and nuclear waste. The engineering

challenges associated with these applications such as horizontal drilling, enhanced recovery, and

sequestration schemes require pushing beyond the boundaries of the conventional understanding

of shale mechanics. In fact, industries such as oil and gas are actively moving towards adopting

new predictive engineering models that do not rely heavily on empirical formulations.

In moving beyond phenomenology, the progress in mechanical modeling of shale has been

closely associated with the implementation of the materials science approach. The paradigm in

materials science is to resolve the intricate links between material composition, microstructure,

and mechanical performance. Within this framework, the first generation of shale mechanical

models employed empirical correlations between composition and mechanical behavior, such

as bulk measurements of density or clay content against poromechanical data of stiffness and

strength. The next improvement in the mechanical modeling of shale was developing detailed

descriptions of microstructure. Over the past two decades, microstructural features such as



nanopores and particle shape and orientation of clays have been characterized through sev-

eral experimental techniques such as fluid porosimetry, scanning electron microscopy (SEM),

transmission electron microscopy (TEM), and synchrotron X-ray analysis. However, upscal-

ing models based on advanced definitions of microstructure have only been able to capture

qualitatively the anisotropic behavior of shale, whereas quantitative predictions of stiffness and

strength differ from macroscopic observations.

More recently, a novel approach was proposed by the MIT-OU GeoGenome Industry Con-

sortium to model the poromechanics of shale. The approach aimed at the identification of

fundamental material properties at nanoscales, which can be incorporated in upscaling micro-

mechanical models that predict macroscopic responses for a wide range of shale lithologies. The

nanomechanical information was derived from extensive material testing involving instrumented

indentation experiments, which resolve load-deformation behaviors with high resolutions. The

deployment of nanotechnologies resolved the in situ mechanical responses of the two main me-

chanical phases contributing to the nanomechanical signature of shale: the porous clay matrix

and the silt inclusions. Their experimental identification, in combination with micromechan-

ics modeling, revealed the sources of mechanical properties linked to intrinsic solid behaviors

(e.g. particle anisotropy, solid elasticity and strength) and microstructural effects (e.g. particle

geometry, fabric anisotropy). While the in situ assessments of these phases at grain-scales repre-

sented breakthroughs in the multiscale understanding of the mechanics of shale, the postulates

for their identification were grounded on mechanical arguments. The relations between their

mechanical responses and the corresponding local chemical compositions are missing. Shedding

light on the chemistry and mechanics of shale at nanoscales will fulfill the materials science

paradigm for this material, and therefore, enable the development of robust, physics-based

micromechanics models.

1.2 Problem Statement and Approach

This thesis aims at establishing the link between composition and material performance at

grain-scales for shale materials. The scientific challenge to be addressed in this work is:

What is the in situ chemo-mechanical signature of shale at nanometer length scales?



The research approach pursued in this study consists of determining the chemistry and

mechanics of shale directly through experimental means capable of handling the highly het-

erogeneous nature of this rock material. The nanomechanics of shale is determined by grid

nanoindentation, which represents an extension of instrumented indentation to the assessment

of heterogeneous composites (cementitious materials, bone, metal alloys). In an original devel-

opment and borrowing inspiration from the grid indentation technique, we develop a grid wave

dispersive spectroscopy (grid WDS) methodology to address the complex chemical composition

of shale. The extensive data sets of spot chemical analyses generated by this technique over

representative sample areas are interpreted using multivariate statistics to yield the most likely

chemical phases present in the shale sample. The grid WDS technique represents a stand-alone

methodology for characterizing the chemical composition of shale with sub-micrometer reso-

lutions. This methodology is then coupled with nanoindentation experiments performed over

particular sample locations to probe in situ the chemical and mechanical signature of shale.

1.3 Research Objectives

An experimental approach is proposed to address the scientific challenge of linking the chemistry

and mechanics of shale at nanometer length scales. The objectives of our chemo-mechanical

investigation are the following:

" Review the multiscale and compositionally diverse natures of shale materials. Understand-

ing the complex compositional make-up of shale from clay mineralogy and microstructural

descriptions provides the adequate background for designing and interpreting the grid

WDS experiments. The thorough literature review of shale mineralogy and microstruc-

ture yields information about the wide variety of chemical compositions and characteristic

length scales of individual clays present in shale.

" Develop the grid WDS technique for the chemical assessment of shale materials. The

WDS experimental setup is adapted for extensive testing of material surfaces in grid

arrangements. The resulting data sets consisting of concentrations of chemical elements

for each spot analysis are analyzed using multivariate statistical tools to infer the chemi-

cally distinct phases within shale. The grid WDS technique is validated using alternative



chemical assessment methods such as X-ray diffraction and X-ray mapping.

" Conduct an experimental program involving the chemical and mechanical characteriza-

tions of several shale samples through grid WDS and indentation experiments, respec-

tively. The experiments are designed to probe similar material volumes. The grid WDS

and indentation experiments are analyzed separately through multivariate clustering in

order to independently evaluate the chemical and mechanical properties of shale at the

proposed length scales.

" Couple the grid WDS and indentation experiments over specific areas in shale samples to

reveal the chemo-mechanical signatures of the main material constituents. In particular,

we seek to resolve the responses of the porous clay matrix, silt inclusions, and interfacial

regions between the clay matrix and silt inclusions.

1.4 Outline of Thesis

This thesis is presented in four parts. Part I contains the introductory material and the pre-

sentation of the research topic.

Part II , Materials and Methods, consists of four chapters that describe the materials and

experimental methods used in this study. Chapter 2 includes a presentation of the composition

and mineralogy of shale, and introduces a multiscale thought model for shale that highlights the

relevant length scales to this materials. Chapter 3 provides a description of the shale materials

tested in this study. Chapter 4 describes electron probe microanalysis (EPMA) techniques and

their applications to geology. It also includes the development of the grid WDS methodology

for shale materials. Chapter 5 reviews the indentation technique as applied to homogeneous

material, and presents its extension for the characterization of heterogeneous material.

Part III - Results and Discussion, includes the chemical characterization of shale materials

using the grid WDS technique. Chapter 6 presents the results of the grid WDS experimental

campaign on three shale materials, as well as the results of the multivariate cluster analysis

applied to the WDS chemical data. The results of image analysis for X-ray maps, conducted

as an alternative assessment of shale chemistry are presented in Chapter 7. Chapter 8 dis-

cusses the results of the grid WDS technique for shale materials, and the validation of the



technique through comparisons with results from X-ray image analysis and X-ray diffraction

(XRD) experiments.

Part IV deals with applications of the statistical grid WDS technique developed in this study.

Chapter 9 describes a coupling methodology of the grid WDS and indentation experiments to

access the chemo-mechanical signature of shale at nano and micrometer length scales.

Finally, Part V summarizes the main findings of this study and the scientific and industrial

contributions.



Part II

Materials and Methods



Chapter 2

Shale Mineralogy and Multiscale

Properties

Shale is a heterogeneous sedimentary rock composed of clay particles and silt-sized inclusions.

The term mudrock refers to fine-grained sedimentary rocks, whereas shale is reserved for lam-

inated fine-grained rocks. For the purpose of this study, all such materials are considered as

shale. This chapter introduces shale materials with an emphasis on the chemical composition

of non-clay minerals and clay minerals that are commonly found in shale. A compilation of

chemical analyses for clay minerals from the literature is also included to account for their

highly heterogeneous nature. This information will prove helpful in the interpretation of the

chemical analysis of shale samples discussed later. Furthermore, this chapter addresses the mul-

tiscale thought model, originally presented by Ulm et al. [24], as a framework for investigation

throughout this thesis.

2.1 Shale Mineralogy and Composition

Fine-grained , siliciclastic sedimentary rocks constitute approximately 75 percent of all sedi-

mentary rocks, and are composed of particles smaller than hundreds of micrometers. This type

of sedimentary rocks is known by several names such as lutite, siltstone, mudstone, mudrock,

claystone, and shale. The terminologies commonly used to refer to this type of sedimentary

rocks are not entirely clear and depend on the author or research field. Geologists use the terms



mudrock and shale to describe two different rock occurrences: mudrock refers to fine-grained

sedimentary rocks, whereas shale is reserved for laminated or fissile fine-grained rocks. Today,

the terms mudstone, mudrock, and shale are still used as a group-name for fine-grained rocks;

however, the reader must pay attention to the writer's terminology [62]. In this work, in which

shale is studied from a geomechanics perspective, the term shale refers to sedimentary rocks

that contain large amounts of clay minerals.

Shale is mostly composed of clay minerals, fine-size micas, quartz, and feldspar. Other

minerals may exist in these rocks in minor amounts such as zeolite, iron oxides, carbonates,

sulfates, and sulfides. Tables 2.1 and 2.2 list the principal constituents of shale. As a conse-

quence of its heterogeneous nature, the average chemical composition of shale rocks varies based

on the relative abundance of the principal shale constituents. This section is dedicated to the

description of the chemical composition of the major constituents in shale, with an emphasis

on clay minerals. The gathered information will be used in the interpretation of the chemical

analysis from wave dispersive spectroscopy experiments conducted in this study.

2.1.1 Clay Minerals

Clay belong to the mineral family of phyllosilicates, which includes other silicates such as ser-

pentine, pyrophyllite, talc, mica, and chlorite. Clay minerals are composed of combinations of

two basic structural units: the silicon tetrahedron, and the aluminum or magnesium octahedron

known as gibbsite and brucite, respectively. The silicon tetrahedron consists of SiOj~ connected

at three corners in the same plane forming a hexagonal network. Gibbsite and brucite consist

of octahedrally-coordinated aluminum and magnesium ions sandwiched between two planes of

hydroxyl ions [12]. The chemical composition of the aluminum and magnesium octahedron is

A12 (OH) 6 and Mg 3(OH) 6, respectively. The stacking arrangement of sheets of these structural

units and the manner in which two successive layers are held together determine different clay

mineral groups [62]. Chemical composition may vary according to the extent of replacement

of Si, Al, and Mg by other cations. This replacement is known as isomorphous substitution,

which is responsible for the wide variation in chemical compositions within the same clay min-

eral group.

Various clay minerals are formed by different combinations of tetrahedron layers and oc-



Framework Silicates
Quartz Constitutes 20-30% of an average shale, and is most likely of detrital

origin. Other varieties of silica include opal CT, chalcedony, and

amorphous silica.
Feldspar Commonly less abundant than quartz. Plagioclase is more abundant

than alkali feldspars.
Zeolites Commonly present as alterations of volcanic glass. Clinoptilolite and

phillipsite are common zeolites in modern marine sediments.

Clay Minerals
0

Kaolinite (7 A) Forms in soils developed under abundant rainfall, adequate drainage,
and acid waters. Typically concentrated near shore in marine basins.

Smectite-llite-Muscovite Members of this structurally complex group form in different ways.

(10 A and greater) Smectite, a hydrated expandable clay, forms from volcanic glass

(bentonites); it transforms to illite during burial. iite, the most

abundant clay mineral, derives from pre-existing shales, and it converts
to muscovite during diagenesis. Muscovite also occurs as detrital

particles in unaltered shale. A iron-rich variety of illite-smectite

is glauconite.

Chlorite, Corrensite, Chlorite forms by burial diagenesis, especially in Mg-rich pore waters.

and Vermiculite It is commonly the second most abundant clay in Paleozoic and older

shales. Vermeculite may convert to corrensite and finally to chlorite

during diagenesis.

Sepiolite and Attapulgite Magnesium-rich clays that form under special conditions, such as
saline lakes.

Table 2.1: Principal constituents of shale and mudstone [59].



Oxides / Hydroxides
Iron oxides Present in shale mostly as coatings on clay minerals. In reducing

and hydroxides environments, they convert into pyrite and siderite. Hematite is another
common iron oxide in shales.

Gibbsite It represents the product of acid leaching. May be associated with
kaolinite in marine shale.

Carbonates
Calcite More common in marine than non-marine shales. As with quartz and

feldspar, little is known about its distribution and form in shale.
Dolomite Common in shale as a cementing agent.

Siderite and Ankerite Occurs in shales commonly as concretions.

Sulfur Minerals
Sulfates Gypsum, anhydrite, and barite occur in shale as concretions and may

indicate hypersalinity during or after deposition.
Sulfides Shale typically exhibits iron sulfides such as pyrite and marcasite.

Other Constituents
Apatite A phosphatic mineral that forms nodules in slowly deposited marine muds.

Glass Found in modern muds associated with volcanism. It converts into zeolites
and smectites during burial.

Organic Materials
Organic particles Mostly either palynomorphs or small coaly fragments.

Kerogen Amorphous organic material of complex chemical characterization that is
present in almost all shales except red ones. It informs about gas and oil
potential of a basin and its thermal history.

Table 2.2: Principal constituents of shale and mudstone [59] (continued).



tahedron layers as shown in Figure 2-1. The four major clay groups are: kaolinites, illites,

smectites, and vermiculites. In this study, more emphasis will be given to the most common

clay minerals in shale: kaolinites, illites, and smectites. Kaolinites belong to the 1:1 clay min-

eral group composed of alternating silica and octahedral sheets. The principal members of this

group are kaolinite, dickite and nacrite, anauxite, and halloysite. Smectites belong to the 2:1

clay mineral group composed of an octahedral sheet sandwiched between two silica sheets. The

major members of this family are: montmorillonite, hectorite, saponite, and sauconite. Illites

are similar to smectites in that they possess the same structure, but they differ in composition.

The major members of this family are: illite, hydro-mica, phengite, brammallite, glauconite,

and celadonite [681. The actual composition of clay minerals present in rocks deviates from the

ideal compositions, reported in the literature in the form of chemical formulas. These differ-

ences are attributed to isomorphous substitutions and to the presence of other mineral. In our

chemical analysis of shale, we will use the compositions of clay minerals published in several

studies to account for the compositional variability of clay minerals. The chemical composition

of the major clay minerals is discussed below.

Kaolinite Group

Kaolinites are 1:1 clay minerals consisting of alternating silica and octahedral sheets. The

strong bonding between successive layers, dominated by van der Waals and hydrogen bonds,

inhibits interlayer swelling due to the presence of water. The lateral and thickness dimensions

of the kaolinite group are 0.1 - 4 pm and 0.05 - 2 pm, respectively [47]. Compared to other

clay minerals, the kaolinite group is the most restricted in composition and physical properties.

This can be explained by the negligible isomorphous substitutions that may occur in this group

of clay minerals. Kaolinite is by far the most abundant mineral in this group with an ideal

composition of the form A14[Si 4O1O](OH)s as reported by [12] [68] [47] [1]. Variations of the

stacking of layers result in different members of the kaolinite group such as dickite, nacrite, and

halloysite.

The actual composition of kaolinites is slightly different from the ideal composition and little

variation is expected among members of the group. The ideal composition for kaolinites is: 46.54

% SiO 2, 39.5 % A12 0 3, 13.96 % H20. To capture the chemical variability of the kaolinite group,
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SiO 2 A120 3 TiO2 Fe2O3 FeO
46.6 39.5 0.0 0.0 0.0
46.4 39.5 0.0 0.1 0.0
46.2 39.2 0.1 0.2
45.2 39.2 1.2 0.2
46.4 39.5 0.2
46.2 39.9
44.6 38.1 1.4 1.4
49.0 36.8 0.3 0.1
40.1 35.4
46.2 39.8 0.2 0.2
44.7 28.1 12.8 12.8
40.6 24.6 0.9 0.9

Table 2.3: Chemical analyses of kaolinite
determined or trace values.

MgO

0.0
0.2
0.1
0.1
0.2

CaO

0.0
0.2
0.1
0.1

0.1 0.1
0.0

0.8 0.1
0.3 0.0

1.7
0.5 0.2

group minerals

Tables 2.3 and 2.4 display sets of published chemical analyses of kaolinites. While the chemical

composition of Dickite and nacrite is identical to that of kaolinite, halloysite is characterized by

higher content of water H2 0+. Furthermore, small amounts of ions may be found in kaolinites,

but the source of these ions cannot be traced due to the fine grained nature of clay minerals.

The averages of the minor constituents found in the literature are as follows: TiO2 = 1.0,

Fe2 O3 = 0.5, FeO = 0.1, MgO = 0.15, CaO = 0.3, Na 20 = 0.3, K2 0 =0.5 mass percent [681.

An extensive data set published by Weaver [12] was used to calculate the average composition

for each member of the family as reported in Table 2.5. The chemical compositions gathered

in Tables 2.3 through 2.5 in the above tables are quite similar and no striking differences were

found.

Illite Group

Illite, a 2:1 type mineral, is the most commonly encountered clay mineral in engineering practice.

The structure of illites is similar to that of muscovite mica, in which a layer of gibbsite is

sandwiched between two layers of silica. Illites differ from muscovite in having more silica and

less potassium, displaying randomness in the stacking of clay layers, and its smaller particle size.

Charge deficiency that results mainly from isomorphous substitution is balanced by potassium

between layers. Illite occurs as flaky particles with long direction that ranges from 0.1 pm to

several micrometers, and thickness as of nanometers size [47].

Na 20 K20 H2 O+
0.0 0.0 14.0
0.1 0.0 13.9
0.1 0.2 13.8
0.0 0.0 13.3
0.0 0.0 14.2

13.9
0.1 13.9
0.0 13.1

15.0
0.0 14.0

13.3
0.1 12.2

[1]. Blank spaces refer

H20-

0.0

0.7
0.3
8.6

8.2

to either not



SiO 2 A12 0 3 TiO2 Fe20 3 FeO MgO CaO Na 20 K2 0 H2 O+ H20-
45.8 39.6 0.6 0.2 0.1 0.1 0.0 13.9 0.2
46.1 38.1 0.5 0.3 0.0 0.4 0.3 0.4 13.5 0.4
45.7 39.8 0.4 0.1 0.2 0.4 13.7 0.6
45.5 38.8 0.9 0.2 0.2 0.2 0.2 0.4 13.7 0.7
46.1 39.6 13.9
44.9 38.0 0.6 1.7 0.3 0.2 0.1 14.4
46.2 38.9 0.4 0.3 14.2
46.0 39.2 0.3 0.1 0.2 0.1 0.3 13.7
44.5 36.6 0.2 0.4 0.1 0.2 0.2 0.0 0.5 13.4 4.1
44.0 38.5 0.0 0.0 0.3 0.1 0.5 14.6 2.6

Table 2.4: Chemical analyses
determined or trace values.

of kaolinite group minerals [68]. Blank spaces refer to either not

Mineral SiO 2 A12 0 3  TiO2 Fe2 O3  FeO MgO CaO Na20 K2 0 H2O+ H20-
Kaolinite 44.6 38.9 0.3 0.9 0.2 0.3 0.8 0.1 14.0 0.7
Nacrite 45.7 39.6 0.3 0.2 0.1 14.1 0.6
Dickite 46.1 39.4 0.1 0.1 0.2 13.9 1.3

Halloysite 143.4 38.5 0.4 0.1 0.2 0.1 0.1 14.9 3.1

Table 2.5: Chemical analyses of kaolinite group minerals. The reported values in this table
correspond to the average of the chemical analyses reported in [12]. Blank spaces refer to either
not determined or trace values.



SiO 2  A12 0 3  TiO 2  Fe2 O3  FeO MgO CaO Na 20 K2 0 H20+ H20-

illite 49.8 26.4 0.4 4.3 0.6 2.8 0.3 0.2 7.0 7.1 1.5
sericite 47.9 31.4 0.2 1.5 1.5 1.7 0.4 0.8 8.5 6.2 0.4

Glauconite 49.2 9.1 18.0 3.4 3.6 0.6 0.5 6.9 8.5
Celadonite 53.2 8.0 0.2 13.4 3.6 6.1 0.8 0.8 7.1 6.0 3.3

Table 2.6: Chemical analyses of illite group minerals. The reported values in this table corre-
spond to the average of the chemical analyses reported in [12]. Blank spaces refer to either not
determined or trace values.

The extensive isomorphous substitution makes the composition of illite group very complex.

The definition of this group is still not clear in the literature, and the terminology associated

with members of this group is not consistent. Newman [1] considered the following minerals

to be part of this group, which he referred to as clay micas: sericite, hydrous mica, illite,

glauconite, and celadonite. This terminology agrees with the one used by Deer et al. [68]

and Weaver [12] with minor differences. Given that the reported chemical formulas in the

literature show significant variability, an attempt to compare different formulas would not

advance the goal of understanding the chemical variability of illites. Instead, we rely on the

detailed experimental chemical analyses published in the literature. Table 2.6 displays average

compositions of members of the illite group calculated from several chemical analyses and

published by Weaver [12].

The term illite is usually used for specimens where there is less potassium than mica and the

major substitutions are aluminum for silicon. The chemical formula usually given for illite is of

the form KYAl 4 (Si8_,,Aly)O 2o(OH) 4 , where y < 2 and usually between 1 and 1.5 [68]. Sericite,

usually referred to as phenigite, is an important member of the illite group, which doesn't

have the potassium deficiency characterized by its fine-grained platy morphology. Hydrous

mica is another member of the illite group characterized by its deficiency of potassium ions

which is compensated either by (H30)+ ions or (OH)- ions [68]. Table 2.7 contains a number

of illites, sericite, and hydrous mica chemical analyses reported by Newman [1]. Glauconite

and celadonites are iron-rich illites (Fe>1) that are considered as members of the illite group

mainly due to their composition; these members are relatively rare. Table 2.8 displays the

chemical analyses of glauconite and celadonites reported by Newman [1]. Finally, Table 2.9

contains additional chemical analyses for the entire illite group published by Deer [68]. The



SiO 2 A12 0 3  TiO 2  Fe2O3  FeO MgO CaO Na 20 K2 0 H2O+ H20-
47.7 37.0 0.1 0.0 0.0 0.8 9.0 5.0 0.7
48.4 33.8 0.5 0.0 1.0 0.1 0.5 9.4 5.4 0.6
51.5 28.5 0.8 0.6 0.9 3.0 0.1 0.1 9.1 5.5 0.7
51.0 28.7 0.3 0.6 0.4 2.3 0.3 0.2 7.8 6.0 2.0
52.9 24.9 1.0 0.8 1.2 3.6 0.7 0.2 8.0 6.7 2.6
55.1 22.0 0.6 5.3 1.3 2.8 0.0 0.1 8.0 6.4 1.0
54.8 20.1 1.1 13.5 3.1 1.9 5.4
60.4 16.4 1.4 11.8 3.7 2.3 4.0
55.2 17.9 0.3 11.9 0.9 4.3 0.8 0.0 7.9
47.5 27.7 3.8 1.5 1.5 0.4 4.3 4.4 6.4 2.6

Table 2.7: Chemical analyses of illites, sericite, and hydrous mica minerals reported in [1].
Blank spaces refer to either not determined or trace values .

SiO 2 A12O3  TiO2  Fe2O3  FeO MgO CaO Na20 K2 0 H2 0+ H20-
55.6 0.8 17.2 4.0 7.3 0.2 0.2 10.0 4.9
53.4 2.5 0.0 15.9 3.5 6.5 0.1 0.1 10.3
52.6 5.3 0.2 14.6 3.4 6.4 0.7 0.3 7.7
50.1 2.4 0.0 20.3 2.1 6.4 0.2 0.0 8.2
49.1 9.4 0.0 21.0 2.7 3.1 0.4 0.0 8.7
51.2 9.3 0.1 18.2 1.8 3.3 0.6 0.0 8.0 5.2 2.0
57.0 13.3 0.1 8.8 7.1 5.4 0.1 0.2 8.2
53.8 18.5 0.0 8.0 4.7 0.0 0.3 9.0
49.0 17.9 1.1 13.1 1.3 2.8 0.4 0.1 7.8 6.0

Table 2.8: Chemical analyses of glauconite, a member of illite group, reported in [1]. Blank
spaces refer to either not determined or trace values.

data reported in this section clearly shows the chemical variability of the illite group.

Smectite Group

Smectite is a 2:1 clay mineral type, consisting of an octahedral sheet in between two silica

sheets. Extensive isomorphous substitutions of aluminum by other minerals are expected in

this type of clay minerals. These substitutions result in charge deficiencies which is balanced

by exchangeable cations. The bonding between layers dominated by van der Waals and cations

balancing charge deficiencies is relatively weak. These bonds are responsible for layer separation,

water/liquid adsorption, and swelling. Smectites are divided into two groups according to the

substitutions involved: di-octahedral and tri-octahedral. The tri-octahedral subgroup includes

montmorillonite, beidellite, and nontronite. The tri-octahedral subgroup contains relatively less



Si02 Al 2 O3 TiO 2 Fe2 O3 FeO MgO CaO Na 20 K2 0 H2 0+ H20-
46.8 36.1 0.0 0.3 0.6 0.3 0.7 10.2 5.0 0.4
47.3 36.3 2.2 5.3 2.7 5.8
45.3 31.4 0.2 0.5 1.6 2.7 0.4 1.1 9.1 6.1 1.1
46.3 28.8 0.0 5.7 1.5 1.1 0.0 9.3 5.8 0.4
46.5 36.4 0.2 0.7 0.4 0.5 0.2 0.5 8.1 6.3 0.5
47.6 32.5 0.6 0.8 1.9 1.7 0.1 1.1 6.2 7.7 0.0
46.8 32.4 1.2 3.0 1.0 1.0 0.9 5.7 8.0 0.0
51.3 30.2 0.1 2.4 0.6 1.4 0.0 0.1 7.8 6.3 0.0
56.9 18.5 0.8 5.0 0.3 2.1 1.6 0.4 5.1 6.0 2.9
50.1 30.1 0.1 1.5 0.4 2.5 0.0 2.0 9.8 3.6
49.2 30.8 1.4 2.2 0.5 10.9 4.7 0.2
51.2 25.9 0.5 4.6 1.7 2.8 0.2 0.2 6.1 7.1 4.6
50.1 25.1 0.5 5.1 1.5 3.9 0.4 0.1 6.9 6.8
49.3 3.2 0.1 21.7 3.2 3.9 0.7 0.1 6.0 7.2
40.9 20.5 2.1 12.8 6.9 0.9 0.7 3.3 11.8 11.8

Table 2.9: Chemical analyses of illite group minerals reported in [68]. Blank spaces refer to
either not determined or trace values.

Mineral Formula

Montmorillonite (OH) 4 Si8 (A13 .34 Mgo.66 )0 2o
Beidellite (OH) 4 (Si6 .3 4 A1. 66 )A14 .34 0 20
Nontronite (OH)4(Si7.34Alo. 66)Fe3+02o
Hectorite (OH) 4 Si8 (Mg5. 34 Lio. 66 )02o
Saponite (OH) 4 (Si 7.3 4 Alo.66 )Mg 6O 2o
Sauconite (OH) 4 (Si 8 -yAly)(Zn 6-xMg)020

Table 2.10: Minerals of the smectite group and their chemical formulas [47]

common minerals including saponite, hectorite, and sauconite. Table 2.10 lists the chemical

formula of some of the smectites. Table 2.11 contains chemical analyses of the smectite group,

which include both the tri-octahedral and di-octahedral smectites.

Similar to other clay minerals, because of the variability of composition that can exist within

the same group of clay minerals, the chemical formulas listed in Table 2.10 must be considered

indicative, but not absolute. Montmorillonite is the most common smectite mineral; it occurs

as film-like, equi-dimensional structures with particle thickness in the nanometer range, and a

characteristic long dimension of 1-2 jm [47]. Beidellites differ from montmorillonites in that

the charge in the former arises from A13+ in tetrahedral sites, whereas in montmorillonite it

originates from divalent cations in octahedral sites. Minerals in between these two end-members



SiO 2  A12O3  TiO2  Fe2O3  FeO MgO CaO Na 20 K2 0 H20+ H20-
54.0 16.0 0.1 1.0 0.2 4.5 2.3 0.1 0.1 9.1 13.1
51.1 19.8 0.8 3.2 1.6 0.1 0.0 8.0 14.8
51.5 17.2 0.5 5.7 0.3 2.8 1.7 0.2 0.9 8.6 11.2
49.9 20.2 1.2 0.2 2.2 2.4 0.3 0.1 8.8 14.6
51.9 18.6 0.2 2.8 1.0 3.3 3.5 0.6 1.6 6.1 10.4
59.8 24.4 3.7 3.1 3.4 1.4 3.9
45.3 27.8 0.7 0.2 2.8 0.1 0.1 14.5 8.2
45.8 22.8 0.5 5.7 0.3 0.9 1.4 0.2 0.1 9.8 12.6
47.3 20.3 8.7 0.7 2.8 1.0 13.1
39.9 5.4 0.1 29.5 0.3 0.9 2.5 14.4
40.3 5.5 0.0 29.4 0.0 0.5 2.3 0.0 0.0 7.3 15.1
53.9 4.5 0.3 0.6 31.6 0.0 0.1 9.3
43.6 5.5 0.0 0.7 24.3 2.9 0.1 0.0 5.5 17.4
50.0 3.9 0.0 0.2 25.6 1.3 12.0 7.3
40.5 10.2 3.6 4.9 20.7 1.9 0.3 0.3 4.2 13.3
54.0 0.1 0.0 25.9 0.2 3.0 0.2 5.6 9.3

Table 2.11: Chemical analyses of tri-octahedral and di-octahedral smectites reported in [68].
Blank spaces refer to either not determined or trace values.

are expected, and they are usually described as montmorillonite or beidellites based on the

origin of the charge [1]. Nontronite is the iron-rich di-octahedral smectite. Tables 2.12 and 2.13

provide chemical analyses for montmorillonite and beidellites/nontronites, respectively.

The composition of the tri-octahedral smectites is quite variable. Stevensite, the magnesium-

rich end member, contains little aluminum in either the octahedral or tetrahedral sheet. Hec-

torite resembles stevensite in having little tetrahedral substitution, but its octahedral sheet has

significant lithium content. Hectorite and stevensite contain uncommon elements such as Cr,

Ni, and Zn, but will not be considered in this study. Table 2.14 shows chemical analyses of

saponite, another member of the tri-octahedral smectites. Average compositions of some of

the smectites calculated from several analyses published by Weaver [12] are presented in Table

2.15. The chemical data presented in this section highlights the variability in composition of

the smectite group.

Other Clay Minerals

Chlorite, a clay mineral that consists of alternating mica-like and brucite-like layers, occurs in

almost all types of sedimentary rocks. The structure of chlorite contains two octahedral sheets;



SiO 2 A12 0 3 TiO 2 Fe2O3 FeO MgO CaO Na2O K20 H2 O+ H20-

64.7 18.6 8.1 0.3 4.3 3.3 0.0
57.5 20.6 0.1 3.9 2.5 2.9
59.6 22.2 0.1 4.3 2.7 0.1 3.2 0.0 6.0
54.1 21.0 0.1 3.7 2.1 2.8
55.7 19.4 0.8 6.5 2.3 2.5
52.8 17.9 0.1 3.6 3.2
62.6 18.4 0.1 1.2 7.3 0.1 3.4 0.0 6.5
56.6 17.2 0.2 2.8 4.9 3.6
66.3 22.4 3.3 4.1 0.0 3.7 0.1
56.6 21.2 0.0 2.0 3.5 3.7
60.4 20.4 0.4 3.7 4.5 0.1 3.7 0.0 6.4
55.6 22.5 0.0 0.2 3.3 3.6

Table
in [1].

2.12: Chemical analyses of montmorillonites, members of the smectite group, reported
Blank spaces refer to either not determined or trace values.

SiO 2 A12 0 3 TiO 2 Fe2O3 FeO MgO CaO Na20 K2 0 H2 0+
59.3 36.1 0.5 0.1 0.0 4.0 0.1 9.7
55.8 28.6 0.3 0.4 2.0 2.2 0.1 0.5
64.0 29.0 0.2 3.0 4.0 0.1
53.1 0.4 0.1 29.7 2.5 1.5 0.3 12.5
42.4 5.6 32.5 0.3 5.1 14.0
45.8 0.7 45.3 0.3 3.6 4.3
52.3 4.4 0.1 22.7 2.2 1.2 1.3 0.1 15.8
49.3 13.5 0.1 13.5 2.1 2.1 0.1 0.7 18.6

Table 2.13: Chemical analyses of beidellites and nontronites, members of the smectite group,
reported in [1]. Blank spaces refer to either not determined or trace values.

SiO 2  A12 0 3 TiO2 Fe2O3 FeO MgO CaO Na2O K2 0 H2 O+ H20-

53.88 4.47 0.25 0.60 31.61 0.01 0.05 9.28
43.62 5.50 0.00 0.66 24.32 2.85 0.08 0.04 5.48 17.42
50.01 3.89 0.04 0.21 25.61 1.31 12.02 7.28
54.74 8.93 0.43 4.80 33.28 2.65 9.93 9.17
51.40 9.00 5.40 7.83 26.10 3.20 0.04 0.12
39.64 9.05 7.32 1.24 15.80 2.93 0.71 0.00 4.90 12.31
48.96 7.30 0.20 11.93 1.12 23.39 2.42 0.04 0.06 4.45
39.68 3.93 0.37 19.82 11.21 2.37 6.16 15.11
55.86 0.13 0 0.03 0.70 25.03 2.68 0.10 7.24 9.90

Table 2.14: Chemical analyses of saponite, member of the smectite group, reported in [1]. Blank
spaces refer to either not determined or trace values.



SiO 2 A12 0 3 TiO 2 Fe2O3 FeO MgO CaO Na20 K2 0 H2 O+ H20-

Montmor. 59.5 21.9 0.3 3.8 0.2 3.5 1.2 0.8 0.3 8.4
nontronite 44.1 11.3 0.9 20.2 0.4 2.1 2.1 0.1 0.6 10.8 12.0
saponite 43.2 7.8 0.1 4.9 2.7 20.8 2.2 0.3 0.2 7.1 11.8

Table 2.15: Chemical analyses of smectite group minerals. The reported values in this table
correspond to the average of the chemical analyses reported in [12]. Blank spaces refer to either
not determined or trace values.

SiO 2 A12 0 3 TiO2 Fe2 O3 FeO MgO CaO Na 20 K2 0 H2 O+ H20-
36.1 10.6 1.0 1.8 38.6 11.9 0.4
24.9 25.9 0.1 3.4 7.3 26.2 10.4 1.7
24.0 23.2 0.1 3.1 15.8 18.9 0.1 12.8
27.6 19.7 0.7 20.7 18.4 11.4 0.3
30.8 12.1 9.1 22.8 12.4 9.8 1.8
27.9 15.8 1.8 31.9 9.5 0.2 12.0 0.2
20.8 17.6 8.7 38.0 4.2 10.3 0.1
21.9 15.7 9.0 41.7 11.1

Table 2.16: Chemical analyses of tri-octahedral chlorites reported in [1]. Blank spaces refer to
either not determined or trace values.

one in the 2:1 layers and another between them. There are two types of chlorite minerals: tri-

octahedral and di-octahedral. In tri-octahedral and di-octahedral chlorites, the two octahedral

sheets are tri-octahedral and di-octahedral, respectively. In di,tri-octahedral chlorites, how-

ever, octahedral sheets are di-octahedral in the 2:1 layers, and tri-octahedral in the interlayer

sheets [1]. Ti-octahedral chlorites are the most abundant among chlorite minerals, and their

composition is usually represented by the following general formula [1]:

[(R2+,R 3+)6 ( Si ,Al)80 20 (OH) 4][(R2+R 3+)6 (OH)12]

where R2+ and R3+ represent the sum of divalent and trivalent cations, respectively. Published

chemical analyses of tri-octahedral, di-octahedral, di,tri-octahedral chlorites are provided in

Tables 2.16, 2.17, and 2.18, respectively. Accessory elements, such as Mn, Li, Ni, were ignored

in this presentation.

Vermiculite, another 2:1 clay mineral, consists of an octahedral sheet centered between two

tetrahedral sheets. Vermiculite may well be considered as a member of the tri-octahedral smec-

tites; however, its different characteristics makes its description as a different group necessary.



SiO 2  A12 0 3  TiO2  Fe2O3  FeO MgO CaO Na 20 K2 0 H2O+ H20-
34.4 38.8 0.5 10.2 0.1 0.1 0.1 14.0 0.8
33.7 38.0 2.7 2.4 12.1 1.5 13.1
33.1 37.4 0.3 0.9 13.1 0.2 0.3 13.3 2.1
36.1 32.4 2.0 15.9 0.4 13.1
32.8 35.7 0.2 2.7 1.1 13.5 0.0 0.0 13.0
33.0 35.7 2.7 0.2 14.1 13.8
33.8 31.9 0.3 0.3 0.4 18.9 1.8 0.6 0.0 12.1

Table 2.17: Chemical analyses of di-octahedral chlorites reported in [1]. Blank spaces refer to
either not determined or trace values.

SiO 2  A12 0 3  TiO2  Fe203  FeO MgO CaO Na2O K2 0 H2 0+
35.1 48.2 0.6 2.0 14.0
34.7 46.0 0.6 1.6 1.8 1.1 14.0
35.4 47.4 0.5 0.1 0.7 0.5 0.4 14.3
38.0 47.4 0.8 13.8
36.7 49.5 0.0 13.8
29.5 52.0 1.2 0.5 0.3 1.6 13.9
39.0 32.2 0.5 0.9 0.1 10.1 0.5 0.1 1.5 14.2

Table 2.18: Chemical analyses of di,tri-octahedral chlorites reported in {1]. Blank spaces refer
to either not determined or trace values.

The composition of vermiculite is very similar to that of tri-octahedral smectites, and it is given

by the following general form [68]:

(Mg,Ca) 0 7 (Mg,Fe+3 ,Al) 6.0 [(Al, Si)s.oO20](OH) 4 .8H2 0

The most common inter-layer ions in smectites are sodium and calcium, although magnesium

sometimes can be found. Furthermore, vermiculites possess some characteristics of smectite;

for instance, it can absorb liquids between its layers and, hence, it has the property of swelling.

Another type of clay minerals is the mixed-layer or interstratified clay minerals. In this type

of clay minerals, the individual crystals consist of layers of more than one type. The layers may

be regularly or randomly stacked. Mixed-layer clay minerals are usually named according to

the types and proportions of the layers involved in the stacking. There are several mixed-layer

clay minerals described in the literature such as illite-smectite, chlorite-montmorillonite, and

kaolinite-smectites. Illite-smectite is the most common type of mixed-layer clays followed in

order of abundance by chlorite-montmorillonite. There is a variety of other types of mixed-



SiO 2 A12 0 3 TiO 2 Fe2O3 FeO MgO CaO Na 20 K2 0 H20+ H20
41.2 12.1 0.0 1.7 0.4 22.0 1.4 0.1 0.2 15.4 6.8
43.1 16.6 0.7 6.3 17.7 0.9 0.5 2.7 7.4
37.2 15.5 0.4 6.7 18.9 1.0 0.2 1.4 18.4
36.1 13.7 0.2 2.1 6.9 25.2 1.7 0.4 0.1 9.3 4.8
33.4 14.3 1.7 3.7 22.4 2.8 0.2 8.2 5.5
39.9 33.2 0.7 1.3 0.2 6.4 1.3 0.5 0.2 11.6 4.4
42.1 37.4 0.3 0.1 1.7 0.2 1.4 11.2 6.2

Table 2.19: Chemical analyses of chlorite-srnectite mixed-layer clay minerals reported in [12].
Blank spaces refer to either not determined or trace values.

SiO 2 A12 0 3 TiO 2 Fe2O3 FeO MgO CaO Na20 K2 0 H2O+ H20-
54.5 39.5 0.0 0.1 0.4 2.5 2.0 2.0
55.1 35.7 1.0 0.3 0.4 1.4 0.4 5.9
58.6 25.0 7.2 2.9 0.0 2.8 3.6
53.7 19.0 0.1 3.0 3.9 0.8 1.9 2.3 14.7 3.3
55.7 21.8 0.2 2.2 4.1 0.5 1.3 4.6 7.6 4.3
56.0 24.4 0.3 1.0 4.1 0.2 1.0 6.5 7.0 1.7
54.9 18.6 0.7 14.9 0.1 5.4 1.0 1.6 1.8
50.8 6.3 0.2 17.9 1.6 4.5 1.3 0.1 6.0 6.8 3.9
55.2 16.7 0.7 17.2 4.1 0.1 0.6 4.8
59.3 14.4 0.4 12.1 1.4 6.9 0.2 0.4 6.7

Table 2.20: Chemical analyses of iite-smectite mixed-layer clay minerals
spaces refer to either not determined or trace values.

reported in [1]. Blank

layer clays; however, the available chemical analyses are scarce. A detailed discussion of the

chemistry and structure of all types of mixed-layer clays is beyond the scope of this study.

Instead, published chemical analyses for chlorite-montmorillonite, illite-smectite, and kaolinite-

smectite are presented in Tables 2.19, 2.20, and 2.21, respectively.

2.1.2 Non-Clay minerals

Shales include non-clay minerals such as quartz, feldspars, carbonates, sulfates, and sulfides.

Among these minerals, quartz and feldspars are the most abundant, while other minerals occur

in minor quantities. This section provides a brief description of some of these minerals with a

focus on the chemical composition.



SiO 2  A12 0 3  TiO 2  Fe2 O3  FeO MgO CaO Na2O K2 0 H2 0+ H20-

41.9 30.1 0.4 2.4 0.2 1.5 0.3 11.1 12.9
47.0 35.3 0.0 0.6 0.0 1.0 0.4 0.1 0.1 13.0 2.5
44.5 27.3 0.4 4.3 0.0 1.6 0.4 0.5 1.0 20.0
43.3 28.0 0.4 4.2 0.1 1.2 0.9 0.2 0.6 21.0
45.0 26.3 0.3 4.3 0.0 1.8 0.6 0.5 0.5 20.5
46.5 29.9 0.4 0.9 0.3 1.0 0.8 0.4 0.6 12.8 6.9
48.7 19.5 0.3 2.1 0.1 3.0 0.7 0.3 0.3 8.7 15.6

Table 2.21: Chemical analyses of kaolinite smectite mixed-layer clay minerals reported in [12].
Blank spaces refer to either not determined or trace values.

Quartz

Quartz is one of the most common minerals on earth. It occurs in igneous, sedimentary, and

metamorphic rocks. The composition of quartz contains 100 % SiO 2. Small amounts of other

oxides may be found in quartz due to to the presence of either small inclusions of other minerals

or liquid fillings within cavities in the quartz grain.

Feldspar

Feldspars are the most common minerals in the igneous rocks. They also occur in metamor-

phic and sedimentary rocks such as schists, gneissess, and arenaceous sediments. Different

feldspars are classified based on their composition and structure. In this study, we focus on the

chemical composition of feldspars. Feldspars can be classified chemically based on the ternary

system: NaAlSi 3 0 8 - KAlSi3 O8 - CaA12 Si2 0 8 . These end-members are usually called sodium,

potassium, and calcium feldspars, respectively. In this ternary system, members of the alkali

feldspars are those between NaAlSi30 8 and KAISi3 O8, while members of the series between

NaAlSi 30s and CaA12 Si 2 0 8 are called plagioclase [69].

Chemical composition of alkali feldspars ranges from NaAlSi3O8 to KAlSi3 O8 . The members

of this group are anorthoclase, sanidine, orthoclase, and microcline. They all possess the

chemical formula (Na,K)AlSi3Os with minor amounts of CaAl 2 Si20 8 (generally less than 5 %).

The potassium feldspars are polymorphs, i.e., they have the same chemistry, KAlSi30 8 , but

exhibit different structures resulting in different minerals. Plagioclase feldspars, on other hand,

are ubiquitous minerals with chemical compositions that range from a sodium-rich end member



Table 2.22: Some carbonates mineral along with their chemical formula[70].

(albite) with the chemical composition NaAlSi 30 8 , to a calcium-rich end member (anorthite)

with the chemical composition CaAl2 Si20s. Members of the plagioclase feldspar series are

albite, oligoclase, andesine, labradorite, bytownite, and anorthite. The intermediate members

between albite and anorthite are differentiated based on their anorthite mole percentages 0 -

10, 10 -30, 30 - 50, 50 - 70, 70 -90, 90 -100, respectively [69]. Varying amounts of KAlSi3 0 8

may be found in plagioclase feldspars.

Other Non-Clay minerals

Other non-clay minerals can be found in shale in minor amounts including carbonates, pyrite,

and hematite. In carbonates, the basic unit is the (C0 3)2- ion. Around 150 minerals have been

identified as carbonates; however, many of them are relatively uncommon. The most common

carbonate minerals are grouped as calcite-, aragonite-, and dolomite-types [70]. Calcite, the

most abundant and important mineral in the carbonate group, consists of alternate layers of

Ca and CO3 groups. In dolomite-type carbonates, however, dolomite and ankerite are the most

common. Table 2.22 lists the most important carbonates and their chemical formula.

Hematite and pyrite are other minor minerals that may be found in shale. Fe2O3 is the

expected ideal composition of hematite; however, small quantities of MnO and FeO may be

found. The presence of SiO 2 and A120 3 indicate the presence of impurities. Pyrite, however,

has the chemical formula FeS2. Minor amounts of other elements can be found in pyrite, but

they probably represent impurities.

Mineral Chemical formula
Calcite CaCO 3
Magnesite MgCO 3
Siderite FeCO 3
Dolomite CaMg(C0 3 )2
Ankerite Ca(Mg,Fe)(C0 3)2



2.2 Multiscale Structure Thought Model for Shale

Shale is a highly heterogeneous sedimentary rock, with compositional and microstructural fea-

tures that manifest themselves at different length scales. These heterogeneities range from

fine-grained clay minerals and nanoscale pores to silt-size inclusions. In conventional labora-

tory experiments, intact rock specimens display characteristic sizes in the centimeter range.

At this length scale, shale specimens can be considered homogeneous. Hence, laboratory ex-

periments such as acoustic measurements and triaxial testing can capture overall macroscopic

elasticity and strength behaviors, respectively.

Aiming at simplifying the multiscale investigation of shale, Ulm and co-workers [241 intro-

duced a thought-model that establishes three characteristic length scales of observation. The

model, which is discussed in details hereafter, will guide our chemo-mechanical investigation1 .

2.2.1 Level 0: Elementary Clay Particles

Level 0 corresponds to the scale of individual clay particles that constitute the solid clay phase

in shale; and it is sometimes referred to as the fundamental scale of clay mineralogy. Figure 2-2

shows electron transmission microscope (TEM) images with sub-micrometer resolution of clay

particles. Figure 2-2 shows a TEM section of clay composite with details of the aggregation of

clay minerals forming equidimensional particles of one micron diameter. Figure 2-2 (b) displays

a TEM section of individual clay platelets.

2.2.2 Level 1: Porous Clay Composite

Level 1 refers to the scale of the porous clay, a composite of clay particles and porosity, on the

order of 10-7 to 10-6 m. Advanced observational methods are used to study clay structure

at this scale, such as environmental scanning electron microscope (ESEM) and conventional

scanning electron microscope (SEM). These techniques provide visual description of the surface

morphology of a sample. Figure 2-3 displays three images obtained by ESEM for shale samples.

These images are taken parallel to the bedding direction where the flaky structure of clay

The presentation of the multiscale though-model of shale is inspired from the works of J. A. Ortega and C.
Bobko [40] [9].



Figure 2-2: TEM images of (top) natural clay composite [671 and (bottom) individual clay
platelet particles in shale [73].
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Figure 2-3: Environmental SEM of three shale samples taken parallel to the bedding direction.
In these images the flaky structure and the alignment of particles in the direction of bedding
are clearly observed [2].

minerals is evident, showing the tendency of particles and porosity to align in the direction

of bedding. This trend is also visible in Figure 2-4 obtained for one of the investigated shale

samples in this work (sample S7). Several authors have attempted to link the microstructure of

clay minerals to the macroscopic anisotropic behavior of shale [7] [17]. Regarding the porosity

in shale,

Level 1 is of particular importance. First, we consider the porous clay composite as the main

driver of macroscopic behavior of shale. Ulm and co-workers. [25] [10] [41] suggested that shale's

elastic anisotropy is, in first order, a function of the packing of clay conglomerates, and much

less dependent of the particular clay mineralogy. The proposed model links the macroscopic

mechanical properties of shale to the particle-to-particle contact forces of the clay fabric rather



Figure 2-4: Backscattered images for one of the studied shale samples in this work (sample S7).
In these images the flaky structure and the alignment of particles in the direction of bedding
are clearly observed.
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than the properties of individual clay minerals. This definition of the effective behavior of

porous clay composite agrees with several studies. Sayers [17], quoting Terzaghi, stated that

groups of parallel particles separated by a fluid behave as single particles in suspension, whose

properties are controlled by the fluid chemistry. Aylore et al. [50] defined an arrangement of

clay particles as "domains", and considered the clay volume as a group of separated crystals.

Bandyopadhyay [49] called the agglomeration of clay particles "clay domains", while Hornby

[7] called them "bundles".

In addition to being the driver of the macroscopic properties, the porous clay composite

defines the scale of experimental measurements in this study; namely nanoindentation and

wave dispersive spectroscopy (WDS). In nanoindentation tests, the experimental parameters

are designed to probe the length scale of porous clay composite. WDS, on the other hand,

probes a volume of material of a few micrometers; a length scale that matches that of the

porous clay composite. These techniques and the characteristic material volumes associated

with shale rock samples will be discussed at length later on.

2.2.3 Level 2: Composite of Porous Clay and Silt Inclusions

Level 2, at the scale of 10-5- 10-4 m, is considered as the scale of porous clay composite

intermixed with poorly sorted detrital grains (mainly quartz and feldspar inclusions). This

scale is that of intact rock specimens used in the laboratory to determine mechanical properties.

Figure 2-5 shows an example of an SEM image obtained for one of the studied shale samples

in this work (S7), where the random distribution of silt/sand inclusions is observed.



Figure 2-5: SEM image in backscattered electron mode of sample S7 studied in this work. The
image shows the random distribution of inclusions. Q and F correspond to the color intensity
of quartz and feldspar inclusions, respectively.
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2.2.4 Chapter Summary

This chapter began with an introduction of shale mineralogy, followed by a detailed discussion

of the chemical composition of clay and non-clay mineral components of shale. In particular, the

heterogeneous nature of clay mineral compositions has been demonstrated through a database

collected from the open literature. The discussion in Chapter 6 about the interpretation of the

chemical analyses performed on shale materials will make extensive use of this database. This

Chapter also introduced a multiscale thought model for the structure of shale. This model will

provide the framework to explore the mineralogy and length scales relevant to shale, as well as

to guide our experimental investigation.



Chapter 3

Shale Materials

This chapter provides detailed information, including mineralogy and porosity data, about each

of the shale samples studied in this thesis in the context of the multiscale thought-model. The

last section of this chapter introduces the surface preparation protocol followed in this work to

obtain flat material surfaces appropriate for chemical and mechanical testing.

3.1 Shale Materials

In this work we investigate a set of shale samples known as the GeoGenome shales, as they

were the materials selected for consideration in the GeoGenome industrial consortium. A total

of twelve samples were originally supplied for characterization in this consortium, from which

we choose three samples that provide the sufficient diversity in both chemical and mechanical

properties. These samples were provided by Chevron, Norsk Hydro (now StatoilHydro), and

the University of Oklahoma. Detailed experimental information was disclosed for all samples,

although information about their geologic origin was not generally provided. The samples are

identified by a reference number: S7, S3, and S1.

3.2 Mineralogy Data

The mineralogy data for the studied shale samples was obtained by X-ray diffraction method

(XRD). This technique is the most widely used method for characterization of fine-grained soil



Sample Inclusions Total clay Kaolinite Illite/Smectite Other clay Amorphous

S7 31 67 37 21 9-
S3 30 70 9 54 7-
S1 22 76 36 38 2-

Table 3.1: Mineralogy information of shale samples (in mass percent) provided by the Ge-
oGenome industry Consortium. The mineralogy data was obtained by X-ray diffraction. Inclu-
sions refer to quartz, feldspar, and carbonates. Other clays refer to minerals such as chlorite,
glauconite, biotite, serpentine, and berhierine. Amorphous refers mainly to kerogen content.

materials, although other methodologies can be used, such as infrared spectroscopy and energy

dispersive spectroscopy. Table 3.1 summarize the mineralogy data of the studied shale samples.

3.3 Porosity and Bulk Density

Three different methods are used to determine porosity in this study. The first method consists

of the combination of experimental bulk density and measurements and mineralogy data:

Psat -1E 1(nP)

_sat 1 -0 1 p - (m/p
p EN, N+o O5pf 0,p - [N 1 (mi/Pi] (3.1)

i=1 mi/pi 1(mi/pi] -- pf

sat
where 0 is the porosity, p is the saturated bulk density and pf1 is the density of fluid

saturating the pore space. Another convenient way of determining porosity is by comparing

the density of a saturated and dried sample:

_sat _sat

kod = (3.2)

sat _..dry

where p = Msat/V and p = Mdr/V are the mass densities of the fully saturated and the

oven-dried sample, respectively (Msat and Mdry are the masses of the fully saturated and the

oven-dried samples, respectively). Finally, fluid intrusion or gas expansion techniques, provide

independent measurements of the porosity, among which mercury intrusion porosimetry (MIP)

is the most prominent test. MIP consists of forcing mercury into a porous solid by means of

applying high pressures on mercury. It is well known that MIP tends to underestimate the ac-

tual porosity [64], while porosity measurements using bulk density and mineralogy information



Sample MIP porosity(%) Drying porosity (%) Bulk density (g/cm3)
S7 7 11.5 2.51
S3 7 13 2.55
S1 26 26 2.20

Table 3.2: Porosity and bulk density data for the tested shale samples.

provide a higher value of porosity. The results of porosity estimates for the investigated shale

samples are shown in Table 3.2.

3.4 Volume Fractions

With the multiscale thought-model of shale in hand, the mineralogy and porosity of the studied

shale samples are transformed into volumetric parameters. These parameters become critical

for micromechanics experimentation and modeling. In view of the multiscale thought-model

discussed in section 2.2, we define two important volumetric parameters associated with shale:

the clay packing density, and the inclusion volume fraction.

At the macroscopic level, shale is classically divided into three characteristic components,

non-clay minerals, clay minerals, and porosityl:

Level II: f" + f+ # = 1 (3.3)

where fi" is the volume occupied by non-clay mineral (NCM) components (quartz, feldspars,

carbonates, etc.) in the macroscopic sample volume, fC is the volume fraction occupied by

the clay mineral (CM) components (Kaolinite, illite, smectite, etc.) in the macroscopic sample

volume, and 0 is the porosity. The inclusion volume fraction and the clay volume fraction are

calculated as:
ji=NC MM1j

f f"C = (1 -#_) 0 Nm i/1 (3.4)
z1l(mi/p;)

fc = (1 - )Z:=l(m/PD (3.5)
EN 1 (m,/pi)

'The presentation of this section follows the work of J. A. Ortega [40].



Density, pi (g/cm3 )
Inclusion Quartz 2.65

Kspar 2.57
Plagioclase 2.68

Calcite 2.71
Dolomite 2.90

Pyrite 5.00
Siderite 3.74

Ankerite 3.00
Hematite 2.90

Clay minerals Kaolinite 2.64
Illite / Smectite 2.65

Chlorite 2.95

Table 3.3: Density information of some minerals present in shale.

where mi is the mass fraction of the solid constituents of shale determined by XRD, and pi

the mineral densities (see Table 3.3). The volume fraction associated with Level I is the clay

packing density and is given by:

- ffe (1 - # 0) ZiZCM (mi/pi) (3.6)
1 - fim Z- M (mi/pi) |o iNCM (m/p)

The value of volume fraction of non-clay minerals (fil) and the packing density depend on

the method with which the porosity was measured. As discussed in section 3.3, several methods

can be used to determine porosity including mercury intrusion porosimetry, drying experiments,

and estimation from mineralogy density. These techniques may yield different measures for

porosity which result in variability in the estimation of clay packing density and the inclusion

volume fraction. Table 3.4 summarizes the volume fractions of clay minerals and non-clay

inclusions derived from the provided XRD mineralogy information and porosity measurements.

Since the mineralogy information was derived form XRD, which provides solid mass fractions,

the obtained volume fractions represent the solid volume fractions of the clay minerals and

non-clay inclusions. To obtain the volume fraction of the porous clay composite (see Section

2.2.2), which defines the scale of measurements in this study, the measured porosity is added

to the solid volume fraction of clay minerals calculated from XRD mineralogy information.

Also, Table 3.5 lists the solid volume fractions of clay minerals separated into 1:1 and 2:1 clay



Porosity I Solid clay Quartz Feldspar Other inclusions Porous clay

S7 max 7 65 17 7 4 72
min 11 62 17 7 3 73
dry 12 61 17 7 3 73

S3 max 7 65 20 3 4 72
min 7 65 20 3 4 72
dry 13 60 20 3 2 73

S1 max 26 58 13 2 1 84
min 29 55 13 2 1 84
dry 26 58 13 2 1 84

Table 3.4: Volume fraction and porosity information of shale samples provided by the Ge-
oGenome Consortium. The volume fraction data was derived from X-ray diffraction (XRD)
mineralogy results. Porous clay refers o the summation of solid clay and porosity. Minimum
volume fractions were calcuated using mineralogy and bulk density information. Maximum
volume fractions were calculated using using mineralogy and MIP porosity measurements.

Sample 1:1 Clays 2:1 Clays 1:1 - 2:1 Clay ratio

S7 36 29 1.30
S3 8 57 0.14
S1 28 30 0.93

Table 3.5: Solid volume fractions of clay minerals reported in Table 3.4 separated into 1:1 and
2:1 clays derived from XRD mineralogy results and porosity measurements.

minerals.

3.5 Sample Preparation

An appropriate surface preparation protocol, which minimizes surface roughness and sample

disturbance, is crucial for a correct experiment. This task is particularly challenging for shale

due to its heterogeneous nature. The wide range of hardness of particles embedded in a soft

matrix complicates surface polishing for shale. As we will discuss later in this study, the scale

of the performed experiments in this study (indentation and electron microprobe) is around 2

pm, the surface roughness must be well below this scale. Shale samples were trimmed with a

diamond saw to create a sample which is easily handled and fits the machines nicely (around

10 mm in diameter and 5 mm in height). Subsequently, samples are mounted on an AFM steel



disk (Ted Pella) 15 mm in diameter, and are ultrasonically cleaned. Next, the sample polishing

proceeds in two steps:

9 The first step is a coarse polishing step designed to make the surface of the sample

parallel to the mounting disk. A hard, perforated non-woven pad (TexMet P, by Buehler)

is mounted on a lapping wheel where the sample is held in place using a jig that contains

a specially designed opening to fit the outer diameter of the outer disk (see Figure 3-1).

A light weight is applied to the sample through a cylinder that fits inside the jig. 0.5 mm

of 9 pm oil-based diamond suspension is added under the sample. Oil-based polishing is

necessary to prevent any reaction with clay minerals. With the sample held on the pad

by the jig, the polishing table is turned on and allowed to spin underneath the sample.

This step lasts for 5 to 10 minutes. Once this step is done, the sample is ultrasonicated

in n-decane solution, which does not react with shale minerals, for 5 minutes.

e The second and final step is the fine polishing step necessary to make the surface of the

sample flat. Polishing is performed in dry conditions using 9 pm, 3 ym, and 1 pm FibrMet

(by Buehler) aluminum oxide abrasive disks. The grain size of the abrasive is progressively

decreased to reduce damage and to obtain a scratch free surface. A glass plate is used

underneath the abrasive disks to provide a flat surface appropriate for polishing. After

each pass, the sample is ultrasonically cleaned before advancing any further. Figure 3-2

shows the experimental setup in this step. The above procedure produced a flat surface,

appropriate for chemical and mechanical testing, which can be visually inspected. The

surface was evaluated using secondary electron microscope (SEM) under the backscattered

electron mode. Figure 3-3 shows the flat surface of the shale samples investigated in this

study using the above polishing protocol.

Atomic force microscopy (AFM) was used to measure the surface roughness obtained from

the application of this polishing protocol on different shale samples. Several areas were scanned

to determine the root mean square roughness (RMS) of each area. Three small areas of 1 pm

area showed that the measured RMS ranges from 10 nm to 30 nm. To avoid sampling issues,

a larger area of 40 pm size was scanned yielding a RMS value of 30 nm. Bobko [9], following



Figure 3-1: Polishing equipment used in step 1.
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Figure 3-2: Polishing equipment used in step 2. Different colors for the abrasive disks correspond
to different abrasive grain sizes.
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a)

b)

C)-

Figure 3-3: Backscattered electron (BSE) images for the studied shale samples: a) S7, b) S3,
and c) S1. The images show the flat surface obtained using the polishing protocol described in
this section.
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Figure 3-4: AFM image of a shale sample over 1 pm area. The root-mean-square roughness is
10 nm.

a different polishing protocol, found that the RMS of the studied shale materials ranges from

150 to 200 nm. We expect that the RMS of the investigated shale materials using the polishing

protocol will be between the two mentioned values (30 and 150 nm).



3.6 Chapter Summary

This chapter provided a summary of the mineralogy and microstructural information of the

shale samples investigated in this work. X-ray diffraction (XRD) mineralogy information is

provided in terms of the solid mass percents of shale constituents. The porosity information was

obtained through different methods, providing an upper and lower estimates for the measured

porosity. The XRD and porosity data were combined to derive volume fraction estimates for

shale mineral components. The volumetric mineralogy information will be used to validate the

wave dispersive spectroscopy (WDS) experiments presented later in this thesis. Finally, this

chapter provided a description of the surface preparation protocol used to obtain polished flat

surfaces appropriate for the chemical and mechanical testing conducted in this work.



Chapter 4

Statistical Grid WDS Analysis

This chapter deals with the application of electron probe microanalysis to shale materials.

We begin with a presentation of background information about EPMA that is necessary to

understand the basics of this technique. A brief review of the use of this technique in geology

is also provided. The next section of this chapter introduces the grid WDS technique as an

adaptation of this classical method for the measurements of heterogeneous materials. The

discussion of grid WDS technique starts with an introduction of the cluster analysis method used

in the analysis of the grid WDS chemical data. We then discuss the experimental parameters

involved in the design of grid WDS technique and their effects on the chemical measurements.

Finally, the analysis methodology adopted in this work along with a sample application on shale

materials is presented.

4.1 Electron Probe Microanalysis and Scanning Electron Mi-

croscopy

Electron probe microanalysis (EPMA) is an experimental technique used to determine the

chemistry of a specified region in a sample. Electrons and X-rays are emitted as a result of

the interaction between a beam of electrons and a sample. Emitted electrons are then used

to produce images of the surface of interest, while x-rays, which are a characteristic of the

elements from which they are emitted, provide qualitative and quantitative measure of the

elements present in the sample. The specimen-beam interactions are discussed below. Imaging



capabilities of EPMA are primarily used for locating regions of interest for point analysis, which

makes it an invaluable technique in materials science. Scanning electron microscope (SEM), on

the other hand, is a close relative of EPMA. SEM is primarily made for imaging purposes where

different detection modes of electrons can be used to produce topographic and compositional

images. Furthermore, SEM is usually equipped with x-ray detector enabling x-rays of selected

elements to be collected and analyzed. The function of the two equipment, however, overlap

considerably with different priorities.

EPMA and SEM are widely used in many branches of geology: planetology, sedimentology,

mineralogy, and petrology. In mineralogy and petrology, for instance, EPMA and SEM are

used for elemental quantification at the micrometer scale, and for generating images of polished

samples that reveal a wealth of microstructural details [66]. The wide use of both techniques

stems from the relatively easy sample preparation, high accuracy of elemental analysis, small

volume of interaction (on the order of 1 micrometer), and the non-destructive nature of the

technique (the sample can be reserved for other tests). The two main aspects of the EPMA

and SEM techniques, the interaction between electron beam and a sample and the methods for

detection of emitted radiations, are discussed below.

4.1.1 Specimen Beam Interactions

In EPMA and SEM experiments, a beam of electrons is accelerated onto the surface of the ma-

terial to excite radiations which are a function of the topography and composition of the sample.

These interactions cause various types of emissions, mainly elastic and inelastic scattering and

X-ray emissions.

Elastic Scattering

In elastic scattering the total kinetic energy of the collision of electrons is conserved. This type

of scattering mainly describes the interaction between an electron and nuclei of the specimen.

It involves large deflections in which the angular deflection angle -y, derived by Rutherford, is

given by:
( Z

tan(,) = (4.1)
1.4pE
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Figure 4-1: Backscattering coefficient versus atomic number. The figure shows the strong rela-
tion between these two parameters [66].

where Z is the average atomic number, p is the minimum distance between the undeflected

electron path and the nucleus, and E is the energy of the beam of electrons. Elastic scattering

is responsible for electron backscattering, where an electron is deflected through an angle greater

than 900. Backscattered electrons are, by convention, electrons with energies greater than 50

eV ( 1 eV =1.6x 10-19 Joules). The fraction of the beam electrons that are deflected through

angles greater than 90 represents the backscattering coefficient r1, and it is strongly dependent

on the atomic number Z as shown in Figure 4-1. Hence, backscattering electrons provide

information about the composition of the sample.

Inelastic Scattering

The energy of the beam of electrons that is dissipated through various types of interactions with

bound electrons is known as inelastic scattering. This type of scattering is responsible for the

emission of secondary electrons, which by convention possess energy less than 50 eV. During

inelastic scattering, electrons receive sufficient energy to leave the sample surface. Similar to the



backscattering coefficient y, the secondary electron coefficient '7SE represents the ratio of the

number of secondary electrons produced to the number of incident electrons. The secondary

electron coefficient does not vary smoothly with atomic number. As a result of their low

energy, secondary electrons that are within a few nanometers from the surface are able to leave.

Consequently, secondary electrons provide information about the topography of a specimen.

Characteristic X-ray Emission

X-ray produced by beam electron-sample interactions is a characteristic of the elements from

which they are emitted. X-ray emissions are produced by electron transition between the bound

orbits which possess energy governed by the quantum number (n). These orbits are usually

designated as K(n=1), L(n=2), and M(n=3). Each of these orbits contains subshells with slight

energy differences as shown in Figure 4-2. For an x-ray to be produced the incident beam energy

must exceed the critical excitation energy required to ionize the sample.

The energies of the relevant energy shells are schematically shown in Figure 4-3. The energy

of x-ray is equal to the difference between the initial and final energy in the transition process.

The lines are designated as K, L, and M based on the energy level from which the electron is

ejected. In each shell, lines are labelled based on intensity: a being the most intense line, 3 the

second most intense line, and so on [66]. Since x-ray emissions are characteristic of the elements

from which they are emitted, they can be used to identify the composition of a specimen.

4.1.2 X-ray Detection

Two types of x-ray detectors are commonly employed in EPMA testing: energy dispersive

spectrometers (EDS), which characterize the emitted X-rays based on their energy; and wave

dispersive spectrometers (WDS), which sort the X-rays based on their wavelengths. In this

section we briefly discuss the two detection techniques and state some of their comparative

advantages and disadvantages.

Energy Dispersive Spectroscopy (EDS)

Energy dispersive spectroscopy classifies X-rays based on their energy. The major component

of an EDS system is a solid state detector, which could be made of lithium-drifted silicon,
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Figure 4-2: Schematic of the inner atomic shells. X-rays are produced by electron transitions
between these shells [66].
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Figure 4-3: Schematic of the energy levels of a silver atom. The energy of X-ray is equal to the
difference between the initial and final energy levels in the transition process [66].



lithium drifted germanium, or mercuric iodide. The detector absorbs the X-ray photons and

forms a charge pulse, which is then converted into a voltage pulse that is amplified and passed

to a computer X-ray analyzer. The data is displayed as a histogram of intensity by voltage,

which provides information about all elements with X-ray emissions in the range of voltage

being analyzed. Hence, one detector is sufficient to measure all chemical elements within the

probed material volume that generate detectable radiations.

Wave Dispersive Spectroscopy (WDS)

In WDS, X-rays are classified based on their wavelengths and making use of the Bragg reflection

phenomenon associated with the experiment. In Bragg reflection, X-rays of a given wavelength

A are diffracted by the atomic layers of crystal of interplanar spacing d at a certain angle of

incidence 0 (see Figure 4-4). The relationship between these variables is known as Bragg's law,

and is given by:

nA = 2d sin 6 (4.2)

where n is an integer (n = 1, 2, 3, ..) representing the order of reflection. In WDS testing, the

first order of reflection (n = 1) is usually used since it produces the most intense reflections.

For n = 1 and a given value of interplanar spacing 2d the wavelength range is limited. Hence,

several crystals of different interplanar spacing are needed to cover the entire range of X-

rays. A typical WDS system can have up to five detectors allowing up to five elements to be

measured simultaneously. Source, detectors, and analyzing crystals are usually positioned in

the imaginary Rowland circle, see Figure 4-5. This geometrical arrangement ensures that the

Bragg angle is the same for all points.

Once a x-ray has been emitted and diffracted by the crystals, a proportional counter is

used to detect the radiation. The proportional counter consists of a tube filled with gas and a

coaxial wire held at a positive potential between 1 and 2 kV. X-rays enter the detector through

a window, which could be thin or thick depending on the wavelength, causing the gas atoms to

ionize. This ionization generates electrons and ions that are attracted to the anode wire and

to the cathode, respectively. The electrons cause further ionization resulting in a pulse that

appears in the anode. The analysis of the pulse enables measuring the X-ray intensities [66].



Figure 4-4: Bragg reflection: X-ray diffraction pattern of a certain wavelength by a crystal of
interplanar spacing d. Adapted from [48].
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Figure 4-5: Schematic of the imaginary Rowland circle geometry used to locate the specimen,
crystals, and detectors in EPMA [66]



Quantitative Analysis of X-rays

Two types of X-ray spectrometers can be used to collect emitted X-rays. The EDS technique

is better suited for qualitative chemical analysis owing to its ability to record complete spectra

in short experimental times. The WDS technique, in contrast, is used for quantitative analysis

given its better resolution. In this study, we have chosen to use the WDS method since it has

the potential of producing quantitative measurements of elements concentrations.

The intensity of a characteristic X-ray is proportional to the mass concentration of the

element of interest. Hence, for a given sample, once the X-ray intensities of each element of

interest are measured, the intensities are compared to those of standards containing known

values of the elements of interest. The uncorrected elemental concentrations are calculated by

the following relation [66]:

CA(sp) = A(sP) CA(st) (4.3)

where Cl(sp) is the uncorrected mass concentration of element A in the specimen, and CA(st)

is the mass concentration of element A in the standard. IA(sp) and IA(st) are the intensities

measured in the specimen and standard, respectively. Several corrections are required to en-

sure that the WDS measurements and data analysis provide quantitative chemical data. The

measured peak intensities require background and overlap corrections. Background corrections

eliminate background contributions to the measured peak intensities. Overlap corrections take

into account the fact that peak intensities are enhanced by overlaps with neighboring peaks.

In addition, uncorrected mass concentrations must be corrected for matrix effects. This cor-

rection is known as matrix correction, and sometimes referred to as ZAF, an acronym for the

different matrix effects: atomic number (Z), absorption (A), and fluorescence (F). The ZAF

correction is applied iteratively since it depends on the composition of the specimen, which is

a priori unknown. This correction procedure is implemented within a computer environment

that processes measured X-ray intensities, compares them to standards, computes the ZAF

correction, and outputs the results as mass concentrations of elements or oxides.

WDS is generally used to generate high resolution wavelength spectra and X-ray compo-

sitional maps, but the most common application of WDS is for quantitative spot analysis.

The results of WDS spot analysis are presented as mass concentrations of each element or as



mass concentrations of the appropriate oxides. In this study, the elemental mass concentration

representation will be adopted because it is most suited for the data processing employed herein.

X-ray Mapping

X-ray maps provide the spatial distribution of a specific element by recording a map of X-ray

intensities resulting from beam of electrons-sample interactions. Unlike EPMA spot analysis,

the beam of electrons is scanned in a rectangular raster or the specimen is moved while holding

the beam position fixed. X-ray maps are generated by converting X-ray intensities recorded for

each pixel to gray levels. In this method of recording the data, the information about elements

concentrations are lost. If a quantitative X-ray map is required, it is then necessary to apply

background and ZAF corrections [661. Similar to EPMA spot analysis, X-ray maps can be

acquired by WDS or EDS. In this work, we use the WDS method for the reasons discussed

above.

4.2 EPMA in Geology

During the past three decades EPMA and SEM have become established experimental tools

in the study of geological materials. EPMA and SEM are versatile techniques that have been

successfully applied to studies including investigation of individual minerals, age determina-

tion, and elemental mapping of major constituents in rocks [46] [66]. Backscattered electron

(BSE) imaging is by far the most widely used imaging mode. The ability of BSE microscopy

provide images on the basis of atomic number contrast has made it an invaluable technique in

the study of the relations between composition and grain morphology. Krinsley [21] provided

a summary of this technique and its applications to sedimentary rocks, including shale. He

showing how the technique can be used to obtain textural information. WDS spot analysis,

on the other hand, is conventionally used in conjunction with imaging capabilities in order

to isolate a particular grain or phase of interest and provide quantitative compositional data.

Image analysis of backscattered images and X-ray maps is another application typically used

to obtain quantitative information about earth materials. In this technique, the analysis of a

set of BSE micrographs and X-ray maps of representative surfaces of the specimen can deliver



microstructural information such as volume fractions of constituents and pore/grain size dis-

tributions (see e.g., [21]). The image analysis technique has been successfully applied to shale

rocks and other sedimentary rocks [4] [57] [58].

In EPMA and SEM applications previously discussed, the experimental setup primarily

targets the chemical assessment of a specific location in the material surface. A few studies

reported in the literature of geological materials resorted to statistical treatment of large data

sets of EPMA measurements in order to assess overall composition and chemical variability

of material samples. Statistical clustering methods for multivariate data help assigning each

experimental event to the most probable cluster, within the framework that the entire data set

can be decomposed into clusters with similar properties.

In studies of atmospheric aerosol samples, cluster analysis techniques were applied to in-

vestigate the composition of aerosol particles and determine the most abundant particle types

[18] [16] [71]. These studies were based on EDS measurements of hundreds of particles. In a

different application, Bondarenko et al. [37] employed cluster analysis of EDS data of ceramic

samples to address the effect of temperature on chemical composition and phase homogeneity.

EDS experiments performed on samples before and after thermal treatment, showed enhanced

chemical homogeneity, as well as, the production of new chemical phases. Finally, Klepka et

al. [55] used cluster analysis of EPMA data combined with X-ray diffraction (XRD) to decode

the phase composition of an iliminite mineral.

These first applications of cluster statistics to model EPMA data open the possibility to

potentially deal with highly heterogeneous materials. In the following section, we design a

systematic implementation of EPMA to tackle the highly complex chemistry of shale materials.

4.3 Grid WDS Technique

Shale is a highly heterogeneous sedimentary rock, which consists of clay minerals, quartz,

feldspar, and other minerals with minor amounts. This heterogeneous nature of shale makes

its mineralogy and chemistry more complex than other sedimentary rocks. In this study, an

experimental protocol to assess the chemical make-up of shale is proposed based on a com-

bination of EPMA testing and multivariate statistics to interpret large sets of chemical data.



The proposed approach borrows inspiration from the so-called statistical grid indentation devel-

oped by Ulm and co-workers [33] [26] [34], which addresses the mechanical characterization of

heterogeneous porous composites. With the appropriate experimental setup, each WDS exper-

iment of the hundreds performed over a sample surface is treated as an independent statistical

event, and clustering algorithms can be implemented to infer the chemical composition of the

main constituents of the material. The statistical grid WDS has already been developed for

the assessment of cementitious materials. Vanzo and Ulm [48] implemented the grid WDS

technique to characterize the effect of carbonation on the chemical composition of oil cements

at grain scale. In our study, we adapt the principle of grid WDS to the characterization of

shale materials. Our original contribution to the chemical assessment of shale composition is

the implementation of multivariate clustering method to resolve the main material constituents

at micrometer length scales, as well as to design and validate the appropriate experimental

protocols. In what follows, the principles of grid WDS technique, the statistical treatment of

WDS data, and the implementation of the proposed methodology to shale rocks are detailed.

4.3.1 Principle of Grid WDS Technique

The grid WDS concept can be illustrated by considering the following thought experiment of

a heterogeneous sample containing more than one material of different chemical composition.

A random WDS spot on the sample surface provides access to the chemical composition of

any of the material phases given that the volume of the material probed by WDS (interaction

volume) is smaller than the characteristic size of the individual phases. In contrast, a larger

volume of interaction compared to the characteristic size of the individual phases provides

access to the average chemical composition of the individual phases. Another instance of such

response is when the beam of electrons in WDS lands at the boundary of two phases. Figure

4-6 schematically illustrates the concept of grid WDS. This thought experiment shows how

the conventional WDS spot analysis can be applied to heterogeneous materials. This requires

a large array of WDS spot results followed by statistical analysis of the data to separate the

chemical properties of individual phases.

The grid WDS technique introduces a new length scale to the problem. The grid size must

be chosen properly to achieve statistical independence in the sampling process. The grid size L
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Figure 4-6: a) Schematic of the proposed grid WDS technique showing an array of WDS spot
analyses on a heterogeneous material. The background corresponds to a backscattered image
of shale S7. The contrast in color intensity corresponds to different chemical composition. The
beam of electrons in WDS may probe pure chemical phases (P) or the mixture of more than
one phase (M). b) and c) Probability distribution functions of the pure chemical phase and the
mixture chemical phase, respectively.
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must be much larger than the interaction volume of the WDS test. To avoid sampling effects,

a large number of tests N is necessary. Furthermore, to obtain the properties of individual

phases, the characteristic size of interaction volume v must be smaller than the length scale of

individual phases D. These conditions can be summarized as:

v!"3 << D << Lv/I (4.4)

4.3.2 Statistical Analysis of WDS Data-Clustering Analysis

Clustering analysis is the automated identification of groups of related observations in a data

set. The strength of this technique stems from its ability to determine the number of clusters in

a data set and the uncertainty of observations belonging to a cluster based on statistical criteria.

In this investigation we apply this technique using the R package Mclust, a contributed package

for normal mixture modeling and model-based clustering [131. It provides functions for model

based approaches assuming a variety of data models and implement maximum likelihood esti-

mation and Bayesian criteria to identify the most likely model and the number of clusters. The

provided functions in Mclust package identifies the optimal model based on Bayesian criteria

(BIC) for Expectation Maximization algorithm (EM) initialized by hierarchical clustering for

various parameterization of the Gaussian model [13] [14] [15].

In model-based clustering the data are considered as a mixture density f(x) = G 1 rkfk(x),

where fk(x) is the probability density function of the observations in group k, and rk is the

probability that an observation belongs to the k-th component (EG -rk = 1). Each component

is usually represented by Gaussian or normal distribution which is characterized by the mean

pk and the covariance matrix Ek with the probability density function:

4(xi, p,4 Ek) = exp.-2 (Xi ,2k) ZE'(Xi I k) (4.5)
det(27rEk)

The likelihood for data consisting of n observations assuming Gaussian mixture model with G

components is given by:
n G

i=1 k=1

For a fixed number of components G, the model parameters -r, Pk, and Ek are estimated via



the EM algorithm initialized by hierarchical model based clustering [5]. EM iterates between

two steps: the expectations step (E-step), and the maximization step (M-step). In the E-

step, matrix z is calculated such that Zik is the conditional probability that reading i belongs

to group k given the current parameter estimates. In the M-step, the maximum likelihood

of the parameters is estimated given z. Geometric features (shape, volume, orientation) are

identified by the covariance matrix Ek, which may be parameterized to impose constraints

across components. Geometric constraints in multivariate normal mixtures can be imposed

through eigenvalue decomposition of the covariance matrix Ek in the following form [44]:

Ek = AkDkAkDj (4.7)

where Dk is the orthogonal matrix of eigenvectors, Ak is a diagonal matrix whose elements

are proportional to the eigenvalues, and Ak is a constant of proportionality. Dk governs the

orientation of the k-th mixture component, while Ak identifies its shape, and Ak determines its

volume which is proportional to Ad det(Ak). These parameters (Ak, Dk, Ak) are considered as

independent sets of parameters, and can be constrained to be the same for each component or

allowed to vary among components. Various model options are available in R package Mclust.

In one dimension, two models are available: E for equal volume and V for varying variance.

In more than one dimension, the model identifiers refer to the geometric characteristics of the

model. For example, EVI denotes a model in which the volumes of all clusters are equal, the

shapes of the clusters are allowed to vary, and the orientation is the identity matrix.

The best model can be identified by fitting models with differing parameterization and/or

number of components to the data by maximum likelihood determined by the EM algorithm,

and then implementing a statistical criterion for model selection. Mclust uses the Bayesian

statistical criterion (BIC) as the model selection criterion. To illustrate the concept of cluster

analysis, Figure 4-7 shows an example of clustering results of WDS chemical data.

Experimental Parameters

The main experimental parameters that can be varied during and an EPMA investigation

are accelerating voltage, beam current, and coating. Accelerating voltage is by far the most
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Figure 4-7: Illustration of the cluster analysis applied to WDS chemical data. The data in
this figure corresponds to the WDS chemical data before clustering (left) and after clustering
(right). Each color corresponds to a different phase identified by the cluster analysis.



important parameter since it controls the probed volume of material (volume of interaction) by

EPMA. Increasing the accelerating voltage increases the interaction volume. Hence, the choice

of accelerating voltage defines the scale of measurements in EPMA. The accelerating voltage is

limited by the critical excitation energy, and must be high enough to excite the characteristic

X-rays of the elements of interest. To satisfy this condition, an accelerating voltage of around

2 times the critical excitation energy is recommended [66]. For example, iron with a critical

excitation energy of 7.1 keV for the Ka shell, requires an accelerating voltage approximately 15

kV [6] [66]. Since shale materials may contain iron, an accelerating voltage less than 15 kV may

underestimates iron and produce unreasonable chemical data. Operating at high accelerating

voltage, on the other hand, increases the X-ray intensities and peak to background ratios,

which improves the experimental conditions; however, at the expense of increasing the spatial

resolution. For these reasons, the accelerating voltage adopted in this study is 15 kV.

To find the volume of interaction associated with the chosen accelerating voltage (15 kV),

Monte Carlo (MC) simulation of a WDS experiment was performed using CASINO [19]. The

average density for the simulated shale material is around 2.55 g/cm3 (see Table 3.2). Figure

4-8 displays a cross-section of the material and the computed electron trajectories. The MC

simulation shows an interaction volume of approximately 2 pIm. Interaction volume is an impor-

tant parameter since only minerals with characteristic size larger than the interaction volume

can be identified by WDS. As the size of clay minerals is less than two microns, it is not pos-

sible to resolve individual clay minerals. Instead, the WDS technique measures an on-average

composition of clay minerals.

Beam current is less important and varying this parameter does not affect measurements

significantly. Increasing the beam current gives high X-ray intensities; however, the extent to

which the beam current can be increased is limited by sample damage. For instance, high

beam current may heat up the sample causing the loss of carbon dioxide from carbonates and

water from hydrous minerals [66] [45]. In WDS analysis, a current in the range 10-100 nA is

reasonable for most materials. In this study we use a beam current of 10 nA.

Coating is another experimental parameter that needs consideration. Coating is necessary

to prevent electrical charge built-up of the specimen during electron bombardment; however,

the measured X-rays are affected by coating. Coating reduces X-ray intensities since incident



Figure 4-8: Monte Carlo simulation (run on CASINO) of the electron trajectories in a WDS
experiment performed on shale. An accelerating voltage of 15 kV and a density of 2.55 g/cm3

were used in the simulation. The red trajectories are backscattered electrons, which result
from elastic scattering events. Yellow and blue in these trajectories correspond to high and low
energies, respectively. The interaction volume found from this simulation is about 2 pm.
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electrons lose energy when passing through the coating, and X-rays are attenuated within the

coating film [66] [45]. For X-ray measurements, carbon coating is commonly used in EPMA

testing since it has minimal effects on the emitted X-rays [661 [45]. Coating thickness must

be optimized in order to obtain maximum information from the specimen. Too thick coating

obscures sample details, while too thin coating may not prevent charge built up. Coating

thickness of 20 nm is optimum for x-ray measurements [66]. For this reason, shale samples were

coated with a 20 nm layer of carbon.

4.3.3 WDS Data Processing

Once the sample is ready for testing, it is mounted in the EPMA chamber, which is subsequently

pumped to create vacuum. The surface of the sample is then scanned under the backscattered

electron mode to choose a surface suitable for testing. Once the surface is chosen, the x, y,

and z coordinates are generated for the WIDS grid with a specific size (number of points and

spacing). The z is the focus distance, an important parameter in obtaining a consistent WDS

signal. The focus distance is usually calculated for the first point and assumed constant for

the rest. For this reason, a flat surface is necessary to ensure that the variations in the focus

distance is minimal and will not affect the measurements.

In WDS testing, each element is assigned to a crystal-detector. Since the particular machine

that we use in this study has 5 detectors, only five elements can be measured simultaneously

in one run. Hence, for the ten elements we measure, two runs are required. The test is run

and x-ray intensities are collected by the WDS detector. Quantification of the WDS results is

then performed on the computer attached to the EPMA and the results are output as weight

percentages of the measured elements as shown in Table 4.1.

Analysis total is an important experimental parameter that requires careful considerations.

It represents the sum of elements weight percents in each spot and must be close to 100 percent.

In practice, however, the WDS technique deviates from the given mark due to several reasons:

the presence of water, an element not included in the analyses, surface roughness, or deviations

from the analytical conditions because of instrumental error. The elements used in this analysis

insure that all elements that exist in shale are analyzed for, except carbon and hydrogen. Carbon

cannot be measured since the samples are carbon-coated. Hydrogen, on the other hand, is a



Spot No. Al 0 P Fe Na Si S Mg Ca K Analysis total

1 12.13 48.12 0.04 5.20 0.91 24.80 0.01 1.28 0.05 3.06 95.59
2 5.47 35.76 0.02 40.37 0.84 11.84 0.03 1.41 0.05 0.82 96.60
3 9.97 48.25 0.07 2.54 5.84 28.64 0.00 0.44 0.35 1.05 97.15
4 10.77 51.44 0.01 7.73 0.77 24.72 0.03 1.31 0.07 3.21 100.06
5 10.36 47.43 0.01 6.61 1.00 25.77 0.00 1.62 0.02 2.84 95.65
6 9.11 49.07 0.00 6.10 0.70 28.28 0.00 1.23 0.02 2.40 96.91
7 10.72 50.88 0.02 5.87 0.77 24.85 0.00 1.81 0.02 3.28 98.22
8 8.46 50.35 0.00 5.78 1.43 28.84 0.00 1.23 0.04 2.09 98.23
9 10.54 51.46 0.00 5.75 1.11 26.94 0.00 1.32 0.08 3.21 100.41
10 9.92 45.91 0.03 6.55 1.01 26.46 0.01 1.34 0.06 2.85 94.13

Table 4.1: Typical WDS spot analysis results for a shale sample. The data is presented in the
form of weight percentage of each element.

light element for which special capabilities of EPMA are required. Hence, the analysis total for

clay minerals is expected to be less than 100 as they contain water. Furthermore, carbonates

which contain large amounts of carbon, are expected to have as low analysis totals as 60 %.

Special care must be given when filtering the data to make sure that no mineral is excluded.

In this study, filtering of the data is done based on whether the sample contains carbonates or

not. If carbonates are found in the sample, the threshold limit, that is the analysis total below

which the data is discarded, is set to 60 %, otherwise, the threshold limit is set to 80 %. The

presence of carbonates can be easily found by looking at the elemental concentrations of Ca, Mg,

and Fe. Another reason for low analysis total results from the assumption that Fe is divalent

when it is trivalent [66]. An attempt to predict the amount of Fe3+ based on ratios published

in the literature has not been made, since such a step complicates data analysis rather than

simplifying it. Another issue related to analysis total is its large variability, particularly in clay

minerals. This is an expected trend, since the ZAF correction applied to the measured X-ray

intensities assumes homogeneous composition over the interaction volume. This condition is

violated if composite composition or clay minerals are measured.

Chemical Data Interpretation

Multivariate cluster analysis is used to analyze the chemical data obtained through grid WDS

technique. The clustering algorithm presented in section 4.3.2 helps through cluster modeling

in synthesizing a large data set to a reduced number of components, which are clustered based



Spot No. Al 0 P Fe Na Si S Mg Ca K

1 9.76 65.29 0.02 2.02 0.86 19.17 0.00 1.14 0.03 1.70
2 5.48 60.40 0.01 19.54 0.99 11.39 0.03 1.57 0.03 0.56
3 7.76 63.35 0.05 0.96 5.34 21.42 0.00 0.38 0.18 0.56
4 8.31 66.91 0.01 2.88 0.70 18.32 0.02 1.12 0.03 1.71
5 8.41 64.90 0.01 2.59 0.95 20.09 0.00 1.46 0.01 1.59
6 7.24 65.76 0.00 2.34 0.65 21.59 0.00 1.09 0.01 1.32
7 8.35 66.80 0.01 2.21 0.71 18.59 0.00 1.56 0.01 1.76
8 6.59 66.14 0.00 2.18 1.31 21.58 0.00 1.06 0.02 1.12
9 8.04 66.24 0.00 2.12 0.99 19.75 0.00 1.12 0.04 1.69
10 8.22 64.18 0.02 2.62 0.98 21.07 0.01 1.23 0.03 1.63

Table 4.2: Atomic ratios of the elements presented in Table 4.1 .

on their chemical signature. For the implementation for shale materials, atomic ratios of the

collected elements are employed instead of elemental mass concentrations. The atomic ratio

representation provides more contrast between phases , making the identification of shale chem-

istry through cluster modeling viable. Table 4.2 shows an example of atomic ratio calculations

for the chemical data reported in Table 4.1. The elements used in WDS testing must be care-

fully chosen to represent all minerals that may exist in the material of interest. The elements

suitable for the characterization of shales are Si, Al, Fe, K, Mg, Ca, Na, S. This set of elements

covers the major and minor minerals that can be found in shale, and provides the sufficient

contrast between chemical phases. Cluster analysis involves a set of mathematical procedures

that aims at classifying the data into chemical phases with similar composition. Each chemical

test is represented as a point in a multidimensional space with the base dimensions being the

atomic ratios of elements. Thus, points with different compositions will be located in different

regions in this space, while points with similar composition will be located in a particular region

(see Figure 4-7)

The chemical composition of common minerals known to be present in shale aids in inter-

preting the results of EPMA testing and cluster analysis (see Section 2.1). Table 4.3 reports

the chemical composition of the non-clay minerals, presented in terms of chemical formulas and

atomic ratios of important elements. Different elemental projections can be used to provide

a visual interpretation of the data analysis. These projections must be carefully designed to

deliver the required information. In the case of silicates such as quartz, feldspar and clay min-

erals, the projections in the space Al-Si and Al/Si-K+Ca+Na are found to be useful, as shown



Mineral Chemical formula Si Al Al/Si Ca+Na+K

Quartz SiO2 33.33 0 0
Alkali feldspars (Na,K)AlSisOs 23 7.7 0.33 7.7

Plagioclase feldspar NaAlSi308 - CaAl2Si20s 23 - 15.4 7.7 - 15.4 0.33 -1 7.7
Mineral Chemical formula Ca Mg Fe
Calcite CaCO3 20 0 0

Magnesite MgCO3 0 20 0
Siderite FeCO3 0 0 20

Dolomite CaMg(CO3)2 10 10 0

Table 4.3: Chemical composition of non-clay minerals expressed through chemical formulas and

atomic ratios of elements. Atomic ratios provide sufficient contrast between different minerals.

in Figure 4-9. The Al-Si space mainly helps in locating quartz phases. The Al/Si-K+Ca+Na

space provides the necessary contrast between quartz, feldspar and clay minerals. The rationale

behind using the summation of elements K, Na, and Ca is that they add up to a specific value

(7.7 in the atomic ratios representation) in the case of feldspars, and appear in variable amounts

for clay minerals. The use of Ca, Mg, and Fe elements is helpful to characterize carbonates

minerals. Figure 4-9 shows two projections that can be used for the analysis of carbonates:

Ca-Mg, and Fe-Si. The former representation shows the the regions of calcite, magnesite, and

dolomite; the latter marks the location of siderite and hematite.

Clay minerals pose major challenges in the application of grid WDS technique. The state-

of-the-art of EPMA experiment cannot be used to study compositional variations across the

small clay flakes, given that their characteristic size is less than the interaction volume probed

by the experiment. Furthermore, the actual composition of clay minerals in rocks deviates

from the ideal compositions reported in the literature as discussed in Section 2.1.1. For these

reasons, the chemical compositions of clay minerals reported in Section 2.1.1 are considered

to aid in identifying the signature of clays and their variability in the proposed atomic ratio

projections. The atomic ratios are first calculated using the chemical information provided in

Tables 2.3 through 2.21. The data is displayed in the projections adopted for silicates; Si-Al

and Al/Si-Ca+K+Na as shown in Figures 4-10 through 4-13 for the different types of clay

minerals. Figure 4-15 synthesizes the data provided in Figures 4-10 through 4-13 , showing the

particular regions associated with each mineral. From the information presented graphically



e Quartz
* Alkali feldspar
A Plagioclase feldspar

0 5 10 15 20 25 30
Al (Atomic ratio)

0 Siderite
9 Hematite

0 10 20 30 40 50
Ca (Atomic ratio)

0)4

0

cc

+

N-

-0 C
E LO -

0

E rc
CD '>

0.0 0.5 1.0 1.5 2.0
Si/Al

* Calcite
* Magnesite
A Dolomite

5 10 15 20
Ca (Atomic ratio)

Figure 4-9: Elemental projections used to provide a visual interpretation for the results of
cluster analysis of WDS chemical data. a) and b) are the projections used to discriminate
between quartz, feldspars, and clay minerals. c) and d) are the projections used to discriminate
between different carbonate minerals such as calcite, magnesite, dolomite, and siderite.

CO

0

-0

E

CO

* Quartz
* Alkali feldspar
A Plagklase feldspar

25 30



in Figure 4-15, all clay minerals types present in shale display a broad chemical signature in

the chosen atomic ratio representation. Less tractable differences are inferred from projections

based on elemental mass concentrations. To further reduce complexity, Figure 4-15 represents

the chemical composition of the most common clay minerals encountered in sedimentary rocks.

As presented in Section 2.1.1 , the most common clays in sedimentary rocks, given in the order

of relative abundance, are: illite, montmorillonite, mixed-layer illite-montmorillonite, chlorite

and kaolinite [12]. The data presented in this section , in particular the information in Figure

4-16, will assist in the analysis and interpretation of the results of cluster analysis.

4.3.4 Sample Application of Grid WDS to Shale

The previous section outlines the analysis and interpretation of grid WDS data. This procedure

is illustrated in detail in this section using as a reference the results of experiment S7-b. This

experiment was performed over a grid of 1 mmx 1 mm. Figures 4-17 and 4-18 display the

cluster analysis results of experiment S7-b. Tables 6.4 and 6.5 provide the detailed numerical

description of the results. From these sample results, we can identify two visible types of

features in the projections of clustered WDS data: poles and ligands.
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Phase 1 2 3 4 5 6 7 8

Si p 15.36 16.30 16.89 18.02 21.16 21.52 32.78 32.82
o 3.65 3.81 1.96 1.14 2.66 4.04 0.79 0.66

Al p 11.12 10.94 11.91 12.63 9.64 9.78 0.24 0.02
a 2.80 2.40 1.20 0.81 2.51 3.54 0.24 0.01

K p 0.53 0.99 0.58 0.67 1.92 0.47 0.01 0.00
a 0.23 0.76 0.12 0.19 2.30 0.19 0.01 0.00

Ca p 0.20 0.43 0.26 0.06 0.22 0.08 0.00 0.00
a 0.25 0.52 0.19 0.03 0.34 0.05 0.01 0.00

Na p 0.65 0.76 0.68 0.62 2.10 0.60 0.04 0.01
a 0.15 0.30 0.17 0.13 2.24 0.27 0.07 0.01

Fe p 4.52 4.42 2.99 1.41 1.00 1.39 0.08 0.02
a 4.94 4.01 1.55 0.24 0.87 0.58 0.03 0.02

Mg p 0.62 1.11 0.76 0.57 0.31 0.47 0.01 0.00
a 0.32 0.61 0.20 0.12 0.25 0.19 0.01 0.00

Table 4.4: Summary of the make up of chemical phases identified by cluster analysis for ex-
periment 57-b. The notations p and o- correspond to the mean and standard deviation of the
given property. The standard deviation corresponds to the square root of the variance.

Phase 1 2 3 4 5 6 7 8

Volume fraction ()3.80 8.60 19.41 29.30 4.94 13.64 2.96 17.35
Analysis total yL 96.11 89.75 93.37 95.69 97.14 94.98 101.97 100.88
Analysis total u 1.32 1.32 1.32 1.32 1.32 1.32 1.32 1.32

Allocation 0.97 0.95 0.93 0.94 0.98 0.96 0.96 0.99

Table 4.5: Volume fractions, analysis totals, and allocation rates for the chemical phases iden-
tified by cluster analysis for experiment S7-b. The notation a corresponds to the standard
deviation of the given property.

Poles

A pole represents a component with relatively small standard deviation; that is an intense

clustering of data points around a mean position. The pole is interpreted as an approximately

homogeneous phase, and defines composition and volume fraction of this phase. In Figure 4-

17, the phases identified as poles are 1, 3, 4, 7 and 8. Referring to Figure 4-9, which shows

the regions of non-clay minerals on the relevant projections, we note that phases 7 and 8 are

situated in the region expected for quartz, for which reason we identify them as quartz phases.

The silicon content of these components (Si = 32.78 and 32.82, respectively) is very close to the

ideal composition of quartz (Si = 33.33), and their volume fractions are 2.96 and 17.36 percent,

respectively. Phases 1, 3, and 4, however, are located in the region expected for clay minerals
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(e.g., Figure 4-15), hence, we interpret them as clay minerals phases. It is worth noting that

clay minerals are far from being homogeneous which may be taken to contradict our definition

of the pole. However, if we remind ourselves that the characteristic size of clay minerals is

less than the interaction volume, we note that WDS probes the on-average composition of clay

minerals which is homogenous at the scale of our measurements (2 pm).Few points of the clay

cloud (Figure 4-17) show tendency towards kaolinite composition (Al/ Si = 1). This indicates

the presence of pure kaolinite minerals with sizes larger than the interaction volume, which is

not peculiar since kaolinite is known for its large size that can exceed two microns [47]. Analysis

total can further help solidifying the above conclusions. Analysis total less than 100 % could be

due to missing elements or due to experimental issues. We note that clay phases exhibit lower

analysis totals (around 95 %) compared to the quartz phases (around 100 %). This difference in

behavior is attributed to hydrogen element present in clay minerals in the form of water or OH-.

Hydrogen is not measured in the WDS experiments because its low atomic number is outside

the range of resolution of EPMA equipment. Consequently, the clay-like phases consistently

displays lower yield totals compared to the quartz phases.

Ligands

A ligand, which approximates a straight line between two compositions, is a component

that represents a mixture between two phases. These components can be identified visually

as a component spans between two anchor points. The composition of these anchor points

can be identified based on knowledge of the chemical phases which are found in the sample.

This can either come from the identification of poles (as discussed above) or the knowledge of

the stoichiometry of the phases present in the sample. Referring to Figure 4-17 the following

components are identified as ligands:

" Component 6 represents a mixture of quartz (Si = 33.33) and clay minerals.

* Component 2 represents a mixture of siderite (Fe = 20) and clay minerals.

" Component 5 represents a mixture of feldspar (K+Ca+Na = 7.7) and clay minerals.

In the above cases, we identified clay minerals based on the discussion above. A discussion

of the mixture phases is discussed below.
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Mixture Phases

To explain the concept of mixture phases, consider a hypothetical sample that contains two

phases: phase I and phase II. Statistically speaking, a beam of electrons in WDS moving with

no guidance, may sample phase I, phase II, or both (see Figure 4-6). The latter case results

in what we call a mixture phase. The composition of mixture phases probed by WDS can

be considered as a linear combination of the compositions of the individual components; i.e.,

phase I and Phase II. Consider an element X measured by WDS, the concentration of X can

be expressed as:

Xmi = AX 1 + (1 - A)XI1 (4.8)

where A is the proportion of phase I in the mix, Xmx is the measured concentration of element

X by WDS, XI and XII are the concentrations of element X in phases I and II, respectively.

Given that the composition of the chemical components in the sample is known, the analysis

of the mixture phases reduces to finding A.

Applying the above mixture model to shale is challenging due to its heterogenous nature.

First, we assume that each mixture phase is a mixture of two phases only. Referring to Figure

4-17, we note that all mixture phases represent a mixture of clay and other non-clay minerals;

quartz, feldspar, and siderite. This behavior is expected since shale is composed of a dominant

clay phase and other less abundant inclusions, such as quartz, feldspar, and carbonates. Second,

the element used in the analysis of the mixture phases, X in equation 4.8, must be carefully

chosen to provide sufficient contrast between phases that are part of the mix. For quartz

mixture phases (phase 6 in Figure 4-17), the element silicon, with atomic ratios that range

from 33.33 for quartz to around 18 for clay minerals, provides the sufficient contrast for phase

separation. Similarly, for siderite mixture phases (phase 2 in Figure 4-17), the element iron,

with atomic ratios that range from 20 for siderite to around 2 for clays, provides the required

contrast between phases. In the case of feldspars, however, the use of either silicon or aluminum

in the mixture analysis does not deliver the required results, as these elements are present in

both clay and feldspar minerals in comparable amounts. Instead, the combination K+Ca+Na,

with atomic ratios that range from 7.7 for feldspars to around 2 for clays, proves to be helpful

as they provide the sufficient contrast for phase separation.

Next, we illustrate the analysis of mixture phases using as a reference the quartz mixture
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phase (phase 6 in Figure 4-17). Applying the above mixture model on quartz, equation 4.8 can

be written as follows:

Simi2 = A Siq+(1 - A) Sic (4.9)

where A is the proportion of quartz in the mix, Siq and Sic are the atomic ratios of Si in quartz

and clay, respectively. While Siq can be readily calculated from quartz composition as 33.33,

the determination of Sie is challenging given the chemical variability of clay minerals. This

value is obtained form the weighted average of silicon in clay phases identified in the cluster

analysis; namely phases 1, 3, and 4 in Figure 4-17. The above can be summarized by the

following formula:

Sic = Sij Vi (4.10)

where Sii and Vi are the silicon content and volume fraction of phase i, that are identified as

clay phases. Following the above procedure, the A values are calculated for each point in the

quartz mixture phase. Figure 4-19a shows the distribution of A values for the quartz mixture

phase (phase 6 in 4-17). The calculated A values are then clustered using the Mclust algorithm

in which one variable was used in this case, A. Two components are found to fit the data

as shown in Figure 4-19a. The interpretation of the A clustering results is similar to that of

the multivariate results; narrow peaks are poles which we interpret as materials of relatively

homogeneous composition. Flat curves are ligands and correspond to disordered mixing of the

two phases. Finally, the pure quartz and clay proportions of the mixture phase are separated

according to the following formula:

Vq = Aivf,i (4.11)

Vc = (1 - A)vfi (4.12)

where V and V are the pure volume fractions of quartz and clays, respectively. Ai and Vf,j

are the mean value and the volume fraction of component i identified in the clustering of A-

values. Similarly, other mixture phases are analyzed using the same procedure. Table 4.6 shows

the mixture analysis results for the mixture phases identified for sample S7-b.
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Component 1 Component 2
Mixture phase A1 vf,1 A2 vf,2

Quartz mixture 0.18 0.84 0.72 0.16
Feldspar mixture -0.06 0.68 0.59 0.32

Siderite 0.04 0.78 0.56 0.22
Mixture phase Quartz Feldspar Siderite Clay

Quartz mixture 0.27 0.73
Feldspar mixture 0.19 0.81

Siderite 0.15 0.85

Table 4.6: Results of the analysis of mixture
clustering results and the calculated volume
mixture.

phases for sample S7-b. This table displays the
fractions of each of the phases involved in the
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4.4 Chapter Summary

The tools presented in this chapter provide a methodology for accessing and interpreting com-

positional information of shale materials. This chapter began with an introduction of the ex-

perimental technique which we employed to investigate shale chemistry, namely electron probe

microanalysis (EPMA). For this study, we adopted wave dispersive spectroscopy (WDS) for the

detection of the characteristic X-ray signals given its accuracy and ability to provide quantita-

tive chemical information. The second part of this chapter introduced the grid WDS technique

as a method for in situ characterization of shale mineralogy. In particular, we discussed the

experimental parameters used in the design of this technique, the cluster analysis methodology

used to analyze the generated chemical data, and a methodology for data interpretation. Fi-

nally, the application of the grid WDS technique to shale materials was illustrated through a

detailed example. We showed how the method of data interpretation can be used to identify

clay and non-clay mineral components. We also proposed a methodology for the analysis of

two-phase mixture models.
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Chapter 5

Statistical Nanoindentation

This chapter provides a brief introduction to general concepts of nanoindentation. The first

part of this chapter reviews background information that aims to link quantities measured

by nanoindentation to the mechanical properties of a homogeneous solid. A discussion of the

grid indentation technique which deals with the application of the classical indentation test

to heterogeneous materials, is then presented. The last section of this chapter discusses the

application of grid indentation technique to shale materials'.

5.1 Overview of Indentation Experiment

The aim of instrumented indentation is to extract the elastic and hardness properties of ma-

terials. An indentation test consists of pushing orthogonally an indenter of known geometry

and mechanical properties onto the surface of the material of interest. During the indentation

test, the load P applied to the indenter tip and the depth h of the indenter with respect to

the indented surface are continuously recorded, as shown in Figure 5-1. The resulting P - h

curve defines the characteristic mechanical behavior of the material and can be used to extract

elastic, strength, and creep properties. The indentation data is traditionally summarized in two

parameters; the indentation modulus M and indentation hardness H. Using contact mechanics

models, the indentation modulus relates to elastic properties of the material, whereas the in-

The presentation of the instrumented indentation experiments and analysis is inspired from the work of M.
Vandamme [56].
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Figure 5-1: Typical P - h curve of an indentation test. Pmax is the maximum load, hax the
maximum depth, and Smax the contact stiffness at maximum depth.

dentation hardness relates to strength properties. The following sections review the theoretical

background of the indentation technique.

5.2 Self-Similarity of Indentation Tests

Self-similarity is one of the important features of the indentation test, which allows linking

measured parameters to material properties. A time-developing phenomenon is referred to as

self-similar if the spatial distributions of its properties at different times can be obtained from

one another by a similarity transformation [35]. Self-similarity implies that the displacement

fields at any load P can be inferred from the displacement fields at a different load Po. Self

similarity depends on three criteria [27]. First, the constitutive relations of the indented material

must be homogeneous functions with respect to stresses or strains. Second, the shape of the
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Probe type d B

Flat punch -+ 00 1/(a')

Spherical 2 1/2R
Conical 1 cot 6

Pyramidal 1 cot 6eq

Table 5.1: Degree d of the homogeneous function and proportionality factor B for various
indenter probes.

indenter probe must be described by a homogeneous function of degree greater than or equal

to unity. Finally, the loading at any point must be increasing during the contact process. The

criteria for the self-similarity of indentation tests are detailed hereafter.

5.2.1 Indenter Shape and Geometric Similarity

The most common indenter probes are shown in Figure 5-2. In practice the pyramidal indenters,

such as the Berkovich, Vickers, and Cube-Corner probes, are the most used indenter shapes.

Their sharp geometries allow for the testing of volumes of material smaller than what other

geometries can probe. However, this sharp geometry generates stress concentrations so that

the material is solicited plastically even at low load magnitudes. For any given probe described

in a Cartesian coordinate system, O(Xi X2, X3), where the probe tip is at the origin, and X3

directed into the depth of the indenter, the height z of the surface of the probe verifies:

z(Axi, Ax 2 ) = Adz(xi, X 2 ) with A > 0 (5.1)

where d is the degree of the homogeneous function. For axisymmetric probes, equation 5.1

simplifies to

z(r) = Brd (5.2)

where r is the radius of the probe at a given height z, and B is a proportionality factor that

represents the depth z at r = 1 (Figure 5-3). The degree d and the proportionality factor B for

the probes shown in Figure 5-2 are provided in Table 5.1.

Two objects that can be transformed into each other by dilation or contraction are geomet-

rically similar. Applied to the considered indenter geometries in Figure 5-2, all flat indenters are
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Flat Punch
d= +0 o

Vickers
d=1

Sphere
d=2

Berkovich
Cube-Corner

d=1

Cone
d=1

Figure 5-2: Indenter probes of different geometries.

Probe type Equivalent half-cone angle, O6
Berkovich 70.32*
Vickers 70.320

Cube corner 42.280

Table 5.2: Equivalent half-cone angle for various pyrimidal probes.

geometrically similar. In contrast, all pyramidal indenter probes are invariant when contracted

or dilated. That is, pyramidal and conical indenters are similar to themselves, and said to be

geometrically self-similar. Making use of this geometric self-similarity, the non-axisymmetric

pyramidal probes are often approximated by axisymmetric cones of same degree d = 1, which

greatly simplifies the analysis of the indentation experiment. This approximation is obtained by

the implementation of an equivalent half-cone angle O6", whose cone gives the same projected

contact area for a given depth as the original indenter. The equivalent half-cone angles for

common pyramidal probes are provided in Table 5.2
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Non-Axisymmetric Axisvmmetric
Probe Probe

jX, jX3

x xz

.- p.. .....---------------.-----------

S

Figure 5-3: Parameters defining the geometry of an indenter probe. z is the indentation height,

and S is the cross sectional area. For an axisymmetric probe, r is the radius. Adapted from

[56].
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5.2.2 Material Behavior

The self-similarity of an indentation experiment requires that the constitutive relations of the

indented material are homogeneous with respect to the resulting strains (or strain rates) or

stresses. This means that the operator of constitutive relations F, and thus the stress tensor

cr(e), must scale as:

F(AE) = A"F(E) (5.3)

where e is the strain tensor, and , the degree of the homogeneous constitutive function F.

Linear and nonlinear-elasticity satisfy this requirement provided that [29]:

-= C(e) : E (5.4)

C( = A-C(e) (5.5)

where C(e) is the secant stiffness tensor. r, = 1 corresponds to the case of linear elasticity.

Equation (5.3) is also satisfied for the case of rigid plastic limit behavior, for which the stress

derives from the dissipation (or support) function o: E = r(d) [52]:

ar(d) (5.6)

where 7r(d) is a homogeneous function of degree 1 with respect to the strain rate d, such that:

7r(Ad)=A-r(d) (5.7)

Hence, the yield design solution applied to indentation analysis satisfies self-similarity condition

with . = 0.

But not all materials satisfy self-similarity conditions (5.3). One example of such materials is

a linear-elastic perfectly-plastic material, for which K = 1 within the elastic domain, and . = 0

at the limit of the elastic domain, corresponding to the strength limit. Hence, there is no unique

value of parameter r. for which condition 5.3 holds for all strain levels eventually present in the

indentation test. Therefore, indentation testing performed on linear-elastic perfectly-plastic

materials are not self-similar. In general, whenever the material response of the indented half-
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space is not governed uniformly by the same class of material behavior characterized by the

parameter K, the non-homogeneous stress distribution within the indented half-space may imply

the loss of self-similarity of the indentation test.

5.2.3 Self-Similar Scaling Relations

Provided that conditions (5.1) and (5.3) are satisfied, the loading phase of an indentation test

possesses self-similarity. That is, given a known indentation response represented by load Po,

indentation depth ho, contact depth (he)o, and projected area of contact (Ac)o (see Figure 5-4),

the indentation response (P, h, he, Ac) is obtained from a similarity transformation [30]:

( 2+(d-1)

- =+( -(5.8)Po hc

For example, for an elastic material (, = 1), P oc h for flat punch, and P oc h3/ 2 for a

spherical indenter. For conical and pyramidal indenters (d = 1), P oc h 2 irrespective of the

material behavior. This provides a strong argument in favor of using the Berkovich indenter,

as self-similarity will prevail irrespective of the constitutive material relations.

Another relation obtained from the self-similarity of the indentation test is [30]:

-= A 
(5.9)

ho (Ac)o

A combination of the previous two scaling relations readily shows that the average pressure

below the indenter , i.e. the indentation hardness H = P/Ac, scales as:

r'(d-1)H /h'd
- = -) (5.10)

Ho ho

As a result, the hardness H is constant throughout the loading process and does not depend on

the applied load for any rigid plastic behavior (, = 0) or for any pyramidal or conical indenter

(d = 1).
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Figure 5-4: Geometric description of a conical indentation test. P is the indentation load, h the
indentation depth, he the contact depth, Ac the projected area of contact, and a the contact
radius [56].
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Finally, given that Ac = 7ra 2 , where a is the contact radius, equation 5.9 can be written as:

= cst 
(5.11)

1h

For axisymmetric probes, for which the contact radius a and the contact depth he are linked

by he = Bad, an equivalent expression is given by:

= cst 
(5.12)

Hence, provided self-similarity of the indentation test, the contact height to indentation depth

ratio hc/h does not depend on the indentation load. This result is of critical importance for

indentation analysis and forms the basis of indirect methods of determining the projected area

of contact Ac.

5.3 Elastic and Strength Properties In Indentation

5.3.1 Indentation Modulus

The indentation modulus M of an indentation test is given by:

M = (5.13)
2 VfA~c

where S = dP/dh is the measured initial slope of the unloading branch of the P - h curve,

and Ac the projected area of contact between the indenter tip and the indented material (see

Figure 5-4). This definition of indentation modulus was introduced by Bulychev, Alekhin and

Shorshorov, and equation (5.13) is called the BASh formula [65]. The application of this solution

is challenging since the indentation modulus is measured from the unloading portion of an

indentation test, after the plastic domain of the material has already been solicited. However,

recent developments have shown that the initial part of the indentation curve measures the

elastic properties of the probed material (e.g., [74], [75]).

Another important parameter in BASh formula is the area of contact Ac. While elastic

indentation solutions provide a direct means to determine the contact area Ac from the contact

depth-to-indentation depth relation he/h (the Galin-Sneddon solution [51], [38]), the contact
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area for other material behaviors, such as elasto-plastic materials, is a priori an unknown

of the contact problem. To circumvent this problem, indirect methods have been developed

to determine the contact area in terms of the maximum indentation depth measured in the

indentation experiment. One of these methods is the Oliver and Pharr method [72]. Making

use of the self-similarity of the indentation problem, in which the contact depth-to-indentation

depth ratio is constant, Oliver and Pharr found that:

hc = 
(5.14)

hrnax Shiax

where e = 3/4. The contact area is linked to the contact radius a by:

Ac = 7ra 2  (5.15)

The contact radius can be determined from the contact depth by equation (5.2). Hence, we

have the sufficient parameters (Ac and S), which can be obtained from an indentation test, to

determine the indentation modulus.

In this context, it is worth introducing the link between the indentation modulus and mean-

ingful mechanical properties of the indented material. For the case of isotropic materials, the

indentation modulus corresponds to the plane-stress modulus [39] [51]:

M = E (5.16)
1 -v 2

where E is the Young's modulus, and v the Poisson's ratio of the indented isotropic material.

The case of transversely isotropic materials, which is an attribute of shale materials, is of partic-

ular importance in this investigation. For such materials with the material symmetry oriented

in the X3 direction, the indentation moduli Mi = M(xi) are related to the five independent

constants defining the material [3]:

C1 C21 _C22
M1 = M(Xi) = M(x 2 ) ~ C11 C 12M3 (5.17)

C33 C11

M3=M(z3) = 2 C11C 013 + 011033±013)(5.18)
Cn1 C44 /Cn 1C33 +C1 3
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where the Voigt notation was used to denote the elastic constants C11 = C1111, C12 = C1122, C13 =

C1133, C33 = C3333, C44 = C 13 13 = C2323.

5.3.2 Indentation Hardness

The indentation hardness H is defined as the average pressure below the indenter:

H = nm (5.19)
Ac

where Pmax is the maximum load applied to the indenter and Ac is the projected area of

contact between the indenter tip and the indented material, as determined by the Oliver and

Pharr method. Hardness is often related to strength properties of materials. For metals, Tabor

suggested a rule-of-thumb relation between hardness H and tensile strength o-y [23]:

- 3  (5.20)

However, indentation hardness is not a material property, and its physical meaning is still sub-

ject to debate [76]. The main limitation to using indentation hardness to back-calculate plastic

or strength properties is the non-uniqueness of the solution of the reverse analysis. In fact, for

cohesive materials with work-hardening, very different material properties (yield strength-to-

Young's modulus ratio and work-hardening exponent) can yield identical indentation hardness

values, and even identical loading curves. For the case of cohesive-frictional elasto-plastic mate-

rial, Ganneau et al. [321 developed a dual indentation approach that allows the determination of

cohesion and friction of a Mohr-Coulomb solid from the dependence of the hardness-to-cohesion

ratio on the cone angle 0 :

- = UH(p, 0) (5.21)
C

where p = tan tp is the Coulomb friction coefficient. Recent developments by Cariou and Ulm

[63] and Gathier and Ulm [8] provide a similar solution for a cohesive-frictional material whose

strength behavior is governed by a Drucker-Prager strength model. The method of Gathier and

Ulm provides the means for establishing explicitly the relations between measured hardness H,

porosity (expressed as one minus the packing density r7), and the solid's cohesion and friction
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properties (cs, a). These micromechanics developments illustrate the link between the measured

indentation hardness, and the intrinsic strength properties of the solid skeleton, and the presence

of porosity in the microstructure.

5.4 Indentation Analysis of Heterogeneous Materials

5.4.1 Grid Indentation Technique

The application of the indentation technique to assess a heterogeneous material is challenging,

as it is difficult to choose to indent on a specific material phase with sufficient repeatability. To

address this challenge, Ulm and co-workers [33] [26] [34] developed the so-called grid indentation

technique, which consists of performing a large number of indentations over the surface of the

heterogeneous material of interest. Provided the adequate choices for the indentation depth

and grid size, each indentation experiment could be considered as statistically independent,

and statistical techniques can be applied to interpret the results.

The grid indentation concept can be illustrated by considering the following thought exper-

iment of two materials of different mechanical properties as shown in Figure 5-5. A random

indentation on the sample surface provides access to the properties of either of the phases given

that the indentation depth is much smaller than the characteristic size of the two phases. In

contrast, a much deeper indentation depth compared the characteristic size of the phases pro-

vides access to the homogenized response of the two phases. This thought experiment shows

how the classical indentation test can be applied to heterogeneous materials provided an ad-

equate choice of indentation depth. This requires a large array of indentations followed by

statistical analysis of the data to separate the mechanical properties of individual phases.

5.4.2 Scale Separability

The grid indentation technique introduces a new length scale to the problem. The grid size must

be chosen properly to achieve statistical independence in the sampling process. The grid size L

must be much larger than the imprint of the indentation test. To avoid sampling effects, a large

number of tests N are necessary. Furthermore, to obtain the properties of individual phases,

the indentation depth h must be much smaller than the length scale of individual phases. These
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Figure 5--5: Schematic of the proposed grid indentation technique showing massive array of
indentations on a heterogeneous material. Top: indentations with large depth (h >> D) gives
the homogenized response of the material. Bottom: indentations with low depths (h << D)
gives the properties of individual constituents. Adapted from [56].
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conditions can be summarized as:

h << D << LVN (5.22)

In addition, because the analysis of the indentation tests depends on continuum mechanics,

the indentation test must conform to the scale separability of continuum mechanics:

d << 1 << h (5.23)

where 1 is the characteristic size of the representative elementary volume, which must be larger

than the characteristic size of the largest heterogeneity d contained in the representative ele-

mentary volume (rev), and smaller than the indentation depth h.

5.5 Experimental Parameters

The grid Indentation technique described in section 5.4 aims at measuring the mechanical

properties of heterogeneous materials. In this study, we use this technique to probe the porous

clay composite (see section 2.2.2), which requires an appropriate length scale that satisfies scale

separability conditions described in Section 5.4.

The identification of the sought length scale starts by identifying the length scales in equa-

tions (5.22) and (5.23) above parameters for the porous clay composite. A candidate for the

largest heterogeneity d is the pore throat radius which can be obtained from porosimetry. For

shale materials, this parameter is on the order of 10 nm [9]. Information obtained from TEM

and SEM images, along with the information about clay mineralogy (see section 2.1.1) reveals

the maximum dimension of a solid clay, on the order of one micron, as another possible can-

didate for d. To resolve the porous clay composite from the inclusions (non-clay minerals),

the characteristic size of inclusions D must be incorporated in the scale separability conditions.

From experimental testing, characteristic size of inclusions D obtained from imaging techniques

can be as small as 20 nm. Combining the lower limit d and the upper limit D, an indentation

depth greater than 750 nm and less than 3 im is appropriate. Bobko [9] conducted a massive

indentation campaign and found that the experimental parameters listed in Table 5.3 solicit the
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Maximum load 4.8 mN
Loading rate 10 mN/s

Unloading rate 10 mN/s
Holding time 10 s

Table 5.3: Experimental parameters used in indentation experiments.

porous clay composite. Another important experimental parameter related to the indentation

test is the size of the material probed during the test. Finite element simulations for indenta-

tion testing using Berkovich indenter show that the probed elastic response corresponds to a

material volume that is roughly 3 times the depth of indentation [33] [60]. This parameter will

be discussed later in the context of the chemo-mechanical coupling technique.

5.6 Indentation Equipment

Nanoindentation experiments for this study were performed using a nanohardness tester from

CSM Instruments (Peseux, Switzerland) available in the Department of Civil and Environmental

Engineering at MIT. A schematic of the key components of the nanohardness tester is provided

in Figure 5-6. The indentation load is applied electromagnetically by passing a current through

a coil mechanically connected to the tip. The displacement is measured via the change in

voltage of a parallel plate capacitor. The indentation depth is measured with respect to the

thermal calibration ring. The indenter is supplied with an optical microscope so that the surface

may be visually identified before being indented. The sample and the indenter is housed in a

sealed box to minimize temperature drifts and mechanical and acoustic noise. The apparatus

is capable of applying a maximum load of 300 mN with a resolution of 40 nN. The maximum

displacement allowed by the equipment is 20 pm with a resolution 0.04 pm.

5.6.1 Calibration Parameters

Several calibrations are required to ensure that the measured loads and displacements provide

meaningful results about the mechanical properties of the indented material.
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Figure 5-6: The CSM Instruments SA nano-hardness tester (courtesy from Dr. N. Randall).
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Shape Area Function

In indentation testing, the projected area of contact is a crucial parameter to ensure that

subsequent data analysis provides meaningful results. The projected area of contact Ac(hc),

required to calculate indentation properties (M and H), is obtained by the Oliver and Pharr

method (see Section 5.3.1), which provides an estimate of the contact depth he and, hence,

the function Ac(hc) can be precisely determined. For a perfectly sharp Berkovich tip, the area

function is well defined. In practice, however, the Berkovich indenter exhibits some bluntness,

usually a radius of curvature greater than 30 nm. This bluntness can have significant effects

on the interpretation of results, especially for shallow indentations. For this reason, the area

function Ac(hc) must be carefully calibrated. One approach to determine Ac(hc) is by visual

assessment methods such as atomic force microscopy (AFM) or scanning electron microscopy

[33]. However, these methods are time consuming. Instead, Ac(hc) is typically determined

indirectly by indentation on a material whose mechanical properties are known (e.g., fused

silica, which has an indentation modulus M = 72 GPa). Ac can then be determined by the

BASh formula (equation (5.13)) and he with the Oliver and Pharr method. A function is then

fit to the measured he and Ac values, of the form:

Ac(hc) = C1h!+ C2 hc + C3h/2 + C /4 .... (5.24)

where C1 is usually fixed to the area-to-depth constant of the perfectly sharp indenter (C1

= 24.58 for a Berkovich indenter) and {Ci}>1 are the factors that capture the bluntness of the

tip.

Electronic-Mechanical Interface

The interface between mechanical parts and electronics must be calibrated frequently. In partic-

ular, the relations of load-applied current and the depth-change in capacitance require special

attention. The load applied to the specimen is proportional to the current passed through the

loading coil. The proportionality factor is calibrated every two years by hanging weights of

known mass on the indenter and then measuring the current necessary to bring the indenter

back to its initial position. The displacement of the indenter is measured by a change in capac-
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itance in a parallel plate capacitor. The proportionality factor between changes in depth and

in capacitance must be calibrated every two years by indentation on a calibrated piezoelectric

crystal with a spherical indenter.

Frame Compliance

The frame of the indenter deforms in response to the load applied to the sample. The measured

indentation depth hmax is a linear combination of the real displacement in the sample (h) and

the deformation of the frame (hframe) :

hmeas = h + hframe (5.25)

The frame compliance can be modeled as a linear spring of compliance Cf:

hframe = PCf (5.26)

where P is the applied load. Due to the specific design of the CSM indenter, the frame

compliance is fixed, Cf = 0.1 nm/mN and requires no calibration.

Thermal Drift

Thermal drift is the variation in the depth measurements in an indentation test resulting from

thermal expansion or contraction of the sample or indentation apparatus during the indentation.

The CSM indenter is designed such that it does not require a thermal drift correction, given

that the depth is measured with reference to a thermal ring sitting on the sample surface, and

hence, acting as a floating reference. This results in the movement of the reference ring being

the same as the thermal drift of the sample. This can be easily accounted for in the measured

displacement.

5.7 Sample Application to Shale Materials

The application of grid indentation technique to shale materials involves performing a large

grid of indentations followed by cluster analysis of the measured indentation modulus M and
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Phase 1 2 3 4

M3, M [GPa] 13.76 21.29 37.91 103.96
M3, a [GPa] 2.53 4.51 7.49 6.88
H3, p [GPa] 0.46 0.93 2.74 17.48
H3, o [GPa] 0.12 0.30 1.21 3.49
hmax, y [nm] 812.30 557.73 359.46 166.21
hmax, a [nm] 111.20 72.75 102.92 6.80
Vol. fraction 59.85 31.79 5.32 3.03

No. data 187 87 15 9

Table 5.4: Cluster analysis results of the grid indentation experiment performed on sample S3.
The notations y and a correspond to the mean and standard deviation of the given property.
The values for the number of measured data (No. data), indentation depth, volume fraction
are also listed.

indentation hardness H to assess the types of mechanically active phases at the scale of mea-

surements. Similar to the grid WDS, we use the Mclust cluster analysis algorithm presented in

Section 4.3.2 to analyze the indentation data. The interpretation of the cluster analyses of grid

indentation experiments on shale samples is pursued herein solely based on mechanics argu-

ments. This approach, previously pursued in [10] [251, brings together elements of mechanical

behaviors of constituents, length scale considerations, and overall material composition known

a priori from mineralogy tests (see Table 3.1) to evaluate the mechanical responses of shale

measured in grid indentation, and in particular that of the porous clay phase. The discussion of

the application of grid indentation technique to shale material is pursued based on the results

presented in Figure 5-7, and listed in Table 5.4, for a grid indentation experiment performed

on sample S3. This experiment was performed perpendicular to the direction of bedding planes

(X3) of the shale sample.

Three main types of mechanically active phases are identified, whose on-average properties

are graphically displayed in Figure 5-7. The first type corresponds consistently to a phase with

large M, H values, (Phase 4 in Figure 5-7) whose response is expected due to the presence of

a dominant quartz inclusion phase determined from XRD mineralogy experiments. In Figures

5-7a, this so-called inclusion (INC) phase exhibits average indentation modulus and hardness

values of approximately M = 104 GPa, H = 18 GPa. Such observation matches, in first

order. the expected properties of quartz (M = 80 - 100 GPa, H = 12 - 14 GPa) [20] [611

[53]. The second type of mechanical response corresponds to the phases with lower M, H
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Figure 5-7: Cluster analysis results of the grid indentation experiment performed on sample S3.
a) Cluster analysis of the indentation modulus M and hardness H showing four mechanical
phases. b) Volume fractions for each of the mechanical phases described by the cluster modeling
in (a). c) Mean and standard deviation values of the maximum indentation depths for each
mechanical phase measured in the grid indentation experiment.
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values (phases 2 and 3 in Figure 5-7) compared to the inclusion phase type , and with low

volume fractions ( Figure 5-7b). These so-called composite phases exhibit low allocation rates.

Finally, the third phase type corresponds to the porous clay phase (phase 1 in Figure 5-7),

identified in first instance from the notoriously large volume fraction (Figure 8b) expected from

the XRD mineralogy assessment. The porous clay phase is consistently identified with high

allocation rates (Figure 5-7d), and exhibits lower M, H values compared to the inclusion and

composite phases. Figure 5-8 illustrates typical indentation responses measured for the porous

clay phase (phase 1) and the hard inclusion phase (phase 4). The indentation load-depth

curve for the phase 1 data exhibits a larger maximum depth, a significant creep during the

holding phase regime of the applied load, and a large plastic deformation upon unloading. In

contrast, the deformation response of the experiments linked to phase 4 displays less plastic

behavior upon unloading and relatively little creep. The average indentation depth for the data

grouped in phase 1 is hmax = 812 t 111 nm. For phases 2 through 4, the indentation depths

are lower, reaching 166 + 7 nm for phase 4. The corresponding standard deviations to those

estimates decrease drastically from phase 1 to 4. Finally, consolidating the understanding of

the porous clay phase from indentation considerations calls for an evaluation of the length scale

associated with the indentation experiments. With average maximum indentation depths of

approximate hmax ~ 800 nm, the interaction volumes in indentation experiments associated with

the porous clay phase access a length scale in shale which encompasses the clay minerals and the

nanoporosity (Section 2.2.2). At such indentation depths, the condition of scale separability (see

Section 5.4.2) underlying the definition of porous clay as a mechanical composite is justified. The

interpretation of the porous clay and silt inclusion phases in shale from mechanical arguments

will be discussed later in the context of coupled chemo-mechanical analysis of shale.
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Figure 5-8: Representative indentation responses measured in the indentation experiment pre-
sented in Figure 5-7. The load-depth curves were recorded for experiments that are associated
with data clustered in phases 1 and 4. The indentation modulus and hardness inferred from
these experimental curves are M3 = 116, H3 = 15.4 GPa for the experiment assigned to phase
4, and M3 = 11.4, H3 = 0.35 GPa for the experiment assigned to phase 1.
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5.8 Chapter Summary

This chapter introduced the general concepts related to nanoindentation on homogeneous solids.

We also showed the implementation of the grid indentation technique to determine the mechani-

cal and microstructural properties of our highly heterogeneous shale materials. The descriptions

of the experimental equipment, calibrations, and limitations of the technique were presented.

The interpretation of the cluster analysis results of indentation data was explained through a

sample application.
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Part III

Results and Discussion
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Chapter 6

Grid WDS Results

This chapter is the first of two devoted to the presentation of the mineralogy assessment of shale

materials. Both chapters show the implementation of wave dispersive spectroscopy (WDS) to

characterize the chemical signature of shale materials. This chapter presents the results of

chemical assessment of shale materials performed through the grid WDS technique. The main

goal is to provide quantitative evaluation of shale mineralogy presented in terms of the volume

fractions of the major constituents at sub-micrometer scale. We begin with a presentation of

the cluster analysis results of the grid WDS experiments performed on the investigated shale

materials. We then present the analysis methodology used to interpret the results. The next

chapter of this part presents supplementary mineralogy information obtained through image

analysis of X-ray maps and backscattered electron (BSE) images that is employed to validate

the grid WDS results.

6.1 Grid WDS Experimental Program

In this section we present the results of grid WDS chemical analysis of the shale samples

investigated in this work. Three different samples (S7, S3, Si) described in Chapter 3 were

tested. These samples represent a diverse sample of shale composition. Two grid designs

were conducted: massive grids performed on a relatively large areas, and more focussed grids

performed on relatively small areas. The terminology associated with grid size will be discussed

later. Table 6.1 summarizes the grids that were performed on each sample. Five tests with
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Sample name

S3-a
S3-b
S3-c
S3-d
S3-e
S7-a
S7-b
S7-c
S7-d
S7-e
S1-a

Grid size Spacing (pm) No.

32x32 30
32x32 3
20x20 10
20x20 10
20x20 10
32x32 100
32x32 30
33x33 3
20x20 10
20x20 10
32x32 0

Table 6.1: Experimental program
samples investigated in this work.

showing the WDS grids that were performed on the shale

different grid sizes were run on samples S7 and S3, whereas one test was run on sample S1. The

results of these grids will be used to investigate the mineralogy of each sample quantitatively.

The chemical results of these grids are presented in Figures 6-1 through 6-21. The interpretation

of these results follows in the next section.
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Phase 1 2 3 4 5 6 7
Si p 13.48 18.29 18.60 20.02 20.86 32.26 33.70

o- 6.65 3.91 1.69 2.92 4.30 0.66 0.12
Al p 9.79 12.85 13.23 11.14 10.24 0.92 0.03

o 4.61 2.28 1.00 2.01 4.39 0.55 0.03
K p 0.51 0.78 0.56 0.50 3.00 0.03 0.00

a 0.58 0.39 0.12 0.17 5.97 0.07 0.00
Ca p 0.76 0.16 0.07 0.16 0.24 0.00 0.00

a 0.99 0.20 0.04 0.14 0.58 0.01 0.00
Na p 0.79 0.93 0.68 0.68 1.77 0.09 0.00

a 0.32 0.42 0.17 0.27 2.65 0.13 0.01
Fe p 6.71 2.47 1.52 1.83 0.83 0.18 0.05

- 7.15 2.13 0.31 0.75 1.33 0.11 0.03
Mg p 1.07 0.71 0.57 0.59 0.34 0.04 0.00

a 0.85 0.31 0.11 0.22 0.64 0.03 0.01

Table 6.2: Summary of the make up of the chemical phases identified by cluster analysis and
displayed in Figure 6-1 for experiment S7-a. The notations p and a correspond to the mean and
standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7
Volume fraction ()7.40 19.43 37.14 20.93 6.35 2.42 6.34

Analysis total y 91.26 87.91 90.93 90.64 93.72 97.81 97.82
Analysis total a- 8.05 8.72 6.77 7.70 8.61 2.10 0.95

Allocation 0.99 0.93 0.95 0.92 0.98 1.00 1.00

Table 6.3: Volume fractions, analysis totals, and allocation rates for the chemical phases iden-
tified by cluster analysis and displayed in Figure 6-1 for experiment S7-a. The notations y and
a correspond to the mean and standard deviation of the given property.
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Figure 6-1: Multivariate cluster analysis of the grid WDS data for experiment S7-a. The
identified phases are presented on 2-D projections for visual interpretation of the data: a) Al-Si
space and b) Ca+Na+K-Al/Si space separate quartz, feldspars, and clay minerals. c) Fe-Si
space and d) Ca-Mg space separate carbonate minerals; siderite, calcite, magnesite, ankerite,
and dolomite.
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Figure 6-2: Graphical representation of clustering results presented in Table 6.3 for experiment
S7-a. a) volume fractions, b) mean and standard deviation values of the analysis totals, and c)
allocation rates for each of the phases displayed in Figure 6-1.
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Phase 1 2 3 4 5 6 7 8

Si p 15.36 16.30 16.89 18.02 21.16 21.52 32.78 32.82
o- 3.65 3.81 1.96 1.14 2.66 4.04 0.79 0.66

Al p 11.12 10.94 11.91 12.63 9.64 9.78 0.24 0.02
o- 2.80 2.40 1.20 0.81 2.51 3.54 0.24 0.01

K p 0.53 0.99 0.58 0.67 1.92 0.47 0.01 0.00
- 0.23 0.76 0.12 0.19 2.30 0.19 0.01 0.00

Ca p 0.20 0.43 0.26 0.06 0.22 0.08 0.00 0.00
o 0.25 0.52 0.19 0.03 0.34 0.05 0.01 0.00

Na t 0.65 0.76 0.68 0.62 2.10 0.60 0.04 0.01
o- 0.15 0.30 0.17 0.13 2.24 0.27 0.07 0.01

Fe t 4.52 4.42 2.99 1.41 1.00 1.39 0.08 0.02
o- 4.94 4.01 1.55 0.24 0.87 0.58 0.03 0.02

Mg pL 0.62 1.11 0.76 0.57 0.31 0.47 0.01 0.00
o- 0.32 0.61 0.20 0.12 0.25 0.19 0.01 0.00

Table 6.4: Summary of the make up of the chemical phases identified by cluster analysis and
displayed in Figure 6-3 for experiment S7-b. The notations yL and a- correspond to the mean and
standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7 8

Volume fraction ()3.80 8.60 19.41 29.30 4.94 13.64 2.96 17.35

Analysis total y 96.11 89.75 93.37 95.69 97.14 94.98 101.97 100.88

Analysis total a- 1.32 1.32 1.32 1.32 1.32 1.32 1.32 1.32

Allocation 0.97 0.95 0.93 0.94 0.98 0.96 0.96 0.99

Table 6.5: Volume fractions, analysis totals, and allocation rates for the chemical phases iden-

tified by cluster analysis and displayed in Figure 6-3 for experiment S7-b. The notations yL and
a- correspond to the mean and standard deviation of the given property.
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Figure 6-3: Multivariate cluster analysis of the grid WDS data for experiment S7-b. The
identified phases are presented on 2-D projections for visual interpretation of the data: a) Al-Si
space and b) Ca+Na+K-Al/Si space separate quartz, feldspars, and clay minerals. c) Fe-Si
space and d) Ca-Mg space separate carbonate minerals; siderite, calcite, magnesite, ankerite,
and dolomite.
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Figure 6-4: Graphical representation of clustering results presented in Table 6.5 for experiment
S7-b. a) volume fractions, b) mean and standard deviation values of the analysis totals, and c)
allocation rates for each of the phases displayed in Figure 6-3.
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Phase 1 2 3 4 5 6 7 8
Si p 11.96 13.37 15.53 15.93 16.71 19.80 23.81 31.36

o 3.47 2.54 1.25 2.33 0.94 2.61 4.90 1.55
Al p 8.25 8.78 10.87 10.24 11.92 9.59 6.54 0.31

- 2.39 1.97 0.99 1.64 0.76 1.86 3.96 0.32
K p 0.35 1.00 0.43 0.56 0.45 1.32 0.27 0.02

- 0.19 0.50 0.10 0.26 0.12 1.36 0.15 0.02
Ca p 0.41 0.53 0.13 0.06 0.04 0.03 0.08 0.11

o 0.30 1.08 0.08 0.04 0.02 0.02 0.11 0.19
Na p 1.27 1.29 0.71 0.59 0.56 0.42 0.31 0.03

a 0.56 0.92 0.17 0.20 0.13 0.18 0.17 0.04
Fe p 6.41 2.81 2.37 1.59 1.32 0.89 0.75 0.12

- 3.32 1.83 1.13 0.54 0.26 0.30 0.37 0.07
Mg p 0.63 0.64 1.20 0.38 0.50 1.01 0.19 0.02

a 0.71 0.50 1.11 0.19 0.28 1.06 0.11 0.02

Table 6.6: Summary of the make up of the chemical phases identified by cluster analysis and
displayed in Figure 6-5 for experiment S7-c. The notations p and a correspond to the mean and
standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7 8
Volume fraction ()8.17 2.63 19.77 17.42 26.77 8.00 10.27 6.97

Analysis total yL 81.29 79.89 87.30 83.57 88.74 92.65 92.98 96.88
Analysis total a- 7.76 9.74 3.88 8.57 3.01 4.46 4.35 4.18

Allocation 0.95 0.99 0.90 0.88 0.90 0.96 0.94 1.00

Table 6.7: Volume fractions, analysis totals, and allocation rates for the chemical phases iden-
tified by cluster analysis and displayed in Figure 6-5 for experiment S7-c. The notations p and
a correspond to the mean and standard deviation of the given property.
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Figure 6-5: Multivariate cluster analysis of the grid WDS data for experiment S7-c. The
identified phases are presented on 2-D projections for visual interpretation of the data: a) Al-Si
space and b) Ca+Na+K-Al/Si space separate quartz, feldspars, and clay minerals. c) Fe-Si
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and dolomite.
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Figure 6-6: Graphical representation of clustering results presented in Table 6.7 for experiment
S7-c. a) volume fractions, b) mean and standard deviation values of the analysis totals, and c)
allocation rates for each of the phases displayed in Figure 6-5.
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Phase 1 2 3 4 5 6 7 8

Si p 12.98 15.60 16.59 17.28 17.94 19.56 28.45 32.61
- 3.15 2.23 1.09 0.70 2.15 3.45 1.70 0.68

Al y 8.19 10.29 11.44 12.08 10.84 8.25 3.86 0.38
- 1.95 1.08 0.62 0.51 1.51 2.25 1.69 0.33

K p 0.03 0.02 0.03 0.02 0.02 0.10 0.00 0.00
o- 0.03 0.01 0.02 0.01 0.01 0.12 0.00 0.00

Ca p 0.84 0.34 0.13 0.07 0.07 0.09 0.03 0.00
o 1.14 0.18 0.05 0.02 0.02 0.10 0.02 0.00

Na [p 1.50 0.96 0.75 0.70 0.54 0.23 0.22 0.03
a 0.95 0.34 0.18 0.10 0.10 0.19 0.09 0.03

Fe pt 4.95 3.08 1.58 1.31 1.13 0.68 0.50 0.12
o- 3.23 1.42 0.31 0.14 0.13 0.44 0.16 0.03

Mg yL 2.13 1.79 2.43 2.29 1.45 1.45 0.32 0.03
o- 1.77 0.96 1.92 0.89 0.96 1.65 0.24 0.03

Table 6.8: Summary of the make up of the chemical phases identified by cluster analysis and

displayed in Figure 6-7 for experiment S7-d. The notations y and o correspond to the mean and

standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7 8

Volume fraction ()7.35 16.20 22.59 21.68 18.13 5.73 3.90 4.42

Analysis total yt 83.63 89.10 90.90 93.25 90.26 87.53 99.60 102.11

Analysis total o- 3.04 3.04 3.04 3.04 3.04 3.04 3.04 3.04

Allocation 0.98 0.96 0.91 0.89 0.89 0.97 1.00 1.00

Table 6.9: Volume fractions, analysis totals, and allocation rates for the chemical phases iden-
tified by cluster analysis and displayed in Figure 6-7 for experiment S7-d. The notations y and
a correspond to the mean and standard deviation of the given property.
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Figure 6-7: Multivariate cluster analysis of the grid WDS data for experiment S7-d. The
identified phases are presented on 2-D projections for visual interpretation of the data: a) Al-Si
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Figure 6-8: Graphical representation of clustering results presented in Table 6.9 for experiment
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Phase 1 2 3 4 5 6 7
Si y 8.76 15.17 15.86 16.72 17.47 19.72 30.27

o 2.51 2.04 1.13 1.26 0.83 3.19 2.00
Al y 6.06 9.53 11.11 11.24 12.12 9.49 1.99

- 1.67 1.63 0.70 0.94 0.61 2.04 1.61
K p 0.03 0.06 0.07 0.05 0.05 0.13 0.01

u 0.01 0.04 0.02 0.02 0.02 0.18 0.02
Ca p 0.77 0.46 0.08 0.20 0.07 0.05 0.01

o 0.45 0.32 0.03 0.08 0.02 0.03 0.01
Na p 1.94 1.05 0.75 0.78 0.65 0.41 0.14

o- 0.84 0.43 0.18 0.13 0.12 0.18 0.11
Fe pt 10.29 3.36 1.40 2.10 1.29 0.93 0.31

o- 2.29 1.92 0.22 0.52 0.15 0.35 0.17
Mg p 0.94 2.32 3.30 2.13 2.30 1.16 0.22

o- 0.57 1.91 1.95 1.33 1.04 1.08 0.36

Table 6.10: Summary of the make up of the chemical phases identified by cluster analysis and
displayed in Figure 6-9 for experiment S7-e. The notations y and o correspond to the mean and
standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7
Volume fraction ()3.21 10.05 15.38 14.24 38.57 13.49 5.06

Analysis total y 81.17 87.69 89.49 91.90 93.58 90.77 98.89
Analysis total a- 3.97 3.97 3.97 3.97 3.97 3.97 3.97

Allocation 1.00 0.98 0.85 0.95 0.92 0.95 1.00

Table 6.11: Volume fractions, analysis totals, and allocation rates for the chemical phases
identified by cluster analysis and displayed in Figure 6-9 for experiment S7-e. The notations y
and o- correspond to the mean and standard deviation of the given property.
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Figure 6-9: Multivariate cluster analysis of the grid WDS data for experiment S7-e. The
identified phases are presented on 2-D projections for visual interpretation of the data: a) Al-Si
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Phase 1 2 3 4 5 6 7 8 9 10

Si p 18.77 19.68 20.67 20.89 21.08 21.24 24.33 24.39 29.43 33.46
o 3.00 1.12 1.52 3.27 1.85 1.17 1.17 1.54 0.94 0.44

Al y 8.91 9.28 9.05 8.53 8.28 8.54 6.22 6.36 3.17 0.24
a 1.35 1.57 1.33 1.72 1.01 0.71 0.80 1.14 0.71 0.24

K p 1.48 1.89 1.58 1.52 1.61 1.71 1.23 1.10 0.60 0.04
a 0.54 0.62 0.39 2.51 0.31 0.25 0.26 0.22 0.20 0.07

Ca pa 0.06 0.02 0.02 0.34 0.03 0.02 0.02 0.10 0.01 0.00
a 0.06 0.02 0.02 0.63 0.02 0.01 0.01 0.22 0.01 0.01

Na pL 0.89 0.79 0.87 3.07 1.24 0.91 0.71 1.53 0.46 0.05
0 0.31 0.15 0.20 5.26 0.42 0.13 0.12 0.73 0.20 0.11

Fe t 4.18 2.95 2.41 1.92 2.80 2.60 2.01 1.76 1.07 0.14
a 1.97 0.90 0.42 2.98 0.52 0.34 0.42 0.39 0.31 0.11

Mg yL 1.94 1.62 1.26 0.87 1.26 1.36 1.01 0.92 0.53 0.03
a 1.04 0.44 0.24 1.15 0.22 0.19 0.21 0.20 0.18 0.05

Table 6.12: Summary of the make up of the chemical phases identified by cluster analysis, and

displayed in Figure 6-11 for experiment S3-a. The notations y and a correspond to the mean

and standard deviation of the given property. The standard deviation corresponds to the square

root of the variance.

Phase 1 2 3 4 5 6 7 8 9 10

V>lume fraction ()7.36 10.30 12.95 4.21 14.17 33.65 9.50 1.61 3.46 2.80

Analysis total yL 97.04 98.27 98.02 98.09 97.16 97.10 99.04 97.73 98.59 100.67

Analysis total a 4.06 3.25 4.48 6.04 5.02 4.01 3.68 3.09 2.46 1.44

Allocation 0.95 0.91 0.94 1.00 0.90 0.89 0.91 0.96 0.98 1.00

Table 6.13: Volume fractions, analysis totals, and allocation rates for the chemical phases

identified by cluster analysis and displayed in Figure 6-11 for experiment S3-a. The notations

y and a correspond to the mean and standard deviation of the given property.
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Figure 6-11: Multivariate cluster analysis of the grid WDS data for experiment S3-a. The
identified phases are presented on 2-D projections for visual interpretation of the data: a) Al-Si
space and b) Ca+Na+K-Al/Si space separate quartz, feldspars, and clay minerals. c) Fe-Si
space and d) Ca-Mg space separate carbonate minerals; siderite, calcite, magnesite, ankerite,
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and c) allocation rates for each of the phases displayed in Figure 6-11.
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Phase 1 2 3 4 5 6 7 8 9
Si y 17.91 18.98 19.57 19.78 20.25 21.89 22.72 24.79 33.03

o 1.56 1.31 1.35 2.08 2.88 1.29 0.15 3.50 0.25
Al y 9.86 9.04 8.17 7.52 7.41 7.65 7.80 5.09 0.13

0 1.70 0.94 0.83 1.21 1.35 0.47 0.09 2.45 0.16
K p 2.00 1.62 1.68 1.48 1.34 2.39 7.28 1.01 0.02

01 1.31 0.34 0.30 0.36 0.45 2.28 0.20 0.51 0.02
Ca p 0.01 0.04 0.01 0.01 0.36 0.03 0.00 0.01 0.00

o 0.01 0.02 0.01 0.01 0.46 0.04 0.00 0.01 0.00
Na p 0.53 0.72 0.65 1.24 0.89 4.45 0.30 0.43 0.03

0 0.20 0.36 0.17 0.89 0.70 2.24 0.08 0.20 0.04
Fe p 2.61 2.07 2.17 2.38 1.93 0.52 0.14 1.34 0.10

01 1.16 0.40 0.33 0.80 0.60 0.45 0.07 0.61 0.03
Mg y 1.56 1.16 1.34 1.30 1.01 0.28 0.03 0.83 0.02

a 0.66 0.28 0.20 0.46 0.34 0.29 0.05 0.41 0.04

Table 6.14: Summary of
displayed in Figure 6-13

the make up of the chemical phases identified by cluster analysis and
for experiment S3-b. The notations Y and a correspond to the mean

and standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7 8 9
Volume fraction ()11.62 10.15 34.23 14.69 2.75 4.61 2.38 14.08 5.49

Analysis total y 92.94 92.30 92.35 92.36 91.67 97.82 99.94 95.48 100.68
Analysis total a 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28

Allocation 0.91 0.87 0.85 0.89 0.98 1.00 1.00 0.93 1.00

Table 6.15: Volume fractions, analysis totals, and allocation rates for the chemical phases
identified by cluster analysis and displayed in Figure 6-13 for experiment S3-b. The notations
y and a correspond to the mean and standard deviation of the given property.
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Figure 6-13: Multivariate cluster analysis of the grid WDS data for experiment S3-b. The
identified phases are presented on 2-D projections for visual interpretation of the data: a) Al-Si
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Phase 1 2 3 4

Si p 18.08 19.97 21.92 26.90
a 1.90 1.92 2.11 3.73

Al p 9.51 8.21 6.79 4.78
o 1.86 1.19 1.56 3.00

K p 1.32 1.54 1.11 0.88
o 0.59 0.37 0.36 0.58

Ca p 0.27 0.08 0.08 0.05
a 0.41 0.02 0.04 0.03

Na p 0.33 0.41 0.99 0.25
a 0.27 0.14 0.75 0.17

Fe p 2.99 2.47 1.73 1.52
a 0.91 0.60 0.51 0.91

Mg p 1.41 1.22 0.87 0.67
o 0.85 0.27 0.27 0.46

Table 6.16: Summary of the make up of the chemical phases identified by cluster analysis and

displayed in Figure 6-15 for experiment S3-c. The notations y and a correspond to the mean

and standard deviation of the given property. The standard deviation corresponds to the square

root of the variance.

Phase 1 2 3 4

Volume fraction ()12.61 61.61 6.91 18.87

Analysis total y 92.46 93.44 93.81 101.87

Analysis total o- 4.54 4.94 5.87 4.35

Allocation 0.97 0.96 0.96 0.92

Table 6.17: Volume fractions, analysis totals, and allocation rates for the chemical phases

identified by cluster analysis and displayed in Figure 6-15 for experiment S3-c. The notations

y and o- correspond to the mean and standard deviation of the given property.
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Phase 1 2 3 4 5
Si y 18.54 19.99 21.21 22.03 29.40

o. 1.33 1.19 1.16 1.83 2.98
Al p 9.49 8.98 8.79 7.76 2.64

a 1.31 1.00 0.96 1.34 2.28
K p 1.68 1.61 1.50 1.53 0.54

a 0.80 0.34 0.51 0.29 0.48
Ca p 0.14 0.06 0.12 0.07 0.05

a 0.16 0.01 0.09 0.02 0.10
Na p 0.45 0.42 1.70 0.47 0.24

a 0.25 0.10 1.27 0.14 0.23
Fe p 2.79 2.81 2.02 2.31 0.72

a 0.97 0.68 0.79 0.47 0.62
Mg p 1.41 1.49 1.06 1.22 0.39

a 0.51 0.41 0.40 0.28 0.36

Table 6.18: Summary of the make up of the chemical phases identified by cluster analysis and
displayed in Figure 6-17 for experiment S3-d. The notations y and a correspond to the mean
and standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5
Volume fraction () 7.98 34.62 8.69 40.71 7.99

Analysis total p, 101.58 100.44 99.13 100.05 103.21
Analysis total a 4.42 3.49 7.80 4.44 4.90

Allocation 10.96 0.92 0.97 0.92 1.00

Table 6.19: Volume fractions, analysis totals, and allocation rates for the chemical phases
identified by cluster analysis, and displayed in Figure 6-17 for experiment S3-d. The notations
p and a correspond to the mean and standard deviation of the given property.
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Phase 1 2 3 4 5 6 7 8 9

Si p 20.00 20.26 20.37 21.17 21.21 21.30 23.84 28.39 31.84
a 1.01 0.71 1.47 2.23 1.99 1.17 2.02 0.97 1.15

Al y 9.05 8.41 8.28 7.94 7.05 8.22 6.13 3.38 0.90
01 0.77 0.32 0.75 0.88 0.67 0.58 1.75 0.70 0.73

K p 1.77 2.00 1.60 2.02 1.40 1.66 1.16 0.72 0.24
0.31 0.47 0.18 0.95 0.16 0.15 0.22 0.24 0.25

Ca p 0.06 0.78 0.11 0.10 0.06 0.07 0.05 0.04 0.00
0 0.01 0.53 0.05 0.20 0.01 0.01 0.02 0.04 0.00

Na p 0.51 0.36 0.81 1.34 0.55 0.48 0.35 0.22 0.05
a 0.14 0.08 0.33 1.14 0.18 0.09 0.08 0.13 0.06

Fe p 2.88 3.13 2.53 1.54 2.29 2.46 1.73 0.95 0.22
a 0.42 0.63 0.37 0.46 0.26 0.19 0.37 0.25 0.12

Mg p 1.46 1.19 1.26 0.96 1.15 1.25 0.91 0.43 0.12
01 0.33 0.26 0.17 0.27 0.17 0.12 0.16 0.14 0.10

Table 6.20: Summary of
displayed in Figure 6-19

the make up of the chemical phases identified by cluster analysis and
for experiment S3-e. The notations p and a correspond to the mean

and standard deviation of the given property. The standard deviation corresponds to the square

root of the variance.

Phase 1 2 3 4 5 6 7 8 9

Volume fraction ()18.29 1.16 11.59 5.53 15.83 33.24 7.37 3.37 3.61

Analysis total y 96.86 97.12 95.20 96.91 93.48 96.84 96.86 101.78 103.27

Analysis total o 3.48 0.67 4.85 7.35 5.68 3.03 4.50 5.40 4.47

Allocation 0.91 1.00 0.93 0.97 0.87 0.87 0.94 1.00 1.00

Table 6.21: Volume fractions, analysis totals, and allocation rates for the chemical phases

identified by cluster analysis and displayed in Figure 6-19 for experiment S3-e. The notations
p and a correspond to the mean and standard deviation of the given property.
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Phase 1 2 3 4 5 6 7 8 9 10 11
Si p 16.86 17.47 17.53 17.56 17.78 17.87 18.08 19.61 21.20 27.49 32.94

u 1.52 2.19 1.42 1.79 1.47 2.44 1.43 3.03 2.40 2.68 0.66
Al p 12.86 12.34 13.28 12.97 13.74 12.41 13.79 11.70 9.50 4.78 0.38

u 0.90 1.38 1.07 1.86 0.94 1.00 0.92 2.25 1.98 2.06 0.49
K p 0.93 0.92 0.81 1.81 0.86 0.84 0.88 0.61 2.51 0.31 0.02

a 0.32 0.46 0.18 1.01 0.19 0.50 0.22 0.17 2.77 0.21 0.02
Ca p 0.10 0.08 0.07 0.03 0.11 0.29 0.04 0.05 0.10 0.02 0.01

a 0.04 0.04 0.02 0.02 0.05 0.24 0.01 0.02 0.16 0.01 0.01
Na p 0.45 0.38 0.40 0.37 0.43 0.59 0.38 0.27 2.85 0.16 0.02

a 0.09 0.14 0.07 0.23 0.08 0.37 0.08 0.06 2.70 0.06 0.02
Fe p 3.29 2.97 1.92 1.04 1.36 1.34 1.22 1.20 0.32 0.51 0.09

a 1.15 1.08 0.54 0.46 0.27 0.37 0.23 0.41 0.22 0.21 0.05
Mg p 0.75 0.69 0.62 0.52 0.66 0.51 0.57 0.38 0.13 0.19 0.01

u 0.14 0.45 0.09 0.35 0.15 0.15 0.08 0.07 0.11 0.08 0.02

Table 6.22: Summary of
displayed in Figure 6-21

the make up of the chemical phases identified by cluster analysis and
for experiment Sl-a. The notations p and a correspond to the mean

and standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7 8 9 10 11
Volume fraction (%) 10.79 3.39 18.18 11.95 6.92 2.73 20.25 15.01 1.57 5.21 4.01

Analysis total y 91.02 92.86 92.37 97.20 89.55 93.77 92.86 94.96 98.39 98.56 100.:
Analysis total a 3.38 3.38 3.38 3.38 3.38 3.38 3.38 3.38 3.38 3.38 3.3'

Allocation 0.89 0.97 0.84 0.94 0.84 0.95 0.86 0.91 1.00 0.99 1.01

Table 6.23: Volume fractions, analysis totals, and allocation rates for the chemical phases
identified by cluster analysis and displayed in Figure 6-21 for experiment Sl-a. The notations
p and a correspond to the mean and standard deviation of the given property.
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Figure 6-21: Multivariate cluster analysis of the grid WDS data for experiment Sl-a. The
identified phases are presented on 2-D projections for visual interpretation of the data: a) Al-Si
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Figure 6-22: Graphical representation of clustering results presented in Table 6.23 for experi-
ment Si-a. a) volume fractions, b) mean and standard deviation values of the analysis totals,
and c) allocation rates for each of the phases displayed in Figure 6-21.
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6.2 Data Interpretation

The chemical assessment of the shale samples using the grid WDS technique follows the proce-

dure outlined in Section 4.3.3. The chemical data collected by WDS spot analysis is interpreted

using the multivariate clustering, in which the atomic ratios of the measured elements are used

to find the most probable chemical families present in the sample. The elements necessary to

describe the mineralogy of shale are: silicon, aluminum, iron, potassium, magnesium, calcium,

sodium, and sulphur. These elements provide the sufficient contrast between minerals that can

be found in shale materials with minimum organic content. Once the data is clustered, the re-

sults are presented on 2-D elemental projections that provide means for visual interpretation of

the data. The projections adopted in this study differentiate between silicates and carbonates.

In the case of silicates, such as quartz, feldspar, and clay minerals, the projections Al-Si, and

Al/Si-K+Ca+Na are adopted. The projections that can be used for the analysis of carbonates

are: Ca-Mg, and Fe-Si. These projections help in identifying calcite, magnesite, dolomite, and

siderite (see Figure 4-9 for an illustration of the identification process). The remainder of this

section presents the interpretation of clustering results defined for experiments in Table 6.1,

which are displayed in Figures 6-1 through 6-21. The objective is to identify the poles and

ligands associated with the main chemical components derived from the grid WDS experiments

and provide quantitative assessment of the mixture phases, and finally, determine the proper-

ties and volume fractions of the dominant chemical components present in the studied shale

materials.

6.2.1 The Clay and Quartz Poles

A pole is defined as a component with a relatively small standard deviation; that is an intense

clustering of data points around a mean position, and, hence, interpreted as an approximately

homogeneous phase (see Section 4.3.4). One of the strongest commonalities between the chem-

ical analyses of the shale samples presented in Section 6.1 is the presence of a quartz pole.

The simple chemical composition of quartz makes its identification straightforward. Quartz

phases are situated in the region expected for quartz mineral (Figure 4-9), for which reason we

interpret phases such as phases 6 and 7 in Figure 6-1, for example, as quartz mineral phases.
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The analysis of clay minerals, in contrast, is more complex due to their highly heterogeneous

chemical composition. The task is simplified using the chemical database gathered from the lit-

erature and reported in Section 2.1.1. This database is used to account for chemical variability

in clay minerals due to isomorphous substitution. Figures 4-10 through 4-13 show the chemical

composition of clay minerals derived from the gathered chemical data and displayed on the

adopted elemental projection; Al-Si and Al/Si - Ca+K+Na. This data set aids in identifying

the chemical signature of clays in the proposed atomic projections.

Chemical data that are located in the regions expected for clay minerals such as e.g., phases

2 and 3 in Figure 6-1 are interpreted as clay dominated phases. These clay phases possess the

characteristic of a pole, that is a material of a homogeneous composition (intense clustering of

data points). Contrary to quartz phases, the data for clay phases show more spread due to the

expected heterogeneity of clay minerals. Furthermore, the definition of clay minerals as poles

(homogeneous) does not contradict the heterogeneous nature of clay minerals, given that the

WDS technique probes an on-average composition of clay minerals, which is homogeneous at

the scale of measurements (approximately 2 pm).

Another experimental parameter that can be used to separate clay and quartz phases is the

analysis totals, which represents the sum of elements weight percents in each WDS spot. As

explained in Section 4.3.3, the analysis total should be equal to 100. However, the application

of the WDS technique deviates from the given mark due to some minor elements not being

measured and other experimental issues. We note that the analysis totals corresponding to clay

phases consistently display lower values (95 %) compared to that of quartz phases (100 %).

This behavior is attributed to hydrogen, which are present in clay minerals in the form of water

or OH-, and which are not measured in the WDS experiments because its low atomic number

is outside the range of resolution of EPMA. Referring to Figure 6-2, for example, quartz phases

(phases 7 and 6) have analysis totals of approximately 98 %, while clay phases (phases 2 and 3)

have analysis totals in the range of 90-93 %. Table 6.24 compiles the chemical phases identified

as clay and quartz in Figures 6-1 through 6-21.
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Sample Grid Size Clay phases Quartz phases

S7-a 32x32 2, 3 7, 6
S7-b 32x32 1, 3, 4 8, 7
S7-c 33x33 3, 4, 5 8
S7-d 20x20 2, 3, 4, 5 8
S7-e 20x20 2, 3, 4, 5
S3-a 32x32 1, 2, 3, 5, 6, 8 10
S3-b 32x32 1,2, 3, 4, 5 9
S3-c 20x20 1, 2, 3
S3-d 20x20 1,2, 4
S3-e 20x20 1, 2, 3, 5, 6 9
S1-a 32x32 1, 2, 3, 5, 6, 7, 8 11

Table 6.24: Identification of clay and quartz phases based on cluster modeling of grid WDS

experiments outlined in Table 6.1 and Figures 6-1 through 6-21.

6.2.2 The Ligands

Another feature that is consistent throughout the chemical analyses presented in this Chapter

is the presence of ligands between clays and other non-clay minerals (quartz, feldspars, and

siderite). Ligands are clearly visible, for example, in the chemical analysis of sample S7-a

presented in Figure 6-1, where three ligands were identified. These ligands are identified visually

based on their end anchor points. Phase 4 connects the clays and quartz phases in the Al-Si

projection shown in Figure 6-la. This mixture phase spans between quartz anchor point (Si

= 33.33 and Al = 0) and clay anchor point (Si ~ 15 - 20, and Al ~~ 5-10). Phase 5 connects

the clay and feldspar phases in the Al/Si-K+Ca+Na projection shown in Figure 6-lb. This

mixture phase spans between feldspar anchor point ( K+Ca+Na = 7.7, Al/Si = 0.33 - 1) and

clay anchor point (K+Ca+Na 2-4, Al/Si = 0.3-1). Finally, Phase 1 connects the clays and

siderite phases in the Fe-Si projection shown in Figure 6-1c. This mixture phase spans between

siderite anchor point (Fe = 20, Si = 0) and clay anchor point (Fe ~ 2, Si ~~ 15 - 20). As can

be seen in Figure 6-1c, the siderite mixture phase is incomplete as the data points do not reach

siderite anchor point (Fe = 20, Si = 0). Such phases are still important as they represent a

mixture of two phases, either because the adjacency of two phases cause the electron beam to

sample from both of them, or because of the presence of cavities in some of the grains. Table

6.25 lists the mixture phases identified in the chemical analyses presented in Figures 6-1 through

6-21. In the following section, we seek to find the volume fractions of individual phases involved
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Sample Phase No. Classification
S7-a 1 Siderite-clay

4 Quartz-clay
5 Feldspar-clay

S7-b 2 Siderite-clay
5 Feldspar-clay
6 Quartz-clay

S7-c 1 Siderite-clay
6, 2 Feldspar-clay

7 Quartz-clay
S7-d 1* Feldspar-clay

6, 7 Quartz-clay
S7-e 1* Feldspar-clay

6 Quartz-clay
S3-a 4 Feldspar-clay

7, 9 Quartz-clay
S3-b 6 Feldspar-clay

8 Quartz-clay
S3-c 4 Quartz-clay
S3-d 3 Feldspar-clay

5 Quartz-clay
S3-e 4 Feldspar-clay

7, 8 Quartz-clay
Si-a 4, 9 Feldspar-clay

10 Quartz-clay

Table 6.25: Identification of mixture phases found in the chemical analyses of the experiments
outlined in Table 6.1 and displayed in Figures 6-1 through 6-21.
* Minor amount of siderite was ignored in phase 1.

in the mix. For this, we follow the mixture modeling outlined in Section 4.3.4.

6.2.3 Mixture Analysis

To analyze mixture phases, we assume that each mixture phase is a linear combination of the

phases involved in the mix. This requires a careful identification of the element to be used in the

mixture model described in Section 4.3.4 (variable X in equation (4.8)), which must provide

sufficient contrast between phases involved in the mix. Three types of mixture phases were

identified and summarized in Table 6.25: quartz-, feldspar-, and siderite-clay mixture phases.

The elements chosen to analyze each of these mixture phases are: silicon, the combination

K+Ca+Na, and iron, respectively. Considering the quartz-clay mixture phases as example,
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equation (4.8) can be written as:

Simnix = A Siq +(1I- A) Sic (6.1)

where A is the proportion of quartz in the mix, Siq and Sic are the atomic ratios of Si in

quartz and clay, respectively. Siq is determined from the well know chemical formula of quartz

SiO 2 (Siq = 33.33). Sic, on the other hand, is more complex due to the chemical variability of

clay minerals. Thus, Sic is calculated based on the weighted average of silicon in clay phases

identified in the cluster analysis, e.g., phases 2 and 3 for experiment S7-a listed in Table 6.24.

The above description is summarized by the following formula:

Sic = Sij Vi (6.2)

where Sii and Vi are the mean silicon contents and volume fractions of phases i that are

identified as clay phases. With the mixture model at hand, the A values are calculated for each

point in the quartz-clay mixture phase. The calculated values are clustered using the Mclust,

in which one variable was used; in this case A. Finally, the pure quartz and clay proportions of

the mixture phase are separated according to the following formula:

Vq = Aivf,i (6.3)

Vc = (1 - Ai)of,i (6.4)

where V and V are the pure volume fractions of quartz and clays, respectively. Ai and Vf,i are

the mean value and volume fraction of component i identified in the clustering of A values. The

proposed model is applied to each of the mixture phases, and the volume fractions of each phase

involved in the mix are calculated accordingly. To illustrate this procedure, Figure 6-23 shows

the distribution of A values for the mixture phases identified for experiment S3-a (see Figure

6-11) along with the clustering results of the calculated A values. The interpretation of the A-

clustering results is similar to that of the multivariate results; narrow peaks are poles which

we interpret as materials of relatively homogeneous composition. Flat curves are ligands and

correspond to disordered mixing of the two phases. Table 6.26 contains the results of mixture

173



Sample Phase No. Classification Quartz Feldspar Clay Siderite
S7-a 1 Siderite-clay 0.73 0.27

4 Quartz-clay 0.07 0.93
5 Feldspar-clay 0.35 0.65

S7-b 2 Siderite-clay 0.85 0.15
5 Feldspar-clay 0.19 0.81
6 Quartz-clay 0.27 0.73

S7-c 1 Siderite-clay 0.73 0.27
6, 2 Feldspar-clay 0.19 0.81

7 Quartz-clay 0.53 0.47
S7-d 1 Feldspar-clay 0.32 0.68

6, 7 Quartz-clay 0.76 0.24
S7-e 1 Feldspar-clay 0.84 0.16

6 Quartz-clay 0.13 0.87
S3-a 4 Feldspar-clay 0.46 0.54

7, 9 Quartz-clay 0.72 0.28
S3-b 6 Feldspar-clay 0.85 0.15

8 Quartz-clay 0.44 0.56
S3-c 4 Quartz-clay 0.51 0.49
S3-d 3 Feldspar-clay 0.10 0.90

5 Quartz-clay 0.69 0.31

S3-e 4 Feldspar-clay 0.16 0.84
7, 8 Quartz-clay 0.60 0.40

Sl-a 4, 9 Feldspar-clay 0.16 0.84
10 Quartz-clay 0.63 0.37

Table 6.26: Breakdown of mixture phases into pure end phases.
correspond to the proportions of each phase involved in the mix.

The values in this table

modeling applied to the mixture phases listed in Table 6.25.

6.3 Chapter Summary

In our study of the chemical make up of shale, we set out to assess the mineralogy of the studied

samples by determining the volume fractions of the different constituents. The volume fractions

associated with the results for pole-identification in Table 6.24 and mixture modeling of ligands

detailed in Table 6.26 enabled the identification of volume fractions of shale constituents. Table

6.27 summarizes the volume fractions of the minerals identified in each sample. These values

obtained through the grid WDS technique will be compared with results obtained by XRD and

porosity measurements detailed in Chapter 3. In the next Chapter, supplementary mineralogy
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Sample Quartz (%) Feldspar (%) Clay (%) Siderite (%)
S7-a 10 2 86 2
S7-b 24 1 75 1
S7-c 12 3 83 2
S7-d 7 2 90 1
S7-e 6 2 90 2
S3-a 5 2 93 0
S3-b 12 6 82 0
S3-c 10 0 90 0
S3-d 5 1 94 0
S3-e 6 1 93 0
Si-a 7 3 89 0

Table 6.27: Identification of mixture phases inferred from the chemical analyses of the experi-
ments outlined in Table 6.1 and displayed in Figures 6-1 through 6-21.

information of the investigated shale samples obtained through image analysis of X-ray maps

and backscattered images is presented.
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Chapter 7

Image Analysis of Backscattered

Electron and X-ray Images

This chapter deals with the assessment of shale mineralogy obtained through image analysis

of X-ray maps and backscattered electron (BSE) images. We begin by describing the analysis

methodology that lead to the mineralogical characterization of shale materials. The obtained

mineralogy information will be used later to validate the grid WDS technique. Finally, this

chapter presents the results of grain size analysis of the silt inclusions found in the investigated

shale materials. This information will be used later to study the effect of the WDS grid size on

the mineralogy results.

7.1 Image Analysis in Geology

Image analysis is the characterization of images to obtain quantitative information about mate-

rials. It involves the identification and evaluation of image features as means to extract chemical

and geometrical information of interest. Images required for analysis can be acquired by exper-

imental setups, such as EPMA and SEM. Images produced by particular modes of EPMA and

SEM such as backscattered electron (BSE) images and x-ray maps are of particular importance

to this study as they provide mineralogical and chemical information. The technique of im-

age analysis has been successfully applied in several applications in the field of sedimentology

including quantitative mineralogical analysis of materials, and the assessment of grain size, par-
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ticle shape, pore size, and the nature of boundaries between grains [21]. This chapter describes

the implementation of this technique to obtain mineralogical and morphological information

about the shale samples studied in this work. The software used to analyze images, ImageJ, is

a free open-source imaging software. The information generated through image analysis will be

used as an independent dataset to be compared with the grid WDS technique applied for shale

materials

7.2 Mineralogy Assessment

One of the important applications of image analysis in geology is the mineralogical assessment

of materials. The careful analysis of specific image features can be used to obtain the volume

fractions of minerals that are found in a sample, and several references in the literature document

the application of image analysis to shale and other sedimentary rocks [21] [4] [57] [58]. In this

section, we report the application of this technique to the shale samples considered in this work

to determine the mineralogy of the samples.

Before testing, sample were prepared and polished according to the protocol described in

Section 3.5. This is an essential step to obtain a flat surface appropriate for imaging through

EPMA. Each sample was coated with a 20 nm thin carbon layer to prevent charging. A set of

backscattered electron (BSE) images and X-ray maps were then acquired for the area of interest

for each sample. Similar to the grid WDS experiments, images were collected on a JEOL JXA-

733 superprobe equipped with a WDS spectrometer operating at an accelerating voltage of

15 kV, and a beam current of 10 nA. For X-ray maps, the dwell-time was 30 ms. In BSE

images, mineral phases are distinguished based on their gray color scale, since minerals with

different compositions exhibit different backscattered coefficients (see Section 4.1.1). Figure 7-1

displays a BSE image of an area of Immx1mm for sample S7. In contrast, X-ray maps show the

distribution of a chemical element on the surface of a sample, as well as the relative amount of

the particular element (the dark-to-light transition corresponds to a low-to-high concentration

gradient). Several elements were selected for mapping including silicon, aluminum, magnesium,

potassium, sulphur, iron, sodium, and calcium. Figure 7-2 shows a set of X-ray maps obtained

for the same area displayed in Figure 7-1. The X-ray maps for Mg and Ca, show little contrast,
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Figure 7-1: Backscattered electron (BSE) image of an area of sample S7 (Area 4 in Table 7.1).
The composition of the sample can be inferred from the contrast in color intensities. The scale
bar in the image corresponds to 900 pm.

for which reason they are not presented.

The next step in the image analysis technique is the thresholding of the backscattered

electron (BSE) images and X-ray maps, which involves separating gray-level images into binary

images for each gray level, and identifying the mineral corresponding to each grey level. In

principle, BSE images which show contrast in color intensity for different minerals, could be

used to separate each mineral by selecting the relevant gray level. However, BSE images are

rarely appropriate for such analysis when applied to shale materials, as the color intensity may

change within the same mineral due to compositional variations, or because the color intensities

of two minerals are very close [211. Instead, X-ray maps are better suited for separating different
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Figure 7-2: X-ray maps showing the distribution of elements of the image shown in Figure 7-1
obtained for sample S7. The X-ray maps display the relative amount of the particular element
in the material surface: the dark-to-light transition corresponds to a low-to-high concentration
gradient. The scale bar in the images corresponds to 900 pm.

minerals in shale. As observed in Figure 7-2, quartz corresponds to regions with high silicon

concentration and an absence of other elements. Na- and K-feldspars are identified in regions

with high concentration of Na or K, respectively, and moderate concentrations of Al and Si (see

Figure 7-2). Figure 7-3 displays the thresholded images and the identified minerals for sample

area shown in Figure 7-1. Besides the identification of quartz and feldspars, the matrix of clay

minerals cannot be resolved by neither BSE imaging nor X-ray maps. The resolution of the

techniques exceeds the sizes of clay minerals. Given this characteristically small length scale

issue, the matrix of fine clays is established as the remainder of the image after separating the

minerals found in the sample.
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Figure 7-3: Thesholded images based on the X-ray maps shown Figures 7-1 and 7-2. A)
Thresholding for quartz from Si map, B) K-feldspar from K map, C) Na-feldspar from Na map,
and D) pyrite from S map.
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Location Area (mm 2) Quartz Feldspar Voids Other Inclusions Fine Matrix

1 1x1 6.50 4.00 0.50 1.00 89.00
2 1xi 6.00 2.50 0.30 0.50 91.20
3 1x1 10.00 3.10 0.20 0.60 86.70
4 3x3 8.00 2.50 0.60 0.80 88.90

Mean, p 7.63 3.03 0.40 0.73 88.95

Table 7.1: Compositional analyses in
sions include pyrite and siderite.

volume percent of four areas in sample S7. Other inclu-

Location Area (mm2 ) Quartz Feldspar Voids Other Inclusions * Fine Matrix

1 1x1 5.50 2.00 0.20 0.50 92.30
2 1x1 5.20 2.60 0.10 1.00 92.10
3 1x1 4.50 1.50 0.20 0.60 93.80
4 1x1 4.70 2.70 0.30 1.10 92.30

Mean, p 4.98 2.20 0.20 0.80 92.63

Table 7.2: Compositional analyses in
sions include hematite and calcite.

volume percent of four areas in sample S3. Other inclu-

In this study, we analyzed four areas in each of the S7 and S3 shale samples. The imaging

was performed on random spots in the samples covering large areas to ensure that the analysis

provides chemical information representative of the sample. Tables 7.1 and 7.2 summarize the

results of the image analysis for samples S7 and S3, respectively. In addition, Figure 7-4

displays the image analysis results in Tables 7.1 and 7.2 graphically. The image analysis shows

consistent assessment of the main chemical components in shale across the different spots.

This confirms that the chosen area for EPMA testing of 1x 1 mm2 (or larger) is sufficient to

characterize the composition of the shale samples (i.e., the proportions of silt-size inclusions

and the fine-grained clay matrix). This chemical information derived from EPMA and image

analysis will be used for bench marking the grid WDS methodology developed in this thesis.

7.3 Grain Size Characterization

In addition to mineralogy, image analysis can characterize microstructural features of the speci-

men including the size, shape, and orientation of particles exposed in the material surface. The

image analysis technique has been previously applied to morphological features of shale samples

[58]. The application of image analysis to study grain size distribution of samples S7 and S3
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Figure 7-4: Graphical representation of the image analysis results in Tables 7.1 and 7.2 for
samples S7 and S3. Other include pyrite and siderite for sample S7 and hematite and calcite
for sample S3.
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Phase 1 2 3 4 5 6
Mean (pm) 5 7 10 15 27 59
Std. dev. 0.5 1.1 2.2 4.2 9.2 28.1

Vol. fraction () 19 21 21 22 13 4

Table 7.3: Clustering results of the grain sizes of sample S7. The clustering of grain sizes was
performed using Mclust algorithm.

Phase 1 2 3 4
Mean (pm) 3 5 8 19
Std. dev. 0.1 0.8 2.4 8.4

Vol. fraction (%) 23 24 36 17

Table 7.4: Clustering results of the grain sizes of sample S3. The clustering of grain sizes was
performed using Mclust algorithm.

begins by isolating binary images for each mineral as already shown in Figure 7-3. In this study

we are interested in the size distribution of all minerals existing in the studied shale samples.

Hence, the particles of each mineral were isolated and analyzed to determine their area. The

characteristic size of each particle was calculated as the diameter of a circle of equivalent surface

area. With the assessment of particle sizes associated with non-clay minerals (mostly quartz

and feldspar) at hand, statistical analysis can provide a quantitative information about the rel-

evant length scales encountered in the microstructures of shales S3 and S7. Figure 7-5 display

the calculated particle size distribution for both shale samples. The particle distribution for

samples S7 and S3 was constructed from the bulk analysis of the results presented in Tables

7.1 and 7.2, respectively. The grain size distribution in sample S3 ranges from 4 to 50 pm,

whereas, for sample S7, it ranges from 4 to 200 pm. To further explore the data sets of particle

sizes for non-clay minerals, statistical clustering was conducted on the single parameter defined

by the equivalent diameter. Tables 7.3 and 7.4 report the means and standard deviations of the

most likely groups of particles associated by their size, and the corresponding volume fraction

for each group. The cumulative size distributions were constructed for the set of all minerals.

Furthermore, the grain sizes found according to the above procedure were clustered to define

the main grain size families present in both samples.
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185

---------- -- --- - ---------

Ej= = -77-



7.4 Chapter Summary

In this Chapter, mineralogy information about the studied shale samples was obtained through

image analysis of X-ray maps and backscattered (BSE) images. Analysis of grain sizes for silt

inclusions found in our shale samples was also presented. The mineralogy information obtained

in this Chapter will be used to validate the grid WDS technique.
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Chapter 8

Discussion

Determining the composition and relative abundance of minerals in shale rocks is crucial for

the adequate characterization of their mechanical behavior. In this thesis, we propose the grid

WDS technique as a quantitative method to determine the composition and mineralogy of

shale. This chapter presents the validation of the grid WDS technique based on comparisons

with two independent methodologies used for mineralogy assessment. In addition, we explore

the capabilities of the statistical treatment of grid WDS data to resolve the clay mineralogy in

different shale rocks. Finally, the effect of grid size on the assessment of volumetric proportions

of mineral components in shale is evaluated.

8.1 Validation of the Grid WDS Technique

The statistical grid WDS method developed in Chapter 4, and applied to shale materials in

Chapter 6, requires validation. The fine-grained nature of clay minerals in shale, which lim-

its the resolution of our WDS experimental setup, imposes a validation procedure aiming at

the identification of the clay matrix and silt-size inclusions. This compositional assessment of

shale materials needs to consider the highly heterogeneous microstructure and composition.

Two independent techniques are used to validate the grid WDS method: image analysis and

X-ray diffraction (XRD). Our implementation of the image analysis technique for the shale

materials investigated in this thesis was presented in Chapter 7. XRD mineralogy assessments

were conducted through the work of the GeoGenome Industry Consortium, and the results
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were presented in Chapter 3. This chapter begins with critical analyses of the two independent

techniques used for benchmarking the grid WDS technique, with a focus on relative advantages

and disadvantages in their implementation for shale materials. The comparisons of experimen-

tal results of these techniques and those obtained through grid WDS are then presented and

evaluated.

8.1.1 Evaluation of Image Analysis

Image analysis is one of the techniques that we have employed to characterize the microstruc-

ture, and more importantly, the composition of the shale materials considered in our investiga-

tion. As shown in Chapter 7, the technique involves the identification and evaluation of image

features as a means to extract the chemical and geometrical information of interest. Similarly

to the grid WDS technique, the images used for analysis are acquired using EPMA, which relies

on emitted X-rays resulting from interactions between the beam of electrons and the specimen

to determine the chemical composition of a specimen. However, the grid WDS technique and

the standard X-ray imaging mode differ in two important aspects. One difference between

them is related to the particular setups of the two experiments: the grid WDS technique pro-

vides compositional information at specific spots (of few micrometers in size, see Section 4.3.2),

whereas X-ray imaging provides a continuous description of the chemistry of a sample. The

second difference comes form the way the results are presented. X-ray intensities are presented

in the form of maps for the corresponding elements with color intensity contrast (see Section

4.1.2), whereas in WDS spot analysis, the quantitative elemental concentrations are provided.

The set of X-ray maps and backscattered electron (BSE) images obtained for samples S7 and

S3 were properly analyzed for the major mineral families present in the shale samples. Image

analysis results were presented in Tables 7.1 and 7.2, respectively, and displayed in Figure 7-4.

As explained in Section 7.2, the separation of minerals through thresholding was performed

using computer imaging software. Each mineral is separated from the appropriate X-ray map

by thresholding the relevant gray level relative to the image: e.g. quartz is separated from the

silicon X-ray map, whereas K-feldspar and Na-feldspar are separated from the potassium and

sodium X-ray maps, respectively. Other inclusions could be identified similarly from other X-ray

maps. The thresholding procedure requires the intervention of an operator to assess the gray
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level associated with the mineral of interest. This intervention may result in the variabilities

of calculated volume fractions of minerals. Based on our experience on image analysis, the

color intensity contrast between different minerals in shale was sufficient to differentiate major

inclusion families (quartz, feldspars) from the matrix. The sensitivity of the threshold for the

different silt-size minerals was minor (less than 1% for estimated volume fractions). More

refined thresholding methods such as remote sensing (based on statistical analysis, see [571) can

be used to reduce the variability of the results induced by the operator. The known limitation

associated with EPMA implementations for shale and other fine-grained soils is that the small

sizes of clay minerals that cannot be resolved by the volume of interaction related to the

experiment. Consequently, the matrix of fine-size clays is determined as the remainder of the

image after identifying the silt-size mineral phases. By doing so, one may risk to overestimate

the volume fraction of clay minerals by including fine-grained inclusions that were not recognized

through thresholding. However, this issue is expected to have small effects on the results for

shale materials, since most inclusions are easily distinguished owing to their large grain size.

8.1.2 Evaluation of X-ray Diffraction (XRD)

X-ray diffraction is one of the most widely used methods to study the structure of crystalline

materials. XRD testing is based on the analysis of the wavelengths of diffracted signals, which

are functions of the spacing of interatomic planes in minerals. Given that no two minerals

possess the same interatomic spacing, diffracted wavelengths can serve as tools for mineral

identification. X-ray diffraction is particularly suitable for identification of clay minerals because

each clay group exhibits unique interatomic spacings. The so-called powder method is well

suited for the analysis of small size minerals. The use of the powder method ensures that some

of the very large number of particles will be properly oriented to create measurable diffracted

X-rays. For a composite powder, an intensity spectrum is obtained, with each peak associated

to a particular mineral. Kaolinite, for example, exhibits a peak associated with 7 A, whereas

illite and dried smectites have peaks associated with 10 A. Non-clay minerals can also be

adequately identified.

Although XRD is widely accepted for the assessment of mineralogy, it involves some lev-

els of uncertainty due to procedural flaws and differences in analysis methods. Mitchell [47]
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concluded that XRD is a semi-quantitative technique because of known differences in mass

absorption coefficients of different minerals, particle orientations, sample weights, surface tex-

ture of samples, among other factors. Kahle [54] provided a thorough study of the different

methodologies commonly used for the quantification of clay minerals in XRD, with an emphasis

on methods using mineral intensity factors. He concluded that procedural differences such as

sample preparation and instrument configuration may lead to different mineralogy quantifica-

tions. In addition, assumptions employed for data analysis may affect the accuracy of XRD

assessments: a) that all phases present in a sample have been identified and sum to 100 %, b)

that the orientation in a specimen is identical for all minerals, and c) that intensity factors are

the same for all particles of one phase. Brindley [36] stated that crystalline components that

exist in a material sample with more than 50 % by weight may be measured to an accuracy of

10 % of the determined value, whereas components present with less than 5 % by weight may

be measured to an accuracy of 50 % of the determined value. Ottner [31] conducted a round

robin test in which two clay samples were sent to 19 laboratories. The quantitative analyses of

clay minerals showed large discrepancies among laboratories, whereas relatively little variabil-

ity was observed in the quantitative results for non-clay inclusions (quartz, feldspar, calcite,

and dolomite). The observed variabilities for clay minerals was attributed to the differences in

pretreatment and sample preparation techniques. To verify the effect of analysis methods in

XRD, the authors estimated the clay fraction based on three different methods after subjecting

the sample to the same experimental conditions to eliminate the influence of pretreatment and

sample preparation. The results showed that the choice of quantification method in XRD had

a significant influence on the results. This discussion highlights the uncertainty associated with

the application of XRD to assess the mineralogy of soil and rock samples, which are natural

composites with very heterogeneous compositions and microstructures.

The quantitative analysis of the mineralogy of shale samples is commonly obtained through

XRD, especially in oil and gas research and laboratory characterization. Table 3.1 summa-

rizes the mineralogy data based on XRD experiments for the shale samples considered in this

work. The mineralogy information can be used to calculate the volume fraction contributions of

clay minerals and non-clay inclusions that are needed for material modeling. These volumetric

quantities become critical inputs to e.g. mechanical models, as they weigh the contributions
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of the relevant chemical phases to the mechanical response of the composite materials across

different length scales. Besides the mineralogy data, the determination of volumetric quantities

requires as an input the total porosity, which can be determined through various experimental

means (see Section 3.3). The variability in porosity estimates becomes another factor affecting

the overall quantification of volume fractions for shale materials, in addition to the variability

in mineralogy assessed by XRD, as previously discussed. Table 3.4 summarizes the volume

fractions of clay minerals and non-clay inclusions derived from the provided XRD mineralogy

information and porosity measurements. To obtain the volume fraction of the porous clay

composite (see Section 2.2.2), which defines the scale of measurements in this study, the mea-

sured porosity is added to the solid volume fraction of clay minerals. The composition of shale

based on XRD and porosity measurements in terms of volumetric amounts of clay and silt-size

(non-clay) minerals will be used to benchmark the development of the grid WDS technique.

8.1.3 Validation

In this section, we compare the chemical compositions estimated from the proposed grid WDS

methodology, X-ray image analysis, and XRD. The information is compared in terms of volume

fractions for the major mineral families that can be captured by these techniques, namely

silt-size inclusions (quartz, feldspar) and the clay matrix. In the grid WDS and image analysis

techniques, the volume fractions are measured directly, whereas in XRD the volume fractions are

derived from mineralogy and porosity measurements. For the comparison with image analysis

and XRD experiments, we have selected the grid WDS experiments involving large grid sizes:

S7-a, S3-a, Sl-a (see Table 6.1). These particular applications of the grid WDS method will

be shown to be the most relevant for assessing the overall composition of the material samples

and capturing their heterogeneous microstructures. In a later section, a discussion on the effect

of grid size on the resulting volumetric assessments of chemical constituents will be presented.

Figures 8-1 through 8-6 show the comparisons between the results of the three techniques for

shale samples S7, S3, and S1. Figures 8-1, 8-2, 8-3 display the comparisons as bar charts

for the four major chemical components in shale by volume fraction: quartz, feldspar, other

inclusions (siderite, pyrite, hematite and calcite), and the porous clay composite (the mixture of

nanoporosity and solid clay). Figure 8-4, 8-5, 8-5 show cross-plots of the chemical assessments
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by XRD and image analysis compared to the results from grid WDS analysis (except for shale

S1, for which imaging analysis results are not available).

Two trends emerge from the comparisons presented in Figures 8-1 through 8-6. First, the

grid WDS results compare well with those obtained through image analysis. This trend may not

be surprising given that both methods were performed using the same experimental technique

(EPMA), and that the investigated areas are representative of the shale samples herein con-

sidered (see discussion in Section 8.2). The small differences observed in these results could be

attributed to the sensitivity in thresholding or to the variability associated with the statistical

analysis results from grid WDS data. In addition, the differences in volumetric estimates could

be related to the heterogeneous nature of shale, which manifests itself as particular microstruc-

tures and chemical compositions spread over the material volume. Another trend that can be

identified from Figures 8-1 through 8-6 is that the XRD results consistently display higher vol-

umetric estimates for non-clay inclusions compared to the estimates from grid WDS and image

analysis. Consequently, lower estimates for the porous clay are observed for the XRD compared

to the two other techniques. For the different shales, the discrepancies between XRD and grid

WDS estimates for the porous clay phase range between 6 % for experiment Si-a to 27 % for

experiment S3-a. This trend may be explained by the large uncertainty associated with XRD

analysis as outlined in Section 8.1.2.
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Figure 8-1: Comparison of the mineralogy results for sample S7 derived from XRD, image
analysis, and grid WDS analysis for experiment S7-a. Other inclusions refer to siderite and
pyrite.
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Figure 8-2: Comparison of the mineralogy results for sample S3 derived from XRD, image
analysis, and grid WDS analysis for experiment S3-a. Other inclusions refer to calcite and
hematite.
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Figure 8-3: Comparison of the mineralogy results for sample S1 derived from XRD and grid
WDS analysis for experiment S1-a. Other inclusions refer to siderite.

195



100

.80-

~60 -

140

20-

* Quartz

A Feldspar
* Other Inclusions
E Porous Clay -- U

'p
'p

'p
'p

'p
'p

'p
'p

'p

20 40

Grid WDSVolume

100 -

0-

60-

40-

120

0-
03

60

Fraction

* Quartz

A Feldspar
* Other Inclusions

* Porous Clay

00

20 40

Grid WDS Volume

60

Fraction

80

(%)

100

ILO
'op

de

80

(%)

100

Figure 8-4: Comparisons of the volume fraction estimates obtained by grid WDS analysis for
sample S7 and those obtained by (top) XRD and (bottom) X-ray image analysis.
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Figure 8-5: Comparisons of the volume fraction estimates obtained by grid WDS analysis for

sample S3 and those obtained by (top) XRD and (bottom) image analysis.
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8.2 The Effect of Grid Size on Grid WDS Chemical Assessment

The application of the grid WDS technique introduces two lengths scales in the chemical assess-

ment of the heterogeneous material under investigation. The first length scale is related to the

characteristic size of the microvolume being solicited by the electron beam during the EPMA

experiment. That length scale limits the resolution of the technique with respect to minerals

of small sizes. In the application to shale minerals, the length scale associated with the mi-

crovolume is approximately a few micrometers (Section 4.3.2 ). The other length scale related

to the grid WDS technique is the grid size. In order to apply statistical tools for quantitative

mineralogical assessment using WDS spot analyses, the size of the grid of experiments must be

carefully designed to capture the heterogeneity of the sample. To avoid sampling effects, the

grid size must be much larger that the largest heterogeneity in the sample; that is the largest

grain present in the sample (see equation 4.4). In this section we address the following question:

how large should the size of the grid WDS be relative to the size of the largest grain present

in the sample? This issue will be pursued in light of the grid WDS results for shales S7 and

S3. Two types of grids were employed for grid WDS assessment of these samples: large grids

which provide chemical information from areas of 1 mm2, and small grids for areas below 0.04

mm 2. The experiments performed in this study for shales S7 and S3 are tabulated in Table 6.1,

which displays the grid size, number of spots, and the spacing between WDS spot analyses.

8.2.1 Grid Size Effect for S7

The grain size distribution of sample S7, presented in Figure 7-5, shows that the grains range

in size from 4 pm to 200 pim. Furthermore, six grain families were identified through cluster

analysis of the grain sizes that range in size from 5 pm to 59 Pm.

Figure 8-7 shows a volume fraction comparison between the results of the grids that were

performed for S7 sample. The results of image analysis, which are also presented in Figure 8-7

and Table 7.1, will be used as benchmark values as they correspond to large areas representative

of the sample (approximately 7mm 2). Table 8.1 provides the numerical description of the results

shown in Figure 8-7 along with the size of each grid performed on sample S7. Although the

grid sizes are variable and differ across experiments, some grids compare well with the image
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I Grid size (rnm) Quartz Feldspar Clay minerals Other inclusions

Image analysis 8 3 88 1
S7-a 3x3 10 2 85 2
S7-b 1x1 24 1 75 1
S7-c 0.1 x 0.1 12 3 83 2
S7-d 0.2 x 0.2 7 2 90 1
S7-e 0.2 x 0.2 6 2 90 2

Table 8.1: Grid WDS experiments performed on sample S7, and estimated volume fractions for
the main chemical constituents.

analysis results. Particularly, grids S7-a, S7-d, and S7-e show a good agreement with the results

of image analysis. This trend could be explained by the following arguments:

" The results of experiment S7-a compare well with those of image analysis because the tests

were performed over a large grid that samples the heterogeneity of the sample. Figure 8-8

shows the surface of sample S7 on which the experiment S7a was performed. The image

shows that the size of the grid is large compared to the size of the largest heterogeneity on

that surface. Consequently, this experiment yielded representative results of the sample.

" The remaining grids (S7-b, S7-c, S7-d, S7-e) are considered as relatively small grids com-

pared to the size of the largest grain in sample S7 (approximately 200 pm). The observa-

tion that some of those grid experiments are in good agreement with the image analysis

results could be attributed to sampling issues. Recall that six grain families were identi-

fied for S7 sample that range in size from 5 pm to 59 pm. Provided that these families

are randomly distributed over the surface of the sample, a grid of small size may sample

one family preferentially, introducing a bias in the results. To further expand this notion,

Figure 8-9 shows the backscattered image of the surface of sample S7 in which experiment

S7b was performed. The image clearly shows that the surface of the sample at that par-

ticular spot contains sizeable grain inclusions of quartz and feldspar. This helps explain

the discrepancy between the grid WDS results for experiment S7b and those of image

analysis.
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Figure 8-7: Volume fraction comparison between grid WDS and image analysis results for
sample S7.
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Figure 8-8: The surface of sample S7 where the experiment S7-a was performed. This image
shows that the size of the grid is large compared to the size of the large grains in the sample.
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Figure 8-9: The surface of sample S7 where the experiment S7-b was performed. This image
shows that the size of the grid is not large enough compared to the size of the large grains in
the sample.
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I Grid size (mm) Quartz Feldspar Clay minerals Other inclusions
Image analysis 5 2 92 1

S3-a 1x1 5 2 93 0
S3-b 0.1 x 0.1 12 6 82 0
S3-c 0.2 x 0.2 10 0 90 0
S3-d 0.2 x 0.2 5 1 94 0
S3-e 0.2 x 0.2 6 1 93 0

Table 8.2: Grid WDS experiments performed on sample S3, and estimated volume fractions for
the main chemical constituents.

8.2.2 Grid Size Effect for S3

We now discuss the effect of grid size of sample S3 experiments using the grain size analysis

provided in Figure 7-5. Four grain families were identified in the clustering of the grain sizes

ranging from 3 ptm to 19 pm. Figure 8-10 displays a volume fraction comparison between the

grids that were performed for sample S3. Table 8.2 summarizes the mentioned data. The image

analysis results presented in Table 7.2 will be used as benchmark values. The X-ray mapping

was obtained over a large area (4 mm2), which is deemed to be representative for the given

sample.

Similar to S7 sample, grids of WDS spot analyses performed on S3 sample provided variable

results. This trend may well be the result of sampling issues. The fact that the small grids

(S3-b, S3-c, S3-d, S3-e) show a relative variability in the results could be attributed to the

particular locations of the grids which are not representative of the entire mineralogy make-

up of the sample. In contrast, experiment S3a with a large grid size compared to the largest

heterogeneity (approximately 50 pm) provides a representative assessment of the sample, which

is comparable with that of the image analysis. The backscattered image of the surface where

experiment S3-a was performed, displayed in Figure 8-11, shows that the grid size is large

compared to the individual silt grains.

8.2.3 Recommendations

The grid WDS aims at providing quantitative information about mineralogy composition of

heterogeneous materials. Hence, the grid size must be large enough to provide representative

information of the material of interest. This size of the grid depends mainly on the size of the

204



100 -

G 8 m image analysis

U S3-a
- 60 -

U S3-b

fx4  N S3-c
o40

m S3-d

o S3-e
20

0 - -- -
Quartz Feldspar Other Porous Clay

Inclusions

Figure 8-10: Volume fraction comparison between grid WDS and image analysis results for
sample S3.
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Figure 8-11: The surface of sample S3 where the experiment S3-a was performed. This image
shows that the size of the grid is large compared to the size of the large grains in the sample.
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largest heterogeneity in the sample. For the application of the technique, the grid size must be

much larger than the largest heterogeneity to avoid sampling problems. For our development

of the technique for shale materials, the previous analysis shows that the grid size requirement

to provide representative mineralogy results for samples S7 and S3 is 3mm x 3mm and 1 mm

x 1mm respectively. Keeping in mind that the largest grain size in samples S7 and S3 is

approximately 200 pm and 50 pm respectively, we recommend that the grid sizes ought to be

approximately 15 to 20 times the size of the largest grain in the sample.

8.3 Make-up of Clay Mineral Components

In this section, we focus on the components identified through clustering of grid WDS data

which are associated with clay minerals. Table 6.24 summarizes the chemical components that

were identified as clay phases in the three shale materials considered in our work. As it has been

discussed, the resolution of WDS experiment exceeds the characteristic size of clay minerals,

and therefore, the compositions of the clay phases identified through the grid WDS technique

represent the on-average mineralogy of clay minerals within the probed microvolumes (see

Section 4.3.2). A convenient way to resolve the clay mineralogy in shale determined through

grid WDS can be the treatment of the overall clay signature measured in each WDS spot test

as a combination of clay minerals involved in the mix. To accomplish this objective, we recall

the mixture model developed in Section 4.3.4 to separate major clay families potentially present

in the clay matrix. In particular, we aim to distinguish 1:1 clay minerals (kaolinite) from 2:1

clay minerals (illite, smectite, mixed layer clays). The specific identification of 2:1 clay minerals

such as illite, smectite, and mixed layer clays cannot be accomplished using WDS measurements

alone. Structural information about the minerals such as basal spacing would be required in

addition to WDS experiment for their identification.

The mean compositions of the identified clay mineral components (see Table 6.24) are super-

imposed on the common clay minerals presented in Figure 4-16. This step helps in identifying

clay mineral types from their relative positions in the atomic ratio projections adopted for

clay minerals as shown in Figures 8-12, 8-13, and 8-14 for experiments S7-a, S1-a, and S3-a,

respectively. Figure 8-12b shows that the average composition of the clay components for ex-
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periment S7-a is situated between the regions expected for 2:1 and 1:1 clays. This confirms the

assumption that the grid WDS technique probes an on-average composition of clay minerals,

since sample S7 contains both types of clay (see Table 3.1). This behavior is also observed in

the Al-Si space as shown in Figure 8-12a. The relatively high aluminum content of the clay

components obvious in this space may indicate the presence of other clay types. The same re-

mark applies for experiment Sla as shown in Figure 8-13. In contrast, the average compositions

of clay minerals components identified for sample S3-a are situated in the region expected for

2:1 clays and particularly montmorillonite as can be seen in Figure 8-14b. The same trend is

obvious in the Al-Si space as shown in Figure 8-14a. This indicates that sample S3 is dominated

by 2:1 clay minerals.

The application of the mixture model to clay minerals requires the identification of end

anchor points and the element (X in equation 4.8) to be used in the mixture analysis. The

element to be used in the mixture model must provide sufficient contrast between 1:1 clay and

2:1 clay. The combination K+Ca+Na serves this purpose since 1:1 clays contain minor amounts

of these elements. To define the end anchor points, the common clay minerals data presented

in Figure 4-16 is used. For 1:1 clay minerals, the average value of K+Ca+Na is approximately

0.1, whereas it is equal to approximately 2.76 for 2:1 clay minerals. This information is used to

analyze clay minerals components identified for samples S7-a, S3-a, and Si-a. The application

of mixture modeling follows the steps outlined in Section 4.3.4. The A values are calculated

based on the following formula:

Xmix = AXr + (1 - A)XII (8.1)

where A is the proportion of 1:1 clays (kaolinites) in the mix, Xmjx represents the measured

combination K+Ca+Na, Xi and XII represent the the atomic ratios of K+Ca+Na for 1:1 and

2:1 clays respectively. These values are obtained from the data of common clay minerals as

stated above. The calculated A values are then clustered using the Mclust algorithm in which

one variable was used in this case, A. Finally, the clay types proportions of the mixture phase

are separated according to the following formula:

V = livp (8.2)
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Figure 8-12: Average compositions of clay mineral components identified in experiment S7-a
through cluster analysis of grid WDS data and displayed on the projections adopted for clay
minerals; a) Si-Al space, and b) Al/Si-K+Ca+Na space. Data in gray color corresponds to the
composition of common clay minerals shown previously in Figure 4-16.
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Figure 8-13: Average compositions of clay mineral components identified in experiment Si-a
through cluster analysis of grid WDS data and displayed on the projections adopted for clay
minerals; a) Si-Al space, and b) Al/Si-K+Ca+Na space. Data in gray color corresponds to the
composition of common clay minerals shown previously in Figure 4-16.
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Figure 8-14: Average compositions of clay mineral components identified in experiment S3-a
through cluster analysis of grid WDS data and displayed on the projections adopted for clay
minerals; a) Si-Al space, and b) Al/Si-K+Ca+Na space. Data in gray color corresponds to the
composition of common clay minerals shown in Figure 4-16.
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Component 1 Component 2 Component 3
A1  Vf,1 A2  Vf,2 A3  Vf,3

S7-a 0.39 0.50 0.55 0.50 - -
S3-a -0.30 0.05 0.05 0.91 0.44 0.04
Sl-a 0.03 0.01 0.45 0.30 0.57 0.69ZI1:1 clays 2:1 Clays

S7-a 0.47 0.53
S3-a 0.06 0.94
Sl-a 0.53 0.47

Table 8.3: Results of the analysis of the clay components for experiments S7-a, S3-a, and Si-a.
This table displays the clustering results vlaues.

1:1 clays 2:1 Clays 1:1 - 2:1 Clay ratio

S7-a 27 30 0.9
S3-a 5 74 0.07
Sl-a 33 29 1.14

Table 8.4: Volume fractions of 1:1 and 2:1 clays identified through mixture modeling.

Vi = (1 - Ai)vf,i (8.3)

where V and Vii are the pure volume fractions of 1:1 and 2:1 clays, respectively. Ai and vf,i

represent the mean value and the volume fraction of component i identified in the clustering of

A values. Table 8.3 summarizes the mixture modeling results for the clay components identified

in experiments S7-a, S3-a, and Si-a. Table 8.4 lists the final volume fractions of 1:1 and 2:1

clays derived from mixture modeling. The ratios of 1:1 - 2:1 clay minerals ratios determined by

WDS are on the same order of magnitude compared to those determined by XRD (see Table

3.5).

8.4 Chapter Summary

In this Chapter, we validated the grid WDS technique for shale by comparing the mineralogy

estimates with those obtained from two independent techniques: X-ray diffraction and image

analysis. We showed that the results of grid WDS technique are in adequate agreement with

those obtained by the alternative methods. In general, XRD estimates consistently display lower

volumetric values for the porous clay component compared to the estimates obtained by grid
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WDS and image analysis. We also studied the effect of grid size on the mineralogy information

obtained by grid WDS. Based on our experimental campaign, a grid of size 15 - 20 times the

largest grain in the sample was deemed sufficient to appropriately capture the heterogeneity of

shale samples. Finally, we applied the mixture modeling presented in Section 4.3.4 to analyze

the make-up of clay mineral components identified by the grid WDS technique. This approach

enabled the identification of clay families.
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Part IV

Applications
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Chapter 9

Applications

The grid indentation results of shale materials are interpreted solely based on mechanical ar-

guments including mechanical behaviors of constituents, length scale consideration, and overall

composition known a priori from mineralogy tests. The identified mechanical behavior of shale

constituents at the micrometer and sub-micrometer scales are not yet linked to particular ma-

terial chemistries. In this chapter we propose the chemo-mechanical coupling technique as a

method to link shale mechanical behavior to composition at micrometer and sub-micrometer

length scales. The chapter begins with a presentation of the motivation for the coupling tech-

nique. The next section discusses the results of grid WDS and grid indentation techniques

separately. The discussion of the coupling of the chemical data inferred from grid WDS tech-

nique and the mechanical data inferred from grid indentation technique ends this chapter.

9.1 Motivation: Nanomechanics of Shale

To motivate the chemo-mechanical characterization of shale, the results of a comprehensive

nanoindentation experimental program on various shale materials are recalled in Figure 9-1.

The indentation data developed by Bobko et al. [10] were reanalyzed in [43] using the ML-EM

clustering method, yielding similar modulus and hardness properties as those obtained by the

deconvolution analysis in [10]. The shale materials characterized by the GeoGenome Industry

Consortium cover a broad spectrum of compositional properties of shale (varying mineralogies

and porosities). The indentation moduli M 1, M3 for each material displayed in Figure 9-1
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correspond to the cluster modeling of the mechanical porous clay from indentation and hardness

data (see Section 5.7). With a focus on elasticity, the assessment of the porous clay (or phase 1)

presented in Section 5.7 consistently applies to each indentation grid measured in both directions

for each shale material considered in Figure 9-1. The indentation moduli properties scale with

the clay packing density, which synthesizes the compositional and porosity information into

one parameter: q = fc/ (1 - finc) (see Section 6.27). The scaling between the indentation

moduli and the clay packing density emphasizes the effect of the nanoporosity (or ,po = 1 - 7)

as the main driver of the anisotropic elastic behavior of the porous clay. It is observed that

increasing indentation modulus values correspond to increasing clay packing densities, tending

to an apparent solid phase ( y -+ 1) that is anisotropic. In addition, a solid percolation threshold

exists as packing densities approach 0.5, which hints towards a granular behavior of the porous

clay composite.

The relationship between modulus-packing density implies that the particular mineralogy

compositions of the seven shale materials in Figure 9-1 play a less significant role in defining the

porous clay elasticity. For each shale material, the vertical error bars encompass the variability

of indentation modulus properties as assessed by cluster modeling. The mentioned variability

captures the mechanical variability observed from grid indentation data, which may be at-

tributed to varying local porosities. In addition, the grid WDS data developed in this study

hint towards the locally variable chemistry of the clay phases as another potential source for

the observed range of modulus properties of the mechanical porous clay. The stiffness behavior

of the porous clay phase inferred from statistical indentation represents the in situ response of

the clay fabric in non-organic shale materials. The apparent solid clay phase implied in Figure

9-1 exhibits a smaller order-of- magnitude in elasticity compared to the measured elastic prop-

erties of single clay crystals (see review in [11]). This mechanical unit of clay incorporates the

mechanical contributions of conglomerates of clay platelets, interlayer matter (absorbed water,

hydrated cations), and interparticle contacts.

The previous discussion highlights the importance of the porous clay phase identified through

the grid indentation technique in shale modeling. However, key questions remain about the in-

dentation measurements on shale. Is the mechanical behavior of the porous clay in shale, i.e.

average M, H data for the porous clay phase from grid indentation and cluster analysis, in fact
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Figure 9-1: Indentation modulus values for seven shale materials of different origins and min-
eralogy compositions, detailed in [10]. For each sample, grid indentation experiments were
performed parallel and normal to the natural bedding planes of the material (M1, M 3, respec-
tively). The indentation data was reanalyzed in [40]. The indentation data is presented as a
function of the clay packing density whose variability depends on different experimental esti-
mates of the porosity (MIP porosity versus porosity backcalculated from density measurements).
The data points correspond to mean properties and vertical error bars to standard deviations
assessed by the cluster analysis of the grid indentation data. Solid lines correspond to the mi-
cromechanics modeling of the porous clay phase developed independently of indentation data
[41] [42]. *Data points correspond to experiments S3-C11, S3-C21 and S3-C31 performed in this
study.
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associated with the clay fabric of shale from a strict chemical point of view? In what follows,

we address this question by performing the chemo-mechanical coupling technique on two shale

materials investigated in this work (S3, S7).

9.2 Chemo-Mechanical Coupling Technique

The chemo-mechanical coupling technique, which involves measuring mechanics and compo-

sition of a specified location of a sample, aims at establishing a link between mechanics and

composition at fundamental length scales. This task is achieved through performing grid inden-

tation and grid WDS experiments on the same surface of a sample. The indentation and WDS

experiments were performed in square grids of properly chosen spacing to deliver the required

information. The coupling technique starts by performing a grid indentation experiment on a

specified location on a shale sample. The sample is then carbon coated to prevent charging in

WDS testing. The grid of indentations can be located making use of ink marker and big indents

that can be easily identified under the backscattered mode in EPMA. Once the indentations are

precisely located, a grid of WDS spots is performed over the same area to provide the required

link between mineralogy and mechanics. Finally, the experimental data obtained in both tests

is interpreted with cluster analysis techniques.

An important consideration for the coupling of the indentation and WDS data is the ad-

equate comparison between the material volumes probed in each technique. A Monte Carlo

(MC) simulation of WDS experiment was performed using CASINO [19] and the experimental

parameters described in Section 4.3.2. The average density of the simulated shale material cor-

responds to the experimental value p = 2.55 g/cm 3 (see Table 3.2). The MC simulation shows

depths of interaction between the material and accelerated electrons of approximately 2 pim.

This characteristic length scale of the interaction volume in a WDS experiment matches that of

the indentation experiment defined by the maximum indentation depth. Finite element simu-

lations for indentation testing using a Berkovich probe show that the measured elastic response

corresponds to a material volume that is roughly 3 times the depth of indentation [33] [60].

With average indentation depth of approximately hmax = 700 - 900 nm for the indentation

experiments performed in this study, the material domain sensed by indentation is on the order
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Sample name Grid size Spacing No. of points Experiment

S3-C1W 25x25 5 625 WDS
S3-C1I 25x25 5 625 Indentation

S3-C2W 20x20 10 400 WDS

S3-C21 20x20 10 400 Indentation

S3-C3W 31x31 5 961 WDS

S3-C3I 31x31 5 961 Indentation

S7-C1W 25x25 10 625 WDS
S7-C1I 25x25 10 625 Indentation

Table 9.1: Experimental program of the grid WDS/indentation experiments performed in the

coupling analysis. A total of four surface locations in two samples (S7, S3) were employed

for indentation and WDS tests. Two particular locations (S3-C3, S7-C1) containing a large

sized inclusion were imaged by BSE images and X-ray maps. The letters I, W refer to either

indentation or WDS experiments, respectively.

of 2 - 3 pm. These results show that the microvolume probed by indentation is comparable to

that probed by WDS.

9.3 Grid WDS/Nanoindentation Results

The implementation of the grid indentation and WDS techniques for the chemo-mechanical

study of shale follows the experimental program detailed in Table 9.1. Each set of these ex-

periments includes grid WDS and indentation experiments performed on the same spot, such

as S3-C1W and S3-C1I, with the letters I and W corresponding either to indentation or to

WDS experiments, respectively. Four coupled experiments were performed on two different

shale samples (S7, Sl). The first two experiments (S3-Cl, S3-C2), which were performed on

sample S3, will be used to reveal the chemical nature of the porous clay phases identified by grid

indentation technique. The other two experiments (S3-C3, S7-C1) were performed on locations

containing sizeable inclusions, and BSE images and X-ray maps were also obtained for these

locations. These experiments will be used to study the nature of the so-called composite phases

identified in grid indentation technique.
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9.3.1 Grid WDS Results

The chemical assessment of the shale samples using the grid WDS technique follows the proce-

dure outlined in Section 4.3.3. The chemical data collected by WDS spot analysis is interpreted

using the multivariate clustering, in which the atomic ratios of the measured elements are used

to find the most probable chemical families present in the sample. Once the data is clustered,

the results are presented on 2-D elemental projections that provide means for visual interpre-

tation of the data. The projections adopted in this study differentiate between silicates and

carbonates. In the case of silicates, such as quartz, feldspar, and clay minerals, the projections

Al-Si, and Al/Si-K+Ca+Na are adopted. The projections that can be used for the analysis

of carbonates are: Ca-Mg, and Fe-Si. These projections help in identifying calcite, magnesite,

dolomite, and siderite (see Figure 4-9 for an illustration of the identification process). The

remainder of this section presents the interpretation of clustering results defined for grid WDS

experiments in Table 9.1, which are displayed in Figures 9-2 through 9-9. The objective is to

identify the poles and ligands associated with the main chemical components derived from the

grid WDS experiments.

A pole is defined as a component with a relatively small standard deviation; that is an

intense clustering of data points around a mean position, and, hence, interpreted as an approx-

imately homogeneous phase. Three types of poles were identified in the analysis of grid WDS

experiments listed in Table 9.1, that is quartz, feldspar, and clay mineral poles. These poles can

be identified based on their positions on the relevant projections. Quartz poles, for example,
are located in the region expected for quartz mineral (Figure 4-9). Thus, we interpret phases

such as phases 9 and 10 in Figure 9-8, for example, as quartz mineral phases. Similarly, feldspar

poles are situated in the region expected for feldspar minerals as shown in Figure 4-9. Phase 7

in Figure 9-6 represents an example of feldspar pole. In contrast, the identification of clay poles

is complex owing to their highly heterogeneous chemical composition. This task is simplified

using the database gathered form the literature and displayed in Figures 4-10 through 4-13,

which account for the chemical variability of clay minerals. In particular the chemical data as-

sociated with the most common clay minerals presented in Figure 4-16 is the most important.

This data set aids in identifying the clay minerals poles in the proposed atomic projections.

Thus, we interpret phases located in the region expected for clay minerals, such as phases 1, 2,
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3, 4, 5, and 7, in Figure 9-8. The spread in the clay phases is mainly due to the highly hetero-

geneous nature of clay minerals, and the fact that WDS probes an on-average composition of

clay minerals (see Section 4.3.2).

Analysis total described in Section 4.3.3 is an important experimental parameter that can

be used to strengthen the above findings of clays, quartz, and feldspar poles. In practice, the

analysis total should be equal to 100 %; however, the application of WDS deviates from the

given mark due to some minor elements not being measured and other experimental issues. The

analysis totals corresponding to clay phases consistently displays lower values (95 %) compared

to those of quartz and feldspar phases (100 %). This behavior is attributed to hydrogen, which

present in clay minerals in the form of water or OH-, and which is not measured in the WDS

experiments because its low atomic number is outside the range of resolution of EPMA. For

example, quartz phases, such as phase 10 in Figure 9-8, have analysis totals of approximately

100 %, while clay phases, such as phases 1 through 5 in Figure 9-8, have analysis totals of

approximately 90 %.

Another prominent feature that is noticed throughout the chemical analyses presented in

this Chapter is the presence of ligands between clays and other non-clay minerals (quartz,

feldspars). Feldspar- and quartz-clay ligands are clearly visible, for example, in the chemical

analysis of sample S3-C1W presented in Figure 9-2. These ligands are identified visually based

on their end anchor points. Phase 9 connects the clays and quartz phases in the Al-Si projection

(Figure 9-2a). This mixture phase spans between quartz anchor point (Si = 33.33 and Al = 0)

and clay anchor point (Si ~ 15 - 20,and Al ~ 5- 10). Phase 3 connects the clay and feldspar

phases in the Al/Si-K+Ca+Na projection in Figure 9-2b. This mixture phase spans between

feldspar anchor point ( K+Ca+Na=7.7, Al/Si=0.33 - 1) and clay anchor point (K+Ca+Na=2-

4, Al/Si=0.3-1). Table 9.2 compiles the chemical phases and their identifications for the grid

WDS results presented in Figures 9-2 through 9-9. These results will be coupled with grid

indentation results to reveal the chemical nature of the mechanical phases identified by grid

indentation.
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Sample S3-C1W S3-C2W S3-C3W S7-C1W
Quartz phases 9 - - 10, 9

Clay phases 1,2,4,5,6,7 2,3,4,5,6,7 1,2,3,5 1,2,3,4,5,7
Feldspar phases - - 7 -

Quartz-clay phases 8 9, 8 10, 9 8
Feldspar-clay phases 3 1 4, 6, 8 6

Table 9.2: Identification of chemical phases based on cluster modeling of grid WDS experiments
outlined in Table 6.1 and Figures 9-2 through 9-9.

9.3.2 Grid Indentation Results

The interpretation of the cluster analysis results of grid indentation experiments, listed in

Table 9.1, is pursued based on the approach outlined in Section 5.7. This approach, previously

presented in [10] [25], employs mechanical arguments, length scale considerations, and overall

material composition known a priori from mineralogy tests ( see Table 3.1) to evaluate the

mechanical response of shale measured in grid indentation. Results of cluster analysis of M

and H values for the grid indentation experiments, listed in Table 9.1, are displayed in Figures

9-10 through 9-13 and numerically summarized in Tables 9.3 through 9.6. The discussion of

the grid indentation results is pursued based on the results of experiment S3-C1I displayed in

Figure 9-10.

Four mechanical phases were identified from the clustering of indentation modulus and

hardness measurements as shown in Figure 9-10 and Table 9.3 . It is worth noting that the

term mechanical phase is understood as each of the mixture components recognized by the

cluster model based on elasticity and hardness characteristics. A priori, these mechanical

phases active in the response of shale at the micrometer and sub-micrometer scales are not yet

linked to particular material chemistries. On-average modulus and hardness properties display

increasing values ranging between those of phase 1 (lowest values) and phase 4 (highest values).

Phase 4 corresponds to the dominant quartz inclusions determined from XRD mineralogy tests.

This inclusion phase exhibit average indentation modulus and hardness values of approximately

M = 80 - 150 GPa, and H = 12 - 20 GPa. These results match, in first order, the expected

mechanical properties of quartz [20] [61] [53]. Phase 1 corresponds to the porous clay phase

identified from its large volume fractions (Figure 9-10b) expected from the XRD mineralogy.
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Furthermore, the porous clay phase is consistently identified with lower indentation modulus

and high allocation rates (Figure 9-10d). Phases 2 and 3 correspond to phases with intermediate

M and H values and lower volume fractions (Figure 9-10b). These phase are interpreted as

composite phases. Figure 9-14 provides a compilation of the identified trends for the indentation

experiments performed in this work.

The stiffness and hardness properties for the mechanical porous clay phase in shales S3 and

S7 determined from the cluster analysis appears to be fairly consistent for the different grid

experiments. Figure 9-15 displays the mean and standard deviation values for the indentation

modulus and hardness of the porous clay phase for different experiments presented in this

report. In addition, the data reported by Bobko [10] and reanalyzed using the EM-Ml method

for cluster analysis [43], is presented in the figure. The indentation modulus and hardness

properties compared adequately among experiments, attesting to the robustness of the grid

indentation technique for shale employing the experimental parameters herein proposed. In

what follows, these results are coupled with the grid WDS analysis to investigate the chemical

nature of the porous clay phase and the so-called composite phases identified by grid indentation

experiments.
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Figure 9-12: Cluster analysis results of the grid indentation data for experiment S3-C31. a)
Cluster analysis of the indentation modulus and hardness showing three mechanical phases. b)
Volume fractions for each of the mechanical phases described by the cluster modeling in (a). c)
Mean and standard deviation values of the maximum indentation depths for each mechanical
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Mean and standard deviation values of the maximum indentation depths for each mechanical
phase measured in the grid indentation experiment.
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Phase 1 2 3 4
M3, y [GPa] 12.44 20.34 30.43 108.08
M3, o- [GPa] 3.11 5.67 9.00 35.81
H3 , y [GPa] 0.32 0.76 3.19 17.53
H3 , - [GPa 0.13 0.27 1.65 7.26
hmax, p [nm] 931.42 584.70 330.76 162.41
hmax, o- [nm] 221.28 91.40 61.20 21.70

Vol. fraction (%) 57.29 17.89 19.66 5.16
No. data 305 88 93 25

Table 9.3: Cluster analysis results of the grid indentation data for experiment S3-C1I. The
notations y and o correspond to the mean and standard deviation of the given property. The
values for the number of measured data (No. data), indentation depth, volume fraction are also
listed.

Phase 1 2 3

M3, Y [GPa] 11.95 16.13 28.59
M3, o- [GPa] 2.04 2.81 10.28
H3 , it [GPa] 0.39 0.63 3.39
H3 , o- [GPa 0.10 0.18 1.90
hmax, y [nm] 827.70 634.44 341.57
hmx, o- [nm] 108.93 69.90 68.95

Vol. fraction (%) 63.93 30.15 5.92
No. data 196 77 16

Table 9.4: Cluster analysis results of the grid indentation data for experiment S3-C21. The
notations p and o- correspond to the mean and standard deviation of the given property. The
values for the number of measured data (No. data), indentation depth, volume fraction are also
listed.

9.4 Chemo-Mechanical Analysis - Part I: the Porous Clay

The results from cluster modeling of the grid WDS data for experiments S3-C1 and S3-C2

are employed to reveal the chemical composition of the porous clay mechanical phase inferred

from statistical indentation. Figure 9-16 displays a series of graphical representations of the

grids of indentation and WDS experiments, in which each pixel represents a local measurement

within the resolution of the grid (5-10 pm grid spacings). In Figures 9-16a and 9-16d, the data

corresponding to the mechanical porous phase inferred from indentation analysis are displayed.

The background in those figures represents the data associated with the remaining phases

(composite and inclusion phases), as well as the data that was discarded from indentation

analysis (defective load-depth curves). Similarly, Figures 9-16b and 9-16e show the data for
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Phase 1 2 3
M3 , p [GPa] 15.14 27.23 82.87
M3, o [GPa] 4.54 6.32 36.66
H3 , Y [GPa] 0.50 1.35 11.01
H3 , o- [GPa] 0.23 0.63 6.95
hmax, P [Inm] 787.40 480.79 214.81
hmax, a [nm] 244.49 115.83 51.56

Vol. fraction (%) 50.31 15.31 34.37
No. data 214 66 139

Table 9.5: Cluster analysis results of the grid indentation data for experiment S3-C31. The
notations p and a correspond to the mean and standard deviation of the given property. The

values for the number of measured data (No. data), indentation depth, volume fraction are also
listed.

Phase 1 2 3 4 5

M 3, A [GPa] 14.42 24.88 63.69 134.06 141.55
M3, a [GPa] 3.18 5.88 22.52 14.07 6.01
H3 , A [GPa] 0.42 0.79 7.14 14.92 16.79
H3 , a [GPa] 0.14 0.27 3.54 1.89 1.03
hrx, p [nm] 811.37 568.36 239.48 160.87 157.77
hnx, a [nm] 174.85 92.86 61.10 7.99 4.18

Vol. fraction (%) 40.34 22.44 15.97 8.68 12.58
No. data 250 127 93 44 84

Table 9.6: Cluster analysis results of the grid indentation data for experiment S7-C1I. The
notations y and a correspond to the mean and standard deviation of the given property. The

values for the number of measured data (No. data), indentation depth, volume fraction are also

listed.
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the clay phase defined from WDS cluster analysis, for which the background represents the

data associated with the remaining phases (quartz-clay mixture, and discarded data with low

yield totals). The grid representations previously described are employed to construct Figures

9-16c and 9-16f, in which for each sample the mechanical porous clay phase is matched with

the chemical clay phase. The resulting chemo-mechanical porous clay data represents the set

of indentation and WDS experiments on specific spots which are associated simultaneously to

the mechanical and chemical clay phases. The coupled chemo-mechanical grids in Figures 9-

16c and 9-16f display a satisfactory match of the mentioned phases, with 85% or more of the

mechanical porous clay being matched by the chemical data (the mechanical data not matching

the chemical description is also displayed in the figure). The results presented in Figure 9-16

formalize the conjecture about the porous clay phase at the scale of micrometers in shale being

related to the mechanical phase with the largest volume fraction and low stiffness and hardness

values probed by grid indentation. The coupled chemo-mechanical analysis thus shows that the

mechanical porous clay corresponds in fact to the clay from a strict chemical description.

9.5 Chemo-Mechanical Analysis - Part II: Quartz-Clay Inter-

faces

Special studies were conducted with the objective of improving the understanding of the me-

chanical and chemical nature of the so-called composite phases inferred from grid nanoinden-

tation experiments on shale. To this end, coupled grid indentation and WDS experiments were

conducted on a particular region of the shale samples in experiments S3-C3 and S7-C1 contain-

ing a sizable inclusion. The regions of grid experiments were also imaged using BSE and X-ray

mapping to obtain visual descriptions of the underlying microstructures. The latter techniques

provide the baseline information for linking the spatial configuration of the material surface

to the results of coupled indentation and WDS grids. The BSE image and X-ray maps were

obtained based on the experimental parameters described in Section 7.2. The BSE and X-ray

maps presented in Figures 9-17 and 9-18 show the microstructures associated with experiments

S3-C3 and S7-Cl, respectively, in which large grains of approximately 100 pm in characteristic

size are clearly visible. The elements selected for X-ray mapping provided the sufficient means
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spatial distribution of the data associated with (a,d) the porous clay mechanical phase, and (b,e)
the clay chemical phases (see Table 9.2). Figures (c,d) display the overlap of the data presented
in the indentation and WDS grids, hence, establishing the porous clay (in red) understood from
both analyses. The data for the mechanical porous clay not matching the chemical assessment
is also displayed (in yellow). Other phases refer to the additional mechanical or chemical phases
identified from cluster analysis, including the data discarded from indentation experiments and
the data with low yield totals excluded from grid WDS analysis. Each pixel represents the grid
spacing: 5 pm for experiment S3-C1 and 10 pm for S3-C2.
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to qualitatively identify the major phases in the probed surface (see Section 7.2). Only elements

that show contrast in chemical composition are presented in both experiments. The large grain

in Figure 9-17 is recognized as feldspar, in accord with moderate concentrations of silicon and

aluminum, as well as high concentrations of potassium (K-feldspar) and sodium (plagioclase).

The concentrations of these elements result in two characteristic regions in the grain. A smaller

plagioclase grain is observed in the upper-right corner of the images in Figure 9-17. Quartz

grains are also identified by high concentrations of silicon and the absence of other elements.

In contrast, the large grain in Figure 9-18 is identified as quartz in accord with the high silicon

concentration and the absence of other elements. Feldspar grains are also identified from the

information of potassium and sodium X-ray maps. The matrix in both figures corresponds to

fine-grained clay minerals.

The same surfaces presented in Figures 9-17 and 9-18 were used for performing grid indenta-

tion and WDS experiments. The interpretation of the cluster analysis results of the associated

WDS and indentation experiments are presented in Sections 9.3.1 and 9.3.2. The results of grid

WDS experiments for experiments S3-C3W and S7-C1W, presented in Figures 9-6 and 9-9,

respectively, are displayed spatially over the actual grids of measurements in Figures 9-19d and

9-20d. The phases identified through cluster analysis of the grid WDS data in these experiments

provide a remarkable description of the local chemistry of the tested surfaces. The composite

grain of feldspar in experiment S3-C3W (9-19d) is well delineated using the information from

cluster analysis (phases 7 and 8 in 9-19c). Similarly, the quartz grain in experiment S7-C1W

is well defined using the information from cluster analysis (phase 10 in Figure 9-20c). The clay

phases in both experiments (see Table 9.2) surrounds the large inclusions and regions of small

quartz and feldspar inclusions.

The analysis of the third battery of tests corresponding to grid nanoindentation is presented

in Figures 9-12 and 9-13. Following the assessment outlined in Section 9.3.2, phase 1 in both

experiments corresponds to the mechanical porous clay phase. Phase 4 in experiment S7-C1

(Figure 9-13) and phase 3 in experiment S3-C3 (Figure 9-12) correspond to the mechanical

inclusion phases. Remaining phases with intermediate properties between the porous clay

phases and the inclusion phases are regarded as mechanical composite (or transition) phases.

The results from cluster analysis for experiments S3-C3 and S7-C1 are also displayed in Figures
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9-19 and 9-20, which display the spatial arrangement of each indentation test and its associated

mechanical group. The feldspar grain in Figure 9-19b is delineated by a series of phase 4

data points, which are associated in turn with high modulus and hardness values. Indentation

experiments on orthoclase (a type of alkali feldspar) in metamorphic rocks rendered indentation

properties of approximately M = 89, H = 7 GPa [22], which describe the lower range of our

experimental values for the feldspar grain. The small feldspar grain in the upper-right corner

of Figure 9-19b is also recognized by grid indentation. Similarly, the same trend is observed in

Figure 9-20 in which the so-called composite phases (phases 2 and 3) surround the quartz and

feldspar inclusions.

The presented experimental evidence offers the necessary elements to discern the nature of

the so-called mechanical composite phases. Given the adequate delineation of the feldspar and

quartz grains from grid indentation as observed in Figures 9-19b and 9-20b, the data for the

mechanical composite phases (phases 2 and 3) is related spatially to the surroundings of the

silt grains. To complement the information of the spatial location of the data for mechanical

composite phases, coupled chemo-mechanical analysis of the grid indentation and WDS results

reveals that 77% of the data encompassed in the mechanical composite phases correspond to

the chemical clay phase inferred from WDS cluster analysis. These results properly define the

mechanical composite phases found in grid indentation experiments of shale as tests performed

on conglomerates of clay particles near stiffer (harder) inclusions of quartz or feldspar. The local

mechanical behavior measured by nanoindentation is truly a composite response, in which the

lower indentation properties of the clay fabric being probed are altered by the nearby presence

of rigid grains. In contrast, measurements away from boundaries with quartz and feldspar

grains provide consistent mechanical measurements that characterize the porous clay phase of

shale.
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Figure 9-17: Backscattered electron (BSE) and X-ray maps obtained for experiment S3-C3.
The particular spot for these EPMA images was chosen deliberately as it contains a sizable
inclusion. The X-ray maps display the relative amount of the particular element in the material
surface: the dark-to-light transition corresponds to a low -to-high concentration gradient. A
qualitative analysis of the X-ray maps characterizes the inclusion as feldspar. The apparent
matrix surrounding the inclusion contains clay minerals and some silt grains.
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Figure 9-18: Backscattered electron (BSE) and X-ray maps obtained for experiment S7-C1.
The particular spot for these EPMA images was chosen deliberately as it contains a sizable
inclusion. The X-ray maps display the relative amount of the particular element in the material
surface: the dark-to-light transition corresponds to a low -to-high concentration gradient. A
qualitative analysis of the X-ray maps characterizes the inclusion as quartz. The apparent
matrix surrounding the inclusion contains clay minerals and some silt grains.
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Figure 9-19: Cluster analyses of (a,b) grid indentation and (c,d) grid WDS data for experiment
S3-C3. Both analyses were performed in the same location as the EPMA images presented in
Figure 9-17. a) Cluster analysis of indentation modulus and hardness properties, identifying
three mechanical phases. b) Grid representation of the indentation cluster analysis, showing the
spatial distribution of the phases identified in a). c) Cluster analysis of WDS data identifying
10 chemical phases. d) Grid representation of the WDS cluster analysis, showing the spatial
distribution of the identified phases in c). Clay phases are displayed in one color (light red).
Each pixel represents the grid spacing (5 pm).
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Figure 9-20: Cluster analyses of (a,b) grid indentation and (c,d) grid WDS data for experiment
S7-C1. Both analyses were performed in the same location as the EPMA images presented in
Figure 9-18. a) Cluster analysis of indentation modulus and hardness properties, identifying
four mechanical phases. b) Grid representation of the indentation cluster analysis, showing the
spatial distribution of the phases identified in a). c) Cluster analysis of WDS data identifying
10 chemical phases. d) Grid representation of the WDS cluster analysis, showing the spatial
distribution of the identified phases in c). Clay phases axe displayed in one color (light red).
Each pixel represents the grid spacing (10 pm).
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9.6 Chapter Summary

In this Chapter we presented the results of the chemo-mechanical coupling technique for shale

materials. The direct coupling of grid WDS and grid indentation experiments revealed that

the porous clay phase, inferred solely from the mechanistic interpretation of grid indentation

experiments, is in fact related to the response of clay minerals. The chemo-mechanical coupling

technique also established that clay minerals located nearby hard inclusions of quartz and

feldspar exhibit enhanced mechanical properties due to a composite response as sensed by the

indentation experiments. The experimental observations define the chemo-mechanical signature

of shale at grain-scales, thus answering the scientific challenge posed in this thesis which is

establishing the link between material composition and mechanical behavior at fundamental

material scales.
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Phase 1 2 3 4 5 6 7 8 9

Si p 17.14 18.72 19.73 19.83 20.33 20.66 22.13 26.30 31.47
0- 3.02 1.73 1.55 1.62 1.59 2.39 1.80 1.60 1.15

Al y 7.94 9.06 6.86 7.94 7.95 7.01 6.44 4.17 1.02
o 1.32 1.63 0.45 0.75 0.78 1.01 0.99 1.12 0.80

K [p 1.13 1.30 1.34 1.48 1.44 1.15 0.97 0.70 0.13
a 0.57 0.72 0.11 0.18 1.01 0.58 0.37 0.26 0.13

Ca p 0.02 0.01 0.01 0.02 0.04 0.32 0.02 0.01 0.02
0- 0.01 0.01 0.01 0.01 0.02 0.19 0.01 0.00 0.06

Na t 1.74 0.50 1.16 0.64 0.80 1.17 0.52 0.37 0.13
01 1.59 0.15 0.60 0.16 0.40 1.14 0.14 0.16 0.08

Fe pt 4.33 2.83 2.08 2.49 2.72 2.45 2.12 1.33 0.42
or 2.27 0.95 0.23 0.34 0.75 0.77 0.39 0.36 0.29

Table 9.7: Summary of the make up of the chemical phases identified by cluster analysis and

displayed in Figure 9-2 for experiment S3-C1W. The notations yL and a correspond to the mean

and standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7 8 9

Volume fraction ()6.34 14.83 6.47 34.65 8.51 1.95 18.06 6.75 2.44

Analysis total yL 92.41 93.45 89.67 92.89 94.96 93.86 93.35 96.88 100.65

Analysis total a 3.59 3.59 3.59 3.59 3.59 3.59 3.59 3.59 3.59

Allocation 0.91 0.85 0.87 0.86 0.87 1.00 0.83 0.98 1.00

Table 9.8: Volume fractions, analysis totals, and allocation rates for the chemical phases iden-

tified by cluster analysis and displayed in Figure 9-2 for experiment S3-C1W. The notations yL

and oi correspond to the mean and standard deviation of the given property.
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Phase 1 2 3 4 5 6 7 8 9
Si p 19.32 19.54 19.56 19.96 21.40 21.53 22.49 23.54 27.35

u 1.34 1.08 1.75 13.11 1.32 0.89 0.49 1.15 1.45
Al p 8.10 8.78 8.58 8.30 8.10 7.58 6.43 6.05 3.11

o- 0.82 0.66 1.06 7.97 0.80 0.54 0.30 0.70 0.88
K p 1.51 1.71 1.54 1.44 1.52 1.41 1.27 1.16 0.60

o- 0.34 0.28 0.45 3.35 0.34 0.23 0.12 0.29 0.37
Ca pz 0.00 0.00 0.00 0.10 0.02 0.00 0.00 0.00 0.00

U 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00
Na pt 4.05 1.47 1.55 1.96 1.45 1.18 0.91 0.98 0.56

o 0.71 0.57 0.92 6.92 0.69 0.47 0.26 0.61 0.76
Fe pL 2.23 2.14 2.83 2.06 2.34 2.03 1.67 1.72 0.90

o 0.44 0.35 0.57 4.29 0.43 0.29 0.16 0.38 0.47
Mg p 1.23 1.31 1.52 1.23 1.29 1.18 1.04 1.00 0.58

- 0.25 0.20 0.32 2.41 0.24 0.16 0.09 0.21 0.27

Table 9.9: Summary of the make up of the chemical phases identified by cluster analysis and
displayed in Figure 9-4 for experiment S3-C2W. The notations yz and o- correspond to the mean
and standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7 8 9
Volume fraction () 8.44 30.49 17.22 2.52 3.42 21.66 3.27 7.95 5.04

Analysis total p 100.74 100.41 99.16 100.05 96.00 100.21 103.45 101.55 105.22
Analysis total o- 4.67 4.67 4.67 4.67 4.67 4.67 4.67 4.67 4.67

Allocation 0.90 0.87 0.88 1.00 0.93 0.88 0.87 0.96 1.00

Table 9.10: Volume fractions, analysis totals, and allocation rates for the chemical phases
identified by cluster analysis and displayed in Figure 9-4 for experiment S3-C2W. The notations
i and o correspond to the mean and standard deviation of the given property.
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Phase 1 2 3 4 5 6 7 8 9 10

Si pL 18.50 19.71 19.73 20.26 20.52 22.63 22.84 22.99 24.52 30.33
a 2.80 1.65 2.03 1.92 3.39 0.35 0.44 0.27 1.21 1.10

Al yL 9.25 7.88 7.88 7.92 7.54 7.61 7.53 7.66 5.00 1.55
a 1.40 1.01 1.63 0.77 0.74 0.15 0.24 0.15 1.15 0.78

K pu 2.10 1.60 1.39 1.36 2.59 0.05 3.69 0.06 0.97 0.29
a 0.89 0.29 0.28 0.52 3.44 0.05 0.16 0.05 0.25 0.18

Ca p 0.02 0.02 0.03 0.03 0.28 0.02 0.07 0.00 0.02 0.01
a 0.03 0.02 0.02 0.03 0.53 0.04 0.01 0.01 0.02 0.02

Na pL 0.82 0.69 0.76 2.82 1.81 6.56 3.83 6.03 0.52 0.20
a 0.59 0.19 0.35 1.72 2.48 0.62 0.27 0.43 0.30 0.19

Fe p 2.56 2.08 2.02 1.39 1.21 0.28 0.13 0.10 1.27 0.40
a 1.64 0.37 0.41 0.75 1.57 0.16 0.05 0.05 0.35 0.30

Mg I 1.46 1.28 1.02 0.82 0.66 0.03 0.01 0.01 0.73 0.21
a 0.76 0.24 0.24 0.48 0.82 0.06 0.03 0.03 0.19 0.15

Table 9.11: Summary of the make up of the chemical phases identified by cluster analysis and
displayed in Figure 9-6 for experiment S3-C3W. The notations y and a correspond to the mean
and standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7 8 9 10

Volume fraction ()7.14 29.28 13.31 8.79 3.12 2.09 8.08 18.26 6.73 3.21
Analysis total y 93.53 91.85 91.13 93.86 94.03 98.23 99.49 98.09 94.20 98.31
Analysis total a 3.49 3.49 3.49 3.49 3.49 3.49 3.49 3.49 3.49 3.49

Allocation 10.94 0.91 0.85 0.93 0.98 0.96 1.00 0.99 0.95 0.99

Table 9.12: Volume fractions, analysis totals, and allocation rates for the chemical phases
identified by cluster analysis and displayed in Figure 9-6 for experiment S3-C3W. The notations

yL and a correspond to the mean and standard deviation of the given property.
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Phase 1 2 3 4 5 6 7 8 9 10
Si I 15.47 15.48 15.74 16.64 16.66 18.35 18.64 23.93 30.91 33.23

a 1.06 1.68 3.91 1.12 1.29 3.45 0.90 0.97 1.04 0.13
Al pt 11.86 11.29 9.77 11.77 11.19 9.73 10.84 4.43 0.66 0.01

a 1.44 1.44 2.27 0.84 1.45 0.76 2.04 1.62 0.49 0.06
K pi 0.51 0.51 0.51 0.51 0.82 2.29 0.54 0.26 0.06 0.00

a 0.26 0.14 0.22 0.07 0.30 1.99 0.14 0.12 0.13 0.01
Ca pz 0.14 0.12 0.35 0.05 0.06 0.13 0.08 0.03 0.01 0.00

a 0.11 0.09 0.33 0.03 0.04 0.20 0.05 0.05 0.03 0.00
Na [p 0.53 0.54 0.46 0.54 0.40 1.05 0.29 0.23 0.04 0.00

a 0.23 0.21 0.24 0.24 0.12 1.32 0.19 0.25 0.05 0.01
Fe L 2.56 1.74 3.58 1.23 1.30 0.87 1.42 0.60 0.16 0.05

a 1.32 0.78 2.76 0.13 0.26 0.43 0.44 0.28 0.18 0.03
Mg I 0.65 0.49 0.74 0.46 0.49 0.30 0.36 0.20 0.04 0.00

a 0.33 0.14 0.53 0.07 0.12 0.22 0.21 0.11 0.07 0.01

Table 9.13: Summary of the make up of the chemical phases identified by cluster analysis and
displayed in Figure 9-8 for experiment S7-C1W. The notations y.L and a correspond to the mean
and standard deviation of the given property. The standard deviation corresponds to the square
root of the variance.

Phase 1 2 3 4 5 6 7 8 9 10

Volume fraction ()3.78 12.87 9.00 21.74 10.59 5.29 8.13 2.31 7.46 18.83
Analysis total p 88.77 85.68 88.16 88.41 87.81 90.30 91.53 88.47 96.22 100.74

Analysis total or 1.34 1.34 1.34 1.34 1.34 1.34 1.34 1.34 1.34 1.34
Allocation 0.96 0.91 0.98 0.93 0.94 1.00 0.95 1.00 1.00 1.00

Table 9.14: Volume fractions, analysis totals, and allocation rates for the chemical phases
identified by cluster analysis and displayed in Figure 9-8 for experiment S7-C1W. The notations
y and a correspond to the mean and standard deviation of the given property.
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Part V

Conclusions and Perspectives
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Chapter 10

Summary of Results and

Perspectives

We started this investigation with the goal of answering the following question: what is the

chemo-mechanical signature of shale at nanometer length scales? We employed a dual chemo-

mechanical technique to assess the composition and mechanics of shale at sub-micrometer length

scale. The direct coupling of both techniques enabled the evaluation of the mechanical responses

of the major constituents of shale. This chapter represents a summary of the knowledge gener-

ated throughout the development and application of the grid WDS technique for assessing the

chemistry of shale materials at a similar length scale compared to the mechanical microvolume

probed by nanoindentation. In addition to the findings and contributions of this work some

areas for future research directions are proposed.

10.1 Summary of Main Findings

This study generated the following scientific findings with respect to the links between compo-

sition and mechanical performance of shale:

* The implementation of the developed grid WDS technique for shale materials provides

quantitative means to determine silt-size inclusions (mainly quartz and feldspars) and

the clay matrix. This quantification is reported in terms of volume fractions and mean
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elemental compositions of the mentioned major chemical components. The identification

of quartz and feldspar phases is conveniently achieved due to the relatively large sizes of

the grains. In contrast, the heterogeneous nature of clay minerals, as well as their small

characteristic size (which is below the resolution of the WDS spot measurements) resulted

in the identification of clay-like phases forming the overall clay matrix. Mixture modeling

was employed to separate the contributions of 1:1 and 2:1 clay minerals.

" A comparison of the mineralogy results obtained by grid WDS technique with those of

image analysis and X-ray diffraction (XRD) showed that XRD consistently underestimates

the volume fraction associated with the porous clay phase in shale. The alternative volume

fraction determinations of clay and non-clay components in shale offered by grid WDS in

addition to XRD could be used in models of shale poromechanics, in which the volumetric

contributions of constituents are key elements to the successful modeling of macroscopic

behaviors.

" The direct coupling of the grid WDS and the grid indentation techniques reveals that the

porous clay phase, identified independently by the grid indentation technique, corresponds

to the mechanical response of clay minerals. The chemo-mechanical coupling technique

also shows that clay minerals located nearby hard inclusions of quartz and feldspars exhibit

enhanced mechanical properties due to the composite action as sensed by the indentation

experiment.

10.2 Research Contributions

Reaching the scientific findings required development, refinement, and implementation of ex-

perimental and analytical methods:

* Development of the grid WDS technique as a useful tool for in situ characterization of

shale mineralogy. This development involved the evaluation of the experimental para-

meters that are required to properly characterize the heterogeneous shale materials. A

comprehensive evaluation of the grid size effect on mineralogy results showed that a grid

of size 15 - 20 times the size of the largest grain present in the material is appropriate to
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quantitatively describe the mineralogy of shale.

" The implementation of statistics to treat the multivariate chemical information obtained

through grid WDS measurements. The proposed projections of clustering results into

particular combinations of major chemical elements present in shale help in identifying

the main constituents in shale. In addition, the use of atomic ratios was proven to enhance

contrast between different elements, and hence, facilitate the cluster modeling of WDS

measurements.

" Development of the chemo-mechanical coupling technique that involves the direct use of

the grid WDS and the grid indentation experimental setups. This technique provides

the means to link composition of shale materials to the mechanical performance at sub-

micrometer length scales.

10.3 Industrial Benefit

The industrial benefit of our work is the assessment of chemistry and mechanics of shale at

fundamental length scales. This information becomes crucial for the development of new multi-

scale models that aim to predict the macroscopic responses of shale materials. In particular, we

expect that the two findings about the existence of a composite mechanical response between

silt inclusions and clay near silt-grain boundaries will help refine the treatment of mechanical

interfaces in homogenization models.

10.4 Areas of Improvement and Future Perspectives

The development of the grid WDS technique for shale materials recognizes some limitations.

In the mineralogy assessment of shale materials, we relied heavily on the accuracy of wave dis-

persive spectroscopy (WDS). While this technique can provide accurate chemical compositions

of some constituents that nearly matched laboratory values, the inherent limitations associated

with the application of WDS on heterogeneous materials should be investigated in the future.

This includes the chemical variability as a result of roughness and the application of matrix

corrections on a heterogeneous material.
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In previous studies, it has been postulated that the mechanical behavior of the porous clay

composite is independent of clay mineralogy. Having developed the chemo-mechanical coupling

technique, we now have the sufficient tools in place to precisely study the effect of the particular

clay mineralogy on the measured properties of the porous clay composite.

For the chemo-mechanical coupling technique, the chemical and mechanical data were an-

alyzed separately using cluster analysis methods. In principle, we should be able to use the

cluster analysis methodology to analyze a synthesized chemical-mechanical dataset. That is, the

combined use of the chemical data (elemental atomic ratios) and mechanical data (modulus and

hardness values) to identify the relevant phases of shale materials. More developments in the

engineering practice to locate grids in the WDS and indentation experimental setups are needed.

Finally, the grid WDS technique, developed in this study, was applied to shale materials

that contain minor amount of organic content. The application of this new technique to the

investigation of organic shales could be a fascinating future research topic. This would require

the careful consideration of the experimental parameters of the grid WDS technique to properly

account for the organic content. Furthermore, a more refined cluster methodology would be

necessary to capture the major constituents of organic shale materials.
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