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We study the decoherence of a renormalized quantum field theoretical system. We consider our novel
correlator approach to decoherence where entropy is generated by neglecting observationally inaccessible
correlators. Using out-of-equilibrium field theory techniques at finite temperatures, we show that the
Gaussian von Neumann entropy for a pure quantum state asymptotes to the interacting thermal entropy.
The decoherence rate can be well described by the single particle decay rate in our model. Connecting to
electroweak baryogenesis scenarios, we moreover study the effects on the entropy of a changing mass of
the system field. Finally, we compare our correlator approach to existing approaches to decoherence in the
simple quantum mechanical analogue of our field theoretical model. The entropy following from the
perturbative master equation suffers from physically unacceptable secular growth.
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L. INTRODUCTION

Recently, we have advocated a new decoherence pro-
gram [1-4] particularly designed for applications in quan-
tum field theory. Similar ideas have been proposed by
Giraud and Serreau [5] independently. Older work can
already be interpreted in a similar spirit [6-10]. As in the
conventional approach to decoherence we assume the ex-
istence of a distinct system, environment, and observer (see
e.g. [11-15]). Rather than tracing over the unaccessible
environmental degrees of freedom of the density matrix to
obtain the reduced density matrix p,.q = Trg[p], we use
the well-known idea that loss of information about a sys-
tem leads to an entropy increase as perceived by the
observer. If an observer performs a measurement on a
quantum system, the observer measures n-point correlators
or correlation functions. Note that these n-point correlators
can also be mixed and contain information about the
correlation between the system and environment. A “‘per-
fect observer’” would in principle be able to detect the
infinite hierarchy of correlation functions up to arbitrary
order. In reality, our observer is of course limited by the
sensitivity of its measurement device. Also, higher order
correlation functions become more and more difficult to
measure due to their nonlocal character. Therefore,

*J.F.Koksma@uu.nl
"T.Prokopec @uu.nl
*M.G.Schmidt@thphys.uni-heidelberg.de

1550-7998/2011/83(8)/085011(31)

085011-1

PACS numbers: 03.65.Yz, 03.67.—a, 03.70.+k, 98.80.—k

neglecting the information stored in these unaccessible
correlators will give rise to an increase in entropy.

In other words, our system and environment evolve
unitarily, however to our observer it seems that the system
evolves into a mixed state with positive entropy as infor-
mation about the system is dispersed in inaccessible cor-
relation functions. The total von Neumann entropy S,y can
be subdivided as

Sen = S8(r) + S"8() = S% + S5 + §&. (1)

In unitary theories S,y is conserved. In the equation
above S% is the total Gaussian von Neumann entropy, that
contains information about both the system S%. environ-
ment S5, and their correlations at the Gaussian level
S%; (which vanish in this paper), and S$"¢ is the total
non-Gaussian von Neumann entropy which consists
again of contributions from the system, environment, and
their correlations. Although S,y is conserved in unitary
theories, S§(t) can increase at the expense of other decreas-
ing contributions to the total von Neumann entropy, such
as S"8(1).

In the conventional approach one attempts to solve for
the reduced density matrix by making use of a nonunitary
perturbative ‘“‘master equation” [16]. It suffers from sev-
eral drawbacks. In the conventional approach to decoher-
ence it is extremely challenging to solve for the dynamics
of the reduced density matrix in a realistic interacting, out-
of-equilibrium, finite-temperature quantum field theoreti-
cal setting that moreover captures perturbative corrections
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arising from renormalization. In fact, we are not aware of
any solution to the perturbative master equation that meets
these basic requirements.! Second, it is important to note
that our approach does not rely on nonunitary physics.
Although the von Neumann equation for the full density
matrix is of course unitary, the perturbative master equa-
tion is not. From a theoretical point of view it is disturbing
that the reduced density matrix should follow from a non-
unitary equation despite the fact that the underlying theory
is unitary and hence the implications should be carefully
checked.

A. Outline

In this work, we study entropy generation in an interact-
ing, out-of-equilibrium, finite-temperature field theory. We
consider the following action [1]:

S[ep, x1 = f dPx L, x]

= f dPxLo[d]+ Lolx]+ Ll X} @)

where

L[¢]= = 30,800, $m*” —2mi (050 Ga)
Lolx]= —%8 pX ()0, x ()0t —%mi)(z(x) (3b)

Ll X1= =400~ bW (), Go)

where Nuy = diag(—1,1,1,...) is the D-dimensional
Minkowski metric. Here, ¢(x) plays the role of the
system, interacting with an environment y(x), where we
assume that A >> h such that the environment is in
thermal equilibrium at temperature 7. In [1] we studied
an environment at temperature 7 = 0, i.e., an environment
in its vacuum state. In the present work, we study
finite-temperature effects. We assume that ($) =0 =
(%), which can be realized by suitably renormalizing the
tadpoles.

Let us at this point explicitly state the two main assump-
tions of our work. First, we assume that the observer can
only detect Gaussian correlators or two-point functions and
consequently neglects the information stored in all higher
order non-Gaussian correlators (of both ¢ and of the
correlation between ¢ and y). This assumption can of
course be generalized to incorporate knowledge of e.g.
three- or four-point functions in the definition of the

"For example in [17] the decoherence of inflationary primor-
dial fluctuations is studied using the master equation however
renormalization is not addressed. In [18-20] however, perturba-
tive corrections to a density matrix are calculated in various
quantum mechanical cases.
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entropy [2]. Second, we neglect the backreaction from
the system field on the environment field, i.e., we assume
that we can neglect the self-mass corrections due to the
¢-field on the environment y. This assumption is pertur-
batively well justified [1] and thus implies that the environ-
ment remains in thermal equilibrium at temperature 7. For
an extensive discussion we refer to [1], but let us here just
mention that this assumption is justified as we assume a
hierarchy of couplings A >> h. This allows us to treat y as
a thermal bath, while we can take the dynamics of ¢ fully
into account. The leading order self-mass correction
¢ receives is just the usual one-particle irreducible (1PI)
self-mass correction, contributing at order O(h?/ a)fb). The

first diagram where the backreaction from ¢ on y contrib-
utes to the ¢ propagator occurs at order O(h*/ w‘;) and

therefore is subleading.

Consequently, the counterterms introduced to renormal-
ize the tadpoles do not depend on time to such an
extent that we can remove these terms in a consistent
manner. In fact, the presence of the Ay’ interaction
will introduce perturbative thermal corrections to the
tree-level thermal state, which we neglect for simplicity
in this work.

The calculation we are about to embark on can be out-
lined as follows. The first assumption above implies
that we only use the three Gaussian correlators to calculate
the (Gaussian) von Neumann entropy: (¢ (%, 1) (5, 1)),
(#r(xX, )7 (3, 1)), and %({g?)()?, 1), #(y, H)}). Rather than at-
tempting to solve for the dynamics of these three correla-
tors separately, we solve for the statistical propagator
from which these three Gaussian correlators can be
straightforwardly extracted. Starting from the action
in Eq. (2), we thus calculate the 2PI effective action that
captures the perturbative loop corrections to the various
propagators of our system field. Most of our attention is
thus devoted to calculating the self-masses, renormalizing
the vacuum contributions to the self-masses, and dealing
with the memory integrals as a result of the interaction
between the two fields. Once we have the statistical propa-
gator at our disposal, our work becomes easier. Various
coincidence expressions of the statistical propagator and
derivatives thereof fix the Gaussian entropy of our system
field uniquely [1,2,10].

In Sec. II we recall how to evaluate the Gaussian
von Neumann entropy by making use of the statistical
propagator. We moreover present the main results from
[1]. In Sec. III we evaluate the finite-temperature contri-
butions to the self-masses. In Sec. IV we study the time
evolution of the Gaussian von Neumann entropy in a
quantum mechanical model analogous to Eq. (2). This
allows us to quantitatively compare our results for the
entropy evolution to existing approaches. In Sec. V we
study the time evolution of the Gaussian von Neumann
entropy in the field theoretic case and we discuss our main
results.
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B. Applications

The work presented in this paper is important for
electroweak baryogenesis scenarios. The attentive reader
will have appreciated that we allow for a changing mass
of the system field in the Lagrangian (3a), mg = m(t).
Theories invoking new physics at the electroweak scale
that try to explain the observed baryon-antibaryon asym-
metry in the Universe are usually collectively referred to
as electroweak baryogenesis. During a first-order phase
transition at the electroweak scale, bubbles of the true
vacuum emerge and expand in the sea of the false vac-
uum. Particles thus experience a rapid change in their
mass as a bubble’s wall passes by. Sakharov’s conditions
are fulfilled during this violent process such that a
baryon asymmetry is supposed to be generated. The
problem is to calculate axial vector currents generated
by a CP-violating advancing phase interface. These cur-
rents then feed in hot sphalerons, thus biasing baryon
production. The axial currents are difficult to calculate
because this requires a controlled calculation of nonequi-
librium dynamics in a finite-temperature plasma, taking a
nonadiabatically changing mass parameter into account.
In this work we do not consider fermions but scalar fields,
yet the setup of our theory features many of the properties
relevant for electroweak baryogenesis: our interacting
scalar field model closely resembles the Yukawa part of
the standard model Lagrangian, where one scalar field
plays the role of the Higgs field and the other generalizes
to a heavy fermion (e.g. a top quark or a chargino of a
supersymmetric theory). The entropy is, just as the axial
vector current, sensitive to quantum coherence. The rele-
vance of scattering processes for electroweak baryogene-
sis has been treated in several papers in the 1990s
[21-26], however no satisfactory solution to the problem
has been found so far. Quantum coherence also plays a
role in models where CP-violating particle mixing is
invoked to source baryogenesis [27-31]. More recently,
Herranen, Kainulainen, and Rahkila [32-34] observed
that the constraint equations for fermions and scalars
admit a third shell at ky = 0. The authors show that this
third shell can be used to correctly reproduce the Klein
paradox both for fermions and bosons in a step potential,
and hope that their intrinsically off-shell formulation can
be used to include interactions in a field theoretical setting
for which off-shell physics is essential. The relevance of
coherence in baryogenesis for a phase transition at the
end of inflation has been addressed in [35-37].

A second application is of course the study of out-of-
equilibrium quantum fields from a theoretical perspective.
In recent years, out-of-equilibrium dynamics of quantum
fields has enjoyed considerable attention as the calcula-
tions involved become more and more tractable (for an
excellent review we refer to [38]). Many calculations have
been performed in nonequilibrium A¢*(x), see e.g.
[39-41], however also see [42—44]. The renormalization of
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the Kadanoff-Baym equations has also received consider-
able attention [45—47]. Calzetta and Hu [48] prove an
H-theorem for a quantum mechanical O(N)-model (also
see [49]) and refer to ‘“‘correlation entropy,” what we
would call “Gaussian von Neumann entropy.” A very
interesting study has been performed by Garny and
Miiller [50], where renormalized Kadanoff-Baym equa-
tions in A¢*(x) are numerically integrated by imposing
non-Gaussian initial conditions at some initial time ;. We
differ in our approach as we include memory effects before
top such that our evolution, like Garny and Miiller’s, is
divergence free at t,. In order to more efficiently resum
higher order diagrams in perturbation theory, one could
consider nPI effective actions and the corresponding time
evolution of the quantum corrected correlators (we refer
e.g. to [51-56] regarding nPI effective actions and their
applications). Although we emphasize that the 2PI formal-
ism is sufficient to study non-Gaussian corrections to the
von Neumann entropy, nPI techniques would allow us in
principle to more efficiently study the time evolution of,
say, the irreducible four-point function to incorporate
knowledge of this function into the von Neumann
entropy. These techniques are furthermore particularly
useful for gauge theories, since a 2PI scheme is not gauge
invariant.

Finally, we can expect that a suitable generalization of
our setup in an expanding universe can also be applied
to the decoherence of cosmological perturbations
[9,17,57-69]. Undoubtedly the most interesting aspect of
inflation is that it provides us with a causal mechanism to
create the initial inhomogeneities of the Universe by means
of a quantum process that later grow out to become the
structure we observe today in the form of galaxies and
clusters of galaxies. Decoherence should bridge the gap
between the intrinsically quantum nature of the initial
inhomogeneities during inflation and the classical stochas-
tic behavior as assumed in cosmological perturbation
theory.

II. KADANOFF-BAYM EQUATION FOR THE
STATISTICAL PROPAGATOR

This section not only aims at summarizing the main
results of [1] which we rely upon in the present paper,
but we also extend the analysis of [1] to incorporate finite-
temperature effects.

There is a connection between the statistical propagator
and the Gaussian von Neumann entropy of a system. The
Gaussian von Neumann entropy per mode S; of a certain
translationary invariant quantum system is uniquely fixed
by the phase space area A, the state occupies,

A +1 Ay(r) + 1
> 10g< 5 )

B Ak(t; -1 10g(Ak(2 — 1). @

Si(t) =
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The phase space area, in turn, is determined from the
statistical propagator F(k, t, 1),

A2(t) = A[F(k 1, 1")0,0,F(k, 1, 1) — {3, F(k, 1, {)}*]|,—.
(5)

Throughout the paper we set 7 = 1 and ¢ = 1. The phase
space area indeed corresponds to the phase space area of
(an appropriate slicing of) the Wigner function, defined as
a Wigner transform of the density matrix [2]. For a pure
state we have A, = 1, S, = 0, whereas for a mixed state
Ay,>1, S,>0. The expression for the Gaussian
von Neumann entropy is only valid for pure or mixed
Gaussian states, and not for a class of pure excited states
such as eigenstates of the number operator as these states
are non-Gaussian. The statistical propagator describes how
states are populated and is in the Heisenberg picture
defined by

Fy(x;x') = 5 T p(1){p ("), $(0)}]

T p (1) (P () b(x) + S)S()]  (6)

N = N =

given some initial density matrix operator p(z,). In spa-
tially homogeneous backgrounds, we can Fourier trans-
form e.g. the statistical propagator as follows:

Fylht, ) = [ d(E — F)F 4 )e FED (7

which in the spatially translationary invariant case we
consider in this paper only depends on k = . Finally,
it is interesting to note that the phase space area can be
related to an effective phase space particle number density
per mode or the statistical particle number density per
mode as

_ A —1

ny (1) R (8)

in which case the entropy per mode just reduces to the
familiar entropy equation for a collection of n free Bose-
particles (this is of course an effective description). The
three Gaussian correlators are straightforwardly related to
the statistical propagator,

(P& DB, 0) = Fy(% 13, )=y (%)
(#(& 073, 1) = 0,0, F (%, 1:5, )| ,=  (9b)

G 1), 7#G, 0}/2) = 0,F 4 (& 6:5, ) =p.  (90)
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In order to deal with the difficulties arising in interacting
nonequilibrium quantum field theory, we work in the
Schwinger-Keldysh formalism [70-72], in which we can
define the following propagators:

1A (6 x) = T p(t) T[ ()W) (10a)
1A, (6 x) = T p(1) TN p(x)]]  (10b)
1A, (6 x') = Trl plte) h(x) p(x)] (10¢)
1A (xix) = T plte) (x) ()], (10d)

where #, denotes an initial time, 7 and T denote the
antitime ordering and time ordering operations, respec-
tively. We define the various propagators for the y-field
analogously. In Eq. (10), Aj" = lA:; denotes the

Feynman or time ordered propagator and zA;_ represents

the antitime ordered propagator. The two Wightman func-
tions are given by 1A, " and 1A ™. In this work, we are

primarily interested in the causal propagator A;s and sta-
tistical propagator F'y, which are defined as follows:

1A (x; x') = Tr(p(to)[ (x), (x)])

= lA%*(x;x’) - qut*(x;x’) (11a)
Fylix) = 5 THAGB), S0
= %(IA;+(X;XI) + 1A (X)) (11b)

b .
We can express all propagators tAg’ solely in terms of the
causal and statistical propagators,

() = Fylia) = 3185 () (122)
A5 () = Fylix) + 3185 (x:.) (12b)
) = Fylx) + 5 sgnlt = g (6 ) (120)
zA;_(x; x) = Fy(x;x') — % sgn(t — t’)zA;(x; x').  (124d)

In order to study the effect of perturbative loop correc-
tions on classical expectation values, we consider the 2PI
effective action, using the Schwinger-Keldysh formalism
outlined above. Variation of the 2PI effective action with
respect to the propagators yields the so-called Kadanoff-
Baym equations that govern the dynamics of the propaga-
tors and contain the nonlocal scalar self-energy corrections
or self-mass corrections to the propagators. The Kadanoff-
Baym equations for the system field read

085011-4



DECOHERENCE IN AN INTERACTING QUANTUM FIELD ..
(95 — myNAL T (i x') — [dDy[lM$+(x;y)lAg+(y;X’) — My (e yiA T (v x)] = 18P (x — x')
(95 — myNAS ™ (x;x') — dey[le(x;y)lA;‘(y;X’) — M ()T (y; )] =0

(93 — my)A " (s x') — dey[lM;*(x;y)lAﬁ(y;X’) — My, ()T (y )] =0

(92 — m%b)zA;_(x; x) — [dDy[LM;Wx;y)ZA;_

where the self-masses at one loop have the form

ac( . — lh2 Adc(x: 2
1M¢ (xaxl) - _7(1 X (.X,Xl))

/\2
IM{E (x5 xp) = —17(1Af(”(x;xl))2 = thPI A (s 1A (x5 xy ).
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Note that we have another set of four equations of motion for the y-field. We define a Fourier transform as

dDi]]z g Fo(v—3!
zA‘(g’(x;x’) = ,/‘7(277)’3‘1 zA‘g’(k, 1, 1')etk =)

AP (1, 1) = [ P13 -

such that Egs. (13) transform into

(a%+k2+m§ﬁ)zAg+(k,t,t’)+/oo dtl[zMg+(k,t,tl)zAg+(k,tl,t’)—zM;*(k,t,tl)quj*(k,tl,t’)]:—zé(t—t’)
(97 + k> +m§))zA;‘(k, t, t’)Jrfoo dt[iM " (k1,0 1A 5~ (ko 1y, ) =M G~ (k1,1 1A ™ (k, 1y, 1)] =0
(07 + k2 +m(2b)zA;+(k, tt)+ foo dt[iM " (ke t, 1A S (k 1y, 1)) — My~ (k, 1,0 1A 3™ (k, 1y, 1)] =0

(97 + k> + mfb)zA;‘(k, tt)+ [_w dt\[iM " (k1,0 1A 5~ (ko 1y, 1) =My~ (k1,1 1A ™ (k 1y, 1) ] =18 (e — 7).

Note that we have extended the initial time 7, — —o© in
the equation above. Again, we have an analogous set of
equations of motion for the y-field. In order to outline
the next simplifying assumption, we need to Fourier
transform with respect to the difference of the time
variables,

dk
(2m)P

AP (k#) = di(x - x’)zAf(b(x;x’)e*’k'("*x'). (17b)

1A% (x;x') = 1A (kH ) etk (=) (17a)

As already mentioned, we will not solve the dynamical
equations for both the system and environment propaga-
tors, but instead we assume the following hierarchy of
couplings:

h <A (18)

We thus assume that A is large enough such that the
x-field is thermalized by its strong self-interaction which
allows us to approximate the solutions of the dynamical
equations for y as thermal propagators [73],

(13a)
(13b)
(13¢)
X)) =My~ (e ynd = ()] = =8P (x —x),  (13d)
(14a)
(14b)
(15a)
f’)lA‘;sb(x;x’)e*"?'(’?*;‘/), (15b)
(16a)
(16b)
(16¢)
(16d)
[
-1
A++ ky, __
Ay (k) kyk# + my, — 1€
+ 278k k* + m3)n$(|kol) (19a)
1
Ay = — L
Ay (k) kk# +m? + 1€
+ 278k k* + m3)nS([K°]) (19b)
AT (k) = 2a8(k, k* + m3)
X [0(=K%) + n3(1K°))] (19¢)
AL (k) = 2a8(k, k* + m3)
X [0(k%) + n3(1K°])], (19d)
where the Bose-Einstein distribution is given by
W) =——  p=—L_ o
X B — 17 kT’

with kp denoting the Stefan-Boltzmann constant and
T the temperature. Here we use the notation k,k* =
—kj + k* to distinguish the four-vector length from the
spatial three-vector length k = [|k||. We thus neglect the
backreaction of the system field on the environment field,
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such that the latter remains in thermal equilibrium at
temperature 7. This assumption is perturbatively well
justified [1]. Furthermore, we neglected for simplicity
the O(A?) correction to the propagators above that
slightly changes the equilibrium state of the environment
field. Note finally that, in our approximation scheme, the
dynamics of the system propagators is effectively influ-
enced only by the 1PI self-mass corrections.

In [1], we have considered an environment field y in its
vacuum state at 7 = 0 and in the present work we inves-
tigate finite-temperature effects. Divergences originate

2 k
ZE= k t, /) = [ +zk|At|< +1 [ ]
o bt t) = ae YET 085 2 1Ad

h2 FikAt
& +1 =
64k [e (YE Og[Z,uzlAtl] N

and where lM"bh(k t,t') are the thermal contributions to
the self-masses that yet need to be evaluated. In deriving
(22), we made the simplifying assumption m, — 0. The
influence of the environment field on the system field is
still perturbatively under control [1]. Furthermore, ci(z)
and si(z) are the cosine and sine integral functions, defined

by
o cos(t)
- [ ar<
si(z) = — /;o dt smt(t).

Note that the structure of the self-mass (21) is such that we
can construct relations analogous to Eq. (d12),

Zf(k, Lt)=

Ci(Z) = (233)

(23b)

1
Mg~ (k1 1) = MF(k tt) — —zM‘ (k1)

(24a)
1
M;*(k, tt) = M{;(k, 1)+ izM‘ (k, 1,1t (24b)
MG* (k1) = Mg(k, 1)
1
+ 5 sgn(t — t’)zM;)(k, L) (24¢)
My~ (k1) = Mg(k, 1)
1
~3 sgn(t — t’)le})(k, L) (244d)

This structure applies to both the vacuum and thermal
contributions separately. Thus, Z% (k, ¢, ') is the vacuum
contribution to the statistical self-mass and 1Z, (k, 1, t') the
vacuum contribution to the causal self-mass. Similarly we
can define the thermal contributions to the statistical and
causal self-masses MY, , (k, 1, ') and 1M, 4 (k, 7, 1'), respec-
tively. Of course, we still need to evaluate these expres-
sions. The vacuum contributions follow straightforwardly
from Eq. (22):

) + kI (ci(2k|At]) F 151(2k|Al|))]

PHYSICAL REVIEW D 83, 085011 (2011)

from the vacuum contributions to the self-masses only.
Since we already discussed renormalization extensively
in [1], let us just state that the renormalized self-masses
are given by

lMab

¢,ren

(k,t, )= (8?7 +k2)zZ“”(k tt)+ 1M th(k 1),
(21)

where the vacuum contributions Z‘é,”(k, t, 1) to the self-
masses are given by

(22a)

x sgn(At)) b oGk AL]) T 1sgn(At)51(2k|At|))] (22b)

1. _
Zg(k, tt) = 5[de(k, 1)+ 75 (k1]

s [cos(kAt)( +lo[ k ]
" 64k YET O DA

+ ci(2k|Al‘|)) + sin(klAtl)(Si(2k|At|) - g)]

(25a)
Zg(k 1, 1) = z[Z;*(k, tt)— Z;(k, tt)]
2

__
64k
+ 2sin(kAt)(ci(2k|At|) — Vg

e gema) |

As before, we are primarily interested in the equations of
motion for the causal and statistical propagators, as it turns
out they yield a closed system of differential equations that
can be integrated by providing appropriate initial condi-
tions. In order to obtain the equation of motion for the
causal propagator, we subtract (16b) from (16c) and use
Egs. (21) and (24) to find

[—2cos(kAt)sgn(At)(si(2k|Atl) + g)

(25b)

(97 + &2 + my)AG (k 1, 1) — (67 + K?)
><jtdtl < (k, t, tl)A (k, t;, 1)

f dt ¢th(k f, tl)A (k,t;,7)=0. (26)

In order to get an equation for the statistical propagator, we
add Eq. (16b) to (16c), which we simplify to get

085011-6



DECOHERENCE IN AN INTERACTING QUANTUM FIELD ... PHYSICAL REVIEW D 83, 085011 (2011)
t 1
(97 + &+ my)Fy(k 1,1') — (97 + k2)[f_ dt Z(k, 1, 1)) F g (k, 1, 1) — f_ dt Zl(k, 1, 1)) AG (k, 1, t’)]
t 1
- /700 dtyM§ o (k 1, 1)) F 4 (k, 1y, 1) + fim dthg’th(k, 1 1)AG(k 1y, 1) = 0. 27)

Because of the nonlocality inherent in any interacting quantum field theory, the ‘“memory kernels,” the memory integrals
in Eq. (27) above, range from negative past infinity to either 7 or #. To make the numerical implementation feasible, we
insert a finite initial time #, by hand and approximate the propagators in the memory kernels from the negative past to ¢,
with the free propagators inducing an error of the order O(h*/ w‘(‘b),

11 . t
(82 + K+ m2)F e 1,0) — (7 + k2)[ f " dnZ5 kb ) Fie(h 1, 1) + [ dnZs,(k 1, 1)F k11, 7)
e o
fo C,IT g c fo c Tee
—[_m dtIZ{;(k, t, tl)Aq;fee(k, t, tl)__/;o dtlzg(k, t1)AG (K 1y, t’)]—[_00 dt Mg (k 1, tl)Ffﬁ (k, 1;, 1)
t 1 4
—/[ dty My (k, 1, 1) F 4 (k, 1, t')-i-/io dy MY o (k, 1, tl)A;’;f“*’(k, f, tl)+j; dtyMY (k. 1, 1,)AG (k, 1y, 1) = 0. (28)
0 © 0

Here, Fgee(k, t, t') and A;;fm(k, t,t') are the free statistical and causal propagators which, depending on the initial
conditions one imposes at f,, should either be evaluated at 7 = 0 or at some finite temperature. The memory kernels
need to be included to remove the initial time singularity as discussed in [1,50]. We postpone imposing initial conditions
to Sec. V, but let us at the moment just evaluate the memory kernels in these two cases. The thermal propagators
read

cos(wy(t — 1)) 2 cos(wy(t — 1) 1
Fg,e&(k, L) = 2¢a)¢, (1 - eBws — 1) B 2¢w¢ COth(E,Bqu) %
ATk, 1, 1) = — —— sin(w,(1 — ). (29b)
We

Here, a)(zﬁ =k + mfb,in, where in the case of a changing mass one should use the initial mass. Let us now evaluate the

“infinite past memory kernels” for the vacuum contributions, i.e., the memory kernels from negative past infinity to ¢,
using the two propagators above. The other memory kernels in Eq. (28) can only be evaluated numerically, as soon as we
have the actual expressions of the thermal contributions to the self-masses. Let us thus evaluate

(97 + kz)[/jo dt 24 (k, 1, tl)Fg?gl(k, t, 1) — /jﬂ dtlzg(k, , tl)A;;free(k, t, t’)]

R [ cos[k(t — 1;)] cos[wy (1, — 1')] 1 sin[k(r — 1;)] sin[w 4 (1, — )]
=02 f_w dtl[ p— 1 0, coth(iﬂw,ﬁ) + P— 1 ) ]
= S il 0010 €y — 06 1))
2
Sisni[n‘l"lz—W{eﬂ/Dmsi[(% Rt — 19)] + e~ /Bossi[(wy — K)(1 - to)]}]. (30)
2

Because of the fact that the free thermal statistical propagator contains a temperature dependence, the corresponding
“infinite past memory kernel” is of course also affected. In case we would need the 7 = 0 vacuum propagators in
the memory kernels only, one can easily send 7 — 0O in the expression above, obtaining the same memory kernels
as in [1],

1
(a$+k2)[ /, dnZ, (K 1, 1) P, (K, 1, 1) — jf dn 2k, 1, 1) A5 i, tl,t’)]
2

= ﬁ{cos[a%(t — eil(@y + k)t — 1)] + sin[w,(t — ) ]sil(w, + k)t — 1)) 31)
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II1. FINITE-TEMPERATURE CONTRIBUTIONS
TO THE SELF-MASSES

In this section, we evaluate all contributions to the self-
masses for a finite temperature.

A. The causal self-mass

Let us first evaluate the thermal contribution to the
causal self-mass. Formally, from Eq. (14), it reads

M;,m(k, At=t—1¢) = —z[M;};l(k, tt)— M;j,g](k, tt)]
2 dD_l/zl th c(lb — 1
=—h (27T)D71F)((k1rAt)A)((”k_kl”:At)r

(32)

where the superscript F ;? denotes that we should only keep
the thermal contribution to the statistical propagator as we
have already evaluated the vacuum contribution. The fol-
lowing change of variables is useful:

dellgl 1 0
- dk, kP2 f dQp
amp (277_)1)_1[0 1K D-2
00 1
= o2t [Ta [ deosto)sinoy)
T 0 -1
Qp s Wy 2w
= D3 | gk kP2 do =53
a0k [ o
[0} — oM@ - )P 92 (33)

where we have chosen 0 = /(K 121). In the final line

we have changed variables to w = wX(IIE — l_c)lll) = (It -

k, ||2 + mz)l/ 2, which clearly depends on 6. Furthermore

w’ = (k = k;)* + m% and Qp_; denotes the area of the
— 3 dimensional sphere SP73,

27(D=2)/2

QOp =0
re—1

(34
Using Eq. (29), we have

— 2 _2%D=3 2 20
M, (k Ar) = W T )le dk, kP~ f Ao =T

X[(0% ~ 02)(w? —w2) P2

—n({k3 + mi}l/z)cos({k% + mi}l/zAt)

X sin(wAt). (35)
This contribution cannot contain any new divergences
as the latter all stem from the vacuum contribution, which
allows us to let D — 4. Moreover, we are interested, as
in Sec. II, in the limit m, — 0. Equation (35) thus sim-
plifies to

PHYSICAL REVIEW D 83, 085011 (2011)
h? sin(kAt) sin(2k; Ar)
4 kAt 0 1 eBki —

il

M (K At) =

(36)

At coincidence At — 0, the thermal contribution to the
causal self-mass vanishes, as it should.

B. The statistical self-mass

The thermal contribution to the statistical self-mass is
somewhat harder to obtain. It is given by

1
MYk Ar=1—1) = E[M;ﬁl(k, Ar) + M (k Ar)]

n? [ dP 1k,
o ke LCRY

- - 1
X E ik = kall, Ar) = 7 A5 (ky, Ar)

<aglii-Elan]| o

th

where of course we are only interested in keeping the
thermal contributions. The second term in the integral
consists of two causal propagators that does not contribute
at all at finite temperature. It is convenient to split the
thermal contributions to the statistical self-mass as

MY ok Ay = MY, (K An) + MY o (k Ar), - (38)
where, formally, we have
B2 [ dP 'k, cos(w,(k|)Ar)
ME k Af) = — — ! X
t;b,vac-th( ) 2 (277.)D—1 w)((kl)
y cos(wx(n_{z - flu)m) 1
o, (lk = ki ll) ePort) —1q
(39a)
W2 [ dP 'k, cos(w, (ky)Ar)
qbth wlk Af) = —— D—1 . X
2 ) @2m) w (k)
y 1 cos(w,,(|lk = k11 Ar)
ePort) —1 o (llk = k)
1
(39b)

X - - - ..
P IE=Rl) —

Here, Mg,vac-m is the vacuum-thermal contribution to the
statistical self-mass and Mg,th_th is the thermal-thermal
contribution. As before, we let D — 4 and m, — 0. Let

us first evaluate the vacuum-thermal contribution.
Equation (39a) thus simplifies to
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h2 00 cos(k; A1) We have to take the absolute values in the equation above
MF (k Af) — _ 1 . . ..
é,vac-th \'& 82 kAL U7 Bk correctly into account by making use of Heaviside step
) ) functions and we can moreover expand the exponential to
X [sin((k + kA = sin(lk — k1AL g P P
(40)
J
h2
M el A = = f dk, Z e Pk {sin(2k, + K)A1) + 20(k, — k) sin(kA)

+{0(k — k) — 0(k; — k)}sin((2k; — k)Ar)}. 41)
Integrating over k; and collecting the terms we get

R 2A¢

3 {eostedn =

MY ek A1) = T3 KAT 2.

e
T sin(kAre 8 k[g Tt W]}. “2)

The sum can be performed, resulting in
2

h 2A1 e uAr o 2A;
=—— kAD{ 2 log(1 — e B4) + Bk§ — F(Z,li 2k —i —Bk)
1672 k(A1) [Sm( t){ B cgll = e ") +e + 202 B B¢

— cos(kAt){ (ZZAI co h(27’71-3At> — 1) —e ,(gkz a2 (1 1+ le[?t 2+ zﬁt;eﬁk)}],
B

(43)

Mg,vac-th (k’ A t)

m\b

where , F| is the Gauss hypergeometric function. For convenience we quote the low temperature (Sk >> 1) and the high
temperature (Sk < 1) limits of this expression. In the low temperature limit, (43) reduces to

B> _ h? cos(kAt) I:ZWAI 27A t) ]
A h -1
Vac th(k ) 167Tzk(Al‘)2 { 3 B cot! ( B

_ —(2At/B)2 2At 2At/B
eneostian SOBIBR | s (282308, "
e P costkAn) =5 g T sin(ka) 1+ 2A1/B) “4)

and its coincidence limit is finite,
22 _ ¢ ,—kB

Jim M7 (kA Pt _ P~ 6e ) (45)

247k 3>

In the high temperature limit, (43) reduces to

pr1 h? |, 21Ar sin(kAf) |, 21Ar
Vac (kA — iy [cos(kAt){log(,Bk) +yp—1+= Zd;( 5 )} ~ kA {Z¢( )+27,E}i|_

*

(46)

There is a mild logarithmic divergence, M% bvac-th o« log(Bk), in the limit when Bk — 0. Also note that when we derived
Eq. (46) above, we tacitly assumed that also Az/8 << 1. We however only use Eq. (46) to calculate the coincidence limit
Ar— 0 of the statistical self-mass in which case this approximation is well justified:

Bk<<1 _ 1) (47)

AI}E}OMF ¢,vac- th(k A ) ,8

The final remaining contribution to the statistical self-mass is M g,th_th(k, Ar) in Eq. (39b) and is much harder to obtain. In
fact, it turns out we can only evaluate its high (8k < 1) and low (Bk >> 1) temperature contributions in closed form. For
that reason we present the calculation in Appendix A, and in the current section only state the main results. The low
temperature (Bk >> 1) limit of M}, (k, A1) is given by
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Ml A0~ 16};;1?Bk[C"S"‘A’){Z;(;C:tX?i;) L G s o)
* Si“("m){z;cflig ~Fr T F e mE el 49
Note that this expression is finite in the limit when At — 0:
hm M¢ et (K A )kB>>1 h? swtkkﬂﬁz e kB (49)
The high temperature (Sk << 1) limit yields
Pk AN — 16:22]([32[”2 4(yp — ci(lkAd]) + log(lkAd])) + (kAzt)z g 2F3(1 12,21+ y (kit)z)
<| %@(a(zmmn — g — log(zkl;;;l) - 1) - BCTZ—(;"M(simkM) + g)
+ kﬁz#::ﬁ)[ (2 27 Z?t 35 247 *kﬁﬂ)
(kg)zz (4 27 2’?’,3 = %At;e—kﬁﬂ)]]. (50)

Clearly, the limit A7 — 0 of the self-mass above is finite
t0o:

lim M, pan-n (o A)

h2

kB<1
3272k 32

(8 + 72 + 4kB log[% (kﬁ)z]),
(5D

where we ignored the subleading term in Eq. (50) to derive
the coincidence limit above.

IV. ENTROPY GENERATION IN
QUANTUM MECHANICS

Now that the stage is set to study entropy generation in
our quantum field theoretical model, let us digress some-
what and study entropy generation in the analogous quan-
tum mechanical model first. This allows us to
quantitatively compare the evolution of the entropy result-
ing from the perturbative master equation and in our cor-
relator approach. A comparison in field theory is not
possible so far, due to the shortcomings of the conventional
approach to decoherence using the master equation as
discussed in the introduction. Let us consider the quantum
mechanical system of N + 1 simple harmonic oscillators x
and ¢,, 1 = n = N, coupled by an interaction term of the
form h,xq?,

2

1
L=LS+LE+LSE=§(X2_(UOX

)

< | 1
+ 25— @ig) = 3 e, (52)

085011-
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which indeed is the quantum mechanical D = 1 dimen-
sional analogue of the Lagrangian density in Eq. (3) con-
sidered before. Here, w, and {w,} are the frequencies of
the oscillators as usual. The x oscillator is the system in a
thermal environment of {g,} oscillators. We absorb the
mass in the time in our action, and the remaining dimen-
sionless mass dependence in the {g,}.

A. The Kadanoff-Baym equations in
quantum mechanics

The free thermal statistical and causal propagator in
quantum mechanics read

F, (t,1)= cos(@,(t — 1)) coth(Bw,/2) (53a)
! 2w,
A¢ (1,1) = -1 sin(w,,(t — 1)). (53b)

Vl

The statistical and causal self-energies of the x-system at
lowest order in perturbation theory are defined by

N

MYt 1) =— ZZ[(’A% (L)) + A, " (1,1)*]  (54a)
n=1
N lh2

M(1,1) = — Z—[( AL (6,1))? = (A, T (1,1)*]  (54b)
n=1

and are calculated as

10



DECOHERENCE IN AN INTERACTING QUANTUM FIELD ...

h2

ME(t, 1) = — Z 5

n=1

o r; 16w>

M1, 1) =

As in our field theoretical model we neglect the backreac-
tion from the system on the environment. The Kadanoff-
Baym equations for the x-system for the statistical and
causal propagators are now given by

t/
(07 + w)F,(1,7) + [ dnME(t, 1) AS(t,, 1)
0

- [anmstn np e =0 (562)

(07 + wd)AS(t, 1) — f dt;MES(t, t))AS(t, F') =0,  (56b)

where {, '} = t, = 0. An important difference compared
to the field theoretical Kadanoff-Baym equations in (26)
and (28) is that we do not have to renormalize them. Also,
we do not have to consider any memory effects before
to = 0. We can now straightforwardly solve the Kadanoft-
Baym equations above by numerical methods to find the
statistical propagator and hence the quantum mechanical
analogue of the phase space area (5) and entropy (4) as
functions of time.

B. The master equation in quantum mechanics

In order to derive the perturbative master equation for
our model, we follow Paz and Zurek [16]. The perturbative
master equation is obtained straightforwardly from the
Dyson series, truncated at second order, as a solution to
the von Neumann equation and reads

. 1. A 1 & h
P realt) = ;[Hs(l), Prea()] + B Z %Rfli(l)ﬁ» Prea(t)]
n=1
(57)
j dt K0, 15, 5 = 1), prea(0)]
+ KO (1 18, (3t — 1), preg(DF] (58)

where we follow the notation of Paz and Zurek and define
the coefficients

KNG, 1) = "8 330, G300 — " GEONGR ()
(59a)
K, 1) = "8 0330, 330D, (59b)

N N
=Y B2F, (L 1)AS (1,1) = Z (
n=1 =

PHYSICAL REVIEW D 83, 085011 (2011)

(F, (1, 1)) — (A“n(t, 1)?
il ]

|:<coth2('82 ) + l)cos(Zw (t—1)) + coth2<3w") - l]

5 (55a)

). (55b)

[

Also, note that £(1) = £cos(wgt) + p, sin(wyt)/ w, due to
changing back to the Schrodinger picture from the inter-
action picture [16]. The master equation above reduces
further to

Prea®) = LA50). prea] = [t )L 1811, 0]

—in(t)[%A{2(=1), pra(®}] (60)

In the equation above, we dropped the linear term in
Eq. (57) as a time dependent linear term will not affect
the entropy [2]. The noise and dissipation kernels »(r) and
1n(t) are straightforwardly related to Kff,,l(t, ;) and
K,(ﬁ%(t, t,), respectively, and read at the lowest order in
perturbation theory [18,74]

v(t) = ﬁ: léliz [(coth%%) + 1>cos(2a),,t)

+ cothz(%) - 1] = —ME(1,0) (61a)
N h2 B
n(t) = ,;80)% sinw, t)coth( 5 )
1
= 5 Mi(1. 0). (61b)

Note that we can easily relate the noise and dissipation
kernels that appear in the master equation to the self-mass
corrections in the Kadanoff-Baym equations. This is an
important identity and we will return to it shortly. One thus
finds

peat) = =] A5(0) + 3020, prat0]

D(t)[je’ [56’ ﬁred(t)]]
(62)

- l’)’(t)[fc» {ﬁx’ ﬁred(t)}] -
- f(t)[)e’ [ﬁx’ ﬁred(t)]];

where the frequency ‘‘renormalization” €)(7), the damping
coefficient y(z), and the two diffusion coefficients D(r) and
f(¢) are given by

085011-11



KOKSMA, PROKOPEC, AND SCHMIDT

Qz(t)——2[ drym(t)cos(woty) =3 14&(4%

PHYSICAL REVIEW D 83, 085011 (2011)

coth( ){ 2w, (1 —cos(wyt)cosRw, 1)) + wysin(wyf) sin(Qw,, 1)}

(63a)

0= [[anoy M0t 3 Io oy (Ben)fsinlon20,J)

wy—2w, wot2w,

[ n:116a)nw0 2

sin((wq + an]t)} (63b)

t .
D)= [ drype)costwon) =S | com?(Eg2) + 1)z snllen 2o (o () — 1okt

(63¢)

cos(wyt)cosQw,1)) — 2w, sin(wyt) sin(Qw 1)}

_ 4 Sin(wotl)_ - _h}% 2 Bwn {(1)0(1_ nt)) —
1=~ [ anvin) - —Zl6w3w0[(coth< : >+1) A

o(B) ) o]

We are now ready to solve the master equation (62). As we
are interested in the evolution of two-point functions, let us
make a Gaussian ansatz and project this operator equation
on the position bras and kets as follows:

pred(x: s t) = <x|ﬁred(t)|y>
= N (r)exp[—a()x? — a*(1)y? + 2&(t)xy].
(64)

It turns out to be advantageous to directly compute the time
evolution of our three nontrivial Gaussian correlators.
Analogous methods have been used in [75] to analyze
decoherence in an upside-down simple harmonic oscilla-
tor. We can thus derive the following set of differential
equations [3]:

d#)_ ag—¢ 1. .
dt 4(dg — ) =2 E{x P }>

(65a)

)
d<dpt >:‘2(“’3+92)<% &p ) 4y()(p*) +2D(1)
(65b)
d
<2{d t _ —(w3+ Q)R+ (p?) — f(t)—2y(t)<%{£, ,3}),

(65¢)

(63d)

These equations are completely equivalent to the
master equation when one is interested in the Gaussian
correlators only. Initially, we impose that the system is in a
pure state,

(#(10)) = 70 (66a)
() =2 (66b)
(Gt f?}(to)> - (660

We can then straightforwardly find the quantum
mechanical analogue of the phase space area in
Eq. (5) and the von Neumann entropy for the system
in Eq. (4).

Let us finally remark that our Kadanoff-Baym equations
(56) can also be obtained starting from the Feynman-
Vernon Gaussian path integral exponential obtained in
[18] that is normally used to derive the perturbative master
equation. For example, after integrating out the environ-
ment at one loop order (which is usually a first step in
deriving a master equation), the 1PI equations of motion
can be obtained from the effective action:

Sslet] - Sglx1 - [0 A T (1) — x ()] + 1 [0 * jo " Al (6) — 2 ()]t — )t () — x(12)]

" j * [ " Al (1) — 2 ()]t — o)l (1) + 1 ()] = Sslxt] — Ssl]
0 0

- / wdzlfw(tl)—x*(tl)]—— ab j dr, j diyx (1M (115 1) (1), 67)
0 ab +

Here, M are the self-masses that can be read off from Eqgs. (55) and (24), Sg[x™ ] is the free action defined by Eq. (52) and
7 and v, or, equivalently, the causal and statistical self-masses, are given in Eq. (61). In the equation above, T denotes the
tadpole contribution, which does not affect the entropy [2], and reads
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Noh
T = ; 40’)’n coth('g ;") (68)

which is easily inferred from the interaction term in (52)
and (53a). The quantum corrected equation of motion for
x(t) follows straightforwardly by variation of Eq. (67) with
respect to x*(¢), and setting x*(¢) equal to x(¢). More
generally, if one would introduce nonlocal sources for
two-point functions in the Feynman-Vernon path integral,
one would obtain the Kadanoff-Baym equations in (56).

C. Time evolution of the entropy in quantum mechanics

Let us discuss our results. It is important to distinguish
between the so-called resonant regime and nonresonant
regime [3]. In the former, we have that one or more w,, =
w(/2, with 1 =n = N. In the nonresonant regime all
environmental frequencies differ significantly from w/2
and are as a consequence effectively decoupled from the
system oscillator. If one wants to study the efficient deco-
herence of such a system, the nonresonant regime is not the
relevant regime to consider.

In Fig. 1 we show the Gaussian von Neumann entropy
resulting from the Kadanoff-Baym equations and from the
perturbative master equation as a function of time in black
and gray, respectively. At the moment, we consider just one
environmental oscillator N = 1 in the nonresonant regime.
Here, the two entropies agree nicely up to the expected
perturbative corrections due to the inappropriate resumma-
tion scheme of the perturbative master equation to which
we will return shortly. However, let us now consider Fig. 2
where we study the resonant regime for N = 1. Clearly, the
entropy resulting from the master equation breaks down
and suffers from physically unacceptable secular growth.
The behavior of the Gaussian von Neumann entropy from
the Kadanoff-Baym equations is perfectly stable.
Moreover, given the weak coupling h/w} = 0.1, we do
not observe perfect thermalization (indicated by the dashed
black line).

20¢

. 0 A wot
0 10 20 30 40 50

FIG. 1. Entropy as a function of time for N = 1 in the non-
resonant regime. The Gaussian von Neumann entropy (black)
agrees with the entropy from the master equation (gray) up to
the expected perturbative corrections. The dashed line indicates
full thermalization of x. We use w;/wo =2, h/wj =1, and

Bwy = 1/2.
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FIG. 2. Entropy as a function of time for N = 1 in the resonant
regime. The Gaussian von Neumann entropy (black) shows a
stable behavior, unlike the entropy from the perturbative master
equation (gray) that reveals unphysical secular growth. The
dashed line indicates full thermalization of x. We use w,/w, =
0.53, h/wj = 0.1, and Bw, = 1/2.

If we consider N = 50 environmental oscillators, the
qualitative picture does not change. In Fig. 3 we show
the evolution of the two entropies in the nonresonant
regime, and in Fig. 4 in the resonant regime. The entropy
from the perturbative master equation blows up as before,
whereas the Gaussian von Neumann entropy is stable. In
Fig. 3 we randomly select 50 frequencies in the interval
[2, 4] which is what we denote by w,/w € [2, 4]. In the
resonant regime we use w,/w, € [0.5,0.6]. The break-
down of the perturbative master equation in this regime is
generic.

Just as discussed in [3], energy is conserved in our model
such that the Poincaré recurrence theorem applies. This
theorem states that our system will after a sufficiently long
time return to a state arbitrarily close to its initial state. The
Poincaré recurrence time is the amount of time this takes.
Compared to the N = 1 case we previously considered, we
observe for N = 50 in Fig. 4 that the Poincaré recurrence
time has increased. Thus, by including more and more
oscillators, decoherence becomes rapidly more irrevers-
ible, as one would expect. If we extend this discussion to

20
L5t
1.0

05¢ \ J

~ wot

0 10 20 30 40 50

FIG. 3. Entropy as a function of time for N = 50 in the non-
resonant regime. The Gaussian von Neumann entropy (black)
agrees with the entropy from the master equation (gray) up to the
expected perturbative corrections. We use w,/w, € [2,4], 1 =
n=N,h/w}=1/2, and Bw, = 1/2.
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S
30¢

25¢F //
20 o ALAAAANNY fi/, -
1.5}

1.0t

0.5

L L L L

- = wot

20 40 60 80 100 120

FIG. 4. Entropy as a function of time for N =50 in the
resonant regime. The Gaussian von Neumann entropy (black)
yields a stable behavior in time, unlike the entropy from the
perturbative master equation (gray) that reveals secular growth.
We use w,/wy €[0.5,0.6], 1 =n =N, h/w% = 0.015, and
Bw, = 1/2.

field theory, where several modes couple due to the loop
integrals (hence N — o), we conclude that clearly our
Poincaré recurrence time becomes infinite. Hence, the
entropy increase has become irreversible for all practical
purposes and our system has (irreversibly) decohered.

In decoherence studies, one is usually interested in ex-
tracting two quantitative results: the decoherence rate and
the total amount of decoherence. As emphasized before,
we take the point of view that the Gaussian von Neumann
entropy should be used as the quantitative measure of
decoherence, as it is an invariant measure of the phase
space occupied by a state. Hence, the rate of change of the
phase space area (or entropy) is the decoherence rate and
the total amount of decoherence is the total (average)
amount of entropy that is generated at late times. This is
to be contrasted with most of the literature [15] where
noninvariant measures of decoherence are used. The state-
ment regarding the decoherence rate we would like to
make here, however, is that our Gaussian von Neumann
entropy and the entropy resulting from the master equation
would give the same result as their early times evolution
coincides. The master equation does however not predict
the total amount of decoherence accurately. In the resonant
regime the entropy following from the perturbative master
equation blows up at late times and, consequently, fails to
accurately predict the total amount of decoherence that has
taken place. Our correlator approach to decoherence does
not suffer from this fatal shortcoming.

D. Deriving the master equation from the
Kadanoff-Baym equations

The secular growth is caused by the perturbative approx-
imations used in deriving the master equation (65). The
coefficients appearing in the master equation diverge when
®, = wy/2 which can be appreciated from Eq. (63).
However, there is nothing nonperturbative about the reso-
nant regime. Our interaction coefficient / is still very small
such that the self-mass corrections to w} are tiny.
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Here we outline the perturbative approximations that
cause the master equation to fail. In order to do this, we
simply derive the master equation from the Kadanoft-
Baym equations by making the appropriate approxima-
tions. Of course, Eq. (65a) is trivial to prove. The
Kadanoff-Baym equations are given in Eq. (56) and con-
tain memory integrals over the causal and statistical propa-
gators. We make the approximation to use the free equation
of motion for the causal propagator appearing in the mem-
ory integrals according to which

(02 + @) AL™(s, ') = 0. (69)

This equation is trivially solved in terms of sines and
cosines. Let us thus impose initial conditions at t = ¢’ as
follows:

At )= AL (s, 1)

— cos(woADAL(L, 1) + wi sin(woA1)a, A, )],y
0

1 sin(wqAt). (70)

o
Here, At = t — /. We relied upon some basic properties of
the causal propagator [see e.g. Eq. (78) in the next section].
Likewise, we approximate the statistical propagator ap-
pearing in the memory integrals as

F.(t,t)=Free(s 1)

1
=cos(woAD)F (¢, 1) +—sin(woAt)d,F (¢, )|,y
g

— cos(wgAN(E(F)) + - sm(a)OAt)< i, ,a}(z/)>,
(71)

where we inserted how our statistical propagator can be
related to our three Gaussian correlators, from the quantum
mechanical version of Eq. (9). Note that expression (71) is
not symmetric under exchange of ¢ and #, whereas the
statistical propagator as obtained from e.g. the Kadanoft-
Baym equations of course respects this symmetry.

Now, we send # — ¢ in the Kadanoff-Baym equations
and carefully relate the statistical propagator and deriva-
tives thereof to quantum mechanical expectation values.
From Eq. (56a), where we change variables to 7 = ¢ — 1,
it thus follows that

atzFx(t’ = = _0)%<)’e2(1)> - fl dTMf(T, O)M
0 w

+ (%%(1)) ft dTM<(7, 0) cos(w,T)
< }(t)>f ey (r, 0) S@0”) sm(wOT)

Wy
(72)
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Using Egs. (61), (63), and (72) above reduces to (65c):

d@{;p» = — (W + Q) + (Y — f()
_ zw)(% 4, ﬁ}>-

Here, we used the identities derived in Eq. (61) that relate
the noise and dissipation kernels of the master equation to
our causal and statistical self-mass. In order to derive the
final master equation for the correlator (%), we have to use
the following subtle argument:

1d,,
atz('),/F(t, t,)lt:t’ = 5 E<p2(t)>~ (73)

In order to derive its corresponding differential equation,
we thus have to act with d, on Eq. (56a) and then send
' — . As an intermediate step, we can present

1 d
§E<P2(f)>
_ —wge{)e, p}(r)) - [0 ' drMF (,0)cos(w,7)

+ [0 "drMe(r, 0)[ — wysin(weT)(@()) + cos(@q )

sin(wo7)

x (340 p)) -

where we still have to send ' — ¢ on the right-hand side.
Now, one can use

d,{0,F (1, t’)l,:t/}], (74)

(@2 + 2 + m3)AS (1, 1) — (37 + &) f Cdn 76, (k 1, 1)AG (K 1y, 1) — f L MG (k1) AG (K 1, 1) = 0
t t
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A0, F (1, ) —p} = (P*(1)) — wd(R*(1)). (75)

In the light of Egs. (61) and (63), Eq. (74) simplifies to
Eq. (65b),

52
WP — —aw + (56 1) — 4905 + 200
We thus conclude that we can derive the master equation
for the correlators from the Kadanoff-Baym equations
using the perturbative approximation in Egs. (70) and
(71). Clearly, this approximation invalidates the intricate
resummation techniques of the quantum field theoretical
2PI scheme. In the 2PI framework, one resums an infinite
number of Feynman diagrams in order to obtain a stable
and thermalized late time evolution. By approximating the
memory integrals in the Kadanoff-Baym equations, the
master equation spoils this beautiful property.

The derivation presented here can be generalized to
quantum field theory. By using similar approximations,
one can thus derive the renormalized correlator equations
that would follow from the perturbative master equation.

V. RESULTS: ENTROPY GENERATION IN
QUANTUM FIELD THEORY

Let us now return to field theory and solve for
the statistical propagator and hence fix the Gaussian
von Neumann entropy of our system. For completeness,
let us here just once more recall Eq. (26) and (28) for the
causal and statistical propagator:

(76a)

(32 + 2+ m2)F gl 1,0) — (7 + k2)[ f " dn 0 1 1) FTER 1y, ) + f "anzs k1 0)F 1y, 1)
. .

1 4
—/0 dtlz{;;(k, t, tl)A;free(k, tl,t’)—/ dtlzg(k, 1 1)AG(k, 1, t’)]—jlo dn My g (k 1, tl)ngee(k, t, 1)
— % to —o00

t 1 !
—f dtyM, o (k, 1, 1) F 4 (K, tl,t’)+/0 dn M} (k 1, tl)Aff;ff“(k, t, t’)+f dtyM, o (k, 1, 1) A (k, 1y, 1) = 0.
Iy —® )

We use all self-masses calculated previously: we need the
vacuum self-masses in Eq. (25), one of the two following
infinite past memory kernels in Eq. (30) or (31) depending
on the initial conditions chosen, the thermal causal self-
mass in (36), the vacuum-thermal contribution to the sta-
tistical self-mass in Eq. (43), and finally the high tempera-
ture or low temperature contribution to the thermal-thermal
statistical self-mass in Eq. (50) or (48). We are primarily
interested in two cases, a constant mass for our system field
and a changing one:

mg(t) = my = const
mé(t) = A + Btanh(p{t — t,,}),

(77a)
(77b)

(76b)

|
where we let A and B take different values. Also, ¢, is the
time at which the mass changes, which we take to be
pt,, = 30. Let us outline our numerical approach. In the
code, we take 7, = 0 and we let pt and pt’ run between 0
and 100, for example. As in the vacuum case, we first need
to determine the causal propagator, as it enters the equation
of motion of the statistical propagator. The boundary
conditions for determining the causal propagator are as
follows:

Afb(t, H=0
9,42, =y = —1.

(782)
(78b)
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Condition (78a) has to be satisfied by definition and con-
dition (78b) follows from the commutation relations.

Once we have solved for the causal propagator, we can
consider evaluating the statistical propagator. As in the
T = 0 case, the generated entropy is a constant which
can be appreciated from a rather simple argument [1].
When mg = const, we have Fy(k t,1') = Fy(k,t — 1)
such that quantities like

(e dk
Fy(k, 0) = f,w o Falk) (79)
o dk
otk A0lsmg = =1 [ T HF () (79)
—oo0 &TT
o dk0
000, sk Alsmo = [ SoREE (19)

are time independent. Consequently, the phase space area
A, is constant, and so is the generated entropy. If our initial
conditions differ from these values, we expect to observe
some transient dependence. This entropy is thus the inter-
acting thermal entropy. The total amount of generated
entropy measures the total amount of decoherence that
has occurred. Given a temperature 7, the thermal entropy
provides a good estimate of the maximal amount of en-
tropy that can be generated (perfect decoherence), however
depending on the particular parameters in the theory this
maximal amount of entropy need not always be reached
(imperfect decoherence). Effectively, the interaction opens
up phase space for the system field implying that less
information about the system field is accessible to us and
hence we observe an increase in entropy. In order to
evaluate the integrals above, we need the statistical propa-
gator in Fourier space,

| Mt (k*) + Mt (kM)
Fylk) = 2 M (k%) — M (kH)

X[ 21 r
kykt +my + M (k*)

l
- . 80
k kt + mé + tM“(k'“)] (80)

Here, :M" and 1M are the retarded and advanced self-
masses, respectively. All the self-masses in Fourier space
in this expression are derived in Appendix B. The discus-
sion above is important for understanding how to impose
boundary conditions for the statistical propagator at #,. We
impose either so-called “pure state initial conditions™ or
“mixed state initial conditions.” If we constrain the statis-
tical propagator to occupy the minimal allowed phase
space area initially, we impose pure state initial conditions
and set

PHYSICAL REVIEW D 83, 085011 (2011)

Fy(to, ty) = 81
o (to, 1) o (81a)
0,F gt 1)y = 0 (81b)
Win
9,0, Fylt, t,)|t=z’=to 5 (8lc)

where w;,, refers to the initial mass m4(z,) of the field if the

mass changes throughout the evolution. This yields
A4(ty) = 1 such that

Si(to) = 0. (82)

Initially, we thus force the field to occupy the minimal area
in phase space. Clearly, if we constrain our field to be in
such an out-of-equilibrium state initially, we should defi-
nitely not include all memory kernels pretending that our
field has already been interacting from negative infinity to
to. Otherwise, our field would have thermalized long be-
fore t, and could have never begun the evolution in its
vacuum state. If we thus impose pure state initial condi-
tions, we must drop the ’thermal memory kernels”,

1
[_000 dnyMy . (k, 1, tl)FffC(k, t;, ) and
fo F ¢, free /
’[7 dthqﬁ'th(k) L, tl)Ad) (k’ tl) t)! (83)

but rather keep the *’vacuum memory kernels” in Eq. (76b),
which are the other two memory kernels involving free
propagators. We evaluated the relevant integrals in closed
form in Eq. (31). This setup roughly corresponds to switch-
ing on the coupling 4 adiabatically slowly at times before #,.
At t,, the temperature of the environment is suddenly
switched on such that the system responds to this change
from 7, onward. Note that if we would not include any
memory effects and switch on the coupling 4 nonadiabati-
cally at 7, the pure state initial conditions would correspond
to the physically natural choice. This would however also
instantaneously change the vacuum of our theory, and we
would thus need to renormalize our theory both before and
after ¢ separately. Including the vacuum memory kernels is
thus essential, as it ensures that our evolution is completely
finite at all times without the need for time dependent
counterterms.’

Second, we can impose mixed state boundary condi-
tions, where we use the numerical values for the statistical
propagator and its derivatives calculated from Eqs. (79)
and (80), such that we have A,(ty) = A, = const and

Si(tg) = Spms >0, (84)

where we use the subscript “ms” to denote ‘““mixed state.”
In other words, we constrain our system initially to be in

%In [76,77] the renormalization of fermions in an expanding
universe is investigated where a similar singularity at the initial
time 1, is encountered. It could in their case however be removed
by a suitably chosen Bogoliubov transformation.
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the interacting thermal state and S, is the value of the
interacting thermal entropy. The integrals in Eq. (79) can
now be evaluated numerically to yield the appropriate
initial conditions. For example when Bp =1/2,
k/p=1,m,/p=1,and h/p = 3, we find

Fy(k/p =1,A0)]5—0 = 1.89885  (85a)
0,Fy(k/p =1,A0| 5= = 0 (85b)
9,0,Fy(k/p =1, AD|50 = 2.08941.  (85¢)

Clearly, Eq. (85b) always vanishes as the integrand is an
odd function of k°. The numerical value of the phase space
area in this case follows from Egs. (85) and (5) as

AL = 3.98371. (86)
The interacting thermal entropy hence reads
S = 1.678 36. 87

The mixed state initial condition basically assumes that our
system field has already equilibrated before 7, such that the
entropy has settled to the constant mixed state value. In this
case, we include of course both the vacuum memory
kernels and the thermal memory kernels.’

A few more words on the memory kernels for the mixed
state boundary conditions are in order. For the vacuum
memory kernels, we of course use Eq. (30). It is unfortu-
nately not possible to evaluate the thermal memory kernels
in closed form too. The two integrals in Eq. (83) have to be
evaluated numerically as a consequence. One can numeri-
cally verify that the integrands are highly oscillatory and
do not settle quickly to some constant value for each # and
¢’ due to the competing frequencies w and k. We chose to
integrate from —300 to typ = 0 and smooth out the re-
maining oscillations of the integral by defining a suitable
average over half of the period of the oscillations.

Finally, let us outline the numerical implementation of
the Kadanoff-Baym equations (76). Solving for the causal
propagator is straightforward as Eq. (78) provides us
(for each ') with two initial conditions at ¢ = ¢’ and at
t = ' + At, where At is the numerical step size. We can
thus solve the causal propagator as a function of ¢ for
each fixed #'. Solving for the statistical propagator is some-
what more subtle. The initial conditions, e.g. in Eq. (81),

3Let us make an interesting theoretical observation that to our
knowledge would apply for any interacting system in quantum
field theory. Suppose our coupling 7 would be time independent.
Suppose also that the system field ¢ and the environment field y
form a closed system together. Now, imagine that we are
interested in the time evolution of the entropy at some finite
time 7. Our system field has then already been interacting with
the environment at times before #; such that one can expect that
our system has equilibrated at 7,. Hence, to allow out-of-
equilibrium initial conditions, one must always change the
theory slightly. The possibility that we advocate is to drop those
memory kernels that do not match the chosen initial condition. In
this way, the evolution history of our field is consistent.

PHYSICAL REVIEW D 83, 085011 (2011)

for a given choice of parameters only fix F,/(ty, ),
Fy(ty + At 1) = Fy(ty, to + A1), and Fy(1y + At 15 +
At). This is sufficient to solve for Fy(t, #,) and F (1, t, +
Ar) as functions of time for fixed ' = t, and ' = 1, + At.
Now, we can use the symmetry relation F,(z,¢) =
F4(', 1) such that we can also find F(t, ') and F(ty +
At, 1) as functions of ¢ for fixed t =, and 1 = 1, + At.
The latter step provides us with the initial data that are
sufficient to find F,(#, ') as a function of # for each fixed #'.

Once we have solved for the statistical propagator, our
work becomes much easier as we can immediately find the
phase space area via relation (5). The phase space area
fixes the entropy.

A. Evolution of the entropy: Constant mass

Let us first turn our attention to Fig. 5. This plot shows
the phase space area as a function of time at a fairly low
temperature Bp = 2. Starting at A, (¢y) = 1, its evolution
settles precisely to A ¢, indicated by the dashed black line,
as one would expect. From the evolution of the phase space
area, one readily finds the evolution of the entropy as a
function of time in Fig. 6.

At a higher temperature, 8p = 1/2, we observe in
Figs. 7 and 8 that the generated phase space area and

‘ ‘ . . “ tp
10 20 30 40 50

FIG. 5. Phase space area as a function of time. It settles nicely
to A, indicated by the dashed black line. We use Bp = 2,

k/p=1, my/p=1, h/p =4, and a total number of steps
N = 2000 up to tp = 100.

0.35
0.30
0.25
0.20
0.15
0.10
0.05

n L L L 1 tp
10 20 30 40 50
FIG. 6. Entropy as a function of time. The evolution of the

entropy is obtained from the phase space area in Fig. 5. For 50 <
tp < 100, the entropy continues to coincide with S,.
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FIG. 7. Phase space area as a function of time. At high tem-
peratures, we see that the phase space area settles quickly again
to A Weuse Bp =1/2,k/p=1,my/p=1,h/p =3, and
N = 2000 up to tp = 100.

1 1 1 1 1 tp

10 20 30 40 50

FIG. 8. Entropy as a function of time, which follows again
from the evolution of the phase space area as a function of time
as depicted in Fig. 7. Our pure state quickly appears to our
observer as a mixed state with a large positive entropy Sp.

entropy as a function of time is larger. This can easily be
understood by realizing that the thermal value of the en-
tropy, set by the environment, provides us with a good
estimate of the maximal amount of decoherence that our
system can experience. Again we observe an excellent
agreement between A, or S, and the corresponding
numerical evolution.

Let us now discuss Fig. 9. Here, we show two separate
cases for the evolution of the entropy: one at a very low
temperature Bp = 10 (in black) and one vacuum evolution
Bp = o (in gray) which we already calculated in [1]. As
we would intuitively expect, we see that the former case
settles to an entropy S,,; = 0.04551 that is slightly above
the vacuum asymptote S, = 0.043 26.

Finally, in Fig. 10 we show the interacting phase space
area A, as a function of the coupling . For h/p < 1, we
see that A, approaches the free thermal phase space area
Afee = coth(Bw/2). For larger values of the coupling, we
see that A > Ag... If these two differ significantly, we
enter the nonperturbative regime. In the perturbative re-
gime, this plot substantiates our earlier statement that the
free thermal entropy Ay, provides us with a good estimate
of the total amount of decoherence that our system can
experience. Our system however thermalizes to A, and
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0.04
0.03

0.02

0.01 ¢/

L L L L

1 tp
20 40 60 80 100
FIG. 9. Entropy as a function of time. The evolution at very
low temperatures Bp = 10 (black) resembles the vacuum evo-
lution Bp = oo (gray) from [1] as one would intuitively expect.
We furthermore use k/p =1, my/p=1, h/p=4, and
N = 2000 up to tp = 100.

ms

A
7
6
5 L
4
3
2

h/p

FIG. 10. We show A, the interacting thermal phase space
area, as a function of h/p. For h/p < 1, we see that A is
almost equal to the free phase space area Ag,, = coth(Bw/2)
indicated by the dashed black line. For larger values of h/p
we approach the nonperturbative regime. We use Bp = 1/2,
k/p=1and m,/p = 1.

not to Ag.. as the interaction changes the nature of the free
thermal state.

The most important point of the results shown here is
that, although a pure state with vanishing entropy S; = 0
remains pure under unitary evolution, we perceive
this state over time as a mixed state with positive entropy
Stms = 0 as non-Gaussianities are generated by the evolu-
tion (both in the correlation between the system and envi-
ronment as well as higher order correlations in the system
itself) and subsequently are neglected in our definition of
the Gaussian von Neumann entropy. The total amount of
decoherence corresponds to the interacting thermal en-
tropy Sps-

B. Decoherence rates

As the Gaussian von Neumann entropy in Eq. (4) is the
only invariant measure of the entropy of a Gaussian state,
we take the point of view that this quantity, or equivalently
the phase space area in Eq. (5), should be taken as
the quantitative measure for decoherence. This agrees
with the general view on decoherence according to which
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the decoherence rate is the rate at which a system in a pure
state evolves into a mixed state due to its interaction with an
environment. This is to be contrasted with some of the
literature where different, noninvariant measures are pro-
posed [5,15]. For example in [15,78], the superposition of
two minimum uncertainty Gaussian states located at posi-
tions x and x’ is considered. The decoherence rate is defined
differently, i.e., it is the characteristic time scale at which
the off-diagonal contributions in the total density matrix
decay and coincides with the time scale at which the inter-
ference pattern in the Wigner function decays. It is given by

— +I\2
_1 . y(x /\Tx) ’ 88)

where the thermal de Broglie wavelength is given by Ay =
(2mkzT)~'/2. In other words, according to [15], the deco-
herence rate depends on the spatial separation x — x’ of the
two Gaussians. Note that in quantum field theory the ex-
pression would generalize to 7,! « (¢ — ¢'). This is just
one example; one can find other definitions of decoherence
in the literature.

The main difference is that our decoherence rate does not
depend on the configuration space variables x or ¢ but is an
intrinsic property of the state. In other words, we do not look
at different spatial regions of the state, but rather to the state
as a whole from which we extract one decoherence rate. As
we outlined in [2], a nice intuitive way to visualize the
process of decoherence is in Wigner space. The Wigner
transform of a density matrix coincides with the Fourier
transform with respect to its off-diagonal entries. As dis-
cussed previously, the phase space area measures the area
the state occupies in Wigner space in units of the minimum
phase space area #1/2, which we refer to as the statistical
particle number 7. The pure state considered in the previous
subsection decoheres and its phase space area increases to
approximately its thermal value. When A > 1 (n > 1),
different regions in phase space of area /2 are, to a good
approximation, not correlated and thus evolve indepen-
dently. As we have considered Gaussian states only and
not the superposition of two spatially separated Gaussians,
which when considered together is in fact a highly non-
Gaussian state, a direct comparison is not straightforward.

Let us extract the decoherence rate from the evolution of
the entropy. We define the decoherence time scale to be the
characteristic time it takes for the phase space area A.(¢) to
settle to its constant mixed state value A, .. The phase
space area approaches the constant asymptotic value in
an exponential manner,

%SAk(t) Ty 8A, (1) = 0, (89)

where 8A (1) = A, — A;(7) and where I'y.. is the deco-
herence rate. This equation is equivalent to 7, =
—Dyec (M — npg), where ny is defined in Eq. (8) and 7,
is the stationary n corresponding to A,. As in the vacuum
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FIG. 11. Decoherence rate at low temperatures. We show the
exponential approach to A, in solid black and the correspond-
ing decoherence rate given in Eq. (91) (dashed line). We use the
phase space area from Fig. 5.

case [1], we anticipate that the decoherence rate is given by
the single particle decay rate of the interaction ¢ — 2.
The single particle decay rate reads®

r Im(zM )
d—xx wg W
h? h? | — o= (B/2D(@yth)
= T 10g< )
NRrwy, 16mkBwy 1 — e B/ @(wy—k)

(90)

where we used the retarded self-mass in Fourier space in
Eq. (B3a) and several relevant self-masses in Appendix B.
Let us briefly outline the steps needed to derive the result
above. In order to calculate zM(;(k“) we use (M} b (kM)
in Eq. (B6a) and zM(;;ac(k”) in Eq. (B12). There are no
thermal-thermal contributions to 1M;(k#) which can be
appreciated from Eq. (B10). Finally, in order to derive the
vacuum-thermal contribution, let us recall Eq. (24c) given
by Mj " (k 1, 1') = Mg(k, t,1) + sgn(t — M (k, 1, 1) /2.
We clearly need the vacuum-thermal contribution to
Mg(k/‘) which is given in Eq. (B14). The imaginary part
of the second term vanishes, which can be seen by making
use of an inverse Fourier transform, as in Eq. (B17) and in
the first line of Eq. (B18). This fixes :M; (k*) completely.

One should calculate the imaginary part of the retarded
self-mass as it characterizes our decay process, which
follows from Eq. (80). In order to calculate the decay
rate, we have to project the retarded self-mass on the
quasiparticle shell k* = w 4. Of course, one should really
take the perturbative correction to the dispersion relation of
order O(h?/ w(zb) into account but this effect is rather small.
Alternatively, we can project the advanced self-mass in
Fourier space on k* = —w 4+ We thus expect

I‘Idec = Fqb—»)(/y- (91)

Let us examine Figs. 11 and 12. From our numerical
calculation, we can thus easily find 6AL(r) = A, —
A (r) which we show in solid black. We can now compare

“For cases where m, # 0, see [79].
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FIG. 12. Decoherence rate at high temperatures. We show the
exponential approach to A, in solid black and the correspond-
ing decoherence rate given in Eq. (91) (dashed line). We use the
phase space area from Fig. 7.

with the single particle decay rate in Eq. (90) and plot
—I'4— . We conclude that the decoherence rate can be
well described by the single particle decay rate in our
model, thus confirming Eq. (91) above.

C. The emerging k° = 0 shell

To develop some intuition, we depict F4(k*) as a func-
tion of k¥ keeping various other parameters fixed. In the
vacuum Bp = oo, it is clear from the analytic form of the
statistical propagator that a k° = 0 shell does not exist. In
the vacuum, we have that F,(k*) = 0 for |k < k. At low
temperatures, Bp = 2, we observe in Fig. 13 that two more
quasiparticle peaks emerge, where |k°| =< k. The original
quasi particle peaks at [k°] = w , however still dominate.
At high temperatures, 8p = 0.1, we observe in Fig. 14 that
the two additional quasi particle peaks already present at
lower temperatures increase in size and move closer to
k° =0, where they overlap. The original quasiparticle
peaks located at |k°] = w, broaden as the interaction
strength % increases. Moreover, for increasing /4, the origi-
nal quasiparticle peaks get dwarfed by the new quasipar-
ticle peaks at |k°| =k that by now almost completely
overlap at k° = 0.

\‘kO
N

FIG. 13. The statistical propagator at low temperatures. Apart
from the original quasiparticle peaks, two more peaks emerge at
|K°] = k. We use Bp =2, k/p=1,my/p =1, and h/p = 4
(solid black), h/p = 2 (dashed). In the latter case, we do not
show the entire original quasi particle peak for illustrative
reasons.
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F(k")

FIG. 14. The statistical propagator at high temperatures. For
larger and larger coupling, we observe that the newly emerging
quasiparticle peaks move closer to k” = 0, where they eventually
almost completely overlap. We use Bp =0.1, k/p =1,
mgy/p =1, and h/p =1.61 (solid black), h/p = 1.5 (dot-
dashed), and h/p = 1 (dashed).

What we observe here is related to the coherence shell at
k% =0 first introduced by Herranen, Kainulainen, and
Rahkila [34,80] to study quantum mechanical reflection
and quantum particle creation in a thermal field theoretical
setting (and for a discussion of fermions, see [32,33]).
They interpret this new spectral solution of the statistical
two-point function as a manifestation of nonlocal quantum
coherence. As we have just seen, the statistical propagator
at late times will basically evolve to Eq. (80). We conclude
that the emerging k° = 0 shell translates to large entropy
generation at high temperatures. It is also clear that the
naive quasiparticle picture of free thermal states breaks
down in the high temperature regime.

D. Evolution of the entropy: Changing mass

Let us now study the evolution of the entropy where the
mass of the system field changes according to Eq. (77b).
For a constant mass m, the statistical propagator depends
only on the time difference of its arguments F (k, 1, 1) =
F4(k,t — ') due to time translation invariance. This ob-
servation allowed us to find the asymptotic value of the
phase space area by means of another Fourier transforma-
tion with respect to ¢ — . When the mass of the system
field changes, however, we introduce a genuine time de-
pendence in the problem and we can only asymptotically
compare the entropy to the stationary values well before
and after the mass change. It is important to appreciate that
the counterterms introduced to renormalize the theory do
not depend on my so we do not have to consider renor-
malization again [1].

Depending on the size of the mass change, we can
identify the following two regimes:

1B:* < 1
[B:I> > 1

adiabatic regime (92a)

non-adiabatic regime, (92b)

where (3, is one of the coefficients of the Bogoliubov
transformation that relates the initial (in) vacuum to the
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final (out) vacuum state. As a consequence of the mass
change, the state gets squeezed [2]. If B; = 0, the in and
out vacuum states are equal such that |3;|> quantifies the
amount of particle creation and reads [81]

. D(TW_ [CIRSS
g o
k sinh(722) sinh(T2x) 27w, 2p
93)
Here, wj = mj; + k> and w3, = m} , + k* are the

initial and final frequencies. Also, mé‘in =A—B and
my o =A+ B, where we made use of Egq. (77b).
Finally, we defined @+ = (@qy * w;,). The word “par-
ticle” in particle creation is not to be confused with the
statistical particle number defined by means of the phase
space area in Eq. (8). Whereas the latter counts the
phase space occupied by a state in units of the minimal
uncertainty wave packet, the former corresponds to the
conventional notion of particles in curved spacetimes,

where one plane wave field excitation &glO) = |k) is re-

ferred to as one particle (for a discussion on wave packets
in quantum field theory, see [82,83]). When we consider a
changing mass in the absence of any interaction terms,
|B,|* increases whereas the phase space area remains
constant. For the parameters we consider in this paper
[ B> = O(10~%) such that we are in the adiabatic regime.

Let us consider the coherence effects due to a mass
increase and decrease in Figs. 15-18. Here, we take
my/p =1 and m,/p =2 giving rise to the constant

interacting thermal entropies Sgg and Sﬁg, respectively.

The numerical value of these asymptotic entropies is cal-
culated just as in the constant mass case such that we find
Sgg > Sﬁz We use mixed state initial conditions as out-
lined in Eq. (84) and moreover we insert the initial mass in
the memory kernels. In Fig. 15 we show the effects on the
entropy for a mass increase at fairly low temperatures
Bp = 2. In gray we depict the two corresponding constant

S
04r
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0.1p

o)

ms

0 20 40 60 80
FIG. 15. Entropy as a function of time for a mass increase from
my/p =1tomy/p =2, giving rise to the constant interacting
thermal entropies SE&Q and S,(ﬁg, respectively. The mass changes
rapidly at tp = 30. We use Bp =2, k/p =1, h/p =4, and
N = 1600. The gray lines are the corresponding constant mass
entropy functions where we use mixed state initial conditions.
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FIG. 16. Entropy as a function of time for a mass increase from
mgy/p =1tom,/p =2, giving rise to the constant interacting
thermal entropies Sgﬂ and Sgg, respectively. The mass changes
rapidly at tp = 30. We use Bp = 1/2, k/p =1, h/p = 3, and
N = 1600. The gray lines are the corresponding constant mass
entropy functions where we used mixed state initial conditions.
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FIG. 17. Entropy as a function of time for a mass decrease
where we used the same parameters as in Fig. 15.

1 1 1 1 1 1 tp
10 20 30 40 50 60

FIG. 18. Entropy as a function of time for a mass decrease
where we used the same parameters as in Fig. 16.

mass entropy functions to compare the asymptotic behav-
ior. In order to calculate the latter, we also use mixed state
boundary conditions. Clearly, well before and after the
mass increase, the entropy is equal to the constant interact-
ing thermal entropy, S$3 and Sgg, respectively. The small
difference between the numerical value of the interacting
thermal entropy Sﬁﬁz (in dashed gray) and the correspond-
ing my/p =2 constant mass evolution is just due to
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FIG. 19. Decoherence rate at low temperatures. We show the
exponential approach to Agg in solid black and the correspond-
ing decoherence rate given in Eq. (91) (dashed line). We use the
phase space area from Fig. 15.

numerical accuracy. It is interesting to observe that the new
interacting thermal entropy is reached on a different time
scale than p‘l, the one at which the system’s mass has
changed. Again, we verify that the rate at which the phase
space area changes, defined analogously to Eq. (89), can be
well described by the single particle decay rate (90). Given
the fact that the mass changes so rapidly in our case, one
should use the final mass m o, in Eq. (90). In Fig. 19 we
show both the exponential approach toward the constant

interacting phase space area Agﬁg and the decay rate (90). In
order to produce Fig. 19, we subtract the constant mass
evolution of the phase space area using mixed state initial

conditions rather than A2 to find SA «(1) in Eq. (89).

This qualitative picture does not change when we con-
sider the same mass increase only now at higher tempera-
tures Bp = 1/2 in Fig. 16. The interacting thermal
entropies in this case are larger due to the fact that the
temperature is higher. Again we observe a small difference
between Sﬁﬁi and the m /p = 2 constant mass evolution
due to numerical accuracy. Also, the decoherence rate can
be well described by the single particle decay rate which
we depict in Figs. 19 and 20.

When we consider the “time reversed process,” i.e., a
mass decrease from m,/p = 2tomy/p = 1, we observe
an entropy increase. We show the resulting evolution of the
entropy in Figs. 17 and 18 for 8p =2 and Bp = 1/2,
respectively. The evolution of the entropy reveals no

Log[SA®/SAWO)] -
1k \\\3\5\ 40 45 50 55 60
2L \\\\\\

—3F \\‘\\\
—4F \\\\\
-5t -

FIG. 20. Decoherence rate at high temperatures. We show the
exponential approach to AR in solid black and the correspond-
ing decoherence rate given in Eq. (91) (dashed line). We use the
phase space area from Fig. 16.
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further surprises and corresponds to the time reversed
picture of Figs. 15 and 16. The decoherence rate for a
mass decrease can again be well described by the single
particle decay rate in Eq. (90).

We observe that the rate at which the mass changes
is much larger than the decoherence rate. As long as
this condition is satisfied, coherence effects continue
to be important. Eventually though, the Gaussian
von Neumann entropy settles to its new constant value
and no particle creation remains as our state thermalizes
again. In the context of baryogenesis, we thus expect that
quantum coherence effects remain important as long as this
condition persists too. Of course, one would have to gen-
eralize our model to a CP violating model in which the
effects that are of relevance for coherent baryogenesis
scenarios are captured.

E. Squeezed states

The effect of a large nonadiabatic mass change on the
quantum state is a rapid squeezing of the state which can
neatly be visualized in Wigner space. Although it is nu-
merically challenging to implement a case where the mass
changes nonadiabatically fast, we can probe its most im-
portant effect on the state by considering a state that is
significantly squeezed initially. A pure and squeezed state
is characterized by the following initial conditions:

1
Fy(k, 1o, 1y) = ﬁ[cosh(Zr) — sinh(2r)
¢

X cos(2¢)] (94a)

8,00 F 5k, 1, )y = %[cosh@r) + sinh(2r)
X cos(2¢)] (94b)
a,F g (k, 1, 1) =, = % sinh(2r) sin(2¢). (94c¢)

Here, ¢ characterizes the angle along which the state is
squeezed and r indicates the amount of squeezing. As a
squeezed state is pure, we have A.(t)) = 1 initially. A
mixed initial squeezed state condition can be achieved by
multiplying Eq. (94) by a factor.

We show the corresponding evolution for the phase
space area in two cases in Figs. 21 and 22. As the squeezed
state thermalizes, we observe two effects. First, there is the
usual exponential approach toward the thermal interacting
value A, we observed before. As we showed previously,
this process is characterized by the single particle decay
rate in Eq. (90). Second, superimposed to that behavior, we
observe damped oscillatory behavior of the phase space
area as a function of time that is induced by the initial
squeezing.

The latter process in principle introduces a second decay
rate in the evolution: one can associate a characteristic time
scale at which the amplitude of the oscillations decay
(superimposed on the exponential approach toward A ).
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FIG. 21. Phase space area as a function of time for a squeezed
initial state. We use ¢ =0, e =1/5, Bp =0.5, k/p =1,
my/p =1, h/p =3, and N =300 up to tp = 15. The gray

line indicates the pure state evolution previously considered in
Fig. 7.
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FIG. 22. Phase space area as a function of time for a squeezed
initial state. On top of the usual exponential approach toward
A, we observe oscillatory behavior. The amplitude of the
oscillations decays with the single particle decay rate as well.
We use ¢ =0, e =5, and the other parameters are given in
Fig. 21.

One can read off from Figs. 21 and 22 that the exponential
decay of the envelope of the oscillations can also be well
described by the single particle decay rate in Eq. (90). We
thus observe only one relevant time scale of the process of
decoherence in our scalar field model: the single particle
decay rate. We thus conclude that in the case of a non-
adiabatic mass change, the decay of the amplitude of the
resulting oscillations will be in agreement with the single
particle decay rate too.

VI. CONCLUSION

We study the decoherence of a quantum field theoretical
system in a renormalized and perturbative 2PI scheme. As
most of the non-Gaussian information about a system is
experimentally hard to access, we argue in our ‘“‘correlator
approach” to decoherence that neglecting this information
and, consequently, keeping only the information stored in
Gaussian correlators, leads to an increase of the Gaussian
von Neumann entropy of the system. We argue that the

PHYSICAL REVIEW D 83, 085011 (2011)

Gaussian von Neumann entropy should be used as the
quantitative measure for decoherence.

The most important result in this paper is shown in
Fig. 8, where we depict the time evolution of the
Gaussian von Neumann entropy for a pure state at a high
temperature. Although a pure state with vanishing entropy
St = 0 remains pure under unitary evolution, the observer
perceives this state over time as a mixed state with positive
entropy S, > 0. The reason is that non-Gaussianities are
generated by the unitary evolution (both in the correlation
between the system and environment as well as in higher
order correlations in the system itself) and subsequently
neglected in our Gaussian von Neumann entropy.

We have extracted two relevant quantitative measures of
decoherence: the maximal amount of decoherence S, and
the decoherence rate I' ... The total amount of decoherence
corresponds to the interacting thermal entropy S, and is
slightly larger than the free thermal entropy, depending on
the strength of the interaction /. The decoherence rate can
be well described by the single particle decay rate of our
interaction I'y,_,, .

This study builds the quantum field theoretical frame-
work for other decoherence studies in various relevant
situations where different types of fields and interactions
can be involved. In cosmology, for example, the decoher-
ence of scalar gravitational perturbations can be induced
by e.g. fluctuating tensor modes (gravitons) [6], isocurva-
ture modes [66], or even gauge fields. In quantum infor-
mation physics it is very likely that future quantum
computers will involve coherent light beams that interact
with other parts of the quantum computer as well as with an
environment [84,85]. For a complete understanding of
decoherence in such complex systems it is clear that a
quantum field theoretical framework such as developed
here is necessary.

We also studied the effects on the Gaussian
von Neumann entropy of a changing mass. The Gaussian
von Neumann entropy changes to the new interacting
thermal entropy after the mass change on a time scale
that is again well described by the single particle decay
rate in our model. It is the same decay rate that describes
the decay of the amplitude of the oscillations for a
squeezed initial state. One can view our model as a toy
model relevant for electroweak baryogenesis scenarios. It
is thus interesting to observe that the coherence time scale
(the time scale at which the entropy changes) is much
larger than the time scale p~! at which the mass of the
system field changes. We conclude that the coherent effect
of a nonadiabatic mass change (squeezing) does not get
immediately destroyed by the process of decoherence and
thermalization.

Finally, we compared our correlator approach to deco-
herence to the conventional approach relying on the per-
turbative master equation. It is unsatisfactory that the
reduced density matrix evolves nonunitarily while the
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underlying quantum theory is unitary. We are not against
nonunitary equations or approximations in principle,
however, one should make sure that the essential physical
features of the system one is describing are kept. The
perturbative master equation does not break unitarity cor-
rectly, as we have shown in this paper. On the practical
side, the master equation is so complex that field theoreti-
cal questions have barely been addressed: there does not
exist a treatment to take perturbative interactions properly
into account, nor has any reduced density matrix ever been
renormalized. This is the reason for our quantum mechani-
cal comparison, rather than a proper field theoretical study
of the reduced density matrix. In Sec. IV D however, we
outline the perturbative approximations used to derive the
master equation from the Kadanoff-Baym equations, i.e.,
in the memory kernels of the Kadanoff-Baym equations we
insert free propagators with appropriate initial conditions.
A proper generalization to derive the renormalized pertur-
bative master equation in quantum field theory from the
Kadanoff-Baym equations should be straightforward. In
the simple quantum mechanical situation, we show that
the entropy following from the perturbative master equa-
tion generically suffers from physically unacceptable secu-
lar growth at late times in the resonant regime. This leads to
an incorrect prediction of the total amount of decoherence
that has occurred. We show that the time evolution of the
Gaussian von Neumann entropy behaves well in both the
resonant and in the nonresonant regime.

h? s 1
ME o (k Ar) = —
e T MZ:I(Az)u(nﬁ)z
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APPENDIX A: DERIVATION OF Mg’th_th (k, At)

Only the high and low temperature limits of
Mg’th_th(k, At) can be evaluated in closed form. We derive
these expressions in this appendix.

1. Low temperature contribution

Let us recall Eq. (39b), where we can perform the
w-integral by making use of Eq. (33) and 1/(ef® — 1) =

e P,
M g,th—th(k’ A1)
_ h?> e cos(kAt) i
8wk Jo T Pl —1 & (A + (nB)?
X [—nBcos(wAt) + Atsin(wAt)]|o=67.,

e*n[ﬁ’w

(A

where @3 = (k = k;)* + m%. We now prepare this expres-
sion for k; integration by making use of 1/(efft — 1) =
) e~ Pmki and some familiar trigonometric identities,

foo dk e Pk i{— Bne=BPrk+k)[cos[(2k, + k)Af] + cos(kA1)]
0

+ Ate  P6TRI[sin[(2k, + k)At] + sin(kAn)] + 8(k — k;) Bne P« ~k)[cos[(2k, — k)Ar] + cos(kA1)]
+ 0(k — ky)Ate Pr&—K)[sin[(2k; — k)Ar] — sin(kAr)] + 0(k; — k) Bne Pr&i=P[cos[(2k, — k)At]

+ cos(kA1)] — 0(k; — k)Ate= ki =R[sin[(2k, — k)Ar] — sin(kAr)]}.

Upon integrating over k; and rearranging the terms we obtain

h? - 1
F - _
M¢,th—th(k’ A1) 16772k Z (At)2 ¥ (”,8)2

m,n=1

+ sin(kAr)(e P + e_ﬁ’”k)[

—B%n(n + m) + 2(Atr)?
[ [B(m + n)P? + (2A1)?

This expression contains two singular terms when m = n.
By performing the integral (A2) in that case, they are to be
interpreted as

—Bnk _ ,—pmk ,_,
¢ T e D Bhe ik, (A4)

nm—n

(A2)
. _gnk _ —Gm BAt(m + 3n) Y
{sm(kAt)(e Bk — o=B k)[[,B(m T E T QAR Blm = n)]
¥ (r_nﬁ_ A:L()']Z ; Zlir)z t3 (mAi n)] + cos(kAr) (e~ Brk — o= Bmk)
B2n(m —n) +2(A)?  n n
* [B(m —n)? + (2AD> m+n * m— n]} (A3)

This expression allows us to obtain the low temperature
Bk > 1 limit of Mg,m—th(k’ Ar). It then suffices to consider
three contributions in Eq. (A3) only. First, there is the
contribution for m =1 =n, for n =1 and m = 2, and
finally for m = 1 and n = 2. The sum in the last two cases
can be evaluated in closed form, such that one obtains
Eq. (48).
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2. High temperature contribution

Let us now consider the high temperature limit. It is
clear from Eq. (A3) that when Bk < 1 there is unfortu-
nately no small quantity to expand about as both m and n
can become arbitrarily large. Therefore, we go back to the
original expression (39b), proceed as usual by making use
of (33) and rewrite it in terms of new (u, v)-coordinates
(““lightcone coordinates’), defined by

u=k —w
v=k t o,

(A5a)
(A5b)

such that of course k; = (v + u)/2 and w = (v — u)/2,1in
terms of which the region of integration becomes

—k=u=k (Ab6a)
k=v<oo, (A6b)
Equation (39b) thus transforms into
MY th(k At)
d At
32772k f 2smh(Bu/2) [ vlcos(uAn)
B/ o (Bu/2)
+ cos(vAt)]{eﬁ(eru)/2 " SR - 1}, (A7)

where we took account of the Jacobian J =
|o(k,, @)/0(u, v)] = 1/2. One can now perform the
v-integral involving the cos(u#Ar)-term. Second, since we
are interested in the limit Bk << 1 and we moreover
have |u| =k, note that we also have |Bu| < 1. The
cos(vAt)-term can thus be expanded around |Bu| < 1.
An intermediate result reads

Mg‘th_th(k, A?)
h? k
=32ﬂ_2k’8{—2fkducos(uAt)
y [log(l —expl—B(k+u)/2])
1 —exp(—Bu)
etttk 0/2)]
exp(Bu) — 1

k o cos(vAt) 1+ Bu/2
+jfkdu/k v u {eﬁv/2(1+ﬁu/2)—1

B eﬁv/z(ll——ﬁﬁuu/ /22) - 1}}

(A8)

The reader can easily see that we deliberately do not
Taylor expand the first integral fully around |Bu| < 1.
The reason is that the subsequent integration renders
such a naive Taylor expansion invalid. Let us first integrate
the first integral of Eq. (A8). We now expand the
cos(uAr)-integral around |B(k = u)| < 1,
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k log(1 — exp[—B(k + u)/2])
[_k du cos(uAt)[ 1~ exp(—Bu)
s~ etk /2D
exp(Bu) — 1

— jk du cos(uAt)[BlM log<z t Z)

log('Bz( - u2)) - % L 0Bk Bu)].

(A9)
Let us first evaluate the simple u-integrals in Eq. (A9),
k cos(uAr) 3>
du————-| 1o u? ) - 1]
j 4T [ ( A
sin(kAt) [ . 2| At

cos(kAt) ( . T
_ + 2
o (s1(2|kAt|) 2),

(A10)

where ci(z) and si(z) are the cosine and sine integral
functions, respectively, defined in Eq. (23). The more
complicated integral in (A9) is

fk I cos(uAt) o (k + u)
_ Bu £ k—u

2n

n=0
= B! (1 13 (kAt)2)
= - +n;— ,
2l Tyt (1D

By making use of its definition, we expand the hypergeo-
metric function | F), as follows:

1F2<% % % n; — (kﬁt)z)
( ) Z m!( +n lem)I‘(2 + m)
X ( (kjt ) (A12)

Inserting this into (Al1l) and performing the n-sum we
obtain

j du cos(uAt)1 (itu)

_1 Y+ m)+2In(2) + yg
E[_—i_\/_z ) m!F(%—i—m)

m=1

2 m
y (_ (kA7) ) ]
4
where we performed the n-sum for m = 0 separately. Note
that

(A13)
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¢(m+1/2):_d 1

T+ 1/2)  ayTor+m (A9

y=1/2

Finally, we can perform the m-sum appearing in Eq. (A13)
to yield

[k 4 cos(qu‘)1 <k+u)
0
—k “ Bu £ k—u

2

T 4
= — — —(yg — ci(|kAr]) + log(|kAt]))
26 B "
(kA?)? d ( (km)2)
Fof1,1:2,2,1 + : — _
28 dy*’ 7 4 y=(1/2)

(A15)

It is useful to know the expansions of the hypergeometric
function in (A15). The large time (kAt >> 1) expansion of
this function is

kAr)?
F3<1, 12,2, 1 4 5; — KD )

4
_ T(1 + ) cos[kAt = Z(y +3)]
= (kAt/2)7+6/D

(1 + O((kAn)~1))

N 4ylog((kAt)2/(:)A;)2¢(y) + YE (1 4 O(kAD-2))
(A16a)
whereas the small times (KAt << 1) limit yields
2F3<1, 152,21+ y; — (kit)z)
=1- % + O((kAr)*). (Al16b)

We still need to perform some more integrals in Eq. (A8).
The second integral in Eq. (A8) can be further simplified

to:
1—e o —(Bu/)

Joon 52

x| B - +
I:'B u+%[1—e*([””/2)] u—

cos(vAr)e(Bv/2)

1— B
271 — ¢ Bv/2) ]
gll—e ]

(A17)

We can now perform the u-integral,
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B cos(vAt)e Bv 2 —(8v)2)
= —2[ dv ST {log[k—i-g(l —e )]

- log[—k + —(1 - e*(ﬁ”/z))]}

kﬁzml Oo
42()
m=1

KBy2m—1
< ()™

cos(vAt)e Pv
(1 _ e—(,Bv/Z))2m

2m — 1

o I'Cm + n)
=42 2m — 1 T2m)T(n + 1)

m=1
n=0

X Re foo dve—(ﬁv/Z)(n+2)+tht’ (A18)
k

where the reader can easily verify that the argument of both
logarithms in the first line is positive. In the second and
third line we have expanded the logarithm and made use of
the binomial series. Because of the cosine appearing in
Eq. (A18), we are only interested in the real part of the
integral on the last line. The v-integral can now trivially be
performed. In order to extract the high temperature limit
correctly, it turns out to be advantageous to perform the
m-sum in Eq. (A17) first,

o I'(n +2)
4k Z I'n+ 1)(n+2— 2At/8)

n=0

% F(l 1_i_n n+333 (k,B)2)
2 20 2 '22°\2

% Ree—(kB/Dn+2-2(At/B)

(A19)

The hypergeometric function can be expanded in the high
temperature limit as

nn+3 33 (kB\2
3F2(11 27 2 22(2))

4 %(n +2)(n + 3)(KB) + ORBY).  (A20)

We have checked using direct numerical integration that
the analytic answer improves much if we keep also the
second order term in this expansion. Finally, we can per-
form the remaining sum over 7, yielding

I'n+2)
a 4an:0F(n + )(n + 2 — 21A1/B)

X (1 + %(n +2)(n + 3)(k,8)2)e‘“ﬁ/z)(””‘Z’(Af/ﬁD

—kB+1kA
_ e Bkt [ (2 5 At . 21At'€_(kﬂ/2))
1—1At/B ,8 ’ ’
(k,B)2 (4 5 281 o 2Ar e_(kﬁ/z)):l
12 2 bl B > ﬂ 2 i

(A21)
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where of course we are interested in the real part of the
expression above. Having performed all the integrals
needed to calculate the high temperature limit of
MY -(k, A1), we can collect the results in Eqs. (A8),
(A10), (A15), (A17), and (A21) above, finding precisely
Eq. (50).

APPENDIX B: THE STATISTICAL PROPAGATOR
IN FOURIER SPACE

This appendix is devoted to calculating the statistical
propagator in Fourier space at finite temperature. The two
Wightman functions, needed to calculate the statistical
propagator through Eq. (11b), are given by

—lM(;+(k'“)lA” (k~)
1A (k) = (Bla)
k, k* + m¢ +iMy, ren (k™)
A*(kk) = —iM g (R)AG (k) Blb
¢ Kkt +m3 My, (k) (B1b)

where we have made use of the definition of the advanced
propagator,

—1
k, k* + mqS + ’MZsren(k )

1A (kH) = (B2)

and the definitions of the advanced and retarded self-
masses

MYy (k#) = 1M¢ L k*) — 1M+_(k/")

= M (k) — My (k) (B3a)
M (k) = M(;r*en(k“) - 1M¢+(k”)

= M (k) — Mo (kE). (B3b)

Our starting point is

h2
lMng(k") = ! [dD(x — X)(AT T (x;x))%e —tk(x=x')
h2 dPk
= = [t WA e — k)

(B4)

The thermal propagators appearing in this equation are of
course given by (19), where m, — 0. This calculation
naturally splits again into three parts,

zM:f(k“) = zM;; VaC(k“) + 1M¢ vac- m(k")
+ My G (K2, (B5)
where
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h? —kj+k*—1e
M;; (k)= o [log( 1 ) + ZyE] (B6a)
dPk 1

++ -2
lM¢,vac-th(k'u) =—h (2m)P k/’“k,u — e

X2 ((k* — k') (k,, —k,,))

X nSI(|k0 — k"]) (B6b)
h? [ dPk
M6 = =5 [ Gt a (k)
X (k,, — k.,)S(K' K. )nSd (k0 — k])
X 31k, (B6)

where the vacuum contribution (B6a) has already been
evaluated and renormalized in [1]. As all thermal contri-
butions are finite, we can safely let D — 4 and make use of
Eq. (33):

IM;&"\'/—ac th(k'u)
oodk, k+k' dok' eq( )
_ Wk [0 flk-m wk'n (o

1
J’_
e —(K—w)?+k?- ze)
(B7a)

X
(—(k0 + w) +k?* -

M ;R_[h(k”)
1h?

00 k+k'
= — dk’ donS(k)S nS(|k° + k'
167Tk_/;) fwm oy )g”*(' Y

X[6( =k + w) + 6(K° = k' — w)].

(B7b)

Here, k=|k|l as before. Transforming  to
(u, v)-coordinates already used in Eq. (A5) now yields

lMg-\*/—ac th(k’u)

T 327T2k /

x ((v + ko)(u — k%) — 1€

u-tuv
R e JB/Dwry) —

1
(v — kO (u + k%) — ze)

(B8a)
lM;;R_th(k”)
1h?
i du[ dan< (u—i-v))
x Zn;‘*( KO + 5(u + ) )[8(k0 + )
S0+ )] (B8b)

Let us first calculate 1M :E:L 1 (k*). The Dirac delta func-

tions trivially reduce Eq. (B8b) further and moreover,
we can make use of:
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1 1 2 1

" 1 — o= (B2~
[ ,kd” SBI—R) _ | o= (B/DWH) _ | BB _ | [21°g< | — o B/KHO) ) kB ]

log(l _ e—(ﬁ/zxk—kO)) n

© 1 1 o1 1
¢ Ve B (B0 | BT = oBK
The final result for 1M, _ (k) thus reads
lM;,El—th(k#)
h2 (K — k 1 — e~ B/DEFK)
= - Z (j 5 ) 2log ¢ .
lomkpB LS 78K — | 1 — eB/2(k=k")

+ k,B} + Z[e(:k‘) + k) — 0(%k° — k)]

1 _
N — e BAGFOYy L
{1 _ ei,BkO 10g(1 e ) 1 _ eIBkO

X log(1 — e*<ﬁ/2><’<ik°>)}]. (B10)

Since this contribution to 1M$+(k'u) does not depend on
the pole prescription, it completely fixes similar contribu-
tions to the other self-masses, e.g. 1My (k") =
lM;f,:]]_m(k”). It turns out that Eq. (B8a) is not most ad-
vantageous to derive :M ;jac_[h(k'“).

Let us therefore first evaluate :M~* (k*). Let us thus
start just as in Eq. (B4) and set

lMii(k“) = qufyfaC(k") + quf’facfth(k“)

+ M (K2). (B11)

The vacuum-vacuum contribution has been evaluated in [1]
and is given by

1h?

s _ —70 _
M3 (kH) = 16_770(+k k). (B12)

The thermal-thermal contributions are given above in
Eq. (B10), so we only need to determine the vacuum-
thermal contributions. Hence, we perform an analogous
calculation as for :M** and transform to the familiar light-
cone coordinates « and v to find the following intermediate
result:

lM;,fac-th (k'u)
lh2 k 00 4120 +
- - _kduj; dons((K0 = (u + v)/2])

X[8(K° = u) + 6(k° = v)].

(B13)
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(B9a)

W1og(1 - e*<ﬂ/2>(k+k°>):|. (BYb)
—e

The delta functions allow us to perform one of the two
integrals trivially. The remaining integral can also be ob-
tained straightforwardly,

M g,iac-th(kﬂ)
_ [{9(k + 1) — B(—k = KO)}
87k 3
X log(1 — ¢~ B/2K=K)Y — g(T0 — k)
1 — e~ B+
1 — e*(B/Z)(Ik"*k))iI'

X log( (B14)

By subtracting and adding the above self-masses, we can
obtain the vacuum-thermal contributions to the causal and
statistical self-masses in Fourier space from Eqs. (32) and
(37), respectively. The vacuum-thermal contribution to the
causal self-mass reads

Mzs,vac—th(k'u) = 1M+7

¢,vac-t
2

1
8wk
~log(1 — e*(B/Z)kaIkUII):I,

h(k’u) - lM;,tac-th(kﬂ)

sgn(k®)[log(1 — e~ (B/Dk+IKD)

(B15)

where we have made use of the theta functions to bring this
result in a particularly compact form. Likewise, the
vacuum-thermal contribution to the statistical self-mass
now reads

1
Mg,vac—th (k’u) = E [M;;ac—th(k'u’) + M;,:ac—th(k#)]

h? 0
= k — |k
6 loentk — KD

+ log(1 — e~ (B/2=IKIy]

(B16)

As a check of the results above, we performed the inverse
Fourier transforms of the causal and statistical self-masses
in Egs. (36) and (40), respectively, and found agreement
with the results presented above.

The most convenient way of solving the vacuum-
thermal contribution to 1M ;" (k*) is by making use of
Eq. (24) and (36). Let us set the imaginary part of
lM;j*(k") equal to
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1 h? sin(kAt) 2mwAt 2mAt g1 h*> sin(kAf)
M (kA ==sgn(A)MS (k, At) = ——————— At[ th( )—1] — , B17
an (K A1) =3 sen(ANM; (k An) =55 200y sen(An)| —g—coth{ = 1678 KkAz (B17)
where we have taken the high temperature limit. We thus have
o0 ( (kAt) cos(k°Ar)
M (k) = [ AANME (K AP [ d(ann
) (0! Anets S [ gan TR0
32,8k [sgn(k0 + k) + sgn(—k° + k)], (B18)
where have performed the remaining integral straightforwardly. Using Eq. (24) and (B16) we find
prscl,
M;;jac (k) — ¢Vac (kM) + MGy (k*) (B19a)
L Bl
M(b vac- th(k ) vac—th(k'u) - lMerng (kM)y (B19b)
such that
Bk<<1 h? T _ _ _
M e K 1| sk = 0D Tog(1 = e (806 D) - log(1 — ¢~ (5217101
+ %T[sgn(ko + k) + sgn(—k° + k)]] (B20a)
gt 1h® T _ 0 _ 10
MG a0 ] sk = 0D Tog(1 — e #/2EHED) - 10g(1 — ¢8Ik
- %[sgn(ko + k) + sen(—k0 + k)]]. (B20b)

One can check Eq. (B18) by means of an alternative approach. The starting point is the first line of Eq. (36) and one can
furthermore realize that differentiating M, sen (k*) with respect to k” brings down a factor of 1At which conveniently cancels
the factor of Ar that is present in the denominator. One can then integrate the resulting expressions (introducing
€ regulators and UV cutoffs where necessary) confirming expression (B18).

In the low temperature limit, Eq. (B17) reduces to

h?
Mt (k AP k>>124kﬁ2 sin(kA7) sgn(Ar). (B21)
We can introduce an € regulator,
R [ aan sinean costkoane = = L (B22)
e 12k32 1282 K> — k3

Analogously, we can derive the following expressions for the vacuum-thermal contributions to lMgi(k”) in the low
temperature limit:

n2
Bk>1 1 B o _ 1o Uk 1
M e (K) = 12 kB[Sgn(k—lkOI)IOg(l—e (B/EEIED) +log(1 — e BRI + 3B m] (B23a)
Mo (kH )ﬁk>>l th [sgn(k — k%) log(1 — e~ B/AEHKDY 4 10g(1 — ¢~ B/l — l47k;:| (B23b)
¢,vac—th 167TkB 3B k> — k2

We have now all self-masses at our disposal necessary to calculate F(k*). To numerically evaluate the integrals in Eq. (79)
we do not rely on the high and low temperature expressions in Egs. (B23) or (B20) but we rather use exact numerical
methods, i.e., the first line of Eq. (B17).
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