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ABSTRACT

Continuously operating Global Positioning System (GPS) networks record station position changes with millimeter-level accuracy and have revealed transient deformations on various spatial and temporal scales. However, the transient deformation may not be easily identified from the position time series because of low signal-to-noise ratios (SNR), correlated noise in space and time and large number of sites in a network. As a systematic detection method, we use state estimation based on Kalman filtering and principal component analysis (PCA). State estimation improves the SNR in the time domain by estimating secular and transient motions and reducing the level of both white and colored noise. PCA improves the SNR in space domain by accounting for the coherence of transient motions between nearby sites. Synthetic tests show that the method is capable of detecting transient signals embedded in noisy data but complex signals (e.g., large-scale signals in space and time, multiple and/or propagating signals) are difficult to detect and interpret. We demonstrate the detection capability with two known signals in the Los Angeles basin, California: far-field coseismic offsets associated with the 1999 Hector Mine earthquake and locally-observed hydrologic deformation due to heavy rainfall in winter 2004–2005 in San Gabriel Valley. We applied the method to the daily GPS data from the Plate Boundary Observatory (PBO) network in Alaska and in the Washington State section of the Cascadia subduction zone. We have detected a transient signal whose maximum displacement is ~9 mm in the horizontal and ~11 mm in the vertical at Akutan volcano, Alaska, during the first half of 2008 and two previously unrecognized small slow slip events with average surface displacements less than 2 mm, which was thought to be below current GPS resolution. The detection method improves the SNR and therefore provides higher resolution for detecting weak transient signals, and it can be used as a routine monitoring system.
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Chapter 1

Introduction

1.1 Statements of the thesis

We use state estimation and principal component analysis (PCA) to detect anomalous transient signals from Global Positioning System (GPS) position time series. The method focuses on improvement of the signal-to-noise ratio (SNR) of GPS time series in both space and time. We demonstrate with applications to synthetic and real data sets the method is capable of detecting relatively weak transient signals that might not be apparent in the noisy raw data.

1.2 High-precision GPS geodesy

GPS is a global navigation satellite system (GNSS) that provides users with their location and time information. GPS was originally designed for military purposes, but it has become a useful tool for a variety of civilian applications from car navigation to
surveying. As a geodetic method, the precision of GPS is currently at the millimeter level and has benefited from, among other things, improvements in satellite and receiver/antenna technology, elaborate models for reducing errors, continuous GPS sites distributed globally and regionally, international collaborations such as the International GNSS service (IGS) [Beutler et al., 1994a]. GPS is now routinely used for studying a wide range of surface deformation processes such as plate motions [e.g., Kreemer et al., 2003; Prawirodirdjo and Bock, 2004], interseismic strain accumulation [e.g., Ruegg et al., 2009; Prawirodirdjo et al., 2010], earthquake deformation [e.g., Reilinger et al., 2000; Hudnut et al., 2002], dynamic ground motions [e.g., Larson et al., 2003; Bock et al., 2004], slow slip events in subduction zones [e.g., Dragert et al., 2001; Miller et al., 2002; Ozawa et al., 2002], volcano deformation [e.g., Cervelli et al., 2002; Chang et al., 2007; Freymueller and Kaufman, 2010], hydrologic deformation [e.g., King et al., 2007; Tregoning et al., 2009].

With the positions of the satellites (e.g., from broadcast ephemeris or from more precise IGS orbits for geodetic applications), one can obtain the receiver position estimates from the pseudoranges or the carrier phase or both. The satellites transmit two codes (C/A code and P code) that modulate two carriers at frequencies 1575.42 MHz (L1) and 1227.60 MHz (L2) and L5 on some newer satellites. Pseudoranges can be obtained from measuring time differences between transmission and reception of the time-tagged signal. The term “pseudo” is used because of the satellite and receiver clock errors. Precise positioning can be done with the phase differences between the incoming carrier and a receiver-generated carrier. The phase measurements are more precise (millimeter level) than the coded pseudorange measurements (meter level). Details of
GPS principles can be found in books [e.g., Parkinson and Spilker, 1996; Hofmann-Wellenhof et al., 2001; Leick, 2004].

High-precision geodetic GPS has been accomplished by the improvements of the system hardware and software. The main features of the high-precision GPS are:

1. The current GPS constellation (31 active satellites in December 2010) ensures at least four or more satellites in view with good sky coverage and guarantees measurement anytime at all weather conditions and anywhere on surface or near surface, provided that there is no obstruction along the signal path.

2. Geodetic GPS receivers acquire dual-frequency (L1 and L2) carrier phase data. The frequency-dependent ionospheric delay errors can be largely eliminated by combining dual frequency data [e.g., Bock et al., 1986; Dong and Bock, 1989].

3. Antennas are designed to suppress signal multipath (i.e., the interference between the direct and the reflected signal). Choke ring antennas (covered by radome) are often used for geodetic applications.

4. Since the broadcast ephemeris is not precise enough for geodetic purposes, IGS provides precise GPS satellite orbits with the accuracy of ~ 2.5 cm. Details can be found at http://igscb.jpl.nasa.gov/index.html.

5. Double differencing (DD) and precise point positioning (PPP) are commonly used techniques for GPS data analysis. The DD eliminates satellite-specific errors by differencing data between receivers, and receiver-specific errors by differencing data between satellites [e.g., Bock et al., 1986; Schaffrin and Bock, 1988]. Given precise orbits and clocks determined from a global network (e.g., IGS), the PPP estimates receiver-
specific parameters of individual sites and produces results similar in precision to the simultaneous analysis of all data [Zumberge et al., 1997].

(6) Various types of errors can be modeled with additional parameters in GPS geodetic inversions. The models, mostly originated from earlier techniques such as very long baseline interferometry (VLBI) and satellite laser ranging (SLR), include GPS satellite orbits [e.g., Beutler et al., 1994b; Springer et al., 1999a], the satellite yaw attitude [e.g., Bar-Sever, 1996], solar radiation pressure forcing on the satellite [e.g., Fliegel et al., 1992; Springer et al., 1999b], higher-order ionospheric effect [e.g., Bassiri and Hajj, 1993; Fritsche et al., 2005; Hernandez-Pajares et al., 2007; Hoque and Jakowski, 2008; Petrie et al., 2010], atmospheric delays [e.g., Niell, 1996; Chen and Herring, 1997; Boehm et al., 2006b; Boehm et al., 2006a; Tregoning and Herring, 2006], Earth rotation variations [e.g., Yoder et al., 1981; Barnes et al., 1983; Lindqwister et al., 1992; Herring and Dong, 1994; Matheus et al., 2002; Gross et al., 2003], solid Earth and ocean tide loading [e.g., Scherneck, 1991; Watson et al., 2006], atmospheric pressure loading [e.g., van Dam et al., 1994; Tregoning and van Dam, 2005], antenna phase center variations [e.g., Wu et al., 1993; Schmid and Rothacher, 2003; Schmid et al., 2007], multipath [e.g., Elosequi et al., 1995; Park et al., 2004]. Model parameters that cannot be predicted accurately must be estimated from GPS (and other space-geodetic) data.

(7) High-precision geodetic software packages estimate model parameters (e.g., receiver coordinates, satellite orbits, tropospheric bias, receiver clock bias, earth orientation parameters, reference frame transformation parameters, etc.), edit data (e.g., cycle slips and outliers in the carrier phase observables) [Blewitt, 1990], and resolve integer ambiguity in the initial phase measurements (i.e., unknown initial number of
wavelengths) [Blewitt, 1989; Dong and Bock, 1989]. Three software packages are widely used for geophysical research purposes: BERNESE by Astronomical Institute, University of Bern, Switzerland [Beutler et al., 2007]; GAMIT/GLOBK by Massachusetts Institute of Technology, USA [Herring et al., 2009]; GIPSY/OASIS II by Jet Propulsion Laboratory, USA [Webb and Zumberge, 1997]. These packages are, to a large degree, automated so that even non-expert users can easily process GPS data.

(8) GPS modernization (e.g., new civilian signals L2C and L5 at 1176.45 MHz and planned launches of Block IIF and Block IIIA satellites) will further improve the precision and accuracy of 3-dimensional positioning.

In addition to the capability of high-precision long-term stable 3-dimensional positioning, GPS has replaced other geodetic techniques because GPS receivers and antennas are inexpensive, portable and do not require visibility between sites. Prior to the advent of GPS, VLBI and SLR were used to make deformation measurements for baselines greater than 100 km [Herring, 1999]. Both techniques have high precision but they require large facilities and have high costs so that the number of sites around the world is limited. For shorter baselines, conventional surveying methods (i.e., trilateration, triangulation, and spirit leveling) can be used but they require visibility between sites and suffer from atmospheric refraction errors. GPS can also be complementary to strainmeters that provide better sensitivity to strain but poor stability and poor spatial coverage, and Interferometric Synthetic Aperture Radar (InSAR) that provides extensive spatial coverage but poor temporal resolution.
As the price of GPS receivers has decreased, GPS stations can be deployed with modest budgets, and continuously operating GPS networks established. The IGS network is a global network with over 400 GPS stations (Figure 1-1). The IGS network is used in geophysical studies such as the International Terrestrial Reference Frame (ITRF) [Altamimi et al., 2007], Earth rotation variations, satellite orbit determination, atmosphere monitoring, changes in sea level and ice sheets, global plate motion (Figure 1-1), etc. A number of GPS stations are also installed around active deformation regions. Examples of such regional networks having over 1000 GPS stations are the Plate Boundary Observatory (PBO) in western US (Figure 1-2) and the GPS Earth Observatory Network (GEONET) in Japan (Figure 1-3). The regional GPS networks provide dense spatial and temporal sampling of the surface deformation field and allow continuous monitoring of a wide range of deformation processes with better precision and accuracy than was
previously possible by campaign-style GPS field works. Figure 1-4 shows a typical PBO station with a deep drilled braced monument, which is designed to support long-term stability of the monument.

![Figure 1-2. Horizontal velocities measured at the stations (green triangles) in the Plate Boundary Observatory (PBO) GPS network. The stations with open triangles were not used in the velocity calculation. The velocities are relative to the Stable North America Reference Frame (SNARF; for details, see the SNARF working group webpage at http://www.unavco.org/research_science/workinggroups_projects/snarf/snarf.htm). The velocity field shows north-west motion in California due to the relative motion between the North America plate and the Pacific plate and northeast motion in Cascadia due to the subduction coupling of the Juan de Fuca, Explorer and Gorda plates with the North American Plate. The motions of Alaskan sites (inset plot) is largely due to the subduction of the Pacific plate and clockwise rotating Bering plate [Cross and Freymueller, 2008]. The GPS data obtained from the labeled stations and stations in the Akutan area will be given in the later figures.](image)
Figure 1-3. Horizontal velocities of the stations in the GPS Earth Observatory Network (GEONET) in Japan. The velocities are relative to the stable part of the Eurasian plate. Northwestward motion is primarily due to the subduction of the Philippine Sea plate and the Pacific plate beneath the Japanese Islands. The southwester Japan including Ryukyu island arc shows trench-ward motion maybe due to back-arc spreading associated with weak or no subduction coupling. Figure from Sagiya [2004].
Figure 1-4. Photo of the PBO station CAND installed at Parkfield, California, in May 1999 as part of the Southern California Integrated GPS Network (SCIIGN) for monitoring strain accumulation across the San Andreas Fault and deformation associated with Parkfield earthquakes. The antenna with radome (left front) is mounted on the deep drilled braced monument that consists of 5 legs (one is a vertical leg braced the others) placed into drilled holes (~10 m below the surface) and welded together. The shed houses GPS and telemetry equipment (right back). The solar panel for power supply is shown on the roof of the shed and antennas for telemetry next to the shed. Photo from http://pboweb.unavco.org/shared/scripts/stations/?checkkey=CAND

1.3 GPS position time series

A GPS station in a continuous network measures surface motion and produces a time series of position changes in each coordinate direction (often north, east and up) relative to a reference frame. The temporal resolution is often one day, but higher sampling rates can also be obtained [e.g., Larson et al., 2003; Bock et al., 2004; Langbein and Bock, 2004; Larson et al., 2007]. With rough repeatability at the level of 1 mm horizontal and 3 mm vertical, daily GPS position time series show various types of signals driven
tectonically or non-tectonically, as well as noise correlated in both space and time. The high precision and dense sampling enable the GPS position time series to be an important and primary resource for monitoring and modeling temporal and spatial variations of station positions in all phases of seismic, volcanic and hydrologic cycles. In this section, we show several types of signals frequently appeared in daily GPS time series and noise characteristics of GPS time series and discuss issues related to transient signal detection.

1.3.1 Signals in GPS position time series

Daily GPS position time series typically show secular velocities, repeating signals (often seasonal), offsets, outliers and data gaps (Figure 1-5). The secular velocities, particularly in horizontal components, are mostly due to tectonic plate motion and strain accumulation at the plate boundary (Figure 1-2). The estimates of linear rates can be biased if other types of signals are not accounted for [Blewitt and Lavallee, 2002; Williams, 2003b; a]. Repeating signals often have seasonal periods (i.e., annual and semiannual). The sources of the seasonal variations may include surface mass redistributions (e.g., ocean tide loading, atmospheric loading, non-tidal oceanic mass, groundwater loading, etc.), errors in models (e.g., satellite orbital models, atmospheric models, phase center variation models, etc.), bedrock thermal expansion, thermal noise of the antenna, multipath, snow cover on the antenna, etc. [Dong et al., 2002]. There exist aliasing effects; short-period (diurnal and semi-diurnal) signals can alias into signals with seasonal periods [Penna and Stewart, 2003; Stewart et al., 2005; Penna et al., 2007]. It is unlikely that these signals can be accurately represented by perfect sinusoids with constant amplitude [Bennett, 2008]. GPS time series often have offsets due to changes of
equipment (e.g., receiver, antenna, monument, or radome; see Figure 1-5c), changes in processing strategy (e.g., models, elevation cutoff angle, reference frame, etc.), and earthquakes (see Figure 1-6a) [Williams, 2003a].

Figure 1-5. Daily GPS position time series (blue dots) with 1-sigma uncertainties or formal errors (gray error bars) measured at the stations (a) WOMT, (b) IID2, (c) RAMT, and (d) MINE (see Figure 1-2 for the site locations). As shown by the line fits, the most dominant signal is the secular velocity due to the North America plate motion particularly in horizontal components. The causes of the vertical velocities are less obvious. In addition, the time series often show repeating signals in (b), offsets indicated by red arrows in (c) and outliers and data gaps in (d). The offset in (e) was caused by antenna change. The uncertainties of the velocity estimates were computed assuming white noise.
Figure 1-6. Daily GPS position time series (blue dots) with 1-sigma uncertainties (gray error bars) measured at the stations (a) CAND, (b) WLWY, (c) CVHS, and (d) SC02 (see Figure 1-2 for the site locations). The time series show well-known tectonic signals: (a) coseismic and postseismic deformation following the 2004 Mw 6.0 Parkfield, California, earthquake, dominant in horizontal components, (b) magmatic deformation (e.g., massive uplift of ~45 mm/year) at Yellowstone caldera, (c) hydrologic deformation in the San Gabriel valley, California, aquifer system due to heavy rainfall in winter 2004-2005 originally reported by King et al. [2007], and (d) episodic slow slip events within the Cascadia subduction zone, dominantly in east component, at about 14-month period.

In addition to the normally appearing signals, GPS time series may also contain transient signals from various tectonic sources. Figure 1-6 shows four examples of transient signals: (a) coseismic and postseismic deformation following the Parkfield earthquake [e.g., Freed, 2007; Savage and Langbein, 2008], (b) magmatic uplift at Yellowstone caldera, Wyoming [e.g., Wicks et al., 2006; Chang et al., 2007], (c) hydrologic deformation in the San Gabriel valley, California [King et al., 2007], and (d)
the slow slip events within the Cascadia subduction zone, Washington [e.g., Dragert et al., 2001; Miller et al., 2002; Szeliga et al., 2008]. These tectonic signals have also been recorded at multiple sites distributed in the region (see Figure 1-14 and Figure 1-15). Those signals are easy to detect from the time series because of their large magnitudes (i.e., high SNR).

When GPS time series are detrended, that is, the estimates of steady motions (e.g., secular velocities and annual and semiannual signals) are removed, the residual time series may reveal transient signals not apparent in the raw time series. Figure 1-7 shows changes in the rate of uplift of WLWY at Yellowstone caldera and the horizontal deformation associated with the vertical signal of CVHS at San Gabriel valley aquifer. These features are not easily identified in the raw time series (Figure 1-6b and c). In other words, removing steady signals is critical for the detection of small transient signals.

![Figure 1-7](image_url)

**Figure 1-7.** Residual time series (blue dots) of the stations (a) WLWY and (b) CVHS (see Figure 1-2 for the site locations and Figure 1-6 for the daily GPS position time series). The residual time series were obtained by removing the estimates of secular velocities and annual and semiannual sinusoids from the daily time series. Also shown are 30-day averages (red squares) with 1-sigma uncertainties (black error bars). The residual time series show features of position changes that are not clear from the daily time series; the rate of uplift at WLWY has decreased since 2009 and the horizontal components of CVHS also contain the hydrologic signal associated with the vertical.
GPS time series can also be affected by non-tectonic signals. For example, Figure 1-8 shows (a) the effects of antenna malfunction, (b) changes in vegetation near the antenna, (c) snow cover on the antenna in winter season, and (d) possible water vapor effect in summer season. These signals are mostly seasonal. Figure 1-9 shows three photos of the growth of a tree near the station CHMS (Figure 1-8b). The antenna malfunction and tree effects can be removed by changing antennas and trimming nearby trees, respectively. The snow effects often appear at high-latitude (e.g., Alaskan sites) and high-altitude sites (e.g., those on top of mountains).

**Figure 1-8.** Daily GPS position time series (blue dots) with 1-sigma uncertainties (gray error bars) measured at the stations (a) LTUT, (b) CHMS with secular velocities removed, (c) P693, and (d) P004 (see Figure 1-2 for the site locations). The time series show non-tectonic (mostly seasonal) signals: (a) antenna malfunction, (b) effect of a tree growing near the antenna, (c) snow cover on the antenna in winter season, and (d) possible water vapor effect in summer season. After changing antenna of LTUT, the massive repeating signal in north component disappeared. The repeating and growing signal at CHMS is correlated with seasonal cycle and the growth of the tree (see Figure 1-9). The station P693 is located at Mount St. Helens at an altitude of ~2100 meters.
Figure 1-9. Photos of the station CHMS. As shown in Figure 1-8b, the measurements at this site are affected by the seasonal cycle and the growth of a nearby tree. Photo from http://pboweb.unavco.org/shared/scripts/stations/?checkkey=CHMS&sec=photos&activity=maintenance

1.3.2 Noise in GPS position time series

Noise in GPS position time series is correlated in time [e.g., Zhang et al., 1997; Mao et al., 1999; Williams et al., 2004; Langbein, 2008] and space [e.g., Wdowinski et al., 1997; Dong et al., 2006] rather than simply independent observations. If correlated noise is neglected in the least squares estimation of site velocity (i.e., only with white noise assumed), the velocity uncertainties are unrealistically small [Johnson and Agnew, 1995; Williams, 2003b]. For transient signal detection, small transient signals cannot be simply discriminated from correlated noise. For example, Figure 1-10a shows a small curvature in the east component of the station WOMT. The curvature represents the temporal pattern of the postseismic relaxation observed in the far field because the station WOMT is located at ~86 km northwest of the epicenter of the Landers earthquake [e.g., Bock et
al., 1993] and ~60 km west of the epicenter of the Hector Mine earthquake [e.g., Hudnut et al., 2002]. Only through the proximity of the site to these earthquakes and much larger signals at sites nearer the epicenters is it possible to recognize this as a transient because of small amplitude and temporal correlation in GPS time series. Figure 1-10b shows two distinct position changes at the station IID2: ~6 mm in north during 2009 and ~4 mm in east during 2008. However, we do not have information yet to determine if those signals are transient signals or correlated noise. For the proper interpretation of the estimated site velocities and/or detected transient signals, it is critical to understand the stochastic nature of GPS position time series.

![Figure 1-10](image)

**Figure 1-10.** Residual time series (blue dots) of the stations (a) WOMT and (b) IID2 (see Figure 1-2 for the site locations and Figure 1-5 for the daily GPS position time series). Also shown are 30-day averages (red squares) with 1-sigma uncertainties (black error bars). The residual time series show temporal correlation rather than white noise. (a) The east component of WOMT exhibits a long-term curvature that possibly results from the postseismic deformation following the 1992 Mw 7.3 Landers earthquake and the 1999 Mw 7.1 Hector Mine earthquake. The station WOMT is one of Mojave Desert sites ~86 km northwest of the Landers epicenter and ~60 km west of the Hector Mine epicenter. (b) The horizontal components of IID2 show two distinct position changes compared to the background temporal correlation: ~6 mm in the north component during 2009 and ~4 mm in the east component during 2008. The vertical component does not show any distinct position changes. The two position changes seem to be never or weakly related because of non-overlapped duration. To determine if the two position changes are coherent transient signals, other sites around this site are required to examine.
Although sources of correlated noise and their contribution to daily position data have not been clearly understood, a variety of sources can corrupt the data with different spatial and temporal scales. Possible sources can be grouped into those that are common to sites in a network and those that are site-specific. The former includes satellite orbit errors, reference frame errors (e.g., Earth orientation) and atmospheric delay errors [Wdowinski et al., 1997; Williams et al., 2004; Dong et al., 2006], and these errors are responsible for spatially correlated noise over the network. Site-specific errors includes errors correlated with observation geometry between a receiver and satellites (e.g., satellite sky coverage and track orientation), multipath, antenna phase center variations, and instability of geodetic monuments. The constellation geometry can produce different noise levels among the three components (i.e., highest level in vertical components and lowest level in north components [e.g., Mao et al., 1999]). Random motion of geodetic monuments has been identified as a random-walk process (see below) from other geodetic measurements (e.g., strainmeter data [Wyatt, 1982; Wyatt, 1989], and two-color electronic distance measurement (EDM) data [Langbein and Johnson, 1997; Langbein, 2004]), complicating the detection of tectonic transient signals.

As with many physical phenomena, noise in geodetic data has been modeled in the frequency domain as a power law process with power spectral density (PSD) of the form $f^{-\kappa}$ where $f$ is frequency and $\kappa$ is the spectral index [Mandelbrot and Van Ness, 1968; Mandelbrot, 1983]. For large $\kappa$, the process becomes smoother and has more power at lower frequencies [Zhang et al., 1997]. Geophysical phenomena often approximate processes with $1 < \kappa < 3$ [Agnew, 1992] termed "fractal random walk" including classical Brownian motion ("random walk") with $\kappa = 2$. These processes are
nonstationary. Stationary processes have $-1 < \kappa < 1$ termed “fractal white noise” including classical white noise with $\kappa = 0$ (i.e., flat spectrum independent of frequency). Processes with $\kappa = 1$, called flicker noise, are commonly observed in various dynamical processes such as sunspot variability, the wobble of the Earth about its axis, undersea currents, and uncertainties in time measured by atomic clocks [Williams et al., 2004].

Noise in GPS time series has been estimated by several approaches such as autocorrelation analysis, spectral analysis, and maximum likelihood estimation (MLE) [e.g., Zhang et al., 1997; Mao et al., 1999; Williams et al., 2004; Langbein, 2008]. For example, Williams et al. [2004] found in global solutions by MLE analysis that white plus flicker noise can best describe the noise characteristics. In regional solutions, the spectral index is more varied than in the global solutions, possibly reflecting a mixture of local effects (e.g., differences in atmospheric effects from region to region, different types of geodetic monuments, and other local conditions). Furthermore, there are differences in noise content between different analysis centers and different analysis strategies. Langbein [2008] found, from 236 GPS sites with data range between 3.5 and 10 years measured in Southern California and Southern Nevada, that either flicker or random-walk noise can describe about half of the variance of the time series. However, there is no dominant noise model (see Table 1-1); the remaining time series can be best categorized as either a combination of flicker and random-walk; power law noise; first-order Gauss-Markov plus random-walk noise; or power law plus broadband, seasonal noise. From all of the time series examined, Langbein [2008] provided nominal amplitudes of flicker and random-walk noise (see Table 1-2) for direct use of the noise models without intensive estimation of model parameters.
### Table 1-1. Best noise model for SCIGN and SBAR Data

<table>
<thead>
<tr>
<th>Noise model</th>
<th>Percentage of All Sites</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>North</td>
</tr>
<tr>
<td>FL</td>
<td>32</td>
</tr>
<tr>
<td>RW</td>
<td>21</td>
</tr>
<tr>
<td>PL</td>
<td>11</td>
</tr>
<tr>
<td>FLRW</td>
<td>20</td>
</tr>
<tr>
<td>FOGMRW</td>
<td>8</td>
</tr>
<tr>
<td>BPPL</td>
<td>8</td>
</tr>
</tbody>
</table>

*aTable from Langbein [2008]; SCIGN: Southern California Integrated GPS Network; SBAR: Southern part of the Basin and Range Geodetic Network

**FL**: flicker noise, **RW**: random-walk noise, **PL**: power law noise, **FLRW**: a combination of flicker and random-walk noise, **FOGMRW**: a combination of first-order Gauss-Markov plus random-walk noise, and **BPPL**: a combination of band-pass filtered and power law noise

### Table 1-2. Nominal values for flicker and random-walk model of noise

<table>
<thead>
<tr>
<th>Component</th>
<th>Parameter</th>
<th>Units</th>
<th>Median</th>
<th>Inter-Quartile Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>White noise</td>
<td>mm</td>
<td>0.55</td>
<td>0.44 0.76</td>
</tr>
<tr>
<td></td>
<td>Flicker noise</td>
<td>mm/a^{0.25}</td>
<td>0.9</td>
<td>0.4 1.6</td>
</tr>
<tr>
<td></td>
<td>Random-walk noise</td>
<td>mm/a^{0.5}</td>
<td>0.5</td>
<td>0.0 1.4</td>
</tr>
<tr>
<td></td>
<td>White noise</td>
<td>mm</td>
<td>0.67</td>
<td>0.55 0.86</td>
</tr>
<tr>
<td>East</td>
<td>Flicker noise</td>
<td>mm/a^{0.25}</td>
<td>0.9</td>
<td>0.3 1.6</td>
</tr>
<tr>
<td></td>
<td>Random-walk noise</td>
<td>mm/a^{0.5}</td>
<td>0.7</td>
<td>0.0 1.4</td>
</tr>
<tr>
<td></td>
<td>White noise</td>
<td>mm</td>
<td>2.35</td>
<td>2.02 2.90</td>
</tr>
<tr>
<td>Up</td>
<td>Flicker noise</td>
<td>mm/a^{0.25}</td>
<td>3.6</td>
<td>2.3 5.9</td>
</tr>
<tr>
<td></td>
<td>Random-walk noise</td>
<td>mm/a^{0.5}</td>
<td>1.5</td>
<td>0.0 2.9</td>
</tr>
</tbody>
</table>

*aTable from Langbein [2008]*
Motion of geodetic monuments with respect to the deeper crust has been described by a random-walk process [Johnson and Agnew, 1995]. The monument instability can be caused by processes such as precipitation loading, tidal strains, and weathering effects on rock and soil [Johnson and Agnew, 1995; Langbein and Johnson, 1997]. To reduce the monument motion or mitigate the weathering effect on surface, monuments are deeply (~10 m) anchored, laterally braced, and isolated from the surface [Wyatt, 1989]. The deep drilled braced monuments are found to be more stable than other types of monuments [Williams et al., 2004] so that they have been used for continuous GPS networks such as the Southern California Integrated GPS Network (SCIGN) and PBO (see Figures 1-4 and 1-9). Langbein [2008] argued that the major factor of the monument stability is the location of the GPS site; sites located in the dry deserts (e.g., Basin and Range, Nevada) with low erosion rates and low humidity will perform better than those located near areas of active groundwater or oil pumping (e.g., Los Angeles basin, California).

Analyses of GPS data yield uncertainties of the position estimates (gray error bars in Figure 1-5). These are often called “formal errors” that are normally calculated from noise in the phase data sampled at a given rate assuming white noise in the phase measurements. In GPS time series analysis, formal errors are often used to represent approximate white noise contribution to the variation of the position. However, temporal correlation in the phase data raises the scale issue in formal errors, depending on statistics and sampling rate used in the GPS geodetic inversion. We re-estimate formal errors to represent white noise in GPS time series in Appendices A and H with different approaches.
Spatially correlated noise is often referred to as “common mode error” (CME) because multiple sites in a regional network exhibit similar temporal patterns (Figure 1-11). The spatial correlation could be due to orbital, reference frame and large-scale atmospheric errors [Wdowinski et al., 1997; Williams et al., 2004; Dong et al., 2006] that commonly affect the sites in a network. The definition of CME is still an open question in terms of its spatial extent. Figure 1-12 shows correlation between residual time series from two global solutions as a function of station separation. The correlation gradually decreases from about 0.8 at around 0.1° (10 km) to 0.5 at around 10° (1000 km) and drops sharply to zero at around 40°. Depending on the size of the network, the CME may or may not be considered as uniform.

The CME can be mitigated by several approaches. Assuming spatial uniformity of the CME, the regional filtering proposed by Wdowinski et al. [1997] estimates the CME by computing a (weighted) mean from the position residuals of selected reference sites for each coordinate and at each epoch. A spatiotemporal filtering approach, PCA and Karhunen-Loeve expansion proposed by Dong et al. [2006], estimates the CME allowing for non-uniform spatial distribution (Figure 1-11). Although not being appropriate for larger networks (e.g., the entire PBO network), the spatial uniformity of the CME works well for regional networks such as the Southern California Integrated GPS Network (SCIGN) [Dong et al., 2006], implying that the network size is smaller than the CME wavelength. Another approach to the reduction of the CME is a reference frame transformation (i.e., daily Helmert transformation) to a regional reference frame defined by the positions and velocities of a set of stable sites selected for the transformation (see Chapter 3).
Figure 1-11. Temporal pattern (top) and spatial distribution (bottom) of spatially correlated noise contained in the measurements from the Southern California Integrated GPS Network (SCIGN) for the period 2000 to 2004. The spatiotemporal pattern was obtained by principal component analysis of the residual time series. The vertical arrows indicate the scaled amplitude of the temporal pattern in each component at each site. The scale is shown lower left of the figure. The temporal patterns are correlated in time. The amplitude distribution looks uniform in space, which may indicate that the SCIGN network is smaller than the CME wavelength. Figures from Dong et al. [2006].
1.3.3 Spatial coherence of transient signals

Transient tectonic signals can often be discriminated from temporally correlated noise or non-tectonic signals because tectonic signals often occur coherently in space. Here spatial coherence means that multiple sites experience a temporal pattern simultaneously (see Figure 1-13). Spatial coherence can help determine if a temporal pattern is a tectonic transient signal. For example, the long-term curvature shown in Figure 1-10a was determined as a temporal pattern due to postseismic relaxation because it was recorded in multiple sites, with similar pattern but different amplitudes, in the Mojave Desert and in Nevada [Freed et al., 2007] (see Figure 1-13a).
Figure 1-13. Spatial distribution of transient signals: (a) large spatial scale postseismic deformation following the 1999 Hector Mine earthquake, (b) postseismic deformation following the 2004 Parkfield earthquake, (c) hydrologic deformation in the San Gabriel valley, and (d) magmatic deformation at Yellowstone caldera. The spatial patterns are systematic and coherent. The earthquake-related deformation patterns are strike-slip due to (a) deep mantle flow and (b) afterslip. The fluid-related deformation patterns (with color fringes from InSAR measurements) indicate inflations due to (c) recharging of aquifers after heavy rainfall in winter 2004–2005 and (d) magma intrusion beneath the caldera. The raw time series and residuals of the four stations in the box can be found in Figures 1-5, 1-6, 1-7 and 1-10. Figures from (a) Freed et al. [2007], (b) Freed [2007], (c) King et al. [2007], and (d) Chang et al. [2007].
Transient signal detection is difficult with a single station. As an example, Figure 1-10b shows that the station IID2 exhibits two distinct position changes in the residual time series: \(~6\) mm in the north component during 2009 and \(~4\) mm in the east component during 2008. The residual time series of P500 and P509, the two closest stations to IID2, do not clearly reveal the corresponding position changes (Figure 1-14a and b). Furthermore, the differences of the residuals between P500 and IID2, between P509 and IID2, and between P500 and P509 confirm that the two position changes are specific at IID2 (Figure 1-14c~e). If the position changes are driven tectonically, the spatial extent of the coherent signal would be smaller than the shortest separation (\(~25\) km between P500 and IID2) or IID2 is located near the boundary of the deformed area (this cannot be tested because IID2 is located at the edge of the PBO array (see Figure 1-2)). Other types of measurements, if available, would be useful for signal identification.

It is interesting to see that the nearby stations P500 and P509 show similar residual patterns in north and vertical components (Figure 1-14a and b). One might regard the patterns as coherent tectonic signals because two sites are only \(~22\) km apart and experience the patterns at the same time. However, such a quick decision could be wrong because of spatially correlated noise driven non-tectonically.
Figure 1-14. Residual time series of the stations (a) P500 and (b) P509 and differences of the residual time series (c) between P500 and IID2, (d) between P509 and IID2, and (e) between P500 and P509. Also shown are 30-day averages (red squares) with 1-sigma uncertainties (black error bars). The stations P500 and P509, the two closest stations to the station IID2, are located ~25 km west and ~32 km northwest of the station IID2, respectively. The residual time series do not clearly show the position changes associated with the two distinct position changes shown in Figure 1-10b. The differences between IID2 and the nearby stations show that the identified position changes were not cancelled so that they are specific at the station IID2, while the differences between P500 and P509 do not exhibit the position changes associated with those of IID2. Note that the stations P500 and P509 (~22 km apart along the north-south direction approximately) exhibit similar residual patterns particularly in north and vertical components. It is also not easy to determine if the temporal patterns are related to a coherent tectonic deformation or spatially correlated noise.
1.4 Transient signal detection

GPS time series provide various kinds of transient signals driven tectonically or non-tectonically and also contain noise that can be correlated in space and time. Among various signals, tectonically-driven transient signals are of interest for crustal deformation studies. In this section, we discuss why transient signal detection is not easy, how a transient signal is defined, and how a transient signal can be detected.

Transient signal detection is challenging for a number of reasons. Firstly, the signals are often weak and part of the algorithm development here is to obtain reliable detections of the smallest signals. Large signals such as those due to big earthquakes can be easily detected directly from actual data, but weaker signals may go unnoticed. For example, Figure 1-15 shows a set of (detrended) time series from the area of Akutan Island, Alaska. As shown in Chapter 3, the data set actually contains a transient signal whose maximum horizontal displacement is ~9 mm which developed over a period of ~6 months, but the signal is not apparent in the time series. Secondly, GPS time series contain correlated noise. When the SNR is low, one could incorrectly identify such correlated noise as a transient signal. The Akutan data set also suffers from the correlated noise (Figure 1-15). Thirdly, models for transient signals are not generally available. Parametric estimation can often be too restrictive (i.e., the form of the transient signal must be assumed). Fourthly, GPS measurements suffer from outliers and missing data. Lastly, large GPS networks make it time-consuming to visually inspect all GPS time series. For these reasons, a desirable detection algorithm improves the SNR, accounts for space-time correlation structure, allows nonparametric and/or stochastic approaches, and is reliable and efficient.
Figure 1-15. Residual time series (dots) of 13 stations in the area of Akutan Island, Alaska (see Figure 1-2 for the location of Akutan Island). Vertical axis indicates station IDs with scales in upper left for each component and horizontal axis denotes time in year since 2000. Formal uncertainties are not shown for clarity. A common noisy pattern can be seen in north component around late 2008, suggesting spatially correlated noise. When viewing page edge-on, more common patterns can be found in each component. These time series actually contain the transient signal we discuss in Chapter 3, but spatial and temporal extent of the signal cannot be easily identified from the time series because of low signal-to-noise ratio and correlated noise in space and time.
A transient signal we want to detect is defined by the following characteristics. Firstly, the temporal pattern is different from steady motions (e.g., secular velocities and periodic signals) making it a "transient" signal. However, the term "steady" depends on a given data span. If the Yellowstone data are given only for 2009, the uplift can be removed as a steady motion (see Figure 1-7a). Secondly, the temporal pattern is also different from an assumed stochastic noise model. In this study, a first-order Gauss-Markov (FOGM) process is selected to describe the temporal correlation because it can be easily implemented in Kalman filters and because when multiple processes are added the spectrum of the resulting power can mimic the spectrums of many other noise models (but not all) [Langbein, 2008] (see Appendix A for more details). Thirdly, a transient signal is coherent in space (see Figure 1-13), which can distinguish tectonically-driven signals from non-tectonic ones. However, a problem may arise when a signal is not coherent, for example, slow slip events that are propagating in space and time (Figure 1-16). Finally, a transient signal is localized in space so that it can be distinguished from spatially correlated noise represented by the uniformly distributed CME (see Figure 1-11). However, the locality of transient signals and uniformity of the CME are network-dependent; a transient signal possibly extends over a small network and the CME is regarded as a function of the wavelengths of various systematic errors [Dong et al., 2006].

Note from Figure 1-10a that the postseismic deformation signal in the east component at WOMT is weak relative to random noise. The 30-day averages better represent the curvature pattern than the residual time series. Improving SNR by reducing the noise level (averaging in this case) is an important and primary process for detecting transient signals with noisy measurements.
Figure 1-16. Slow slip events measured at GPS sites in the Cascadia subduction zone. (a) Time series of the east component stacked in an increasing order of latitude in vertical. The vertical bars indicate slip events well recorded by GPS and confirmed by tremor (blue) and less than four stations and not confirmed by tremor (red). (b) Temporal evolution and spatial propagation of slow slip events. Most events last 3–4 weeks, propagate at average rates of 10–15 km/day both unidirectionally and bidirectionally as indicated by arrows. Typical durations are 3–4 weeks having the shortest of 1 week and the longest of 7 weeks. N. CA: northern California; SW BC: southwestern British Columbia. Figure from Szeliga et al. [2008].
As a transient signal detector, we propose a spatiotemporal filtering approach by combining state estimation in the Kalman filter formulations and principal component analysis (PCA). State estimation improves the SNR in the time domain by reducing the random noise level and PCA improves the SNR in the space domain by accounting for the spatial coherence of transient signals. The enhanced SNR allows us to detect transient signals that are not apparent in data.

A smoother reduces white noise, estimates a state vector and its uncertainty, and interpolates missing data. A state vector typically includes a secular rate, annual and semiannual sinusoids, offsets due to known receiver/antenna changes, transient signals if parameterization is possible, and a FOGM process. The FOGM process represents temporally correlated noise in the time series and, if any, unmodeled or mismodeled transient signals. Figure 1-17 shows state estimation results from the station CAND. The residuals and the FOGM estimates do not show any long-term curvature so that the log parameterization with 1-day decay time well represents postseismic deformation following the 2004 Parkfield earthquake. State estimation interpolates missing data whose uncertainties tend to be larger than those of nearby existing data (Figure 1-17c). The larger interpolation uncertainties allow us to assess the impact of interpolation on the signal detection by PCA.
Figure 1-17. State estimation results from the station CAND (see Figure 1-2 for the site locations and Figure 1-6 for the daily GPS position time series). (a) State estimates (black curve) of daily GPS time series (blue dots). The state vector includes an initial offset, a secular rate, annual and semiannual sinusoids, coseismic offsets and postseismic log parameterization with 1-day decay time associated with the 2004 Parkfield earthquake, and a first-order Gauss-Markov (FOGM) process. Missing data are interpolated (red dots). (b) Residuals after removing the state estimates. Residuals look white with the scatter decreasing in time. (c) Standard errors of the state estimates (blue dots). Results that have been interpolated due to missing data are enclosed by red circles. The interpolation uncertainties tend to be larger than those of nearby existing data. (d) FOGM estimates (red dots) and their uncertainties (blue error bars). The FOGM estimates represent remaining temporal correlation.
PCA decomposes the FOGM estimates and any modeled transient signals of interest into principal components (PCs) for the temporal variations and sample eigenvectors for the spatial distribution of the PCs. Coherent signals often, depending on the SNR, appear in a few higher-ranked PCs. The significance of the PCA results can be tested by chi-square statistics, lag differences (i.e., differences between points in a PC at a given time lag), and visual inspection if a signal is systematic, coherent, and localized.

To show how PCA is used for detecting a transient signal, a set of synthetic time series were generated by adding an arctangent signal at 10 out of 100 FOGM time series. The sample eigenvectors show no local group of significant elements and the PCs exhibit oscillations (Figure 1-18). Such oscillations whose frequencies increase with the ranking of PCs are due to temporal correlation in the time series projecting into the PCs. After removing the oscillations from the PCs, lag differences of the residual PCs show peaks for lags of 10 to 90 around time 200 ~ 400 (Figure 1-19). If we choose the data time interval between 200 and 400, a significant local group of the first sample eigenvector elements appears around index 15 and the first PC looks similar to the signal (Figure 1-20). One can further reduce the data dimension in space for further enhancing the SNR. Details can be found in Appendix D.
Figure 1-18. PCA results from synthetic data that were generated by adding a signal, \(1.2 \times \arctan[(t - t_0)/10]\) where time \(t_0\) is 300 (vertical lines), to 10 consecutive time series out of the 100 FOGM samples with uniformly distributed correlation times (1 ~2000 days) and variances (0 ~ 5 mm\(^2\)). The average FOGM sample variance is 0.75 ± 0.83 mm\(^2\) with minimum of 0.01 mm\(^2\) and maximum of 4.89 mm\(^2\). The signal power is 2.63 mm\(^2\) and the average noise variance of the 10 components is 1.53 ± 1.49 mm\(^2\); the signal is not apparent in the original data. Linear trends were removed before PCA. Data time series are shifted by 1 mm so that the vertical axis indicates amplitudes as well as data indices. All errors represent 1-sigma uncertainties. There is no significant eigenvector element (horizontal bars) with respect to 3-sigma uncertainty and sinusoidal functions (dashed curves) give a good fit to the PCs, suggesting that the PCs are mostly affected by time-correlated noise. Slight misfits between time 200 and 400 can be found, particularly in the second PC, but it is not clear at this stage if the misfits are driven by a signal. Analyses of this class of problem are given in Appendix D.
Figure 1-19. Lag (Δt) differences of the residual principal component (PC) from the sinusoidal fit to the first PC shown in Figure 1-18. The horizontal lines show the 3-sigma uncertainties of the lag differences obtained from the first-order Gauss-Markov variance estimates. For 10 ~ 90 lags, peaks larger than the threshold appear around time 200 ~ 400, which indicates that a transient event may exist for the time interval.
Figure 1-20. Same as in Figure 1-18 but, as identified by the lag differences in Figure 1-19, the time interval between 200 and 400 was selected for PCA. The first sample eigenvector shows a local group of significant elements around index 15 where the locality means the closeness of data indices in the one-dimensional case. The first principal component (PC) looks similar to the signal. The sinusoidal fit (dashed curve) is not good for the first PC ($\chi^2_{N-1} = 1.8$). The second PC seems to be driven by noise based on the random spatial pattern and a good sinusoidal fit ($\chi^2_{N-1} = 0.1$). The true signal is located at indices from 11 to 20. Index 14 of the first sample eigenvector is not significant. When PCA used data only with indices from 11 to 20, the index 14 became significant (see Appendix D). The curves without error bars are the PCs shown in Figure 1-18. Both PCs exhibit the signal (the sign of the second PC is flipped) so that the first PC is weaker than the first PC from data between 200 and 400.
1.5 Thesis outline

In Chapter 2, state estimation and PCA are applied to the synthetic data sets from the transient detection exercise, supported by the Southern California Earthquake Center (SCEC) since 2008 [Murray-Moraleda and Lohman, 2010]. In the exercise, participants have applied and tested their detection methodologies to synthetic GPS time series that, in some cases, contained signals due to transient fault slip but were contaminated with temporally and spatially correlated noise. Techniques developed by participants successfully identified large slip signals in the data, but they are still incapable of detecting more subtle signals. Further details on the exercise can be found at http://www.scec.org/research/projects/TransientDetection/. In the chapter, we discuss the detection capability of the method based on our results from the exercise.

In Chapter 3, the detection algorithm is applied to the PBO daily GPS position time series measured in Alaska. We have detected a transient signal that occurred during the first half of 2008 at Akutan volcano, ~1224 km southwest of Anchorage, in the Aleutian arc. The signal can be modeled as a volcanic inflation event. The signal cannot be easily identified in the original position time series (see Figure 1-15) because of the low SNR and highly correlated noise. We demonstrate that the state estimation and PCA is capable of enhancing the SNR of weak transient signals from a noisy and large data set. A short version of this chapter can be found in Ji and Herring [2011].

In Chapter 4, the detection algorithm is applied to the PBO daily GPS position data measured in the Washington State section of the Cascadia subduction zone. We have detected two previously unrecognized small slow slip events (SSEs) independently of tremor information. The spatial patterns of the small SSEs are similar to well-known
major SSEs (see Figure 1-16) but in a smaller area where tremors are also observed. The average displacements are less than 2 mm, which was thought below GPS resolution.

The remaining part of the thesis includes thesis conclusions and future work in Chapter 5 and Appendices: improving signal-to-noise ratio of GPS position time series by state estimation (Appendix A), state estimation: a filter/smooth approach (Appendix B), grid search for FOGM parameters (Appendix C), detecting transient signals using GPS measurements by PCA (Appendix D) which includes applications with real data in Los Angeles basin, California, formulations and properties of PCA (Appendix E), properties of sample eigenvalues and eigenvectors from independent Gaussian variables (Appendix F), issues related to Monte Carlo simulation for PCA statistics (Appendix G), and formal error scaling for realistic error statistics (Appendix H).
Chapter 2

Synthetic tests in the SCEC transient detection exercise

Abstract

This chapter discusses the strengths and weaknesses of the detection algorithm based on the results from the synthetic data sets used in the Southern California Earthquake Center (SCEC) transient detection exercise. The algorithm improves signal-to-noise ratios (SNR) by removing spatially correlated noise or common mode error (CME) by reference frame transformation, estimating temporally correlated noise by state estimation, and detecting spatially coherent transient signals by principal component analysis (PCA). Uncertainties of PCA results allow us to infer the significance of transient signals. However, the algorithm is not capable of detecting weak and complex signals such as those distributed broadly in space and time and those recorded by small number of stations. Large-scale signals are difficult to separate from CME in space and/or steady motions in time. Large numbers of stations, particularly in the near field, will increase possibility of detection even when a signal is weak. Multiple and/or propagating signals can be detected if SNR is high, but they appear in multiple principal components, making interpretation complicated. The more complex signals expected in the future phases of the SCEC exercise will allow us to evaluate and improve the detection capability of the algorithm.
2.1. Introduction

The Southern California Earthquake Center (SCEC; http://www.scec.org/) is a community of researchers at over 60 institutions worldwide, headquartered at the University of Southern California and funded by the National Science Foundation and the U.S. Geological Survey. SCEC has made efforts to understand earthquakes and mitigate earthquake risk in Southern California and elsewhere. The broad objective of SCEC’s Tectonic Geodesy disciplinary activities is to make a variety of geodetic data collected in Southern California available and to use the measurements for addressing problems on deformation processes affecting the region. One of the topics of interest for fulfilling the objective is to “develop a geodetic network processing system that will detect anomalous strain transients” [Murray-Moraleda and Lohman, 2010].

SCEC has supported an ongoing research project, SCEC transient detection exercise. As of January 2011, three phases of testing have been completed since 2009. All Phases used synthetic Global Positioning System (GPS) daily position time series and Phase III included a set of real GPS data measured in Southern California. In some cases, synthetic data contained signals due to transient fault slip but were contaminated with noise. Participants applied their detection methods to the test data sets and reported back on any transient signals they detected. Eleven groups participated in the recent Phase III exercise. The detection techniques generally fall into several categories such as principal component analysis (PCA), Kalman filtering, or strain rate mapping. Most algorithms, including ours, identified large signals but did not detect subtle and complex signals [Murray-Moraleda and Lohman, 2010]. Details are available at the detection exercise webpage (http://www.scec.org/research/projects/TransientDetection/).
In the SCEC exercise, researchers can evaluate and improve their own method because data characteristics are known ex post facto. In this chapter, we present our detection procedure and discuss related issues based on the test results. We will not consider Phase I results here because in this phase the signals are large and obvious even in the time series. Analyses of the test results have led to improvements in the detection method and we discuss reprocessed results here.

Figure 2-1. Total 492 GPS sites (triangles) in Southern California used in the SCEC detection exercise. The light black lines are faults from the SCEC Community Fault model version 3.0.5 and the thick black lines are borders between US states and between US and Mexico. Also shown are the 64 sites (red triangles) used as reference frame sites for stabilizing reference frame in Phase IIA Set 002307. The reference frame sites were selected as those having velocity uncertainty less than a given threshold and distributed, to some extent, uniformly over the network.
2.2. SCEC synthetic data sets

The synthetic data sets were generated by the FAKENET code [Agnew, 2009]. The code simulates real GPS position time series, including secular motion from the Scripps Orbit and Permanent Array Center (http://sopac.ucsd.edu/) velocities, missing data, random noise (i.e., white, random-walk, and flicker noise), common mode errors, seasonal noise with distance-dependent amplitude, and transient signals due to slip on faults from the SCEC Community Fault Model (http://structure.harvard.edu/cfm/). Transient signals may not be apparent in the time series depending on the assigned amplitudes of noise and signals.

Phase II consisted of three groups (labeled A, B and C), each of which has six data sets. Each data set contains synthetic daily position time series from 438 stations located in Southern California (latitude 31.0°N ~ 36.5°N and longitude 121.8°W ~ 114.0°W) and time interval between 1 January 2000 and 1 January 2009. The minimum and maximum sample sizes are 5 and 3242, respectively, and the average sample size is about 2042 ± 964. Missing data and maximum missing interval are, on average, ~11% and ~5%, respectively. Phase III had 7 data sets from 492 stations in the same region (Figure 2-1) and one year longer time span up to 1 January 2010. The minimum and maximum sample sizes are 5 and 3604, respectively, and the average sample size is about 2171 ± 1083. Missing data and maximum missing interval are, on average, ~11% and ~4%, respectively. One of the 7 data sets is a real one.

Most of the signal types are thrust and strike-slip faulting with or without propagation. Phase III data sets contain multiple signals which are more subtle and complex including large-scale flow and aquifer signal. Table 2-1 summarizes the
characteristics of signals with signal time interval and maximum horizontal and vertical displacements.

Table 2-1. Information of signals included in the test data sets

<table>
<thead>
<tr>
<th>Phase</th>
<th>Set</th>
<th>Signal (Detection)</th>
<th>Area</th>
<th>Duration (year)</th>
<th>Max. Disp. (mm)</th>
<th>Type</th>
<th># of Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>H</td>
<td>V</td>
<td></td>
</tr>
<tr>
<td>IIA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>001253</td>
<td>Y(N)</td>
<td>Oakridge</td>
<td>1.31</td>
<td>3.71</td>
<td>5.65</td>
<td>T, P</td>
<td></td>
</tr>
<tr>
<td>00227</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>002307</td>
<td>Y(N)</td>
<td>Temecula</td>
<td>6.63</td>
<td>4.62</td>
<td>1.85</td>
<td>S</td>
<td>1, 4, 5</td>
</tr>
<tr>
<td>003841</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>003923</td>
<td>Y(Y)</td>
<td>San Gabriel</td>
<td>3.61</td>
<td>98.09</td>
<td>148.77</td>
<td>T, P</td>
<td></td>
</tr>
<tr>
<td>010157</td>
<td>Y(Y)</td>
<td>Compton</td>
<td>2.27</td>
<td>20.64</td>
<td>18.10</td>
<td>T, P</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IIB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>003683</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>003756</td>
<td>Y(N)</td>
<td>San Joaquin</td>
<td>0.02</td>
<td>4.99</td>
<td>4.50</td>
<td>T</td>
<td>13</td>
</tr>
<tr>
<td>010016</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>010056</td>
<td>Y(Y)</td>
<td>Whittier</td>
<td>0.12</td>
<td>23.34</td>
<td>37.11</td>
<td>T</td>
<td>8, 18, 19</td>
</tr>
<tr>
<td>010731</td>
<td>Y(N)</td>
<td>San Gabriel</td>
<td>0.92</td>
<td>8.26</td>
<td>19.21</td>
<td>T, P</td>
<td></td>
</tr>
<tr>
<td>011017</td>
<td>Y(N)</td>
<td>Coachella</td>
<td>5.11</td>
<td>5.89</td>
<td>0.95</td>
<td>S, P</td>
<td></td>
</tr>
<tr>
<td>IIC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>000643</td>
<td>Y(Y)</td>
<td>Mill Creek</td>
<td>2.37</td>
<td>25.27</td>
<td>28.18</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>001213</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>001417</td>
<td>Y(N)</td>
<td>Anza</td>
<td>6.36</td>
<td>5.57</td>
<td>1.54</td>
<td>S, P</td>
<td></td>
</tr>
<tr>
<td>003717</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>004608</td>
<td>Y(Y)</td>
<td>Anza</td>
<td>4.53</td>
<td>9.07</td>
<td>1.53</td>
<td>S, P</td>
<td></td>
</tr>
<tr>
<td>010935</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Set A | Y(Y) | Santa Monica | 1.46 | 4.58 | 7.53 | T |
Set B | Y(Y) | Elsinore fault | 5.49 | 1.52 | 0.03 | S |
Set C | Y(N) | Large-scale flow | 8.71 | 7.86 | 0.04 | F |
Set D | Y(Y) | Garnet Hill | 1.32 | 10.22 | 18.99 | T, P |
Set E | Y(N) | San Bernardino | 0.41 | 4.97 | 5.13 | A |
Set F | Y(Y) | Santa Monica | 1.46 | 4.77 | 8.03 | T |
Set G | Y(N) | Elsinore fault | 0.11 | 1.53 | 0.04 | S |

Set A | Y(Y) | Elsinore fault | 5.49 | 1.52 | 0.03 | S |
Set B | Y(Y) | Elsinore fault | 0.11 | 1.53 | 0.04 | S |
Set C | Y(N) | San Andreas | 4.01 | 2.09 | 0.30 | S, P |
Set D | Y(Y) | San Andreas | 1.16 | 4.46 | 0.66 | S |
Set E | Y(Y) | Santa Monica | 0.16 | 9.84 | 15.11 | T |
Set F | Y(N) | Elsinore fault | 1.37 | 2.69 | 1.47 | S |
Set G | Y(N) | Elsinore fault | 6.20 | 6.46 | 11.18 | T |

Set A | Y(Y) | Elsinore fault | 4.44 | 2.17 | 0.05 | S |

aModified and extended from the table posted at http://scec.usc.edu/planning/Phase_II_true_signal_Groups_A,_B,_C
bY=Yes, N=No.
cThe signal duration is based on the fault slip used in the FAKENET code. Slip rates in most cases are not uniform over the duration. For example, the second signal in Set 010157 mostly occurred for first a few days, not for the whole duration of 4.01 years. The slip rate in the Set 002307 increases beginning in early 2002 and lasting for ~6.6 years.
dMax. Disp. means the maximum displacement. H = Horizontal, V = Vertical.
eT = Thrust, S = strike slip, P = Propagation, F = Flow, A = Aquifer inflation.
2.3 Detection procedure

The detection algorithm uses state estimation and PCA (see Appendices for technical details). State estimation improves the signal-to-noise ratio (SNR) in the time domain by reducing the random noise, while PCA improves the SNR in the space domain by accounting for the spatial coherence of transient signals. The output of state estimation is used as the input of PCA. In this section, we show the detection procedure with examples from the synthetic data sets.

We used the smoother approach to construct an estimator. The state vector included an initial offset, secular velocity, annual and semi-annual sinusoids and a first-order Gauss-Markov (FOGM) process. The FOGM process accounts for not only temporally correlated noise but also transient signals if any. The most time-consuming part of the analysis is the estimation of the FOGM parameters (i.e., correlation time and variance). We estimated the parameters by minimizing innovation-based cost functions obtained from Kalman filtering (see Appendix A). On a mid-speed PC, the estimation took about 4~5 hours per data set. Figure 2-2 shows an example of state estimation results. The FOGM estimates well represent the signal around 2004. The state estimates are tabulated in Table 2-2 except for the time-varying FOGM state estimates.
Figure 2-2. State estimation results from the north component of the station JPLM in Phase IIA Set 003923. (a) State estimates (black curve) of daily GPS time series (blue dots; not clearly seen from the figure). A large signal is shown around 2004. (b) Residuals after removing the state estimates. Residuals look white with standard error of $\sim 0.54$ mm. (c) Standard errors of the state estimates (blue dots). Values enclosed by red circles are those of missing data interpolation and they are larger than those of nearby existing data. (d) FOGM state estimates (red dots) with uncertainties (blue error bars). The FOGM estimates mainly represent the transient slip. The small oscillation is due to the leakage of the large signal power into the annual and semiannual sinusoids.

Figure 2-3. Same as Figure 2-2 but the time interval between 2003.496 and 2004.749 was not included in the FOGM parameter estimation. This reduces standard errors from $\sim 0.29$ mm to $\sim 0.15$ mm and also the uncertainties of FOGM state estimates from $\sim 8.45$ mm to $\sim 1.74$ mm on average. On the other hand, the root mean square error of the residuals slightly increases from 0.54 to 0.65 mm, which indicates more smooth state estimates due to smaller FOGM variance estimates. For the smoother to track the large slip, we increased the process variances in the time interval by a factor of three. As shown in (e), the standard errors in the time interval become somewhat larger. The small oscillation shown in Figure 2-2 has been mitigated.
The FOGM process is used to account for both transient signals and temporally correlated noise in the time series. Due to different temporal characteristics, however, transient signals can affect the estimation of correlated noise and vice versa. Suppose that a short and large signal exists in the time series with small background correlated noise. The signal will cause the FOGM variance and the FOGM state errors to be larger than expected. On the contrary, the small background noise can make FOGM state estimates poorly track the signal. When a detected transient signal is large as in Figure 2-2, we re-estimate the FOGM parameters excluding data within the signal time interval. The FOGM variances and state errors decrease and become consistent with background time-correlated noise (Figure 2-3 and Table 2-2). Furthermore, we re-estimate the FOGM state by increasing the process variance within the signal time interval so that the FOGM state estimates can track the signal properly. Depending on how much the process variance is increased, however, the level of smoothing can be degraded with larger state errors.

<table>
<thead>
<tr>
<th>Component</th>
<th>All data used</th>
<th>Data between 2003.496 and 2004.749 NOT used</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>North</td>
<td>East</td>
</tr>
<tr>
<td>Secular rate (mm/year)</td>
<td>33.80±1.33</td>
<td>-23.48±1.25</td>
</tr>
<tr>
<td>Annual (mm)</td>
<td>Sin</td>
<td>1.80±0.41</td>
</tr>
<tr>
<td></td>
<td>Cos</td>
<td>-0.77±0.41</td>
</tr>
<tr>
<td>Semiannual (mm)</td>
<td>Sin</td>
<td>0.18±0.21</td>
</tr>
<tr>
<td></td>
<td>Cos</td>
<td>0.10±0.21</td>
</tr>
<tr>
<td>FOGM parameters</td>
<td>3288</td>
<td>563</td>
</tr>
<tr>
<td>Tau (day)</td>
<td>135.77</td>
<td>98.20</td>
</tr>
<tr>
<td>Var (mm²)</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>RMSE (mm)</td>
<td>8.45</td>
<td>5.68</td>
</tr>
</tbody>
</table>

*aSee Figure 2-2.
*bSee Figure 2-3.
Each synthetic data set contains common temporal patterns in all three coordinates (Figure 2-4). The common patterns, often called common mode errors (CME) [Wdowinski et al., 1997; Dong et al., 2006], were removed by translation, rotation and scaling of the network (i.e., a seven-parameter Helmert transformation). The transformation is with a set of reference frame sites (see Figure 2-1). The transformation generally performs more robustly with large numbers of uniformly distributed reference frame sites. We chose the sites whose velocity uncertainty less than 0.1 mm/yr (indicating low noise and long duration) in the horizontal and 0.15 mm/yr in the vertical when velocity uncertainties are estimated accounting for correlated noise. We excluded those sites within the transient deforming region once the region was identified. The number of reference frame sites varies from 45 to 99 for Phase II and from 76 to 146 for Phase III. Figure 2-5 shows that the CME is mostly mitigated after the transformation.

Based on the variance-covariance structure, PCA decomposes the FOGM state estimates into principal components (PCs) for the temporal variation and sample eigenvectors for the spatial distribution of the PCs. Horizontal and vertical components were separately analyzed. Uncertainties of PCs were obtained by propagating FOGM state uncertainties plus FOGM variance estimates along the principal axes represented by sample eigenvectors. Uncertainties of sample eigenvectors were obtained from an asymptotic distribution with effective sample size to account for temporal correlation in the FOGM state estimates. When data are temporally correlated, lag differences (i.e., differences between points of a PC with a time lag) can have smaller uncertainties than the PCs have so that lag differences may reveal transient signals which are not apparent in the PCs. Appendix D discusses the uncertainty estimation of PCA and lag differences.
Figure 2-4. A stack of FOGM state estimates from Phase IIA Set 002307. Only 100 stations are shown with full-time (9 years) data span. Horizontal components are scaled by a factor of three relative to the vertical scale. The plot provides an overview of temporal variation in a large network. Common patterns between sites can be found in each component such as those at time 2.5 in north and at times 2.0, 2.5, and 7.0 in vertical (best seen by viewing page edge-on). The data set actually contains a transient signal but the signal is not apparent because of low signal-to-noise ratio and correlated noise in space and time. We were not able to detect the transient signal.
Figure 2-5. Same as in Figure 2-4 but after reference frame transformation. The common temporal patterns have been mostly disappeared.
**Figure 2-6.** First 8 horizontal principal components (PCs; black dots) with 1-sigma uncertainties (gray error bars) and the fits of sinusoids (red curves). The lower-right subplots show first 20 sample eigenvalues (circles), chi-squares per degree-of-freedom (triangles) and 95% limit of the chi-squares statistics (solid horizontal line). Solid triangles indicate the chi-square values larger than the upper limit. The PCs exhibit oscillations with frequencies increasing with the PC ranking. The lowest frequency is one cycle per data span due to the removal of secular rates. Although the chi-square statistics show that the first four PCs are significant, the oscillations are due to the temporal correlation of the FOGM state estimates rather than due to transient signals. The data set in (b) actually contains a transient signal, but the dominant oscillations prevent the signal from being identified in the PCs. The effect of temporal correlation can be reduced by removing the sinusoidal fits from the PCs. The last two PCs in (b) show less clear oscillations because a few stations have large amplitudes in these components.

PCs are affected by temporal correlation in the FOGM state estimates [e.g., Vautard and Ghil, 1989; Allen and Smith, 1994; Allen and Robertson, 1996; Allen and Smith, 1996]. Most of the data sets, except for those with large signals, show oscillations in PCs with frequencies increasing with the PC ranking (Figure 2-6). Such oscillations could make transient signals unclear if the SNR is not sufficiently high. In this case, the effect of temporal correlation can be reduced by fitting and removing sinusoids from the PCs (see Appendix D). The residual PCs are used in the lag difference calculation.

The size of data sets (~450 stations and ~9-year time interval) is too big for PCA to detect a weak transient signal. As the data size increases in space and/or time, noise contributes to PCA more than a localized transient signal does. As a result, PCA with a
large data set often shows random spatial patterns and low-frequency temporal oscillations in PCs (Figure 2-7). To reduce the noise contribution, we divided a data set into several subsets. For example, we divided the Southern California into four regions and used data within a 2-year moving window (Figure 2-7). The number and the size of subsets are flexible to change. When a transient signal is suspected, a subset can be chosen with appropriate size to remove unnecessary data and concentrate on the suspected signal.

Some of stations possibly have a temporal pattern which has large amplitude and is not coherent with nearby stations. The large-amplitude temporal pattern may mask a transient signal (Figure 2-8a). The variance of one component can be larger than the total variance of the signal at other sites. It thus appears on the largest eigenvalue component. Figure 2-8b shows that a transient signal has been revealed when large amplitude stations are removed.
Figure 2-7. Random spatial pattern and low-frequency temporal oscillation of the first principal component from Phase III Set A. The patterns indicate dominant noise contribution. To reduce the large-scale noise effects, the data size should be decreased in both space and time (squares). If a transient signal is suspected, the windows can be more confined to the region and the time around the signal. A transient signal was detected within the red squares (see Figure 2-12) but it is not seen from the large-scale PCA results. Open triangles indicate those stations that do not span the 10-year time interval. Error ellipses and bars indicate 1-sigma uncertainties. The black arrow in the lower-left corner indicates the spatial length scale of 0.1. Actual displacement at each station is the product of the spatial amplitude and the temporal amplitude. For example, the black arrow indicate ~0.9 mm between 2000.0 and 2003.0, ~1.7 mm between 2000.0 and 2006.0, or ~0.1 mm between 2000.0 and 2010.0.
Figure 2-8. Spatial and temporal patterns of the first principal component from Phase IIB Set 010056. (a) The spatial pattern shows three stations (BLYT, DYHS and SHOS) whose amplitudes are anomalously large because of large site-specific time-correlated noise. The temporal pattern shows a low-frequency oscillation, indicating dominant noise effect. (b) After removing the stations from the data set, a localized systematic spatial pattern has been revealed at latitude ~34°N and longitude ~117.5°W. Furthermore, the temporal pattern shows a fast slip in early 2002. (c) Spatial and temporal patterns of the true signal (red arrows and dots). This signal cannot be clearly identified in (a) due to the large amplitude stations. For clear identification, the data size must be reduced in space and time (see Figure 2-18). Error ellipses in space are not shown for clarity.
Figure 2-9. Spatial and temporal patterns (blue arrows and curve) of the first principal component (PC) from Phase III Set E. Error ellipses and bars indicate 1-sigma uncertainty. The black arrow is a scale of amplitude 0.1. The true signal (red arrows and curve) is a right-lateral strike slip on a vertical fault (green line) and the PC represents the signal. Although the maximum horizontal displacement of the signal is small (~4.46 mm), PCA detected the signal because the signal has recorded at a number of stations. The inset plot in the upper right zooms in the area surrounded by the black square.
2.4 Results

The algorithm successfully detected large signals obvious in the first PC (and one or more PCs when signals are propagating) but detection was not easy in low SNR cases. Figure 2-9 shows a low SNR case where the true signal has the maximum horizontal displacement of ~4.46 mm, which is the minimum among the signals detected in the test exercise. The first PC represents the true signal in both space and time but it is also represented by a sinusoidal oscillation (Figure 2-10), which may indicate noise contribution to the PC. Nevertheless, we determine the first PC as a transient signal because of its systematic and localized spatial pattern (Figure 2-9) and an anomalous time interval indicated by lag differences of the PC (Figure 2-11).

Transient signals were mainly detected in the horizontal components because they are less noisy than the vertical components. As an example, Phase III Set A contains a thrust-type signal whose maximum horizontal displacement (~4.58 mm) is less than the vertical displacement (~7.53 mm), but the horizontal components represent the true signal better than the vertical components (Figure 2-12). Nevertheless, vertical components can be useful to support a transient signal detected in horizontal components.

The detection algorithm was not successful at identifying some of the weak signals (see Table 2-1). The smallest horizontal displacement among the detected signals is ~4.46 mm in Phase III Set E (Figure 2-9). However, some of larger signals were not detected due to signal complexity. Figure 2-13 shows an undetected case of a larger signal; a transient signal with maximum horizontal displacement of ~4.99 mm is measured by only two stations TRAK and FVPK with sufficient amplitudes. Although the spatial pattern at the stations is consistent with the true signal, the stations were
treated as those with anomalously large amplitude. Furthermore, the temporal pattern does not represent the fast slip. If the signal was measured at more near-field stations, PCA would have detected the signal as done in the minimum displacement case shown in Figure 2-9.

Figure 2-10. First 8 horizontal principal components (PCs; black dots) with 1-sigma uncertainties (gray error bars) from Phase III Set E. The chi-square test shows that the first PC is significant and the second PC is marginally significant (lower-right subplot). However, the two PCs are well represented by sinusoidal oscillations (red curves), suggesting noise contribution to the PCs. Nevertheless, the temporal pattern of the first PC is determined as a transient signal because the first PC shows a systematic and localized spatial pattern (see Figure 2-9). On the other hand, noise probably dominates the second PC because of its random spatial distribution.
Figure 2-11. Lag differences of the first principal component (PC) shown in Figure 2-10 with given time lags shown on the top of each subplot. The epochs of the differences are associated with the early epoch of the two differenced points. The horizontal lines show the 3-sigma uncertainty of the lag differences. The lag differences outside the 3-sigma range are indicated by black dots. For the lag of 67 days and more, a time interval around 2007.5 is anomalous in terms of the 3-sigma uncertainty with chi-squares per degrees of freedom of 2.4 and larger. The true signal starts at 2007.52 and ends at 2008.68.
Figure 2-12. Spatial and temporal patterns (blue arrows and curve) of the first principal component (PC) from (a) the horizontal and (b) the vertical components in Phase III Set A. Error ellipses and bars indicate 1-sigma uncertainty. The black arrow is a scale of amplitude 0.1. Black squares show the fault plane projected onto the surface. The horizontal components represent the patterns of the true signal (red arrows and curve) better than the vertical components. A larger scale map is shown in Figure 2-7.
Figure 2-13. Spatial and temporal patterns (blue arrows and curve) of the first principal component (PC) from Phase IIB Set 003756. The true signal (red arrows and curve) is a thrust event on a fault plane dipping ~23° (black squares). Although the two stations TRAK and FVPK are consistent with the true signal pattern, the overall noisy pattern leads the two stations to be locally anomalous stations with large amplitudes. The fast slip at epoch 2005.41 cannot be seen from the PC temporal pattern. For the signal to be detected, more number of stations should be required particularly in the near field. Error ellipses and bars indicate 1-sigma uncertainty. The black arrow is a scale of amplitude 0.1.
2.5 Issues related to transient signal detection

In addition to the low SNR, the signal detection by PCA can be limited due to signal complexities such as large spatial scale signals, multiple signals, propagating signals, and signals with missing data. Furthermore, PCA uncertainty is a critical factor for the detection capability. In the following subsections, we discuss issues on the detection of the complex signals and on the PCA uncertainties.

2.5.1 Large-scale signals

This study defines a transient signal as being localized in a given space. Spatial locality can separate a transient signal from CME over a network. However, the locality is relative to the size of data used in PCA. When spatial extent of data is smaller than a transient signal, the separation will be difficult. Figure 2-14 shows a large-scale signal in space, a uniform flow to the southwest over the network. The spatial pattern of the first PC roughly represents the true signal, but the detection failed because the PC pattern is not localized. Moreover, the temporal pattern of the PC shows an oscillation that can be thought of as the contribution of temporally correlated noise. If adjusted by a linear rate (green curve in Figure 2-14), the PC temporal pattern approximates the true signal. To some extent, PCA revealed the signal in space and time.
Figure 2-14. Spatial and temporal patterns (blue arrows and curve) of the first principal component (PC) from Phase III Set C. The true signal (red arrows and curve) is a large-scale flow to the southwest with the maximum horizontal displacement of \(\sim 7.86\) mm. The temporal extent of the signal is relatively long (\(\sim 8.71\) years but \(\sim 5\) years for majority of the signal). Although the PC roughly represents the flow in space, the detection failed in the test exercise because the PC results in non-localized spatial pattern and a low-frequency temporal oscillation. The oscillation has a frequency of 1 cycle per data span because the secular rate was removed. The PC fit to the signal (green curve) indicates that the PC temporal pattern represented the true signal but it was rotated by the secular rate estimation. The inset plot zooms in the area surrounded by the black square.
2.5.2 Multiple signals

Some of the data sets contain multiple signals (see Table 2-1). Multiple signals can be detected in some cases. Figure 2-15, for example, shows the case where multiple signals are distinct in time. Two thrust-faulting signals had occurred for 2.27 years since 2001.61 and for 4.01 years since 2003.06. Although the signal time intervals are overlapped, the majority of the signals are separated and distinct. When PCA used data between 2001.0 and 2004.0, the two signals appeared in multiple PCs (Figure 2-15a and b). The spatial pattern of the second PC is different from that of a thrust faulting, complicating interpretation. When PCA used data between 2001.0 and 2003.0 for the larger signal and between 2002.75 and 2003.5 for the smaller one, the first PC well represents most of the spatial and temporal pattern of each signal (Figure 2-15c and d). Signal interpretation becomes simpler.

When multiple signals exist, the larger signals can mask the smaller ones. The Phase III Set C is a good example. In addition to the large-scale flow (Figure 2-14), the data set contains thrust faulting and inflation in a horizontal opening aquifer. The thrust signal was detected because of its high SNR, while the aquifer signal was not detected because of contamination by the large-scale flow (Figure 2-16). The temporal pattern of the first PC is almost linear. The differences between the first PC and true signal (black arrows in Figure 2-16b) roughly indicate southwestward motion as in the large-scale flow. Without the large-scale signal, the aquifer signal might have been detected because its horizontal displacement of ~4.97 mm is not so small compared with other detected signals (see Table 2-1) and because the signal was recorded at multiple stations.
Figure 2-15. Spatial and temporal patterns (blue arrows and curves) from Phase IIC Set 010157: (a) the first principal component (PC) and (b) the second PC, (c) the first PC between 2001.00 and 2003.00, and (d) the first PC between 2002.75 and 2003.5. The data set has two thrust-type signals (red arrows and curves) on a fault dipping ~17° (black squares). When the two signals are included in PCA, they appear at multiple PCs (a and b). The second PC looks different from the thrust faulting. Since the two signals occurred at distinct time interval, each signal can be treated in PCA separately (c and d). The thrust-type signals clearly appear at the first PC, making interpretation simple.
Figure 2-16. Spatial and temporal patterns (blue arrows and curves) from Phase III Set C in which there are three types of signals: (a) a thrust faulting on a fault dipping ~55° (black patches), (b) inflation in a horizontal opening aquifer (black patches), and large-scale flow at depth shown in Figure 2-14. PCA results from the true signal are shown by red arrows and curves. The thrust signal was detected because of its large amplitude; the maximum horizontal displacement is ~10.22 mm larger than that of the large-scale flow. On the other hand, the aquifer signal was not detected because of the low SNR and contamination by the large-scale flow. The differences between PC and true signal (black arrows) roughly indicate southwest direction that is consistent with the large-scale flow. Furthermore, the PC temporal pattern in (b) is almost linear so that it is difficult to determine if the temporal pattern is due to the large-scale flow or the aquifer signal. Note that the east component of station COTD (green square) is inconsistent and has larger uncertainty (thick ellipse) relative to the north component. This is due to large temporally correlated noise in the east component (see Figure 2-21).

2.5.3 Propagating signals

When multiple stations experience a transient signal simultaneously (i.e., coherent signal), the signal will dominantly appear at the first PC if the SNR is high. The signal coherence can distinguish tectonic signals from non-tectonic signals that often occur incoherently. However, all transient signals are not always coherent. An example is signal propagation in space and time. Here propagating signals mean the surface deformation due to slip propagation along a fault so that each station observes the surface deformation at
different epochs and possibly different time intervals. The signal propagation can be more complicated depending on the fault geometry, propagation velocity and direction, network configuration and sampling rate. PCA is capable of detecting a propagating signal but the signal appears in multiple PCs and the multiples complicate the interpretation (Figure 2-17).

2.5.4 Missing data

Since PCA takes data measured simultaneously, a large data gap makes a considerable amount of data directly unusable. Missing data interpolation retains measurements that otherwise will not be used in PCA. Figure 2-18 shows that the signal can be approximately recovered from the resulting PCs even when the stations OEOC and CNPP have data missing during the signal time interval. The temporal pattern of the first PC is slightly over-smoothed during the interval of the signal due to the interpolation. As the FOGM correlation time becomes longer relative to a data gap, interpolation tends to be linear (Appendix B). The minimum FOGM correlation time of the two stations is 156 days larger than the missing gap of ~43 days. The linearly interpolated FOGM estimates produce somewhat smooth PC. Figure 2-19 shows that the reconstructed time series from the first PC approximate the true signal, even when the signal was missing.
Figure 2-17. Spatial and temporal patterns (blue arrows and curves) of (a) the first principal component (PC), (b) the second PC, (c) the third PC, and (d) the fourth PC from Phase IIC Set 004608. Error ellipses are not shown for clarity. The red arrows and curves were generated by PCA of the true signal that is a propagating right-lateral slip on a vertical fault (green line). The slip started at ~33.5°N and ~116.5°W and propagated along the fault plane bidirectionally. PCA can detect the propagating signal but the signal is spread over multiple PCs so that the interpretation is complicate. The first PC shows a right-lateral strike slip as of the true signal, but lower-ranked PCs shows noisy spatial pattern. The temporal patterns of the second and the third PCs are still similar to that of the true signal.
Figure 2-18. Spatial and temporal patterns (blue arrows and curve) of the first principal component (PC) from Phase IIB Set 010056. The true signal (red arrows and curve) is a thrust faulting on a fault dipping ~80° (green line). The spatial pattern of the PC well represents the true signal. The temporal pattern of the PC is slightly over-smoothed because the stations OEOC (see Figure 2-19) and CNPP do not have data during the signal time interval.
Figure 2-19. Detrended data time series (black dots), reconstructed time series from the first principal component (PC; blue dots) with uncertainties (gray error bars), and true signal (red) at station OEOC from Phase IIB Set 010056. The detrended time series were obtained by removing state estimates except for the first-order Gauss-Markov state estimates. Data in the signal time interval are not available. The reconstructed time series were obtained from the first PC multiplied by the first sample eigenvector element associated with the station OEOC. PCA was done with data between epochs 2001.83 and 2002.50 to increase the SNR (see Figure 2-18). PCA can estimate the missing data by considering spatial coherence of the signal.

2.5.5 Uncertainty estimates

GPS analysis packages provide statistics of position uncertainties, often called formal errors. The formal errors can be used in the Kalman filter as white noise measurement uncertainties. The state uncertainties can be readily obtained from the Kalman filter formulations. The uncertainty of temporally correlated noise can be described by the
FOGM variances, which are estimated by minimizing a cost function based on innovations sequence (see Appendix A).

The synthetic data sets did not provide formal error statistics. We assumed the typical formal errors of 1 mm in horizontal and 3 mm in vertical and scaled the assumed values by the method described in Appendix A. Figure 2-20 shows the estimates of white noise amplitudes in terms of the true values from Phase IIA data sets. The mean true amplitudes are 0.71, 0.58, and 2.42 mm in north, east and vertical components, respectively. The mean estimates are close to the true value (i.e., 0.94, 0.80, and 2.52 mm in north, east and vertical, respectively). The estimates and the true values are positively correlated but the correlation coefficients are somewhat broadly distributed (0.34 ~ 0.83). One possible explanation of such misfits is that random-walk and flicker noise were used for simulating time-correlated noise but the FOGM process was used for estimating the noise. The misfits can also be caused by short data length and missing data.

Both the state estimation uncertainty and the FOGM variance estimates are considered for PCA uncertainty estimation (see Appendix D). The resulting PCA uncertainties are used to infer the significance of the PCA results. Figure 2-16a shows that the east component of the station COTD is inconsistent with the true signal. Such inconsistency is due to large time-correlated noise interacting with the true signal constructively during the signal time interval (Figure 2-21). This component has large spatial uncertainty (Figure 2-16a) because the FOGM variance was estimated from the whole time series, not from those used in PCA. The large spatial uncertainty suggests that the east component is not significantly different from zero (green curves in Figure 2-21).
Figure 2-20. The estimates of white noise amplitudes vs. true values in all sets of Phase IIA. Stations with data length less than 1000 and missing data larger than 20% were not included in the calculation. The solid lines have a slope of one so that all values must lie along the line if the estimates are correct. There are positive correlation with correlation coefficients between 0.34 and 0.83. The white noise estimation was mostly affected by temporally correlated noise (simulated by random-walk and flicker processes) and incorrect noise model (i.e., first-order Gauss-Markov process).
Figure 2-21. Similar to Figure 2-19 but for the station COTD from Phase III Set C. Also shown are the 3-sigma ranges of the reconstructed time series (green curves), which were obtained from the first PC multiplied by the maximum and minimum sample eigenvector associated with 3-sigma uncertainties. The east component shows a motion larger than the true signal. The large motion arises from the highly correlated noise interacting with the true signal constructively. The uncertainty of the sample eigenvector (green curves and also see Figure 2-16a) can explain the large variation.

2.6 Summary

Detection capability depends on many factors such as the SNR, temporal correlation, spatial extent and sampling of signals, and the signal complexity. A measure of detection threshold cannot be generally obtained. Nevertheless, the SCEC synthetic data sets have been useful for evaluating and improving the detection method. Here we summarize strengths and weaknesses of the method learned from the test exercise.
1. Common mode errors can be mitigated by translation, rotation and scaling of the network. Stable sites were selected as reference frame sites but those sites within the transient deforming region were excluded.

2. Although random-walk and flicker noise were used for temporally correlated noise in the synthetic data sets, the FOGM state estimates can represent the temporally correlated noise as well as transient signals. Furthermore, FOGM variance estimates account for the uncertainties due to temporally correlated noise.

3. If a large signal exists, the FOGM state estimates can be over-smoothed and the FOGM variance overestimated. This can be partly solved by increasing process noise variance in the signal time interval and excluding the interval for the FOGM variance.

4. PCA considers spatial coherence of a transient signal. As more number of stations record a coherent signal, PCA tends to reveal the signal in first a few PCs.

5. Some of stations have anomalously large spatial amplitudes compared with nearby stations, mostly due to site-specific noise. Such stations should be removed before PCA because they dominate in PCs (often in the first PC).

6. PCs tend to have low-frequency oscillations when data contain long temporal correlation. The correlation effect can be mitigated by fitting and removing oscillations with sinusoids with frequency increasing with PC ranking or by reducing data dimension to smaller size in space and time so as to focus on the transient interval.

7. Uncertainties of PCA results are obtained from the state estimation errors and the FOGM variance estimates. Based on the uncertainties, a transient signal can be identified by chi-square test and lag differences of PCs.
8. Large-scale signals in space cannot be easily detected because they are difficult to separate from common mode errors.

9. Multiple signals can be detected if the SNRs are high, but they appear at multiple PCs, making interpretation complicated. If multiple signals are not separated in space and time, PCA will produce mixed effect or larger signal can mask weaker signal.

10. As in the case of multiple signals, PCA can detect propagating signals but they also appear at multiple PCs, making interpretation of PCA results complicated.

11. Missing data interpolation allows PCA to retain more data in space and time and thus increase the possibility of signal detection.

12. The estimates of white noise amplitudes are close to the true value in the mean sense. Misfits may be due to incorrect noise model; random-walk and flicker noise was used in simulation but the FOGM process was used in estimation.
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Chapter 3

Transient Inflation at Akutan Volcano, Alaska, During Early 2008†

Abstract

Continuous Global Positioning System (GPS) networks record station position changes with millimeter-level accuracy and have revealed transient deformations on various spatial and temporal scales. However, the transient deformation may not be easily identified from the position time series because of the large number of sites in a network, low signal-to-noise ratios (SNR) and correlated noise in space and time. Here we apply state estimation and principal component analysis to the daily GPS position time series measured in Alaska sites of the Plate Boundary Observatory network. Our algorithm detects a transient signal, whose maximum displacement is ~9 mm in horizontal and ~11 mm in vertical, that occurred at Akutan volcano during the first half of 2008. A simple Mogi source inversion suggests inflation at shallow depth (~3.9 km) beneath the volcano. Although the detection was not easy because the signal was aseismic, non-eruptive and weak (not apparent in raw daily time series), our detection method improves the SNR and therefore provides higher resolution for detecting the transient signal.

3.1 Introduction

Continuous Global Positioning System (GPS) networks, e.g., Plate Boundary Observatory (PBO; http://pbo.unavco.org/), provide data that allow a broad temporal and spatial spectrum of millimeter-level surface deformations to be studied. GPS position time series have revealed transient deformation due to earthquakes, volcanic activities, groundwater transport, and other processes. The large size of the networks, however, makes it time consuming to visually inspect each GPS time series to identify transient signals. Furthermore, GPS time series suffer from spatially [e.g., Wdowinski et al., 1997; Dong et al., 2006] and temporally correlated noise [e.g., Williams et al., 2004; Langbein, 2008] that may mask transient signals depending on signal-to-noise ratios (SNR) of the transient. A transient signal detector needs to handle data from large networks while accounting for the correlated noise.

We apply our detection algorithm to the PBO daily GPS position data collected in Alaska (Figure 3-1). The algorithm is based on state estimation in a Kalman filter formulation and principal component analysis (PCA) (see Appendices for technical details). State estimation improves the SNR in the time domain by estimating secular velocity, seasonal sinusoids, time-correlated noise, and transient signals if any. PCA improves the SNR in the space domain by accounting for the spatial coherence of transient signals. PCA transforms the complex spatiotemporal structure of data into uncorrelated principal components (PCs) for the temporal variations and orthogonal sample eigenvectors for the spatial distributions. Due to the simple space-time separation and other advantages, PCA has been widely used in crustal deformation studies [e.g., Savage and Langbein, 2008; Savage and Svarc, 2009; Kositsky and Avouac, 2010].
Figure 3-1. Total 151 PBO GPS sites (triangles) within the range of latitude 50°N ~ 75° and longitude 180°W ~ 130°W. The 48 sites (red triangles) are the reference frame sites used for the reference frame transformation. The distribution of the reference frame sites is relatively uniform over the network. Postseismic deformation following the 2002 Mw 7.9 Denali earthquake (focal mechanism) appears in the data set.

The algorithm has detected a transient signal that occurred at Akutan volcano, ~1224 km southwest of Anchorage, during the first half of 2008. The transient signal is consistent with a volcanic inflation source. The signal, however, is not easy to identify in the original data (Figure 3-2) because of the low SNR and highly correlated noise.
Figure 3-2. GPS time series around the area of Akutan volcano after removing linear rates and annual and semi-annual sinusoids. Formal uncertainties are not shown for clarity. They are typically 1 mm horizontal and 3 mm vertical. The time series are spatially and temporally correlated. Common patterns between the sites (e.g., around late 2008 in north component) can be found in each component, but they exist at most Alaskan sites (see Figure 3-3a). These time series actually contain the transient signal we detected, but spatial and temporal extent of the signal cannot be easily seen from the time series because of low signal-to-noise ratio and correlated noise in space and time. The station AV13 was not included in PCA because of the outliers (indicated by the red arrow) in the east component.
3.2 Data and Method

The PBO GPS analysis consists of two stages (details can be found at http://pboweb.unavco.org/?pageid=101). First, two analysis centers, Central Washington University using GIPSY/OASIS software [Webb and Zumberge, 1997] and New Mexico Institute of Mining and Technology using GAMIT/GLOBK software [Herring et al., 2009], process phase and pseudorange data to estimate station coordinates averaged over 24-hour durations. The Analysis Center Coordinator (Massachusetts Institute of Technology) combines the results from the first stage and aligns them to the PBO realization of the Stable North America Reference Frame (SNARF; see http://www.unavco.org/research_science/workinggroups_projects/snarf/snarf.htm). Final solutions are available with 14-20 day latency due to the availability of GPS orbits. The standard PBO GPS level-2 products are available from the PBO Archives. We used daily position time series of 151 Alaska sites between 1 January 2004 and 13 February 2010. The sample sizes are between 220 and 2235 with an average of 1065 ± 540.

Our detection algorithm uses a smoother and PCA. The state vector in the smoother includes a secular rate, annual and semi-annual sinusoids, and a first-order Gauss-Markov (FOGM) process used to account for temporally correlated noise and also transient signals, if any (see Appendix A). The estimates of the FOGM stochastic process are used as the input of the PCA. The FOGM process is not necessarily a physical process for both temporally correlated noise and transient signals. Other noise models have been reported such as random-walk, flicker, or power-law noise [e.g., Williams et al., 2004; Langbein, 2008]. The FOGM process provides a stochastic model that can accommodate correlated noise and signals, and it can be easily implemented in Kalman
filters. When multiple FOGM processes are combined, they can approximate the spectral shape of many, but not all, noise processes [Langbein, 2008].

PCA decomposes the FOGM state estimates into principal components (PCs) for the time history and sample eigenvectors for spatial distribution (see Appendix D). We do not include the linear and sinusoidal components in the PCA. PCs have the unit of length and sample eigenvectors are dimensionless. Sample eigenvalues are the variances of PCs; larger sample eigenvalues imply more temporal variations in PCs. The PC uncertainties are obtained by error propagation. The sample eigenvector uncertainties are an asymptotic result derived with an effective sample size that accounts for temporal correlation. These uncertainties allow us to infer the significance of the PCA results using a conventional $\chi^2$ test. When a PC contains a transient signal, chi-square per degree of freedom ($\chi^2_{\text{deg}}$) of the PC will be larger than that expected due to Gaussian noise in the estimates. Significant deviations from random behavior can also be tested with lag differences of a PC i.e., differences between points of a PC at a given time lag.

3.3 Spatially correlated noise

GPS time series suffer from spatially correlated noise (Figure 3-2); often referred to as “common mode error” (CME) that may result from orbital, reference frame and large-scale atmospheric errors [Wdowinski et al., 1997; Williams et al., 2004; Dong et al., 2006]. Discrimination between signal and noise in space can be made by the fact that tectonic sources produce localized and systematic pattern in space, while the CME has a relatively uniform pattern over large areas.
Figure 3-3. (top) Spatial and (bottom) temporal patterns of (a) the first PC (black; eigenvalue 28.4% and $\chi^2_{\text{deg}} = 19.5$) and the second PC (red; eigenvalue 26.8% and $\chi^2_{\text{deg}} = 14.4$) from the horizontal components of 58 sites (solid triangles) relative to SNARF and (b) the third PC (black; eigenvalue 7.0% and $\chi^2_{\text{deg}} = 3.1$) relative to SNARF and the first PC (red; eigenvalue 20.8% and $\chi^2_{\text{deg}} = 3.5$) relative to a regional reference frame. The 3-year time interval was selected for uniform site distribution and more samples in time. The two PCs in (a) show relatively uniform spatial patterns and random temporal patterns (the common noisy pattern in north component around late 2008 shown in Figure 3-2 appears in the first PC), while the two PCs in (b) show non-uniform spatial patterns. The PC in a regional frame provides clearer temporal pattern and reveals a signal early 2008. The scale arrows with length of 0.1 indicate 10% of the PC amplitude. The PCs have units of millimeters. Actual displacements are the product of spatial and temporal amplitudes. The focal mechanism of the 2002 Denali earthquake is shown in (b).

As was found by Dong et al. [2006] for the sites in southern California, we found that the Alaskan sites also contain spatially correlated noise (Figure 3-3a). The largest two horizontal PCs show two orthogonal CMEs whose temporal patterns are neither purely random nor purely systematic and whose spatial patterns look uniform over the network. Even though the CME is a function of the wavelengths of various systematic errors [Dong et al., 2006], the spatial uniformity of the CME is a valid assumption for the Alaska network, implying that the network size is smaller than the CME wavelength.
The CME may mask a transient signal if the SNR is low. As more number of sites are used in PCA, the CME more contributes to the variance [Dong et al., 2006] such that a localized transient signal can be weaker than the CME in the PC space. To suppress the CME, one may simply ignore the PCs containing the CME and examine the next PC. Figure 3-3b shows that the third PC exhibits non-uniform spatial pattern but the temporal pattern is still noisy. Due to the orthogonality in PCA, the third PC may be contaminated by the first two PCs and vice versa.

Another approach to suppressing the CME is a reference frame transformation by translation, rotation and scaling of the network (i.e., a seven-parameter Helmert transformation). We transformed data in SNARF into those in a regional frame that was realized by 5 ~ 48 reference frame sites at each epoch, depending on the availability of data and the solution quality, whose spatial distribution is relatively uniform (see Figure 3-1). The velocity uncertainties of these sites are less than 0.45 mm/yr in horizontal and 0.9 mm/yr in vertical when velocity uncertainties are estimated accounting for correlated noise. The first PC shows a non-uniform spatial pattern and exposes a transient event starting in early 2008 and ending by mid-2008 (Figure 3-3b). For further investigation, we will use these data with the CME removed through a reference frame transformation.

For the vertical component, the first PC with respect to SNARF also contains large spatially correlated noise (Figure 3-4). The first PC shows that all sites move in the same direction and with similar size. After the reference frame transformation, the resulting first PC shows a non-uniform spatial distribution; the south-western sites are in the opposite direction to the other sites. Since the temporal pattern is noisy ($\chi^2_{adf} = 1.7$), it is not clear if there exists a vertical transient signal associated with the horizontal signal.
Figure 3-4. (top) Spatial and (bottom) temporal patterns of the first PC from the vertical components with respect to SNARF (black; eigenvalue 55.1% and $\chi^2_{\text{def}} = 14.9$) and to a regional reference frame (in colors; eigenvalue 21.0% and $\chi^2_{\text{def}} = 1.7$). The SNARF PC is uniform in space and noisy in time, suggesting common mode error (CME). The regional PC shows opposite motion between south-western sites (red) and the others (blue). Since the PC does not exhibit any systematic temporal pattern (red dots), the opposite sense of the vertical motion might be another type of CME rather than a transient signal.
3.4 Signal identification and significance

We have detected a transient signal during early 2008, but the location of the signal is not clear. The signal can be isolated by including in the PCA only those sites and the time interval that experiences the target signal. Because the maximum amplitude of the spatial pattern in Figure 3-3b occurred at the station AV07, one of the Akutan volcano sites, and sites in this region also show large amplitudes, we performed PCA with 7 sites on the Akutan Island (see Figure 3-5 for site location and also see Figure 3-2 for the raw time series). We used a one-year time interval starting at 1 October 2007 that spans the detected signal. The station AV13 was not included in PCA because of the outliers at the beginning of 2008 in the east component (see Figure 3-2), that are believed due to snow on the antenna radome. Figure 3-5a shows that the spatial and temporal patterns of the resulting first PC were similar to those shown in Figure 3-3b but with improved SNR (i.e., increase in $\chi^2_{def}$ from 3.5 to 4.3). The sample eigenvalue also increased from 20.8% to 64.5% of the total variance of the data set, resulting in a more focused signal. The maximum horizontal displacement of the signal is $-9$ mm, which is too small to detect by satellite radar interferometry ($-3.5$ mm line-of-sight displacement).

We were not able to identify from the vertical PC any signal related to the horizontal signal (Figure 3-5b). The vertical PC shows that all sites appear to move in the same direction with relatively uniform amplitudes, and the temporal pattern has a $\chi^2$ value consistent with simply random noise ($\chi^2_{def} = 1.0$). To examine if the identified transient signal also exists in vertical, we first fit an arctangent function to the horizontal PC (see Figure 3-5a and Table 3-1) and then obtained displacements by fitting the estimated arctangent function to the original time series with other parameters (see Figure...
Figure 3-5. (top) Spatial and (bottom) temporal patterns of the first PC (black), an arctangent fit to the horizontal PC (blue curve), amplitudes from the fits of the estimated arctangent function to the original time series (blue arrows), and a Mogi source inversion (red arrows and red star) in (a) the horizontal and (b) the vertical components. The blue curve in (b) is the same as the blue curve in (a), not the fit to the vertical PC. All errors represent 1-sigma uncertainties. In the horizontal component, the three types of spatial patterns indicate outward expansion from the volcano center. On the other hand, the signal is not clear in the vertical PC (eigenvalue 52.2% and $\chi^2_{\text{def}} = 1.0$), but the arctangent fits and the model prediction demonstrate the existence of the signal with amplitude (maximum $-11$ mm at AV13) concentrated in the near field.

Table 3-1. Model parameters from the fit of $f(t)$ to the first PC from Akutan sites

<table>
<thead>
<tr>
<th>$\beta_1$ (mm)</th>
<th>$\beta_2$ (year)</th>
<th>$\beta_3$ (year)</th>
<th>$\beta_4$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5.0836 \pm 0.2665$</td>
<td>$2008.3387 \pm 0.0093$</td>
<td>$0.0747 \pm 0.0148$</td>
<td>$1.1347 \pm 0.2232$</td>
</tr>
</tbody>
</table>

$a f(t) = \beta_1 \tan^{-1}\left(\frac{t - \beta_2}{\beta_3}\right) + \beta_4$ where $t$ is in year.

The horizontal displacements are similar to those from PCA but with slightly larger amplitudes and smaller uncertainties (Figure 3-5a). The vertical displacements are more concentrated in the near field (Figure 3-5b), which demonstrates that the vertical signal exists (also see Figure 3-6).
<table>
<thead>
<tr>
<th>Rates (mm/yr)</th>
<th>Offsets&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Annual (mm)</th>
<th>Semiannual (mm)</th>
<th>Arctangent&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Annual (mm)</td>
<td>Semiannual (mm)</td>
<td>Arctangent&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sin</td>
<td>Cosine</td>
<td>Sin</td>
</tr>
<tr>
<td>N</td>
<td>-2.42(0.11)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.59(0.43)</td>
<td>1.03(0.09)</td>
<td>-0.22(0.08)</td>
</tr>
<tr>
<td>AV06</td>
<td>-4.03(0.14)</td>
<td>1.15(0.56)</td>
<td>-2.66(1.00)</td>
<td>1.18(1.00)</td>
</tr>
<tr>
<td>U</td>
<td>5.03(0.36)</td>
<td>-3.35(1.34)</td>
<td>0.94(0.28)</td>
<td>-1.60(0.28)</td>
</tr>
<tr>
<td>N</td>
<td>-3.15(0.14)</td>
<td>-1.11(0.58)</td>
<td>-0.01(0.11)</td>
<td>0.57(0.11)</td>
</tr>
<tr>
<td>AV07</td>
<td>-2.71(0.19)</td>
<td>-4.04(0.78)</td>
<td>-1.61(0.14)</td>
<td>1.34(0.15)</td>
</tr>
<tr>
<td>U</td>
<td>3.24(0.39)</td>
<td>3.63(1.64)</td>
<td>0.54(0.30)</td>
<td>-0.96(0.31)</td>
</tr>
<tr>
<td>N</td>
<td>-0.79(0.13)</td>
<td>-2.37(0.55)</td>
<td>1.28(0.10)</td>
<td>0.58(0.10)</td>
</tr>
<tr>
<td>AV08</td>
<td>-3.03(0.18)</td>
<td>-3.46(0.77)</td>
<td>-2.17(0.14)</td>
<td>1.08(0.14)</td>
</tr>
<tr>
<td>U</td>
<td>3.54(0.43)</td>
<td>2.87(1.77)</td>
<td>0.29(0.33)</td>
<td>-0.15(0.33)</td>
</tr>
<tr>
<td>N</td>
<td>-1.96(0.12)</td>
<td>-3.17(0.71)</td>
<td>1.16(0.09)</td>
<td>0.16(0.09)</td>
</tr>
<tr>
<td>AV10</td>
<td>-3.84(0.26)</td>
<td>-0.56(1.38)</td>
<td>-2.97(0.21)</td>
<td>1.09(0.21)</td>
</tr>
<tr>
<td>U</td>
<td>4.99(0.34)</td>
<td>-3.31(2.02)</td>
<td>1.55(0.26)</td>
<td>-1.44(0.26)</td>
</tr>
<tr>
<td>N</td>
<td>-0.82(0.13)</td>
<td>3.68(0.75)</td>
<td>0.40(0.10)</td>
<td>0.23(0.10)</td>
</tr>
<tr>
<td>AV12</td>
<td>-2.62(0.16)</td>
<td>1.97(1.04)</td>
<td>-2.68(0.12)</td>
<td>0.69(0.12)</td>
</tr>
<tr>
<td>U</td>
<td>5.25(0.35)</td>
<td>0.59(2.04)</td>
<td>1.65(0.27)</td>
<td>-1.43(0.27)</td>
</tr>
<tr>
<td>N</td>
<td>-2.65(0.34)</td>
<td>-0.17(0.67)</td>
<td>1.26(0.18)</td>
<td>0.47(0.18)</td>
</tr>
<tr>
<td>AV13</td>
<td>-5.16(0.48)</td>
<td>6.54(6.18)</td>
<td>-2.13(0.25)</td>
<td>1.27(0.26)</td>
</tr>
<tr>
<td>U</td>
<td>5.30(0.72)</td>
<td>15.93(10.90)</td>
<td>1.59(0.37)</td>
<td>-1.14(0.39)</td>
</tr>
<tr>
<td>N</td>
<td>-1.84(0.15)</td>
<td>-2.63(0.44)</td>
<td>0.88(0.08)</td>
<td>0.76(0.09)</td>
</tr>
<tr>
<td>AV14</td>
<td>-4.88(0.18)</td>
<td>1.91(0.59)</td>
<td>-2.56(0.11)</td>
<td>1.02(0.11)</td>
</tr>
<tr>
<td>U</td>
<td>3.32(0.48)</td>
<td>-1.46(1.36)</td>
<td>1.88(0.27)</td>
<td>-1.67(0.28)</td>
</tr>
<tr>
<td>N</td>
<td>-2.55(0.27)</td>
<td>0.15(1.04)</td>
<td>0.69(0.15)</td>
<td>0.28(0.14)</td>
</tr>
<tr>
<td>AV15</td>
<td>-5.49(0.27)</td>
<td>-3.43(0.41)</td>
<td>-2.58(0.14)</td>
<td>1.42(0.14)</td>
</tr>
<tr>
<td>U</td>
<td>4.31(0.65)</td>
<td>4.85(0.99)</td>
<td>1.83(0.34)</td>
<td>-1.13(0.34)</td>
</tr>
</tbody>
</table>

<sup>a</sup>-2.42(0.11) = -2.42 ± 0.11 where the uncertainties were obtained by propagating formal errors and FOGM variance estimates.

<sup>b</sup>Offsets occurred in 2005/09/24 at all sites, 2007/08/22 and 2007/08/26 at AV13, 2006/07/26 at AV14, 2007/01/04 and 2008/08/25 at AV15. Multiple offsets appear in chronological order. Most offsets are due to receiver/antenna changes except for 2007/01/04 offset which was visually detected.

<sup>c</sup>The arctangent model can be found in Table 3-1 with $\beta_1 = 0$ and the fits to the GPS time series are shown in Figure 3-6. The amplitude estimates are unitless.
Figure 3-6. GPS time series fits of the arctangent function (red curves) obtained from the horizontal PC (see Table 3-1 for parameter estimates). Secular rates, annual and semiannual sinusoids, and offsets are removed from the original time series. The remaining time series (black dots) are clearer than those shown in Figure 3-2 because of the reduction of spatially correlated noise by the reference frame transformation and also more rigorous outlier detection due to the arctangent model for transient signal. The arctangent fits show that the vertical component also exhibits the transient signal identified from the horizontal PC. The displacements inferred from the arctangent fits between 2008.1 and 2008.5 are shown by blue arrows in Figure 3-5.
The significance of the transient signal can be determined in several ways. Firstly, the first horizontal PC is the only PC having a systematic temporal pattern (Figure 3-7). Secondly, the PC explains ~65% of the total data variance. Thirdly, $\chi^2_{\text{dof}} = 4.3$ of the PC is larger than the 95% upper limit expected if the signal were simply random noise (Figure 3-7). Fourthly, lag differences of the PC show that early 2008 contains significant anomalies for lags of more than 100 days (Figure 3-8). Fifthly, the baseline between
stations AV07 and AV14 shows dominant motion in east-west direction, and the baseline between stations AV12 and AV10 shows dominant motion in north-south direction (Figure 3-9), which is consistent with the radial horizontal pattern. Finally, the systematic radial pattern shows spatial coherence of the signal.

**Figure 3-8.** Lag differences of the first principal component (PC), i.e., differences between points in the first PC at given time lags. A total of 16 cases are shown with different time lags and chi-squares per degree of freedom (shown at the top of each subplot). The horizontal line indicates 3-sigma uncertainty. For the time lags larger than 100 days, the time period of early 2008 contains anomalies (black dots) larger than the 3-sigma uncertainty. For shorter time lags, on the other hand, the lag differences are not significant (gray dots) with respect to the 3-sigma uncertainty.
Three components (north, east and up from the top) of baselines between stations (a) AV07 and AV14, and (b) AV12 and AV10 (see Figure 3-5 for site location). The baselines were calculated from the positions relative to SNARF. The scale of vertical axes is different in each component. During the first half of 2008, the relative displacements are dominant (a) in east component and (b) in north component, which is consistent with the radially expanding pattern of the identified transient signal. For clarity, we calculated 30-day averages (red squares) with uncertainties. The vertical component shows no relative motion between the stations.

One may argue from Figure 3-3b that the PC temporal pattern exists everywhere, not only at Akutan Island. However, the signal in other area is not real. For example, Figure 3-3b shows a strike-slip type of pattern in the area affected by the 2002 M7.9 Denali earthquake [e.g., Hreinsdottir et al., 2003; Freed et al., 2006]. When we performed PCA with only the sites near the 2002 Denali earthquake epicenter area and one-year time interval in which the detected signal concentrates, the resulting first PC ($\chi^2_{ dof } = 0.3$) shows a steady linear temporal pattern and nearly random spatial pattern (Figure 3-10). Furthermore, the larger error statistics in both space and time indicate considerable noise contribution to PCA. This suggests that the Denali area is not responsible for the detected signal starting in early 2008.
Figure 3-10. (top) Spatial and (bottom) temporal patterns of the first PC (blue; eigenvalue 24.1% and $\chi^2_{\text{ dof}} = 0.3$ (low SNR)) from 15 sites near the 2002 Denali earthquake epicenter (focal mechanism) and the first PC shown in Figure 3-3b (black). Five more sites are available for PCA with smaller data dimension. PCA with only Denali sites show spatial and temporal patterns different from those in large-scale PCA results. As a result, the identified signal (black time series) is not real in the Denali area. The linear temporal pattern (blue time series) may be a part of the postseismic deformation following the Denali earthquake or local linearity in time remained after secular rate estimation.
3.5 Discussion

Akutan volcano is one of the most active volcanoes in the Aleutian arc. The most recent eruption was a series of small steam and ash emissions from March to May 1992 [Lu et al., 2000]. The identified transient signal may be driven by volcanic sources (e.g., inflation or pressurization of magma bodies beneath the volcano). We used a Mogi point source [Mogi, 1958] to model the 3-dimensional surface displacements obtained from the arctangent parameterization (Figure 3-5 and Table 3-3). The estimated Mogi source locates near the volcano summit at a shallow depth (~3.9 km below sea level) and explains most of the identified signal. The model prediction indicates that the uncertainties from PCA are more realistic than those of the arctangent fits. The uncertainties of the arctangent fits are too small because they are based on a white noise assumption whereas the PCA uncertainties account for temporally correlated noise. The station AV13 was not included in the source inversion. Its predicted displacements differ ~2.5 mm in horizontal and ~4 mm in vertical, which are consistent with their uncertainties. If the station AV13 is included in the source inversion, the horizontal and vertical differences decrease to ~0.7 mm and ~1.3 mm, respectively, and the source locates slightly deeper (~4.3 km; see Table 3-3).

<table>
<thead>
<tr>
<th>Table 3-3. Mogi source inversion results</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV13</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>Not included</td>
</tr>
<tr>
<td>Included</td>
</tr>
</tbody>
</table>
Using satellite radar interferometry, Lu et al. [2000] mapped ground cracks of more than 60 cm uplift on the northwest flank of the volcano associated with the March 1996 earthquake swarm and constrained the deformation as a composite source: shallow dike intrusion for the deformation associated with the ground cracks and a deep Mogi source for volcano-wide inflation. The Mogi source is deeper (~13 km) than our estimates (~3.9 km). Based on geodetic measurements, the source depth at nearby volcanoes has been inferred to be at less than 10 km, for example, ~3 km at Okmok volcano [Biggs et al., 2010], ~7 km at Makushin volcano [Lu et al., 2002a], ~6 km at Westdahl volcano [Lu et al., 2003], and <10 km at Shishaldin volcano [Moran et al., 2006].

The 2008 inflation signal was aseismic. The inflation was not associated with increase in seismicity [Dixon and Stihler, 2009]. The number of located earthquakes in 2008 was twice that in 2007, but at a similar level of seismicity prior to 2007. Furthermore, there was only one earthquake of magnitude 2 recorded while the inflation was ongoing [see Dixon and Stihler, 2009, Figure A21].

The 2008 inflation event did not culminate in an eruption, and there were no inflation or deflation events in 2007 or in 2009. The 2008 inflation may be an episode that accumulates magma in a shallow reservoir. Many volcanoes inflate in an episodic fashion [e.g., Lu et al., 2002b; Fournier et al., 2009]. When a threshold is reached through a series of episodes, magma will eventually erupt. The inflation associated with the March 1996 earthquake swarm can be regarded as an episode. Continuous GPS monitoring of volcano deformation can constrain the characteristics of the eruption cycle.
3.6 Conclusions

We have detected a transient signal at Akutan volcano during the first half of 2008. A simple Mogi source at a shallow depth (~3.9 km below sea level) can explain most of the displacement field. The event detected could in part of an inflationary sequence that will eventually lead to an eruption. There is no evidence for deflation of the volcano during the time span of the data analyzed here (2005-2010). The aseismic and non-eruptive inflation signal is difficult to detect in raw time series because of low SNR, the large size of the network and correlated noise in space and time. State estimation and PCA improved the SNR and successfully revealed the transient signal imbedded in the original time series. Our detection algorithm can provide higher resolution for accurately detecting transient signals and the resulting solutions can be further used for modeling and interpreting the transient deformation.
Chapter 4
Detection of small slow slip events in Cascadia

Abstract
Slow slip events (SSEs) have occurred in subduction zones at roughly regular intervals and are accompanied by seismic tremor bursts. Since smaller tremors have been observed between major episodes, smaller SSEs are expected to exist. However, SSEs with surface displacements of 3 mm or less are below current Global Positioning System (GPS) resolution. Here we use state estimation and principal component analysis (PCA) for detecting small SSEs from GPS position time series. Secular and transient motions as well as time-correlated noise are estimated by using a smoother based on Kalman filtering. PCA accounts for the coherence of SSEs at multiple stations and extracts variance-maximizing patterns from the estimates of transient motions. We applied the method to the GPS data collected in Washington State section of the Cascadia subduction zone and have detected two previously unrecognized small SSEs with average surface displacements less than 2 mm. The small SSEs are also accompanied by small tremors. The method improves the signal-to-noise ratio in both space and time and makes the level of GPS limitation lower. This method can be used for the GPS data in southwest Japan where short-term SSEs are small and have been observed only with tiltmeters.
4.1 Introduction

Episodic tremor and slip (ETS) events [after Rogers and Dragert, 2003] refer to transient signals in which non-volcanic tremors [e.g., Obara, 2002] and slow slip events (SSEs) [e.g., Hirose et al., 1999; Dragert et al., 2001; Miller et al., 2002] accompany each other with regular recurrence intervals along subduction zones [Schwartz and Rokosky, 2007, and references therein]. Tremors are low-amplitude and low-frequency (1-10 Hz lower than those of small earthquakes) seismic signals that have noise-like, emergent waveforms whose envelopes are coherent between sites even separated by hundreds of kilometers, and last for a few minutes to days. SSEs, on the other hand, occur in the direction opposite to the plate convergence with duration and recurrence interval from days to years and with surface displacements from millimeters to centimeters. ETS events provide insight into the understanding of strain accumulation and release and thus seismic hazards in subduction zones.

All SSEs observed by Global Positioning System (GPS) have been associated with major tremor episodes but many smaller tremors occur more frequently without resolvable GPS measurements of SSEs [Szeliga et al., 2008; Aguiar et al., 2009]. In northern Cascadia, smaller tremors accommodate approximately 45% of the total duration of the tremors observed from 2006 through 2009 [Wech et al., 2010]. Based on borehole strainmeter and (less obvious) GPS observation in northern Cascadia in November 2006, Wang et al. [2008] showed that shorter-duration tremor episodes accompanied an SSE in much smaller area and for shorter duration than other well-known major ETS events, suggesting that smaller tremors accompany SSEs but at levels below current GPS resolution [Aguiar et al., 2009; Wech et al., 2010].
Several search techniques for SSEs have been developed. For individual GPS time series, SSEs can be estimated in a least squares sense by fitting a hyperbolic tangent function in a moving time window [Brudzinski and Allen, 2007; Holtkamp and Brudzinski, 2010] or by fitting an offset at an epoch inferred from a Gaussian wavelet transformation [Szeliga et al., 2008]. These techniques are useful for precise timing and displacement once a SSE has been identified, but they do not account for spatial coherence of SSEs between GPS sites in a systematic way. Kimura et al. [2011] used an automated detection algorithm based on the Network Inversion Filter [Segall and Matthews, 1997] for tilt data in Shikoku, Japan. The method accounts for the coherence of slip history and provides statistical evaluations for identification of SSEs, but it requires fault geometry for source parameter inversion.

We have developed a transient signal detection method: a combination of state estimation based on smoothing and principal component analysis (PCA) [Ji and Herring, 2011]. Based purely on observations without any source-specific model, the method improves the signal-to-noise ratio in time by reducing the level of both white and colored noise and in space by accounting for the spatial coherence of SSEs. We apply our detection algorithm to the daily GPS position data collected in the Plate Boundary Observatory (PBO) network located in the Washington State section of the Cascadia subduction zone in western US (Figure 4-1). Other than major ETS events, the algorithm has detected three small SSEs that are also coincident with tremors; one is a part of a major ETS event and the other two have not been previously recognized.
4.2 Data and Method

We used 7-year daily GPS data (1 January 2004 ~ 29 January 2011) measured at 58 stations between 46°N ~ 49°N and 120°W ~ 125°W (Figure 4-1). The sites on Mount St. Helens (~46.2°N and ~122.2°W) were not considered because they are noisy. The sample sizes are varying between 880 and 2586 with an average of 1826 ±634. The PBO time series are relative to the Stable North America Reference Frame (SNARF). To reduce possible common mode errors [Wdowinski et al., 1997; Dong et al., 2006], we re-stabilized the reference frame by transforming data in SNARF into those in a regional frame realized by 79 stable reference frame sites (Figure 4-1). The reference sites were chosen by those far from the subduction margin to avoid ETS events (i.e., stations east of 122°W) and those with velocity uncertainties less than 0.15 mm/yr in horizontal and 0.45 mm/yr in vertical when correlated noise is accounted for in the velocity estimation.

Our detection algorithm consists of a smoother based on Kalman filtering and PCA (see Appendices A and D and also see Ji and Herring [2011]). We apply a smoother to individual GPS time series with a state vector whose elements are a secular rate, annual and semi-annual sinusoids, and a first-order Gauss-Markov (FOGM) process. The FOGM process is used to account for temporally correlated noise [Zhang et al., 1997; Mao et al., 1999; Williams et al., 2004; Langbein, 2008] and any transient signals such as SSEs. PCA extracts uncorrelated and variance-maximizing patterns (i.e., principal components (PCs) for temporal variations and sample eigenvectors for spatial distributions) from the FOGM state estimates. For the detection of SSEs, we use only horizontal components (i.e., north and east components) in PCA.
Figure 4-1. Horizontal velocities measured at the GPS stations (triangles) in the Plate Boundary Observatory network. The velocities are relative to the Stable North America Reference Frame (SNARF). The velocity field shows northwest motion below latitude ~42°N due to the relative motion between the North America plate and the Pacific plate and northeast motion in Cascadia due to the subduction coupling of the Juan de Fuca and Gorda plates with the North American Plate. The red box indicates the study area. The red triangles shows the stations used in the reference frame stabilization. The plate velocity is from MORVEL [DeMets et al., 2010].

The significance of PCA results can be tested in several ways (see Appendix D).

In time domain, chi-square tests can be performed for the overall temporal variation of a
PC based on the estimates of the PC uncertainty. For local temporal variations, lag-differences of a PC (i.e., differences between points of a PC at a given time lag) can be compared with their uncertainties. In space domain, the significance of sample eigenvectors can be tested with their uncertainty estimates. Furthermore, a systematic spatial pattern of a sample eigenvector must be attained (e.g., westward motion opposite to interseismic loading). Such conditions are often satisfied with the PC having the largest sample eigenvalue (denoted here as the first PC).

The method initially identified nine major SSEs (Figure 4-2) which have occurred for about 3 ~ 8 weeks (longer duration is due to migration of the SSEs) with maximum displacements in a range of 5 ~ 8 mm. The large SSEs and the strain accumulation between the SSEs could mask smaller events. We can reduce the effect of the large SSEs by removing data associated with the SSEs and including an offset for each SSE in the state vector. The resulting FOGM state estimates may reveal smaller SSEs. For example, the December 2005 event was weakly observed at the station SC02 compared to other major events (Figure 4-3a) because the station is located at the northern margin of the event. After removing the data associated with the six large SSEs, the event becomes the largest one among the remaining westward displacements (Figure 4-3b). Smaller westward motions can be seen but one cannot determine if they are real without considering coherence with neighboring sites. PCA accounts for the coherence based on the variance-covariance structure of the FOGM state estimates from multiple sites.
Figure 4-2. Surface displacements of major slow slip events obtained from principal component analysis (PCA). The directions of the events are roughly opposite to the plate convergence. Three events (April 2004, December 2005 and August 2009) dominate in southern Washington and also northern Oregon (sites not included in this study), while the others dominate mostly in northern Washington. Open triangles indicates PBO sites not used in PCA. Error ellipses represent 1-sigma uncertainties. Spatial resolution improves with time as site density increases.
Figure 4-3. Detrended time series (circles) and the estimates of the first-order Gauss-Markov (FOGM) states (black lines) at the east (or longitudinal) component of the site SC02 (48.546°N and 123.008°W) in northern Washington. (a) Six major slow slip events (SSEs) are clearly seen between the time intervals delineated by vertical lines at about 14-month recurrence interval [Szeli̇ga et al., 2008]. Three SSEs delineated by vertical dashed lines are weak or absent at this site because they are dominant in southern Washington. The large SSEs and also strain accumulation between the SSEs may mask small events. (b) The FOGM state was re-estimated by removing data between the time intervals of the large SSEs and estimating linear trends, annual and semiannual sinusoids, and six offsets at each epoch in the middle of the event time intervals. The December 2005 event now shows the largest westward motion. Smaller westward displacements can be seen with amplitude of 2 mm or less (e.g., those around epochs of 2004.9, 2007.8, 2009.2, and 2010.2), but their significance cannot be determined without considering coherence with nearby stations.
PCA depends on the size of data in both space and time. When the data size is large, more amount of noise influence the PCA results. When the data size is small, PCA may detect SSEs partially or miss them completely. In this study, we divided the study area into northern and southern Washington (i.e., 47.5°N ~ 49.0°N and 46.0°N ~ 47.5°N) not only for smaller data set but also for possible segmentation of SSEs between the two subareas [Brudzinski and Allen, 2007]. For each subarea, PCA used data in a three-month time window moving at one-month interval. If an anomalous signal is detected, the data size is refined (possibly merged into the other subarea) and PCA is repeated. In this way, we can maximize the capability of the signal detection.

4.3 Results

We have detected a few small transient signals that resemble SSEs, but it is hard to claim that they are SSEs because of low amplitudes; maximum displacements are mostly less than 3 mm. Here we show three cases that are believed to be ETS events. Table 4-1 summarizes the information of the three cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Centroid time ( ^b ) (years)</th>
<th>Duration (years)</th>
<th># of sites ( ^c )</th>
<th>Maximum displacement (mm)</th>
<th>Average displacement (mm)</th>
<th>Sample eigenvalue (%)</th>
<th>( \chi^2_{\text{df}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>2007.375</td>
<td>0.25</td>
<td>14</td>
<td>2.9</td>
<td>1.8</td>
<td>73</td>
<td>4.1</td>
</tr>
<tr>
<td>Case 2</td>
<td>2007.825</td>
<td>0.15</td>
<td>16</td>
<td>1.9</td>
<td>1.2</td>
<td>60</td>
<td>2.6</td>
</tr>
<tr>
<td>Case 3</td>
<td>2009.150</td>
<td>0.15</td>
<td>13</td>
<td>3.6</td>
<td>1.5</td>
<td>67</td>
<td>2.7</td>
</tr>
</tbody>
</table>

\(^a\) Time and displacements were approximately obtained. See Figures 4-4, 4-5, and 4-8 for spatial pattern of the signals.

\(^b\) Time in the middle of signal interval.

\(^c\) Number of sites used in PCA.

\(^d\) Chi-square per degrees-of-freedom larger than \( \chi^2_{\text{df}} \approx 1.2 \) at 5% significance level for all the cases, which means that the temporal pattern cannot be simply explained by random noise.
In the first case, a small transient signal occurred in southern Washington for about three months between April and June 2007 (red vectors in Figure 4-4). The signal time interval was determined significant by the lag-differences of the PC temporal pattern with respect to 3-sigma uncertainty. The spatial pattern described by the sample eigenvector of the first PC shows that all sites move seaward similar to typical SSEs. In fact, the signal represents a northern part of the April 2007 event accompanied by significant tremor bursts mostly in northern Oregon (Figure 4-4). The maximum displacement of the event is ~7 mm, while the detected signal shows only ~3 mm so that it was not initially detected as those shown in Figure 4-2. This demonstrates that the method is capable of detecting small events having displacements of ~3 mm based on the coherence between 14 stations.

In the second case, an anomalous signal has been detected in northern Washington (Figure 4-5). The spatial pattern shows southwest motions similar to major SSEs in this region, particularly at those sites in the Puget Sound area (i.e., 47.5°N ~ 49.0°N and 122.0°W ~ 123.5°W). The signal lasted for about two months between October and November 2007. However, based on the lag-difference calculation, the signal is only marginally significant, which may be due to the small displacement (at most ~ 2 mm at the station ALBH) compared to the background noise.

In order to see if the PC temporal pattern exists in raw data, we first made the PC pattern smooth with an arctangent function (blue curve in Figure 4-5). Note that a part of the arctangent function produces a good fit to the PC temporal pattern (i.e., the function is not in the middle of the PC temporal pattern). We constructed a model to cover outside of the signal time interval by extending the value at the first epoch for the earlier times and
the value at the last epoch for the later times. Then we estimated the amplitude of the model as well as a linear rate from the raw data which only span from 1 August 2007 to 1 January 2008. The resulting spatial pattern is similar to the PC spatial pattern in northern Washington, although stations in southern Washington are noisy (Figure 4-5). In spite of small amplitudes, the model fit suggests that the PC temporal pattern exists in the raw data (Figure 4-6), not an artifact from PCA.

It may be possible that the detected temporal pattern is a common response to network-wide error sources, often called common mode errors, which could be unresolved after the reference frame re-stabilization. However, far-field stations do not exhibit such temporal pattern (Figure 4-7). This suggests that the signal is not a common mode error but a spatially localized signal.

Detection of small SSEs was done independently of the tremor information. We examined the tremor data [Wech and Creager, 2008; Wech et al., 2009] to see if there is a spatial and temporal correlation between the identified signal and tremors. Anomalous tremors occurred between 2007.75 and 2007.8 for the maximum of ~12 hours/day (Figure 4-5), which is far above the median value (~3.5 hours/day) from all tremor data available in this region. The tremors were located in the Puget Sound area where the signal shows westward motion determined significant by PCA. Although the tremor activity did not cover the whole time interval of the signal, the association of tremors with the signal supports that the signal represents an ETS event.
Figure 4-4. Spatial (top) and temporal (bottom) patterns of the first PC from data between 44.0°N and 47.5°N (black vectors and dots) and from data between 46.0°N and 47.5°N (red vectors and dots). The PCA results from the large-scale data represent a major slow slip events occurred mostly in northern Oregon with maximum displacement of ~7 mm. The event was not initially detected with only sites in Washington State because of small amplitude (maximum of ~3 mm). Also shown are the time history (histogram) and locations (colored dots with horizontal color scale) of the tremors [Wech and Creager, 2008; Wech et al., 2009]. The red horizontal line indicates the median value of tremors (~3.5 hrs/day) between 1 January 2006 and 22 May 2011. The tremors are well correlated with the SSE in space but do not cover the whole time interval of the SSE. Error ellipses and bars a 1-sigma uncertainty. The red vectors are significant at 5% significance level. The error bars are drawn at every 10 days for simplicity. The black vertical arrow indicates 10% of the displacement obtained from the temporal pattern.
Figure 4-5. Spatial (top) and temporal (bottom) patterns of the first PC (black vectors and dots). The black vectors are significant at 5% significance level and show a westward motion with maximum displacement of ~2 mm. Also shown is an arctangent fit to the PC temporal pattern (blue dots), which is used to fit raw data (see Figure 4-6) and shows similar spatial pattern in northern Washington (blue vectors). Stations in southern Washington are less obvious with respect to their uncertainties. Tremors are anomalous between 2007.75 and 2007.80 (histogram); two peaks of tremors lasted 4 and 5 days with a 4-day interval and mostly located in the Puget Sound area (colored dots with horizontal color scale). The red horizontal line indicates the median value of tremors (~3.5 hrs/day) between 1 January 2006 and 22 May 2011. Error ellipses and bars indicate 1-sigma uncertainty. The black vertical arrow indicates 10% of the displacement obtained from the temporal pattern.
Figure 4-6. GPS time series (circles) and the arctangent fits (curves) obtained from the PC temporal pattern as shown in Figure 4-5. Linear rates are simultaneously estimated and removed. The station IDs are in descending order of latitude from top to bottom. In spite of small amplitudes, westward motion can be seen particularly at northern sites. The displacements inferred from the model fits are shown by blue vectors in Figure 4-5.
Figure 4-7. Time series of the east component of the three stations: ALBH (circles), DDSN (triangles) and SC00 (squares). DDSN is located about 600 km south of ALBH and SC00 is located about 250 km southeast of ALBH. The vertical lines delineate the time interval of the identified signal. The solid lines are values of moving averages with 30-day window. (a) Raw data time series are shown. A rough linear pattern is shown in ALBH and SC00. (b) Time series are detrended by removing a rate that is computed from the whole time interval including major SSEs. (c) Time series are detrended by removing a rate that is computed from the whole time interval but with major SSEs removed and estimated by offsets as shown in Figure 4-3b. Among the three solutions, the case (c) best show the small transient signal in ALBH. However, the far-field stations do not show the signal, which means that the signal is not spatially-correlated and network-wide error.

In the third case, an anomalous signal occurred in northern Washington for about two months between February and March 2009 (Figure 4-8). As in the second case, the lag-differences showed marginal significance of the signal due to the small displacement; the maximum displacement is ~4 mm at station P435, but the other stations moved less than 2 mm. There are two peaks of tremors for this signal. When compared to the May 2009 event, the smaller tremors occurred in smaller area and in shorter interval (see Figure 4-8). From the PC temporal pattern, however, it is not clear if the identified signal consists of two smaller signals corresponding to the two peaks of tremors.
Figure 4-8. Similar to Figure 4-5 but with PCA results from data between 1 January 2009 and 15 April 2009. The signal time interval is roughly from 2009.075 to 2009.225 with maximum displacement of ~4 mm at station P435. The displacements of the other stations are less than 2 mm. The spatial direction is slightly further to south when compared to that shown in Figure 4-5, but the uncertainties of a few sites reflect that north-south direction is noisier. Two peaks of tremors lasted 3 and 9 days with about 3-week interval with maximum rate of ~12 hours/day. The tremors occurred in a smaller area and for a short time when compared to the tremors associated with the May 2009 event (tremors later than 2009.3; see Figure 4-2 for surface displacement pattern).
4.4 Discussion

The capability of detecting small SSEs is sensitive to how steady motions (e.g., linear rates and seasonal signals) are estimated and removed. For example, the raw data of the station ALBH show a temporary halt rather than a reversal in east-west direction (Figure 4-7a). When the time series is detrended by removing a rate computed from the whole data including the major SSEs, a slight westward motion can be seen (Figure 4-7b) but this motion was not able to be detected by PCA due to still low amplitude. When the time series is detrended by removing a rate computed from the whole data but with major SSEs removed and estimated by offsets as shown in Figure 4-3b, the small transient signal can be seen more clearly (Figure 4-7c) and it was detected by PCA (Figure 4-5).

According to the linear relationship between seismic moment and slip duration [Ide et al., 2007; Aguiar et al., 2009], small ETS events should have shorter duration than the major ETS events. The tremors reflect this relationship (see Figure 4-8), while the PCA-inferred small SSEs appears to have longer duration than the tremors (Figures 4-5 and 4-8). Even in the case of major SSEs, tremor data only cover a part of the PC temporal pattern (Figure 4-4). This may imply that the PC temporal pattern is not appropriate to precisely determine the duration of the SSEs, particularly when the magnitude of the SSEs is low. Nevertheless, spatial and temporal correlation between the small SSEs and the tremors suggests that they are related phenomena.

We have detected a few more signals that resemble SSEs in space (e.g., those around 2004.98, 2006.84 and 2008.57 in northern Washington and around 2006.66 in southern Washington). They were determined significant by PCA statistics, but we could not relate them with tremors (available since 2006 in this study). The case occurred in
2006.66 matched with tremors for three days with a rate of only ~6 hours/day slightly larger than the normal tremor activity (~3.5 hours/day).

In some cases, we have seen that spatial and temporal patterns are similar to SSEs but they fail the significance test. For example, Figure 4-9 shows westward motions similar to SSEs in this region but the pattern is not significant at the 5% level. Furthermore, the displacements are mostly less than 1 mm, which is at the typical noise level of horizontal components of PBO sites. This shows that the PCA uncertainties are reasonably estimated. Although anomalous tremors existed for the time interval, the relation with the signal is unclear because of the small amplitude.

ETS events have been also observed in southwest Japan, lasting a few days or a week and recurring with intervals of 2 ~ 6 months [Obara et al., 2004; Hirose and Obara, 2005; Obara and Hirose, 2006]. Since the SSEs are too small to be detected by GPS (long-term SSEs of durations from months to years with centimeters of surface displacements have been detected by GPS [Hirose et al., 1999; Hirose and Obara, 2005]), the SSEs have been recorded by high-sensitivity tiltmeters. The surface displacements inferred from a dislocation model based on tilt changes are less than 2 mm [Obara et al., 2004], which is thought to be limitation of GPS resolution [Wech et al., 2010]. In this study, we used GPS measurements at multiple stations and have identified small SSEs with average surface displacements of less than 2 mm (see Table 4-1).
Figure 4-9. Similar to Figure 4-8 but from data between 1 February 2010 and 10 April 2010. The signal time interval is roughly from 2010.125 to 2010.25 with displacements of ~1 mm at stations P403 and SC04 and less than 1 mm at the other stations. The PC temporal pattern is not significant relative to the uncertainties ($\chi^2_{\text{def}} = 0.5$). The spatial pattern looks similar to other events, but the pattern is not significant at 5% significance level. The error ellipses indicate 1-sigma uncertainty. The tremors around 2010.15 are not likely to be related with the signal because they occurred in Vancouver Island where the PBO network does not cover. The two peaks of tremors after 2010.2 occurred near the station SC04 and in the Puget Sound area, but the contribution of tremors is not clear.
Major ETS events are observed to release strain energy accumulating due to the plate coupling in Cascadia subduction zone [Aguiar et al., 2009; Chapman and Melbourne, 2009]. At about 14-month period, major ETS events in northern Cascadia have 2–3 cm of fault slip (Mw = 6.3 ~ 6.8) along the plate interface at depth of 25-40 km [Szeliga et al., 2008], only accounting for 45–65% of the plate convergence rate of 4 cm/year. Smaller ETS events may contribute to moment release as much as major ETS events, and thus they are important to characterize the process of strain accumulation and release and assess seismic hazards of future megathrust earthquakes.

4.5 Conclusions

We applied our detection method to the PBO GPS data collected in Washington State section of the Cascadia subduction zone and have detected two previously unrecognized small SSEs independently of tremor information. The spatial patterns of the small SSEs are similar to well-known major SSEs but in a smaller area where tremors are also observed. The average displacements are less than 2 mm, which was recognized as below GPS resolution. The durations of the SSEs are about 2 months longer than the duration of tremors, but the slip duration is not precisely determined from PCA-inferred temporal pattern due to low signal-to-noise ratio. We have also detected some more signals that resemble SSEs but PCA statistics indicated that they are not significant. The detection of small SSEs supports the claim that the small tremors also accompany SSEs.
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Chapter 5
Conclusions and future work

5.1 Conclusions

We use state estimation and principal component analysis (PCA) for detecting anomalous transient signals from Global Positioning System (GPS) position time series. The method focuses on improvement of the signal-to-noise ratio (SNR) of GPS time series in both space and time. We have demonstrated with applications to synthetic and real data sets that the method is capable of detecting relatively weak transient signals that might not be apparent in the noisy raw data.

For state estimation in this study, a smoother based on a forward-backward Kalman filters is used. As a stochastic state, a first-order Gauss-Markov (FOGM) process is used to account for temporally correlated noise and any transient signals in GPS position time series. To implement the FOGM process in a Kalman filter, the correlation time and the variance of the process can be estimated by minimizing innovation-based cost functions. Although depending on sample size, parameter correlation, relative
magnitude of colored and white noise, and the SNR, state estimation can improve the SNR by passing low-frequency power but attenuating high-frequency power.

PCA decomposes the estimates of FOGM state into uncorrelated and variance-maximizing patterns (i.e., principal components (PCs) for temporal variation and sample eigenvectors for spatial distribution). Temporal correlation in the FOGM state estimates can produce large-amplitude low-frequency oscillations in high-ranked PCs. The effect of temporal correlation can be reduced by removing sinusoidal oscillations from PCs. For statistical inference on PCA results, we approximately obtain PC uncertainties by propagating errors and sample eigenvector uncertainties by using asymptotic distributions with effective sample size to account for temporal correlation in PCs. These uncertainties allow us to identify transient signals in space from sample eigenvector distribution and in time from lag differences of PCs or residual PCs with sinusoidal oscillations removed.

We tested the detection capability of the method with synthetic data used in the transient detection exercise supported by the Southern California Earthquake Center. A measure of detection threshold cannot be generally obtained. Detection capability depends on many factors such as the SNR, temporal correlation, spatial extent and sampling of signals, and the signal complexity. Although random-walk and flicker noise were used for temporally correlated noise in the synthetic data, the FOGM state estimates can represent the temporally correlated noise and also transient signals. As more number of stations record a transient signal that is coherent between neighboring sites, PCA tends to reveal the signal in first a few PCs. Large-scale signals in space, however, cannot be easily detected because they are difficult to separate from network-wide common mode errors. Multiple and/or propagating signals can be detected if the SNR is high, but they
appear at multiple PCs, making interpretation complicated. Missing data interpolation by state estimation allows PCA to retain more data in space and time and thus increases the possibility of signal detection.

We also demonstrate the detection capability with two known signals in the Los Angeles basin, California: the coseismic deformation associated with the 1999 M7.1 Hector Mine earthquake and the hydrologic expansion of the San Gabriel Valley aquifer system due to heavy rainfall in winter 2004–2005. Although the two signals were previously recognized with GPS, the strength of the PCA-based signal detection can be readily shown because the coseismic offsets were detected with only far-field sites having maximum surface displacement of ~6 mm and the hydrologic signal occurred at only 11 sites but was detected from 71 sites available for the time interval of the signal.

We applied our detection method to the daily GPS position time series from the Plate Boundary Observatory (PBO) network in Alaska. We have detected a transient signal at Akutan volcano during the first half of 2008. A simple Mogi source at a shallow depth (~3.9 km below sea level) can explain most of the displacement field. The event detected could be part of an inflationary sequence that will eventually lead to an eruption. The aseismic and non-eruptive inflation signal is difficult to detect in raw time series because of low SNR, the large size of the network and correlated noise in space and time. State estimation and PCA improved the SNR and successfully revealed the signal.

We also applied the detection method to the PBO GPS data collected in Washington State section of the Cascadia subduction zone and have detected two previously unrecognized small slow slip events (SSEs) independently of tremor information. The spatial patterns of the small SSEs are similar to well-known major SSEs.
but in a smaller area where tremors are also observed. The average displacements are less than 2 mm, which was thought below GPS resolution. The detection of small SSEs can improve our understanding of the process of strain accumulation and release in subduction zones and help evaluate seismic hazards of future megathrust earthquakes.

5.2 Future work

The detection algorithm can be further developed for a continuously running automated near-real-time detection system. For this, the algorithm must be run efficiently with little user-intervention and with rigorous detection criteria. Currently, state estimation is automated because FOGM process parameters are estimated from measurements. However, some steps of PCA have been done manually. For example, whether a signal is systematic or coherent between nearby sites (e.g., strike-slip or dip-slip faulting, expansion or contraction, uplift or subsidence, etc) has been visually determined from sample eigenvector distributions. A measure of signal coherence is difficult to obtain in general. If a transient deformation pattern is available or approximately expected, one can use the pattern to evaluate if an observed transient signal is similar to the pattern. Another example is that local outliers (i.e., sites with large amplitude but not coherent with nearby sites) have been manually removed from the data set. By defining a local outlier whose eigenvector element must be larger than a given value and whose correlation with nearby sites must be less than a given number, local outliers can be removed in an automatic fashion, but it was not always successful.

For near real-time processing algorithm, the detection method can be simply applied to a moving window with a given duration (e.g., half or a year) and at a given
interval (e.g., weekly) as new data become available. Using parallel computing many different events can be monitored simultaneously. The time series noise models (i.e., FOGM process in this study), which can take considerable time to estimate, would not be necessarily updated every time the algorithm runs unless something changes dramatically at a site. The IGS-final-orbit products have 2-3 week latency and the IGS-rapid-orbit products have 24-hour latency in general.

In this study, the detection algorithm uses daily GPS position time series. Since the algorithm can be readily used if input data are time series at multiple locations (i.e., multivariate time series), it can be adapted to use or incorporate other types of geodetic data such as interferometric synthetic aperture radar (InSAR) data that provide dense spatial coverage and sensitivity to vertical deformation and strainmeter data that provide a higher sampling rate and sensitivity to small signals than GPS. However, noise characteristics of these data are less well understood than those of GPS data. The FOGM processes may be applicable because they can mimic the spectrums of many other noise models (but not all) when multiple FOGM processes are added.

We have applied the detection algorithm to the entire PBO network from Alaska to southern California and this study includes detection results in three regions: Alaska (Chapter 3), northern Cascadia (Chapter 4), and Los Angeles basin (Appendix D). We have also detected some more transient signals, for example, recent deceleration of uplift from 2006 to June 2010 at Yellowstone [Chang et al., 2010], the effect of snow coverage on top of antenna of stations on Mount St. Helens, inflation during 2007 and deflation for 2009-2010 at Long Valley Caldera with a few millimeters of surface displacement, which is small compared to previous episodes (e.g., maximum uplift during the 2002-2003
episode is \(35 \pm 8\) mm, about 1/3 the magnitude of the 1997–1998 episode \([\text{Feng and Newman, 2009}]\). Since the PBO network covers the western margin of US from Alaska to southern California, there would be many places where transient deformation has occurred and may go unnoticed. Furthermore, there are more GPS networks (e.g., GPS Earth Observatory Network (GEONET) in Japan) to which our detection algorithm can also be applied for anomalous transient signal detection.

Finally, GPS modernization (e.g., new civilian signals L2C and L5 at 1176.45 MHz and planned launches of Block IIF and Block IIIA satellites) will further improve the precision and accuracy of 3-dimensional positioning. Furthermore, other global navigation satellite systems (GNSS; e.g., European Galileo, Russian GLONASS, Chinese Compass (being developed)) will also improve the positioning. Incorporating such improvements in the detection method leads to more precise and more accurate detection of transient signals.
Appendix A

Improving signal-to-noise ratio of GPS position time series by state estimation

Abstract

The signal-to-noise ratio (SNR) of GPS position time series can be improved by a smoother based on the Kalman filter formulations. However, if the noise characteristics are not well determined the state estimation will be inaccurate and result in large estimation errors. Here we develop an algorithm to determine the noise process. We use a first-order Gauss-Markov (FOGM) process, characterized by a correlation time and a variance, to account for temporal correlation in GPS time series including unmodeled transient deformation signals and colored noise. The FOGM correlation time and the variance are estimated by minimizing two cost functions obtained from the innovations sequence (i.e., differences between measurements and predictions). The measurement white noise variance can then be estimated by scaling its assumed value (formal errors are often used) by the ratio between the FOGM variance estimates from the two cost functions. The method is not sensitive to correlation between the noise parameters because they are independently estimated.
A.1 Introduction

Global Positioning System (GPS) stations in a continuously operating network (e.g., Plate Boundary Observatory in the western United States and GPS Earth Observation Network in Japan) measure surface motion and produce a time series of position changes in each coordinate direction (usually displacements in the north, east and up direction) relative to a reference frame. With repeatabilities at the level of 1 mm in horizontal and 3 mm in vertical, daily GPS position time series have revealed transient motions due to seismic, volcanic or hydrologic activities. However, weak transient signals are often difficult to detect because of temporally correlated noise in GPS position time series. A desirable property of a signal detector is one which increases signal-to-noise ratio (SNR). Among various techniques for this purpose, we improve the SNR of daily GPS position time series by state estimation using a smoother based on a forward-backward running Kalman filter approach [e.g., Gelb, 1974; Anderson and Moore, 1979; Brown and Hwang, 1997]. The state estimation is briefly summarized in Appendix B.

The state vector typically, but not necessarily, includes a secular rate, annual and semi-annual sinusoids and offsets due to receiver/antenna changes. Temporally correlated noise can be characterized by stochastic models such as random-walk, flicker, power-law noise [e.g., Zhang et al., 1997; Mao et al., 1999; Williams et al., 2004; Beavan, 2005; Langbein, 2008]. We use a first-order Gauss-Markov (FOGM) process to describe temporally correlated noise and transient signals if any. This does not necessarily mean that this process is a physical process for temporally correlated noise and transient signals, but we use it here as a convenient and flexible representation of temporal correlation in GPS position time series. Transient signals can be described by deterministic states if
proper models are available (e.g., step functions for coseismic offsets and exponential or logarithmic parameterization for postseismic deformation). Even in this case, however, a stochastic state is required to account for temporally correlated noise, model misfits and other transient signals that might exist.

The main objective of this study is to estimate the FOGM parameters (i.e., correlation time and variance) and measurement white noise variance. Poor specification of these parameters may result in large estimation errors. The parameters of noise processes in GPS time series have been estimated by maximum likelihood estimation (MLE) and power spectral density (PSD) methods in the geodetic literature [e.g., Mao et al., 1999; Williams et al., 2004; Langbein, 2008]. The MLE method has a few advantages over the PSD method (e.g., it can handle uneven samples and missing data and it can estimate both tectonic and noise parameters), but it is computationally expensive.

An alternative approach to the estimation of the noise parameters is to modify or adapt the Kalman filter to the actual measurements, which is known as adaptive Kalman filtering. An adaptive filter readjusts noise statistics based on the measurements [Gelb, 1974]. Most techniques use the innovations sequence defined as a sequence of differences between measurements and predictions [e.g., Jazwinski, 1969; Mehra, 1970; Myers and Tapley, 1976; Mohamed and Schwarz, 1999; Yang and Gao, 2006]. The innovations sequence conveys new information, inferred from the process noise models, brought by the current measurement given all the past measurements. The new information is a basis for estimating the noise statistics and thus for improving Kalman filter performance.
Our method also uses the innovations sequence because it can be efficiently done by Kalman filtering. However, our approach has some advantages over conventional adaptive approaches. Firstly, most adaptive schemes estimate the noise statistics on-the-fly as a new measurement is available that could cause instability of the filter [Myers and Tapley, 1976; Blanchet et al., 1997], while our approach is stable because it uses all the innovations available (i.e., post-processing). Secondly, most adaptive schemes estimate stochastic noise statistics \( Q_i \) and \( R_k \), while we also estimate the stochastic state transition \( \Phi_k \) because it is a function of the FOGM correlation time. Thirdly, most adaptive schemes simultaneously estimate the noise statistics, while we estimate each of the FOGM parameters independently, mainly due to parameter correlation, by minimizing two different cost functions constructed by the innovations sequence. Our method provides robust estimates of the noise parameters and thus improves the SNR.

### A.2 First-order Gauss-Markov (FOGM) process

A FOGM process is selected as a stochastic state because it can be easily implemented in Kalman filters and because its spectrum, when multiple FOGM processes are added, can mimic the spectrums of many other noise models (but not all) [Langbein, 2008]. A FOGM process can be expressed by a simple differential equation, while flicker and power-law noise cannot. The FOGM spectrum is, in a log scale, flat at low frequencies and decreases with slope of -2 at high frequencies as do random-walk processes. The spectrum is controlled by a variance \( \sigma^2_{fogm} \) for the overall power and by a correlation time \( \tau \) for the transition from flat to the decreasing power. At a corner
frequency, \( f_c = 1/\pi \tau \), extrapolation of the flat spectrum intersects the slope for high frequencies. As a correlation time is close to zero, a FOGM process approaches to a white process (i.e., a flat spectrum). When a correlation time goes to infinity, a FOGM process becomes a random-walk process.

The FOGM state transition (\( \Phi_k \)) and the one-step-ahead process noise variance (\( Q_k \)) are related to the two FOGM parameters (\( \tau \) and \( \sigma^2 \)). A FOGM autocovariance function is given by \( \rho(\Delta t) = \sigma^2 \exp(-|\Delta t|/\tau) \) where \( \Delta t \) is a time interval and where \(| \cdot |\) indicates the absolute value. Let \( x_k \) and \( w_k \) be a FOGM state and process noise with variance \( Q_k \) at time \( t_k \), respectively. After multiplying both sides of the state transition equation \( x_{k+1} = \Phi_k x_k + w_k \) by \( x_k \), taking the expectation, and using the fact that \( w_k \) is uncorrelated with \( x_k \), we have the Yule-Walker equation \( \rho(\Delta t_k) = \Phi_k \rho(0) \) where \( \Delta t_k = t_{k+1} - t_k \) and thus \( \Phi_k = \exp(-\Delta t_k / \tau) \). When the correlation time increases (i.e., closer to random-walk process), the state transition approaches to one. On the other hand, when the correlation time decreases (i.e., closer to white noise), the state transition approaches to zero. When multiplying both sides of \( x_{k+1} = \Phi_k x_k + w_k \) by \( x_{k+1} \), we obtain the process noise variance \( Q_k = \sigma^2 (1 - \exp(-2\Delta t_k / \tau)) \). Before running a smoother, the state transition and the process noise variance must be specified. Equivalently, the FOGM parameters must be known or estimated, which will be discussed in the next section.
A.3 Innovation-based FOGM parameter estimation

The FOGM parameters can be estimated by using the innovations sequence from the Kalman filter running forward in time. The innovations sequence is a sequence of differences between measurements and predictions from the Kalman filter. In this section, we examine the properties of the innovations sequence and estimate the FOGM parameters by minimizing cost functions constructed from the innovations sequence.

A.3.1 Innovations sequence

Given measurements $y_k$ where $k = 1, 2, \ldots, n$, an innovation sequence $v_k$ at time $t_k$ is defined as $v_k = y_k - H_k \hat{x}_{k|k-1}$ where $H_k$ is the design or measurement matrix and $\hat{x}_{k|k-1}$ denotes the predicted state vector at $t_k$ based on all of the measurements up to $t_{k-1}$. For an optimal Kalman filter (i.e., the system and noise parameters are exactly known), the innovation variance is given by

$$C_k = H_k P_{k|k-1} H_k^T + R_k \quad (A-1)$$

where $P_{k|k-1}$ is an error variance of $\hat{x}_{k|k-1}$ and is obtained by $P_{k|k-1} = \Phi P_{k-1|k-1} \Phi^T + Q$ in the prediction step (see Equation B-4 in Appendix B). The innovations sequence is statistically equivalent to the measurements in a linear system and conveys new information brought by the current measurement given all the past measurements [Kailath, 1968]. The innovation variance sequence gives weights to the new information via the Kalman gain (see Equation B-5 in Appendix B). Note that the innovation variance is not a function of actual measurements. Given a state-space model, the innovation variance can be directly determined regardless of actual measurements.
For an optimal filter, the innovations sequence is a Gaussian white sequence with zero mean and variance given in Equation (A-1) [Kailath, 1968]. Since \( \nu_i \) and \( \nu_j \) for \( i \neq j \) are independent, individual innovations bring new information from measurements. As a diagnosis for the optimality, the whiteness can be tested by checking if lagged autocovariances of innovations are less than a given threshold [Mehra, 1970]. In theory, the lagged autocovariance sequence must be zero for an optimal filter, provided that the model is linear and the process and measurement errors are independent [Daley, 1992]. Large lagged autocovariances may indicate poorly constructed state-space model.

In suboptimal cases, the innovations sequence is not white and its variance is different from the innovation variance given in Equation (A-1) [Anderson and Moore, 1979]. Instead sample innovation variance can be considered:

\[
\hat{C} = \frac{1}{n} \sum_{k=1}^{n} \nu_k^2 \quad (A-2)
\]

where all the available innovations are used. Most adaptive schemes estimate the innovation variance (say \( \hat{C}_k \)) using the most recent innovations within a moving fixed-interval time window. The values of \( Q_k \) and \( R_k \) are adapted based on the values of \( \hat{C}_k \).

For example, \( \hat{R}_k = \hat{C}_k - H_k P_{k|k-1} H_k^T \) from Equation (A-1) [e.g., Mehra, 1970; Myers and Tapley, 1976; Mohamed and Schwarz, 1999]. Small size of the moving window, however, possibly causes the adaptive filters unstable and \( \hat{R}_k \) negative. Equation (A-2) assumes that an innovations sequence is stationary and thus our estimation technique is stable.

We investigate the effect of suboptimal filter on the innovations sequence by comparing the (time-averaged) innovation variance in Equation (A-1) with the sample innovation variance in Equation (A-2). FOGM plus white samples were generated with
Figure A-1. (dashed) Innovation variance and (solid) sample innovation variance from FOGM samples with $r_0 = 20$ days, $\sigma^2 = 10.5$ mm$^2$ (equivalently, $Q_0 = 1$ mm$^2$) plus white samples with $R_0 = 1$ mm$^2$. The parameters $r$, $\sigma^2$ and $R$ are, respectively, the FOGM correlation time, FOGM variance and white noise variance with subscript $f$ for the filter and subscript $0$ for the samples. The sample size ($T$) is 1000 (i.e., $T/r_0 = 50$). The sample innovation variances were averaged over 1000 realizations. All axes are in a log scale. (a) ~ (c) Only one parameter is varying as shown in horizontal axes, while the other two parameters are fixed to the true values. (d) The parameter $\alpha$ is a scale factor such that $\sigma_f^2 = \alpha \sigma_0^2$ and $R_f = \alpha R_0$. The sample innovation variance is equal to the innovation variance when the filter parameters are equal to the true parameters (vertical lines), that is, the filter is optimal. The cases (b) ~ (d) indicate that if $r_f = r_0$ the sample innovation variances depend on the ratio $\sigma_f^2/R_f$, not on the individual values. In particular, the case (d) shows that the sample variances are those from the optimal filter whenever $\sigma_f^2/R_f = \sigma_0^2/R_0$ if $r_f = r_0$. The minimum values of the sample innovation variances (solid circles) in (a) ~ (c) are associated with the true parameter, but it is not true that the minimum occurs only if the filter is optimal because of the dependence on $\sigma_f^2/R_f$. 
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given parameters \((\tau_0, \sigma_0^2\text{ and } R_0)\), while Kalman filters were constructed with a range of filter parameters \((\tau_f, \sigma_f^2\text{ and } R_f)\). We assume here that the white noise variance is time invariant (i.e., \(R_i = R\) for all \(k\)). The sample innovation variance is equal to the innovation variance and becomes the minimum if filter parameters are equal to the true parameters (i.e., optimal filter) (Figure A-1). The innovation variance, on the other hand, is a monotonic decreasing function of \(\tau_f\) (Figure A-1a) and a monotonic increasing function of \(\sigma_f^2\) and \(R_f\) (Figure A-1b and c), irrespective of the optimal condition because it does not depend on measurements.

The sample innovation variance depends on the ratio between the FOGM variance and the white noise variance \((\sigma_f^2/R_f)\) when \(\tau_f\) is fixed. The sample innovation variance becomes larger when \(\sigma_f^2 < \sigma_0^2\) (Figure A-1b) or when \(R_f > R_0\) (Figure A-1c), indicating dependence on the ratio not the individual values of \(\sigma_f^2\) and \(R_f\). If \(\tau_f = \tau_0\), the sample innovation variance becomes the minimum when \(\sigma_f^2/R_f = \sigma_0^2/R_0\) (Figure A-1d). It is difficult to distinguish between too large a value of \(\sigma_f^2\) and too small a value of \(R_f\), and vice versa [Daley, 1992]. The algorithm we develop below solves this problem.

A.3.2 Minimization of cost functions

The FOGM parameters are estimated by minimizing cost functions based on innovations sequence. We test three types of cost functions. Firstly, we consider the sample innovation variance \(\hat{C}\) given in Equation (A-2). If the filter is optimal, \(\hat{C}\) approaches the minimum asymptotically [Anderson and Moore, 1979] (the reverse is not
true as shown in Figure A-1d). Secondly, assuming Gaussian statistics, the maximum likelihood condition is to minimize a cost function \[ L = \frac{1}{n} \sum_{k=1}^{n} \log(\det(C_k)) + \frac{1}{n} \sum_{k=1}^{n} \frac{\nu_k^2}{C_k} \] (A-3)

where \( \det(C_k) \) indicates the determinant of \( C_k \). The first term in the right hand side has its unit of log of variance, while the second term is dimensionless. Unit change does not affect the minimization because constants are added to or subtracted from \( L \) in a log space. Finally, since the innovations sequence from an optimal filter is white Gaussian with variance \( C_k \), we minimize a cost function

\[ X = \left| \frac{1}{n} \sum_{k=1}^{n} \frac{\nu_k^2}{C_k} - 1 \right|. \] (A-4)

For an optimal filter, the first term in the right hand side becomes the chi-square per degrees of freedom whose expectation is one. Therefore, minimizing \( X \) is equivalent to finding a condition that makes the first term close to one. The cost function \( \hat{C} \) does not depend on \( C_k \), while the others do. Thus \( \hat{C} \) is expected to have different properties.

Figure A-2 shows that the minimum values of the cost functions occur at or near the optimal condition when only one parameter is varying with the other parameters fixed to the true values. Note, from Figure A-2d, that the cost function \( \hat{C} \) has no minimum because of its dependence on \( \sigma^2_f/R_f \), while the cost functions \( L \) and \( X \) have the minimum at the optimal case. This suggests that \( L \) and \( X \) have dependence on \( \sigma^2_f \) and \( R_f \) rather than on the ratio \( \sigma^2_f/R_f \).
Figure A-2. Same as in Figure A-1 but vertical axis represents the values of cost functions $\hat{C}$ (solid curves; the same shown in Figure A-1), $L$ (dashed curves) and $X$ (dash-dotted curves). The cost functions were averaged over 1000 realizations. The average minimum values (solid circles) of the cost functions are at or near the optimal case (vertical lines). The cost function $\hat{C}$ in (d) has no minimum because of its dependence on $\sigma_f^2/R_f$, while $L$ and $X$ have the minimum at the optimal case, suggesting that they have dependence on the individual values of $\sigma_f^2$ and $R_f$ rather than on the ratio $\sigma_f^2/R_f$.

When the FOGM parameters are varied, they are positively correlated in terms of the minimum cost. For the test cases assuming $R_f = R_0$, the correlation coefficients are 0.59 for $\hat{C}$, 0.88 for $L$, and 0.92 for $X$ (Figure A-3). The positive correlation can be inferred from $Q_0 \approx 2\Delta t\sigma_f^2/\tau_f$ if $2\Delta t/\tau_0 << 1$ ($2\Delta t/\tau_0 = 0.1$ in the test cases). Since $Q_0$ and $\Delta t$ are fixed and positive, $\tau_f$ and $\sigma_f^2$ are positively correlated. The slope of the distribution seems to be a function of $Q_0/2\Delta t$ (= 0.5 in the test cases).
Figure A-3. Minimum values (dots) of the cost function (a) $\hat{C}$, (b) $L$, and (c) $X$ on a grid of FOGM parameters from 500 realizations. True parameters are given in Figure A-1. The white noise variance used in the filter is fixed to the true value. The distribution (contours with gray scale at the top) was obtained by averaging the cost values from 500 realizations. Three thick contours enclose 50%, 90%, and 95% of the minimum values. Also shown are horizontal and vertical lines along which cross sections are drawn with the same type of line. The FOGM parameters are positively correlated in terms of the minimization of the cost functions. The average of the minimum values (gray circle) and the minimum of the distribution (star) are close to the true values except for the case (c), in which the minimum of the distribution (star) locates at the boundary of the parameter space. This indicates that the minimum may be outside of the given parameter space and far from the true values. As a result, the average of the minimum values (gray circle) is biased in this two-variable case. In the single-variable case, on the other hand, the minimum values can be well recovered at the true values (see Figure A-2).
The minimum values of the cost functions $\hat{C}$ and $L$, in the mean sense, coincide with the true values (see Figure A-3a and b), and thus the minimization of $\hat{C}$ or $L$ provides a way to the FOGM parameter estimation in this two-variable case. However, the minimum of the cost function $X$ locates at the boundary of the given parameter space (Figure A-3c), which indicates that the minimum may be outside of the space possibly due to high parameter correlation. For this reason, we will not consider the cost function $X$. When one parameter is fixed, $X$ can be used (see Figure A-2).

The distribution of the minimum cost depends on the values of $T/\tau_0$, $Q_0/R_0$ and $R_f$ where $T$ denotes the total data span. Let us assume $R_f = R_0$ here (Cases of $R_f \neq R_0$ will be discussed in the next section). As expected from large sample statistics, the minimum $\hat{C}$ and $L$ are more compactly distributed for large $T/\tau_0$ (Figure A-4), indicating consistency. When $T/\tau_0$ increases from 3 to 50, the parameter correlation also increases from 0.22 to 0.59 for $\hat{C}$ and from 0.77 to 0.88 for $L$. The orientation of the distribution does not depend on $T/\tau_0$.

The distribution of the minimum $\hat{C}$ rotates counterclockwise as $Q_0/R_0$ increases (Figure A-5). When $Q_0/R_0 = 0.01$, the FOGM variance can be estimated better than the correlation time. When $Q_0/R_0 = 10$, the correlation time can be better estimated. The slope of the distribution is a function of $Q_0/2\Delta t R_0$. For the minimum $L$, the slope of the distribution remains the same for $Q_0/R_0 > 1$ approximately (Figure A-5). The distribution becomes more compact along the axis of the FOGM variance as $Q_0/R_0$ further increases; the FOGM variance is better estimated than the correlation time for large $Q_0/R_0$. 
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Figure A-4. Distributions of minimum values of the cost functions $\hat{C}$ (solid contours) and $L$ (dashed contours) in the FOGM parameter space for different values of $T/\tau_0$ where $T$ is the total data span and $\tau_0$ is the true FOGM correlation time (20 days indicated by vertical lines). The true FOGM variance is 10.5 mm$^2$ (horizontal lines) and white noise variance is 1 mm$^2$ (equivalently, $Q_0/R_0 = 1$). Three contours enclose 50%, 90%, and 95% of the minimum values. As $T/\tau_0$ increases, the distribution becomes more compact and has higher correlation.
Figure A-5. Similar to Figure A-4 but the measurement noise variance $R_0$ changes according to the values of $Q_0/R_0$ given in each plot. True FOGM parameters are the same as those in Figure A-4. The data span $T$ is 400 days so that $T/\tau_0 = 20$. As $Q_0/R_0$ increases, the distribution of $\hat{C}$ (solid contours) rotates counterclockwise, indicating changes in correlation between the parameters. The distribution of $L$ (dashed contours) looks similar to that of $\hat{C}$ for $Q_0/R_0 < 1$, but the slope of the distribution remains the same for $Q_0/R_0 > 1$ approximately. Instead, the distribution becomes more compact particularly along the vertical direction, that is, the FOGM variance will be better estimated than the correlation time.
A.4 Estimation of measurement noise variance

In daily GPS position time series, measurement white noise is relatively better known (~1 mm in horizontal and ~3 mm in vertical) than the parameters of the colored noise. Formal errors are often used to approximate measurement noise variance. Formal errors are normally calculated from noise in the phase measurements at a given rate under the white Gaussian assumption. However, temporal correlation in the phase data raises the scale issue in formal errors, depending on statistics and sampling rate used in the GPS geodetic inversion. In this section, we examine how incorrectly specified measurement noise variance impacts on the FOGM parameter estimates and estimate the measurement noise variance based on the findings.

The FOGM parameter estimation is affected by incorrectly assumed measurement noise variance (i.e., $R_f \neq R_0$). Figure A-6 shows that the FOGM parameter estimates depend on the values of $R_f = a R_0$ where $a = 0.5$, 1 and 2. The FOGM variance from $\hat{C}$ is sensitive to variations in $R_f$ (Figure A-6a), while the correlation time from $L$ is sensitive (Figure A-6b). For $\hat{C}$, the state transition is relatively better determined because it depends only on the correlation time, but the one-step-ahead process noise variance cannot be independently separated from the measurement noise variance, which is consistent with the dependence of $\hat{C}$ on $\sigma_f^2/R_f$ (see Section A.3.2). For $L$, on the other hand, both state transition and process noise variance cannot be independently separated from the measurement noise variance because they depend on the correlation time which is sensitive to the variation of $R_f$ more than the FOGM variance is.
Figure A-6. Estimates of FOGM parameters from minimizing cost functions (a) $\hat{C}$, (b) $L$, and (c) the FOGM correlation time ($\tau$) from $\hat{C}$ and the FOGM variance ($\sigma_{\text{FOGM}}^2$) from $L$, with $R_f = \alpha R_0$ where $R_f$ and $R_0$ are the measurement noise variance used for the filter and for the sample generation, respectively, and $\alpha$ is given in the lower right side. Total 500 synthetic time series were generated with true parameters indicated by horizontal and vertical lines (numbers are given in Figure A-1). The minimum values were found by using a 2-dimensional 3-point grid search technique (see Appendix C). The average parameter estimates are shown in boldface. The FOGM variance is sensitive to $R_f$ for the minimum $\hat{C}$, while the correlation time is sensitive to $R_f$ for the minimum $L$. In other words, the correlation time can be better estimated by minimizing $\hat{C}$, while the FOGM variance can be better estimated by minimizing $L$. The case (c) shows that the strong dependence of parameter estimates on $R_f$ disappears when the correlation time and the FOGM variance are independently estimated from $\hat{C}$ and $L$, respectively.

As can be seen in Figure A-6, the correlation time can be better estimated by minimizing $\hat{C}$, while the FOGM variance can be better estimated by minimizing $L$. If the correlation time and the FOGM variance are independently estimated by minimizing
\( \hat{C} \) and \( L \), respectively, the dependence of parameter estimates on \( R_f \) can be reduced (Figure A-6c). Thus one can recover the FOGM parameters not severely affected by incorrect measurement noise variance.

The measurement noise variance can be scaled by the ratio between the FOGM variances from the two cost functions. Figure A-6a shows that the FOGM variance from \( \hat{C} \) becomes, on average, a half of the true value when \( \alpha = 0.5 \) and twice as large as the true value when \( \alpha = 2 \); the FOGM variance is proportional to \( R_f \). If the FOGM variance from \( \hat{C} \) is different from that from \( L \), say two times larger, then \( R_f \) can also be thought two times larger. We compared the FOGM variance estimates from \( \hat{C} \) (denoted by \( \sigma_{\hat{C}}^2 \)) and from \( L \) (denoted by \( \sigma_L^2 \)) shown in Figure A-6. The two FOGM variances approximately show a linear trend with slope \( \alpha \), although slightly off the trend for larger FOGM variances (Figure A-7a). When \( \alpha = 0.5 \), the ratio \( \sigma_{\hat{C}}^2 / \sigma_L^2 = 0.45 \pm 0.11 \) is not significantly different from \( \alpha \) (Figure A-7b). The measurement noise variance can be readily scaled as in \( \hat{R} = R_f \times \sigma_L^2 / \sigma_{\hat{C}}^2 \). Since \( \sigma_{\hat{C}}^2 / \hat{R} = \sigma_{\hat{C}}^2 / R_f \), the cost function \( \hat{C} \) is still the minimum because of its dependence on the ratio \( \sigma_{\hat{C}}^2 / R_f \) (see Figure A-2d).

### A.5 Frequency response of a smoother

The frequency response of a smoother is similar to that of a low-pass filter because a smoother estimates low-frequency data trend and reduces high-frequency noise based on a state-space model. In this section, we evaluate the effect of different parameter settings on frequency response of smoothers to FOGM plus white samples. We describe
the frequency response of smoothers in terms of the power spectral density (PSD) of state estimates and transfer functions that describe the characteristics of smoothers and the relationships between the input and the output of smoothers, respectively.

When smoothers were applied to FOGM plus white samples, smoothers pass low-frequency power but attenuate high-frequency power depending on the values of $Q_0/R_0$.
and $T/\tau_0$ (Figure A-8). The FOGM state can be better estimated when both ratios are large. As $Q_0/R_0$ increases, the spectrum of the smoother output is closer to the true FOGM spectrum and powers at higher frequencies can be recovered, indicating higher cutoff frequency. As expected, low-frequency power can be recovered for larger $T/\tau_0$.

A transfer function of a smoother shows the relation between the input and the output of a smoother as a function of frequency. Here we consider a transfer function as a linear mapping of Fourier transform of the FOGM samples (excluding white noise samples) to the Fourier transform of the smoother output. Since transfer functions are complex-valued functions in general, they can be decomposed into gain and phase functions that show, respectively, the amplitude relationship and phase difference between the input and the output. The overall gain pattern is similar to that of low-pass filters with cutoff frequency depending on $Q_0/R_0$ and $T/\tau_0$ (Figure A-9). Powers in higher frequencies are more attenuated as $Q_0/R_0$ decreases. Low-frequency powers are also attenuated for small $Q_0/R_0$, which means that smoothers are not the same as typical low-pass filters. For a coherence measure, we consider standard errors of phases over 1000 realizations. The standard errors are smaller at low frequencies (Figure A-10), indicating that powers at low frequencies tend to be coherently recovered relative to higher frequencies. For larger $Q_0/R_0$, the coherence extends to higher frequencies.
Figure A-8. Power spectral density (PSD) of smoother outputs. Synthetic data were generated with a FOGM process having $\tau_0 = 20$ days and $\sigma_0^2 = 10.5$ mm$^2$ (equivalently, $Q_0 = 1$ mm$^2$) plus a white process with zero mean and variance $R_0$ given by $Q_0/R_0$. The data span $T$ is given by $T/\tau_0$. The PSD’s were averaged over 1000 realizations. The true FOGM spectrum (dashed curves) is flat at low frequencies and has a slope of -2 (solid lines) at high frequencies as do the random-walk processes. The transition from flat to the decreasing power is defined by the corner frequency (dash-dotted vertical lines) given by $f_c = 1/\pi \tau$ (samples/unit time). In general, a smoother loses more powers at higher frequencies. As $Q_0/R_0$ increases, the PSD is closer to the true spectrum even at high frequencies. As expected, low-frequency power can be recovered for larger $T/\tau_0$. 
Figure A-9. Gain functions of smoothers used in Figure A-8. Transfer functions were estimated by using Welch’s overlapped segment averaging (WOSA) with block size of 50% of the total sample size ($T$) and 65% overlap with a data taper of zeroth-order discrete prolate spheroidal sequence (dpss) with NW = 4. The dpss is a sequence of length $N$ that has the largest possible concentration of its energy in the frequency interval between $-W$ and $W$ [Percival and Walden, 1993]. The gain functions were averaged over 1000 realizations. Similar to low-pass filters, the smoothers pass low-frequency powers but attenuate powers with frequencies higher than the cutoff frequency depending on values of $Q_0/R_0$ and $T/\tau_0$. As the value of $Q_0/R_0$ decreases, powers in higher frequencies are more attenuated. It can be seen for small $Q_0/R_0$ that low-frequency powers are also attenuated, which is unlikely in low-pass filters.
Figure A-10. Standard errors of phase differences between the input and the output of smoothers used in Figure A-8. The phase differences are arguments of transfer functions between $-\pi$ and $\pi$. Small standard errors indicate coherence between the input and the output, while large standard errors indicate incoherence. Low frequencies are coherent relative to high frequencies. For large $Q_0/R_0$, the coherence extends to higher frequencies compared to the cases of small $Q_0/R_0$. 
A.6 Discussion

Given a state-space model, Equation (A-1) provides the innovation variance at each epoch. The innovation variance does not depend on actual measurements but only on the given model. Thus, in suboptimal cases, the innovation variance may not well represent the random properties of the innovations sequence. In most adaptive schemes, the sample innovation variance given in Equation (A-2) is often used as an estimator of the innovation variance. If we replace the innovation variance in Equations (A-3) and (A-4) with the sample innovation variance, the minimization of \( L \) is equivalent to the minimization of \( \hat{C} \) and \( X \) is always zero.

A suboptimal filter may produce the optimal innovation variance due to parameter correlation. The optimal innovation variance underbounds the errors in estimating innovations [Anderson and Moore, 1979]. In other words, the sample innovation variance from a suboptimal filter is greater than or equal to that from an optimal filter. The equality is due to the correlation between FOGM parameters or between process (\( Q \)) and measurement noise variances (\( R \)).

The minimization of the cost functions needs a direct grid search because the minimum variance formulation suffers severe analytical difficulties [Mohamed and Schwarz, 1999]. However, the grid search is not efficient for large data sets. For efficiency, a three-point grid search technique [Kim, 1997] can be used in a two-dimensional FOGM parameter space. Detailed description of the method can be found in Appendix C. The grid search is similar to another type of adaptive estimation called parallel processing techniques or multiple model adaptive estimation [e.g., Anderson and Moore, 1979; Mohamed and Schwarz, 1999]. The techniques use a parallel bank of
Kalman filters with parameters on a finite number of grid points. From multiple filters, the techniques usually find a weighted sum of conditional state estimates, while our approach simply finds the FOGM parameters that minimize the cost functions.

Measurement noise is defined to be white Gaussian with zero mean and variance $R_i$ at time $t_i$ and it is often represented by so-called “formal errors” that depend on statistics and sampling used in the GPS geodetic inversion. However, there is a scale issue in formal errors because of temporal correlation of phase observations. The formal errors can be initially used for a smoother and then measurement noise variance can be estimated by the method discussed in Section A.4. Another way is to readjust formal errors such that formal errors become consistent with random data scatter. For example, formal errors can be scaled by comparing the scatter of one-day differences of data with the formal errors (see Appendix H). The one-day differencing reduces the effect of temporal correlation.

This study assumes that the FOGM parameters are constant in time. The assumption, however, is not appropriate when a large transient signal exists in a time interval. Here transient signals are defined as those having temporal characteristics different from time-correlated noise and often originating from earthquakes, volcano activities, groundwater transport, etc. Since transient signals and time-correlated noise are estimated by a single FOGM state, transient signals can affect the estimation of time-correlated noise and vice versa if proper models for transient signals are not available. Suppose that a GPS time series contains a small background noise and a large transient slip in a short time interval. The background noise variance will be estimated somewhat larger due to the large slip and the FOGM state estimates will poorly track the slip due to
the small noise. If the slip interval is known a priori, such misfits can be mitigated by increasing the filter process variance \( (Q) \) within the slip interval. The innovations in the slip interval are not included in the minimization of cost functions so that the FOGM parameters are estimated from only the background noise. This approach does not require models for transient signals.

GPS time series contain outliers and data with large uncertainties. Assuming Gaussian statistics, outliers are defined as data having absolute values larger than a cutoff value (e.g., five times larger than the RMS error of the residuals from state estimation only with deterministic states). Model misfits tend to make good data appear to be outliers. Initially a large cutoff value is used. Large uncertainty data are defined as data having formal errors larger than a cutoff value (e.g., five times larger than the median value of formal errors). Outliers and large uncertainty data can be removed iteratively until no such data are detected.

When the cost functions are calculated, some of the innovations (particularly at the beginning of the filter run) may appear to be outliers due to inadequate state model and initial conditions. Assuming Gaussian statistics, we define outliers as innovations whose absolute values are larger than a cutoff value (e.g., five times the standard error of the innovation sequence). Outliers are ignored in the calculation of the cost functions.

Since PCA takes data measured simultaneously, a large data gap makes a considerable amount of data directly unusable. Missing data interpolation retains measured data that otherwise would be ignored in PCA. Examples of interpolations are cubic splines \([Aoki and Scholz, 2003]\), a three-point Lagrangian interpolation \([Dong et al., 2006]\), spatial averaging \([Savage and Thatcher, 1992; Dong et al., 2006]\), an iterative use
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of PCA [Dong et al., 2006], and Kalman filtering [Kawamura and Yamaoka, 2006]. Kalman filters estimate missing data and their uncertainties based on stochastic nature of data (Appendix B). The uncertainty increases as the interpolation is far away from the known data. The interpolation uncertainties allow us to assess the impact of the interpolation on PCA.

A.7 Conclusions

The signal-to-noise ratio (SNR) of GPS position time series can be improved by state estimation. A FOGM process is used to account for temporal correlation in GPS position time series. The FOGM correlation time can be estimated by minimizing \( \hat{C} \) (i.e., the minimum sample innovation variance) and the FOGM variance by minimizing \( L \) (i.e., the maximum likelihood). The measurement noise variance is obtained by scaling its assumed value by the ratio of the FOGM variance from the minimum \( L \) to that from the minimum \( \hat{C} \). Although depending on sample size, parameter correlation, relative magnitude of colored and white noise, and the SNR, a smoother based on a forward-backward Kalman filtering can improve the SNR of GPS position time series by passing low-frequency power (colored noise and possibly transient signals) by attenuating high-frequency power (mostly white noise).
Appendix B
State estimation: a filter/smooth approach

The state estimation is summarized here in a filter/smooth formalism and details can be found in general textbooks [e.g., Gelb, 1974; Anderson and Moore, 1979; Brown and Hwang, 1997]. Consider a linear, discrete-time, finite-dimensional system. Let \( x_k \) be a state vector at time \( t_k \) where \( k = 1, 2, \cdots, n \) and \( n \) is the total number of measurements. The state vector evolves in time according to the system dynamics represented by

\[
X_{k+1} = \Phi_k X_k + W_k
\]

where \( \Phi_k \) is the state transition matrix for the time step from \( t_k \) to \( t_{k+1} \) and \( W_k \) is the process noise vector assumed to be white Gaussian with zero mean and a covariance matrix \( Q_k \). The state-vector elements with zero process noise are said to be deterministic. Other elements in the state vector with process noise are called stochastic. Stationary
stochastic processes are not required here. The measurements \( y_k \) are modeled by a linear combination of the state-vector elements with a random perturbation

\[
y_k = H_k x_k + v_k \tag{B-2}
\]

where \( H_k \) is the design or measurement matrix and \( v_k \) is the measurement noise vector assumed to be white Gaussian with zero mean and a covariance matrix \( R_k \). The process and measurement noise (\( w_k \) and \( v_k \)) are assumed to be uncorrelated. Optimality requires that the system model (\( \Phi_k \) and \( H_k \)) and noise statistics (\( Q_k \) and \( R_k \)) are exactly known. Unmodeled or mismodeled dynamics will degrade the filter performance and can even lead to a divergence of the filter.

The Kalman filtering problem is to determine the estimates of one-step predicted and filtered state vector and the associated error covariance matrices. Given the state-space equations (B-1) and (B-2), noise statistics \( Q_k \) and \( R_k \), and initial values of the state vector and its variance-covariance matrix, two steps are involved sequentially:

Prediction

\[
\dot{x}_{k+1|k} = \Phi_k \hat{x}_{k|k} \quad \tag{B-3}
\]

\[
P_{k+1|k} = \Phi_k P_{k|k} \Phi_k^T + Q_k \quad \tag{B-4}
\]

Update

\[
K_{k+1} = P_{k+1|k} H_{k+1}^T \left( H_{k+1} P_{k+1|k} H_{k+1}^T + R_{k+1} \right)^{-1} \quad \tag{B-5}
\]

\[
\dot{x}_{k+1|k+1} = \dot{x}_{k+1|k} + K_{k+1} (y_{k+1} - H_{k+1} \hat{x}_{k+1|k}) \quad \tag{B-6}
\]

\[
P_{k+1|k+1} = (I - K_{k+1} H_{k+1}) P_{k+1|k} \quad \tag{B-7}
\]
where $K_{k+1}$ is the Kalman gain at $t_{k+1}$, $\hat{x}_{i,j}$ denotes a state vector estimated at $t_i$ based on all of the measurements up to $t_j$, and $P_{i,j}$ is an error covariance matrix of $\hat{x}_{i,j}$. In Equation (B-3), the state vector is predicted according to a given state-space model. When measurements become available, Equation (B-6) provides a linear combination of the model prediction and the data, weighted by the Kalman gain that minimizes the mean square error, to give an improved estimate of the state vector, which is used for the prediction at the next epoch. The error covariance matrices are obtained in Equations (B-4) and (B-7). Note that $P_{k+1|k}$, $K_{k+1}$, and $P_{k+1|k+1}$ are independent of the measurements so that they can be computed before the filter is actually run (generally not true in nonlinear filtering problems). The Kalman filter operates in a recursive mode; it needs only the estimates at the present time for the estimates in the future, independently of those in the past. For unique solutions, the filter starts with an initial condition (or a priori constraint) on both the state vector and its covariance matrix.

Note that the terms inside parentheses in Equations (B-6) and (B-5) are called an innovation at time $t_{k+1}$ and its covariance matrix, respectively. The innovations were first used by Wiener [Kailath, 1968] and have been widely used in the engineering literature particularly for adaptive Kalman filtering to estimate the noise statistics (i.e., $Q_k$ and $R_k$). See Appendix A for more details.

In smoothing problems, measurements later than the current epoch can be used in the state estimation. With more measurements, smoothers perform better than filters (i.e., smaller error variances) depending on the signal-to-noise ratio and state-space model dynamics. Smoothers improve the estimates of stochastic state-vector elements, while
final filtered solutions are the same as the smoothed estimates for deterministic state-vector elements. Here we employ a fixed-interval smoother based on the Fraser-Potter forward-backward filter approach [Fraser and Potter, 1969; Gelb, 1974; Brown and Hwang, 1997]. Herring et al. [1990] provided simple formulas for this smoother:

\[
K^s_k = P^b_k (P^b_{k|k+1} + P^f_{k|k})^{-1}
\]

\[
\hat{x}^s_k = \hat{x}^f_k + K^s_k (\hat{x}^b_{k|k+1} - \hat{x}^f_k)
\]

\[
P^s_k = P^f_k - K^s_k P^f_{k|k}
\]

where \(K^s_k\) is the smoother gain matrix and the superscripts \(s\), \(f\), and \(b\) indicate the solutions from smoothing, forward and backward filtering, respectively. Smooth estimates are obtained by linearly combining the estimates from forward and backward running Kalman filters. The updated solutions from the forward filter and the predicted solutions from the backward filter are combined so that measurements are not taken twice.

For the backward running filter, the prediction equations (B-3) and (B-4) must be modified due to the state transition reversal [Brown and Hwang, 1997; Wunsch, 2006]:

\[
\hat{x}^b_{k|k+1} = \Phi_k^{-1} \hat{x}^b_{k+1|k+1}
\]

\[
P^b_{k|k+1} = \Phi_k^{-1} (P^b_{k+1|k+1} + Q_k) \Phi_k^{-T}
\]

The matrices \(\Phi_k\) and \(Q_k\) are those used in the forward filter for the time step from \(t_k\) to \(t_{k+1}\). The transition matrix must be invertible by definition.

For unique solutions, both forward and backward filters have initial values of the state vector and its uncertainty. One would use weak constraints of \(\hat{x}^f_{1|0} = 0\) and \(P^f_{1|0} = u_f I\) where \(u_f\) is a number large enough not to affect parameter estimates but not so large as
to cause significant numerical rounding errors [Herring et al., 1990]. For the backward filter, the initial condition must satisfy $P'_n = P'_{n+1}$ because the last solution from the forward filter has already included all the measurements. From Equations (B-10) and (B-8), the condition requires infinite $P^b_{n+1}$ unless an a posteriori constraint matrix is applied. We put $\hat{x}^b_{n+1} = \hat{x}^f_{n+1}$ and $P^b_{n+1} = u_b D$ where $D$ is a diagonal matrix with elements as diagonals of $P^f_{n+1}$ and $u_b$ is a large number to the extent without numerical rounding errors. We put $10^6$ for $u_f$ and $u_b$ when data are in millimeter.

Kalman filters can estimate missing data and their uncertainties based on the state-space model and the stochastic nature of data. Missing data interpolation can be done by performing only prediction steps or zeros with large uncertainties are placed at the location of data missing so that the Kalman gain in Equation (B-5) becomes close to zero and the update step can be skipped. To see how the interpolation works, four synthetic time series were generated with different correlation times and with different lengths of data gaps (Figure B-1). The interpolated data decays to the mean from both ends of a gap. The shape of interpolation is concave up/down when end-points are both positive/negative or an inflected curve when end-points have different sign. If the correlation time is small compared to the length of data gap, the decay is fast and interpolations rapidly approach to the mean (a steady state). With a longer correlation time, interpolations become linear. The uncertainties grow as the interpolations are farther from the known data and reach a steady state ($\sigma_{f_{gim}}$) if the filter has a small correlation time compared to the length of the gap (e.g., the last two gaps in Figure B-1).
Figure B-1. Interpolation of missing data. Synthetic data (dots) were generated with a first-order Gauss-Markov noise process with correlation time (\( \tau \)) given in the plot and the variance \( \sigma^2_{\text{fugm}} = 10.5 \text{ mm}^2 \) (i.e., \( Q = 1 \text{ mm}^2 \) for \( \tau = 20 \text{ days} \)) plus a white process with \( \sigma^2_w = 1 \text{ mm}^2 \). All of the time series have the same realization of random numbers. There are six data gaps with intervals of 25, 50, 75, 100, 150, and 200 days from right to left. Shown are the smooth solutions (thin curves), the interpolated solutions (thick curves) and their uncertainties (error bars drawn only for interpolated data at every third points). The horizontal dashed lines indicate \( \pm \sigma_{\text{fugm}} \). The average of the time series is zero.
Appendix C

Grid search for FOGM parameters

The optimality of state estimation requires that a state-space model is completely known. In most practical situations, however, Kalman filters are obviously suboptimal because the system and noise parameters are unknown or known only approximately. The FOGM parameters can be found by minimizing the innovation-based cost functions as discussed in Appendix A. Here we use a grid search technique to find the minimum cost.

An accurate search would need very fine grids but it is inefficient for a large amount of data. Instead we use a two-dimensional three-point grid search technique. One-dimensional version of the technique can be found in Kim [1997]. The technique starts with a given initial search space. Gridding the space 3-by-3, we find a point associated with the minimum cost from the nine points. Then a new search space can be constructed having its center at the minimum point and its boundary determined as small as possible. This procedure will be iteratively done until satisfying specific stopping criteria.
We set the initial space between 1 day and the data time span for the correlation time and between zero and the mean square error of data for the variance. If the initial space does not include the global minimum, the solution may be found at or near a boundary of the space. Even when the initial space contains the global minimum, the search may converge too quickly to get the global minimum. The parameter correlation may result in a local minimum. To avoid a local minimum, we reset the search space once the search has converged such that the center of the reset space is at the converged solution. The search-reset procedure is repeated until satisfying specific stopping criteria.

Whether the search is reset or terminated cannot be determined in a general way; it depend on various factors such as data characteristics (e.g., sample size, outliers, missing data, sampling rate, etc), appropriateness or adequacy of the state-space model, and trade-off between accuracy and efficiency. For a large data set, such factors cannot be handled properly for individual time series. Here we provide a few empirical conditions that can be applied uniformly to a data set. However, the conditions are not sufficient or necessary and the upper and lower bounds may need trial and errors to be set.

We call a session the search steps between resets. The following conditions are in a descending order of priority: (1) The total number of searches must be specified to eliminate possible infinite loop. (2) The first search step in a session will always continue to the second step to escape from first-run stop. (3) If the FOGM variance is greater than a given upper bound (e.g., a few times more than the mean square error), the search will stop. (4) If absolute or percent differences between the FOGM parameters in a search step and in the last session are less than given lower bounds, the search will stop. (5) If either of the FOGM parameters are less than a given lower bound, the search will be reset.
With the same priority, if the search space for either FOGM parameter in a session is less than a given lower bound (e.g., a few times smaller than the initial space in the current session), the search will be reset. (6) If both FOGM parameters are the same as those in the last search step, the search will stop. (7) If the FOGM parameters are greater than given upper bounds, the parameters will be fixed at the upper bounds and the search will stop. (8) If absolute difference between the minimum costs in a current search step and in the last session is less than a given lower bound, the search will be reset.
Appendix D
Detecting transient signals in GPS measurements using principal component analysis

Abstract
We propose a method for detecting anomalous transient signals in Global Positioning System (GPS) measurements. The method consists of state estimation based on Kalman filtering and principal component analysis (PCA). State estimation reduces measurement white noise, accounts for time-correlated noise, and interpolates missing data. First-order Gauss-Markov (FOGM) processes are used to model the stochastic nature of GPS time series. PCA decomposes the FOGM state estimates into principal components (PCs) for temporal variation and sample eigenvectors for spatial distribution. When there are long period temporal correlation in the FOGM state estimates, the PCA generates low-frequency and large-amplitude oscillations in higher-ranked PCs with the frequencies of the oscillations proportional to the PC ranking. We minimize the effect of temporal correlation by removing the sinusoidal oscillations from PCs. Uncertainties in the PCA estimates are approximated by propagating errors for PCs and by using asymptotic distributions with effective sample size for sample eigenvectors. Together with the uncertainties, one can identify transient signals in space from sample eigenvector distribution and in time from lag differences of PCs or residuals from the fits of sinusoidal oscillations. We demonstrate the detection capability of the algorithm with application to the data measured in the Los Angeles basin, California.
D.1 Introduction

Continuously operating Global Positioning System (GPS) networks (e.g., Plate Boundary Observatory in the western US and GPS Earth Observatory Network in Japan) record daily station position changes with an accuracy of a few millimeters. Such dense observations in space and time enable us to identify transient motions such as postseismic deformation [e.g., Bock et al., 1993; Hudnut et al., 2002], slow slip events in subduction zones [e.g., Dragert et al., 2001; Miller et al., 2002; Ozawa et al., 2002], volcanic deformation [e.g., Dixon et al., 1997; Cervelli et al., 2002], and hydrologic deformation [e.g., King et al., 2007], and other processes. Large transient motions such as those due to big earthquakes can be easily detected directly from actual measurements, while weaker motions may go unnoticed due to noise in GPS position time series. Furthermore, the large GPS networks make it time consuming to visually inspect all GPS time series without a priori information. One of the priority objectives of the Southern California Earthquake Center is to “develop a geodetic network processing system that will detect anomalous strain transients” [Murray-Moraleda and Lohman, 2010].

The definitions of signals and noise vary with context. There will always be a nonzero probability of misidentifying noise as signal and vice versa [Allen and Smith, 1996]. For GPS position time series, a major factor increasing the probability of the misidentification is spatially and temporally correlated noise. Temporally correlated noise has been characterized by stochastic processes such as flicker, random-walk, power-law processes [e.g., Zhang et al., 1997; Mao et al., 1999; Williams et al., 2004; Langbein, 2008]. Spatially correlated noise is often referred to as common mode errors in a regional network [e.g., Wdowinski et al., 1997; Dong et al., 2006]. Here we define transient
signals, regardless of whether they are driven tectonically or not, by processes whose temporal evolution differs from an assumed background time-correlated noise model and whose spatial distribution is locally concentrated and systematic rather than random.

In addition to the correlated noise and large network size, detecting small transient signals is challenging for several reasons. Firstly, GPS time series are corrupted by measurement noise defined as white Gaussian. In the perspective of signal detection, the signal-to-noise ratio (SNR) is obviously important and must be improved. Secondly, a general model does not exist for all transient signals. Parametric estimation of transient signals can often be too restrictive (i.e., the form of the transient signal must be assumed). Thirdly, GPS measurements suffer from outliers and missing data. For these reasons, a desirable detection algorithm improves the SNR, accounts for space-time correlation structure, allows nonparametric and/or stochastic approaches, and is reliable and efficient.

The Network Inversion Filter (NIF) [Segall and Matthews, 1997; McGuire and Segall, 2003] can be used as a signal detector. The NIF estimates the distributions of fault slip and slip rates from surface measurements, accounting for spatially coherent signals, random motions of station monuments, and spatial and temporal smoothing of the slip-rate distribution. The NIF requires fault geometry and assumes homogeneous, isotropic and elastic deformation. Inaccurate fault geometry or inelastic deformation may lead to unreliable fault slip estimates. An approach to avoid source-specific models in the NIF was recently proposed by Ohtani et al. [2010], called Network Strain Filter. Similarly our method is based purely on measurements without any source-specific model.

We propose a spatiotemporal filtering approach, state estimation based on Kalman filtering (Appendix A) and principal component analysis (PCA; see Appendix E).
State estimation enhances the SNR in time domain by reducing noise level based on a given state-space model. On the other hand, PCA enhances the SNR in space domain by considering spatial coherence of a transient signal. In addition to a secular rate, annual and semi-annual sinusoids, and offsets, the Kalman filter state vector includes a first-order Gauss-Markov (FOGM) process for temporally correlated noise and any transient signals. PCA decomposes the FOGM state estimates into uncorrelated and variance-maximizing patterns represented by principal components (PCs) in time and sample eigenvectors in space. Such a simple space-time representation with improved SNR enables us to interpret the complex correlation structure of data in a simple way and may reveal transient signals that may not be apparent in actual measurements.

Details of state estimation are described in Appendix A. This study addresses two main issues for use of PCA as a signal detector. Firstly, PCA possibly suffers from the temporal correlation in the FOGM state estimates. As temporal correlation increases, higher-ranked PCs tend to exhibit large-amplitude low-frequency oscillations that could mask weak transient signals. Secondly, uncertainties of PCs and sample eigenvectors are difficult to obtain. Analytic solutions are limited to independent normality and time invariance [e.g., Anderson, 2003; Muirhead, 2005]. Alternatively, the Monte Carlo method has been frequently used for the uncertainty estimation in crustal deformation studies [e.g., Savage, 1988; 1995a; Smith et al., 2007], but the method also has its own weaknesses such as unknown mean values of variables, unknown population PCs, sign switching, and computation at expense (see Appendix G).

In Section D.2, the effect of temporal correlation on PCA is discussed and the uncertainties of the PCA results are obtained approximately. In Section D.3, we attempt
to reduce the effect of temporal correlation by fitting sinusoids to the oscillatory patterns, and identify transient signals by comparing lag differences of PCs or PC residuals with assigned uncertainties. We illustrate detection procedures and demonstrate detection capability with synthetic data in Section D.4 and with real data in Section D.5. Section D.6 and D.7 are discussions and conclusions, respectively.

D.2 Principal component analysis

PCA in this study uses the FOGM state estimates, not actual measurements as done in other crustal deformation studies. Since white noise has been reduced in the state estimation, PCA may provide higher SNR. However, PCA could produce large oscillatory patterns in high-ranked PCs due to temporal correlation in the FOGM estimates, even when raw data do not have the patterns. For detecting weak signals, such oscillations must be reduced. Furthermore, uncertainties are necessary to assess the significance of PCA results, even though PCA is a simple matrix algebra and does not require any assumption of probability distribution [Jolliffe, 2002]. In this section, we examine the effect of temporal correlation of the FOGM state estimates on PCA results and obtain PCA uncertainties approximately.

D.2.1 Effect of temporal correlation on PCA

Temporal correlation is one of the major difficulties in signal detection. As correlation time increases relative to the data span, data power tends to be concentrated on high-ranked PCs and the PCs possibly exhibit low-frequency oscillations (Figure D-1). The low-frequency oscillations have been studied in climate research in the formulation of
Figure D-1. Top eight PCs from synthetic data from (a) a white process and (b – d) first-order Gauss-Markov (FOGM) processes with variance (σ²) and correlation time (τ) increasing from (b) to (d). In all cases, population eigenvalues are equal to 1 mm² (i.e., degenerate). Each data set consists of 1000 samples (T) and 100 variables. Linear trends were removed from the synthetic data before PCA. The ranking of PCs decreases from left to right and from top to bottom. As the correlation time increases, PCs tend to exhibit oscillations and data power represented by sample eigenvalues (solid circles) is mostly concentrated on higher-ranked PCs. The sample eigenvalues in (d) are smaller than those in (c) because sample variance decreases as temporal correlation increases.

Singular spectrum analysis [e.g., Vautard and Ghil, 1989; Allen and Smith, 1994; Allen and Robertson, 1996; Allen and Smith, 1996]. Even though autoregressive processes of order one (AR(1) including FOGM processes) do not support oscillations, the PCs from AR(1) may exhibit oscillations [Allen and Smith, 1996]. The oscillations could mask transient signals if the SNR is not sufficiently high. Allen and Smith [1996] demonstrated that an oscillation in climate data cannot be evaluated without considering the low-frequency oscillations from purely red spectra.
Figure D-2. Periodograms (gray) of the eight PCs shown in Figure D-1. Also shown are the ensemble averages (black) of periodograms from 1000 realizations. The dashed lines indicate the slope of -2 (i.e., the slope of the random-walk process in the log space). Powers at the lowest Fourier frequency are small because linear trends were removed before PCA. (a ~ b) The spectra of the PCs are similar to those of data, while (c ~ d) a spectral peak in each PC appears at a particular frequency proportional to the ranking of PCs. The right-bottom frames in each case show ensemble average of periodograms from data (gray) and from data reconstructed by the eight PCs (black). As temporal correlation increases, low-frequency data powers are well represented by higher-ranked PCs.

Although the amplitudes of the oscillations are varying in time, the frequencies seem to be regular and increase by about 0.5 cycle per data span as PC rank increases; the first PC oscillates with 1.0 cycle per data span, the second PC with 1.5 cycle per data span, and so forth (Figure D-1). For strong correlation, Figure D-2 shows that the periodogram of the $j$th PC has a spectral peak approximately at an angular frequency
where $T$ is the total data span, $\theta = 1$ if linear trends are removed and $\theta = 0$ if not. If PCA includes data in a shorter time interval while linear trends are estimated for a longer time interval, then $\theta = 0$ because of local linearity. If periodic signals are estimated and removed, the corresponding oscillations will have low power.

The power concentration or the artificial variance compression [Allen and Smith, 1996] is due to effective degeneracy (see Appendix F for the white noise case). The effective degeneracy refers to the case when the separation of population eigenvalues is comparable to or smaller than the sampling variation so that sample eigenvectors are unstably determined [North et al., 1982]. In this case, sample eigenvalues are sensitive to the variation in sample covariances and have relatively wide distribution around the population eigenvalue. The PC ranking process always assigns larger sample eigenvalues to higher-ranked PCs so that powers are compressed into higher-ranked PCs. In colored noise cases, variations in sample covariances are more substantial than in the white noise case, so is the power concentration.

Sample eigenvalues can decrease as temporal correlation increases because sample means of FOGM state estimates are removed before PCA to account for the relative variations between variables. For AR(1) with variance $\sigma^2$ and correlation time $\tau$, the expected sample variance about the sample mean is given by Heino et al. [2000]:

$$
\langle s^2 \rangle = \sigma^2 \frac{T}{T-1} \left( 1 - \frac{1 + r}{T(1-r)} + \frac{2r(1-r^2)}{T^2(1-r)^2} \right)
$$

where $r$ is the autocorrelation at 1-day lag ($|r| = |\exp(-1/\tau)| < 1$). If the process is positively correlated, the sample variance is smaller than the variance, which can be
Table D-1. Values of $r/T$ associated with maximum sample eigenvalues for first ten components

<table>
<thead>
<tr>
<th>Component index ($j$)</th>
<th>$p = 50^a$</th>
<th>$p = 100$</th>
<th>$p = 200$</th>
<th>Third-order polynomial$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1381(72)$^c$</td>
<td>0.1359(64)</td>
<td>0.1487(60)</td>
<td>0.1388</td>
</tr>
<tr>
<td>2</td>
<td>0.1043(33)</td>
<td>0.1043(75)</td>
<td>0.1095(31)</td>
<td>0.1056</td>
</tr>
<tr>
<td>3</td>
<td>0.0732(59)</td>
<td>0.0753(60)</td>
<td>0.0751(44)</td>
<td>0.0803</td>
</tr>
<tr>
<td>4</td>
<td>0.0561(48)</td>
<td>0.0610(37)</td>
<td>0.0616(26)</td>
<td>0.0619</td>
</tr>
<tr>
<td>5</td>
<td>0.0426(22)</td>
<td>0.0495(25)</td>
<td>0.0509(26)</td>
<td>0.0490</td>
</tr>
<tr>
<td>6</td>
<td>0.0345(21)</td>
<td>0.0419(23)</td>
<td>0.0427(09)</td>
<td>0.0405</td>
</tr>
<tr>
<td>7</td>
<td>0.0289(19)</td>
<td>0.0367(15)</td>
<td>0.0384(12)</td>
<td>0.0351</td>
</tr>
<tr>
<td>8</td>
<td>0.0245(20)</td>
<td>0.0314(12)</td>
<td>0.0331(08)</td>
<td>0.0316</td>
</tr>
<tr>
<td>9</td>
<td>0.0203(17)</td>
<td>0.0272(08)</td>
<td>0.0305(11)</td>
<td>0.0287</td>
</tr>
<tr>
<td>10</td>
<td>0.0182(07)</td>
<td>0.0253(19)</td>
<td>0.0291(05)</td>
<td>0.0251</td>
</tr>
</tbody>
</table>

$^a$ $p$ is the total number of components.

$^b$ $f(j) = aj^3 + bj^2 + cj + d$ where $j$ is the component index and the coefficient estimates are $a = -0.0002 \pm 0.0001$ , $b = 0.0053 \pm 0.0014$ , $c = -0.0476 \pm 0.0081$ , and $d = 0.1814 \pm 0.0146$.

$^c$ 0.1381(72) = 0.1381 ± 0.0072. The mean values and standard errors were obtained from the scatter of 1000 realizations.

substantial for short data and strong correlation. As temporal correlation increases, the sample variance reduction will be larger than the power concentration such that sample eigenvalues start decreasing at a point depending on the PC ranking and the total number of components. Table D-1 shows the values of $r/T$ associated with maximum sample eigenvalues for some cases. We approximate those values by fitting a third-order polynomial (Table D-1). In the next section we will use the expected sample variance and the polynomial estimates for corrections for PCA uncertainty estimation.

D.2.2 Uncertainties of PCA results

For statistical inferences on PCA results, distributions of sample eigenvalues and eigenvectors can be derived analytically and also asymptotically [e.g., Anderson, 2003; Muirhead, 2005] (Appendix F), but both approaches are limited to independent normality
and time invariance. The Monte Carlo method (see Appendix G) can readily employ not only time-varying means and variances but also temporal correlations, but it also has its own weaknesses (e.g., unknown mean of variables, unknown population PCs, sign switching, and expensive computation). Here we obtain the uncertainties by propagating errors for PCs and by modifying asymptotic result for sample eigenvectors.

The uncertainty of the \( j \)th PC at the \( i \)th epoch can be obtained by projecting noise variances onto the principal axes represented by sample eigenvectors:

\[
\hat{\sigma}_j^2 = a_j^T \Sigma_i a_j
\]  

(D-3)

where \( a_j \) is the \( j \)th sample eigenvector and \( \Sigma_i \) is a \( p \times p \) matrix whose \( h \)th diagonal element is the sum of white noise variance from the FOGM state uncertainty at \( i \)th epoch and the expected sample variance \((\hat{s}_h^2)\) from Equation (D-2) with FOGM process variance and correlation time estimated by the method proposed in Appendix A. Off-diagonal terms are zero because noise between variables is assumed to be independent.

Uncertainties of sample eigenvectors can be obtained from the asymptotic result, Equation (F-2) in Appendix F, by replacing population eigenvalues and eigenvectors with sample counterparts and sample size \((n)\) with effective sample size \((n_{\text{eff}})\):

\[
V_j = \frac{l_j}{n_{\text{eff}}} \sum_{k \neq j} \frac{l_k}{l_k - l_j} a_k a_k^T
\]  

(D-4)

where \( V_j \) is the variance-covariance matrix of the \( j \)th sample eigenvector \( a_j \) and \( l_j \) is the \( j \)th sample eigenvalue. The denominator in the summation accounts for the separation between sample eigenvalues and the square avoids negative uncertainties. The
effective sample size can be derived by dividing the variance by the expected variance of sample mean [Thiebaux and Zwiers, 1984]:

\[ n_{\text{eff}} = n \times \left( \sum_{\Delta t = (n-1)\cdot \tau}^{(n-1)\cdot \tau} \left(1 - \frac{1}{n} \Delta t / \tau \right) \cdot r(\Delta t) \right)^{-1} \]  \hspace{1cm} (D-5)

where \( r(\Delta t) \) is the autocorrelation function of lag \( \Delta t \). For AR(1) processes with correlation time \( \tau \), \( r(\Delta t) = \exp\left(-|\Delta t| / \tau \right) \). For high correlation, the effective sample size is too small and the resulting uncertainty becomes too large. In this case, the effective sample size is fixed by replacing \( \tau \) with the third-order polynomial estimates (Table D-1) when the value of \( \tau / T \) is larger than the estimates at which sample eigenvalues start decreasing. Since each variable in PCA (i.e., FOGM state estimates) possibly has different correlation time, an average correlation time (weighted by FOGM variances) can be used for the autocorrelation function in Equation (D-5).

Equation (D-3) is not strictly valid because sample eigenvectors are random and can be unstable due to effective degeneracy (Appendix F). We examined with synthetic data how effective degeneracy affects the uncertainty estimation. Unlike the PC uncertainties from the Monte Carlo method, the PC uncertainties from Equation (D-3) are equal for all components because all the variables have the same expected FOGM variance (i.e., \( \Sigma_i = \langle s^2 \rangle I \) for all \( i \) ) (Figure D-3). The propagated PC uncertainties of higher-ranked PCs tend to be underestimated, while those of lower-ranked PCs tend to be overestimated. Furthermore, Equation (D-4) provides somewhat larger variances because the largest sample eigenvalue is positively biased due to the degeneracy (Figure D-4). The larger variances do not have any impact on signal detection because the sample eigenvectors are completely uncertain. Note that the uncertainties of sample eigenvectors
Figure D-3. Uncertainties of PCs from the Monte Carlo simulation (triangles) averaged over 10,000 realizations in time and uncertainties from the error propagation (thick horizontal lines). Synthetic data were generated from (a) a white process and (b–d) FOGM processes with variance ($\sigma^2$) and correlation time ($\tau$) given in each plot. Each data set has 10 variables with 1000 samples ($T$). Linear trends were removed before PCA. All population eigenvalues are equal to 1 mm$^2$ (i.e., degenerate). The ensemble PC uncertainties account for the power concentration due to degeneracy, while the propagated uncertainties are all equal for all components. As temporal correlation increases, the propagated uncertainties decrease to account for the sample variance reduction.

are severely underestimated if the actual sample size is used. The effective sample size in Equation (D-5) makes the uncertainties comparable to those from the simulations.

When effective degeneracy is negligible, errors in Equations (D-3) and (D-4) are small. To illustrate this, we added an arctangent sequence to the FOGM samples used in the previous test such that the first population eigenvalue is widely separated from the
Figure D-4. Distributions of nine elements of the first sample eigenvector from the synthetic data sets used in Figure D-3. The distributions were derived from the Monte Carlo simulations (histograms), Equation (D-4) using the effective sample size (solid curves) and using the actual sample size (dashed curves). The horizontal and vertical axes represent sample eigenvector elements and relative frequencies, respectively. All the sample eigenvectors are uniformly distributed with respect to orthogonal rotations (i.e., the conditional Haar invariance distribution [Anderson, 2003]) because population eigenvalues are all equal to 1 mm² (i.e., degenerate). The asymptotic distributions are somewhat large due to the power concentration. The effective sample size makes the distributions comparable to those from the simulations, while the distributions using the actual sample size tend to be severely underestimated. (c ~ d) The effective sample sizes are fixed to 4.2 calculated from the third-order polynomial (Table D-1), otherwise they become too small.

The first PC uncertainties are close to those from the simulations but those of the other components are biased due to the effective degeneracy (Figure D-5). The asymptotic distributions of the first sample eigenvector are comparable to the simulated ones (Figure D-6).
Figure D-5. Same as in Figure D-3 except for the addition of an arctangent sequence to the FOGM processes. Since the addition makes the first population eigenvalue much larger than the others (i.e., effective degeneracy is negligible), the propagated uncertainties (horizontal lines) are close to the simulated ones (triangles). The other nine components are biased due to the effective degeneracy.
Figure D-6. Same as in Figure D-4 except for the addition of an arctangent sequence to the FOGM processes. The asymptotic distributions (solid curves) are comparable to the simulated ones (histograms) because effective degeneracy is negligible for the first component. All sample eigenvector elements have the same average value (~0.316) because the arctangent was added to variables with the same amplitude. The distributions calculated with actual sample size (dashed curves) have very small variances.
D.3 Signal identification

The PCA uncertainties help us identify transient signals in time and space. The uncertainties of sample eigenvectors from Equation (D-4) can be directly used to identify where a transient signal occurs. However, the uncertainties of PCs from Equation (D-3) may not be directly used because of large-amplitude and low-frequency oscillations in higher-ranked PCs. The PC uncertainties do not account for the power concentration so that the oscillations can be falsely identified as transient signals. In this study, an oscillation in the \( j \)th PC can be reduced by fitting sine and cosine functions with angular frequency \( \omega_j \) given in Equation (D-1) and temporal significance can be assessed by lag differences of the residual PCs (with sinusoids removed) and their uncertainties.

Oscillations in PCs are not necessarily due to temporal correlation but they could represent actual oscillatory patterns. If an oscillation of a PC is locally concentrated and systematic in space, it is likely to be a transient signal. In this case, lag differences of the residual PC will yield no information about the signal. For safe determination, both PCs and residual PCs should be considered in the lag difference calculations.

The objective of lag differencing is to find time intervals that exhibit temporal variations larger than expected. Due to temporal correlation, uncertainties of lag differences can be smaller than those of PCs. In the case of daily GPS time series, a time lag \( (\Delta t) \) is limited to positive integers less than the number of samples. The lag difference of the \( j \)th component at the \( i \)th epoch is given by \( d_{ij}^\Delta = \tilde{z}_{ij} - \tilde{z}_{i+\Delta t,j} \) where \( \tilde{z}_{ij} \) can be either the \( j \)th residual PC or the \( j \)th PC if it shows a systematic and localized spatial pattern. The corresponding uncertainty is given by
Figure D-7. Uncertainties of lag differences as a function of lags ($\Delta t$) scaled by the total time span ($T = 1000$) having different correlation times ($\tau$). The numbers on each curve are the values of $\tau/T$. A one-component case is considered with FOGM variance of 1 mm$^2$ (dashed horizontal line) for all epochs. For each case, Equation (D-6) becomes $\delta^\Delta = \langle s^2 \rangle \times (2 - 2 \exp(-\Delta t/\tau))$ for all epochs. The uncertainties are much smaller than the non-differenced values for long correlation times and/or short lags, while they become larger for short correlation time and/or long lags.

$$\delta^\Delta_{ij} = \hat{e}_g^2 + \hat{e}_{i+\Delta,i,j}^2 - 2\nu_j^\Delta$$  \hspace{1cm} (D-6)

where the first two terms in the right hand side can be obtained from Equation (D-3) and $\nu_j^\Delta$ is the contribution of FOGM autocovariances along the $j$th principal axis. The autocovariance of the $h$th variable is given by $c^\Delta_h = \langle s_h^2 \rangle \exp(-\Delta t/\tau_h)$ where $\langle s_h^2 \rangle$ is from Equation (D-2). We have $\nu_j^\Delta = a_j^T C^\Delta a_j$ where $C^\Delta$ is a $p \times p$ diagonal matrix.
whose $h$ th diagonal element is $c_{h h}^{\text{M}}$. Figure D-7 shows that when correlation times are long and/or lags are short, the uncertainties of lag differences are much smaller than those of non-differenced values, making signal detection more robust. For short correlation times and/or long lags, however, the lag differences have variances larger than the non-differenced values, making them less useful for detecting transient signals.

An anomalous time interval indentified by lag differencing does not necessarily indicate a transient signal. Final decision must be made by investigating whether the spatial distribution of PCs is locally concentrated and systematic in space (e.g., strike-slip or dip-slip faulting, expansion or contraction, uplift or subsidence, etc).

**D.4 Numerical examples**

Here we test the detection method with synthetic data. We first consider a pure noise case where synthetic time series were generated from FOGM processes with uniformly distributed correlation times and variances (Figure D-8). As expected, the first and the second PCs show large oscillatory patterns; the chi-square per degrees of freedom ($\chi^2_{\text{def}}$) is 10.1 for PC1 and 4.9 for PC2. The PCs are well fitted by sinusoids with frequencies in Equation (D-1) with $\theta = 1$ ($\chi^2_{\text{def}} = 1.1$ for the residual PC1 and $\chi^2_{\text{def}} = 0.5$ for the residual PC2). The sample eigenvectors show no significant localized spatial pattern. All the results suggest that the oscillations in PCs are due to time-correlated noise.
False positives may appear in lag differences (e.g., the peaks around time 150 in Figure D-9) probably due to incorrect PC uncertainties and FOGM parameter estimates or by random chance. False positives will incorrectly detect noise as a signal. To determine if the anomalies in lag differences are false positives, we chose the time interval between 1 and 300 for the data used in Figure D-8. PCA did not show any
anomalous transient signal around time 150 (Figure D-10); the anomalies are false positives. Such determination can be hardly made with the full time interval because of high noise level.

We added an arctangent sequence as a signal to 10 consecutive time series out of 100 FOGM time series used in the previous test. The signal amplitude was chosen so as not to be apparent in the data (Figure D-11). As in the previous case, the PCs show dominant oscillatory patterns ($\chi^2_{\text{def}} = 9.8$ for PC1 and $\chi^2_{\text{def}} = 5.1$ for PC2) and the sample eigenvectors show no significant local group of data. However, the sinusoidal fitting shows slight misfits in the PCs between time 200 and 400, particularly in PC2. Lag-
Figure D-10. Same as in Figure D-8 but with time interval between 1 and 300. The data seem to be homogeneous (i.e., no anomalous transient) around time 150. The sample eigenvectors have some significant elements (solid bars) with respect to 3-sigma uncertainty but they are not localized in space. Sinusoidal functions (dashed curves) give a good fit to the PCs ($\chi^2_{\text{def}} = 0.5$ for PC1 and $\chi^2_{\text{def}} = 0.3$ for PC2). The random spatial pattern and the oscillations suggest that a transient signal would not occur in this time interval. Note the fit of the first PC shows half cycle (i.e., Equation (D-1) with $\theta = 0$) because the linear trend was estimated and removed from the entire time series, not to the subinterval of interest here.

When we chose the data between time 200 and 400, PCA revealed a clear spatial pattern (Figure D-13). When we further select the data between indices 11 and 20, the first sample eigenvector clearly shows that the signal exists relatively uniformly and in the same direction (Figure D-14). The true signal is identically distributed between indices 11 and 20 centered at time 300.
Figure D-11. Same as in Figure D-8 but a transient signal, $1.2 \times \arctan[(t - t_0)/10]$ where time $t_0$ is 300 (vertical lines), was added to 10 consecutive time series out of the 100 FOGM time series used in Figure D-8. The signal power or variance is 2.63 mm$^2$ and the average noise variance of the 10 components is $1.53 \pm 1.49$ mm$^2$; the signal is not apparent in the original data. There is no significant eigenvector element and sinusoidal functions (dashed curves) give a good fit to the PCs, suggesting that the PCs are mostly affected by time-correlated noise. Slight misfits between time 200 and 400 can be found, particularly in the second PC, but it is not clear at this stage if the misfits are driven by a signal.
Figure D-12. Same as in Figure D-9 but lag differences of the residual PC2 from the sinusoidal fit shown in Figure D-11. For 30 ~ 100 lags, the time period of 200 ~ 400 is significant with respect to the 3-sigma uncertainties. The number of anomalies is 15.9% at 100 lags.
Figure D-13. Same as in Figure D-11 but from the data between time 200 and 400. The first sample eigenvector shows a local group of significant elements around index 15. The first PC looks similar to the signal. The sinusoidal fit (dashed curve) is not good for the first PC ($\chi^2_{ dof } = 1.8$). The second PC seems to be driven by noise based on the random spatial pattern and a good sinusoidal fit ($\chi^2_{ dof } = 0.1$). The true signal is located at indices from 11 to 20. Index 14 of the first sample eigenvector is not significant. When PCA used data only with indices from 11 to 20, the index 14 became significant (see Figure D-14). The curves without error bars are the PCs shown in Figure D-11. Both PCs exhibit the signal (the sign of the second PC is flipped) so that the first PC is weaker than the first PC from data between 200 and 400.
Figure D-14. Same as in Figure D-13 but here the spatial dimension was selected with indices between 11 and 20. Now the temporal variation in the signal can be seen from the data section. The first sample eigenvector clearly shows that the signal exists with indices between 11 and 20 with relatively uniform amplitude and same direction (i.e., same sign). The actual signal is identically distributed into the data with those indices. The element of the first eigenvector at index 14 becomes significant with respect to 3-sigma uncertainty. Larger amplitudes at index 15 result from the amplification of the signal by temporally correlated noise (thick line in the data section). The first PC looks similar to the signal, while the second PC represents local effects particularly due to the data with index 15. The data with index 13 (dashed curve in the data section) is smooth because of its small FOGM noise variance (~0.02 mm²).
D.5 Data analysis: Los Angeles basin

We applied the algorithm to the daily position data measured at 90 sites of the Southern California Integrated GPS Network (SCIGN) and the Plate Boundary Observatory (PBO) in the area of the Los Angeles basin (33°30'N ~ 34°30'N and 117°30'W ~ 118°30'W). The maximum data span is 16 years (1 January 1994 ~ 31 December 2009) and the sample sizes are between 414 and 5788 with an average of 3518 ± 1265. To remove spatially correlated noise [Wdowinski et al., 1997; Dong et al., 2006], we performed a reference frame transformation by translation, rotation and scaling of the network (i.e., seven-parameter Helmert transformation). We chose 184 reference frame sites over the southern California whose velocity uncertainties are less than 0.1 mm/yr in horizontal and 0.3 mm/yr in vertical when temporally correlated noise are accounted for.

For each GPS time series, we applied the forward-backward Kalman filtering to estimate initial position (1 state), secular velocities (1 state), annual and semi-annual sinusoids (4 states) and FOGM process (1 state). Assuming no a priori information, the 7 states can be generally applied for GPS time series. Seasonal components are important because groundwater-related seasonal deformation has been observed in the Santa Ana basin [Bawden et al., 2001; Watson et al., 2002; Lanari et al., 2004; Argus et al., 2005]. Next we applied PCA to the FOGM state estimates which represent deviations from steady motions including time-correlated noise and transient signals if any. The 16-year time interval was divided into 1-year intervals for PCA to increase the SNR. When a transient signal was detected, the time interval was refined to more focus on the signal.

As examples, we show here two transient signals that were identified: the coseismic deformation associated with the 1999 M7.1 Hector Mine earthquake [e.g.,
Hurst et al., 2000; Simons et al., 2002] (Figure D-15) and the hydrologic expansion of the San Gabriel Valley, California, aquifer system [King et al., 2007] (Figure D-16). In both cases, the first PC from the horizontal components is the only component that is statistically significant (χ^2_\text{def} = 10.8 for the coseismic signal and χ^2_\text{def} = 12.0 for the hydrologic signal). Lag differences show significant anomalies around 1999.8 for the coseismic signal and 2005.0 for the hydrologic signal. The PCs and lag differences from the vertical components, however, did not show any significant signal in both cases (χ^2_\text{def} = 0.6 for the coseismic signal and χ^2_\text{def} = 1.3 for the hydrologic signal).

Although the two signals were previously recognized with GPS, the strength of the PCA-based signal detection can be readily shown. The epicenter of the Hector Mine earthquake (34.594°N and 116.271°W) is about 190 km ENE away from Los Angeles. With these far-field stations, PCA detected the weak coseismic offset having maximum displacement of ~6 mm, suggesting detection capability for a weak signal. The hydrologic signal occurred at only 11 sites but was detected from 71 sites available for the time interval of the signal, suggesting detection capability for a large GPS network.

The detection of the earthquake allows us to refine the state-space model. We included an offset at the earthquake epoch in the state vector and used the offset estimates in PCA. The resulting temporal pattern shows the discontinuity due to the earthquake, unlike the smooth PC from the FOGM state estimates (Figure D-15). The displacement field can be described by a dislocation model [Okada, 1985] from an inversion including displacements close to the epicenter, but the directions tend to be off as farther away from the epicenter (Figure D-15). One may further include a relaxation term in the state vector for postseismic deformation that occurs throughout southern California and into Nevada.
Figure D-15. (Top) spatial and (bottom) temporal patterns of the first PC from the horizontal components of the FOGM state estimates. The patterns from 52 sites (solid triangles) show the coseismic deformation associated with the 1999 M7.1 Hector Mine earthquake. The temporal pattern (black dots) is smooth around the epoch of the earthquake (vertical line in the time plot) that is clearly shown by the PC from the state estimates of coseismic offsets (blue vectors and dots). The displacements from a dislocation model (red vectors) show similar magnitude but the directions tend to be off as farther away from the epicenter. The error ellipses and bars (drawn at every 10 days for clarity) indicate 1-sigma uncertainty. The vertical black arrow indicates 10% amplitude of the PCs and it is equivalent to 2.1 mm for blue and red vectors.
Figure D-16. (Top) spatial and (bottom) temporal patterns of the first PC from the horizontal components of the FOGM state estimates. The patterns from 71 sites (solid triangles) show the hydrologic expansion of the San Gabriel Valley aquifer system. The PCA results from only 11 near-field sites show almost the same pattern but with smaller PC uncertainties (red vectors and curve). Also shown are the results from the vertical components (blue vectors and curve). The vertical PC shows the duration of the event between 2005.0 and 2005.4, while the horizontal PC shows slightly longer duration. The error ellipses and bars (drawn at every 40 days for clarity) indicate 1-sigma uncertainty. The vertical black arrow indicates 10% (5% for vertical) amplitude of the PCs.
However, the postseismic deformation was not detected by PCA because of low SNR at these far-field stations. Near-field stations with large amplitudes may help PCA detect the postseismic deformation in the far field.

The hydrologic signal occurred at the San Gabriel Valley (Figure D-16). The spatial pattern at the sites outside of the valley looks random. To increase the SNR, we chose 11 sites located in the valley and re-estimated the FOGM parameters without considering data before 2002 due to large noise and data between 2005 and 2006 due to the identified signal. In this way, we can remove the signal contribution to the PC uncertainties; the average of the PC uncertainties decreases from 3.4 mm (black error bars in Figure D-16) to 1.7 mm (blue error bars). The smaller uncertainties as well as focused area make the vertical PC become significant ($\chi^2_{\text{def}} = 5.4$; see Figure D-16). The vertical PC shows a temporal pattern similar to the horizontal PC and the lag differences support the significance of the signal. The vertical PC shows the duration of the event between 2005.0 and 2005.4 slightly shorter than that from the horizontal PC. The vertical PC has one dominant site (station LONG at the center of the valley) so that the duration may reflect a local response.

D.6 Discussion

Coherence and orthogonality of PCA results may lead to incorrect interpretation. Savage [1988] defined a coherent signal that has its spatial distribution fixed in time and its temporal evolution fixed in space. PCs are orthogonal to each other by definition. Signals from different types of sources or signals propagating in space and time tend to be distributed into several PCs to satisfy the coherence and orthogonality. A physical signal
may be represented by combining two or more PCs without imposing the orthogonality
[Savage and Thatcher, 1992; Savage, 1995b], or by rotating PCs within a specified time
interval [Kawamura and Yamaoka, 2006].

One of the main objectives of PCA is to reduce data dimension; a few PCs can be
selected to cover most of variations in the data set without serious loss of information. 
Preisendorfer [1988] categorized selection rules for significant PCs into three groups. 
Firstly, space-map selection rules use PC coefficients to examine whether the spatial
distribution of a PC is similar to the distribution of a physical signal. For example, 
Savage [1995a] tested if sample eigenvectors represent a sinusoidal pattern as a function
of azimuthal angles in horizontal space. But the physical distribution must be specified a
priori. Secondly, dominant-variance selection rules concern relative importance of PCs
based on sample eigenvalues (e.g., the cumulative percentage of sample eigenvalues and
Rule N described in Appendix G). The rules have been widely used but perform poorly
when data are highly correlated. Finally, time-history selection rules (e.g., periodograms
or autocorrelations of PCs) retain PCs whose temporal pattern is not random. Lag
differencing belongs to this group.

PCA is sensitive to local outliers. Here a local outlier is a site having a large
temporal pattern (often dominant in the first PC) that is not coherent with nearby sites. 
The local outliers can be simply ignored in PCA by excluding them in the data set. 
Another way is to use a sample correlation matrix, called the Karhunen-Loeve expansion 
[Dong et al., 2006], that is useful when variables are in different units or types and when
variances are widely different [Jolliffe, 2002]. However, sample covariance matrices are
preferred here because interpretations of PCA results are easier. For example, sample
eigenvalues directly represent the total power in each PC. In general, the two types of matrices produce different solutions because PCA is not invariant under linear transformations of variables [Muirhead, 2005].

The signal detection depends on a number of factors related to data (e.g., SNR, data size, missing data, outliers, large uncertainty data, etc), state estimation (e.g., state-space models, stochastic noise parameters, a priori constraints, etc), and PCA (e.g., temporal correlation, effective degeneracy, rank deficiency (not considered in this study), etc). It is almost impossible to account for all the factors correctly. However, evidence for a transient signal can be evaluated with various types of products from the algorithm: plots of FOGM state estimates (e.g., data plot in Figure D-11), temporal and spatial patterns of PCs, sample eigenvalues, uncertainties of PCA solutions, and lag differences of PCs (or residual PCs).

Transient signals detected by the algorithm can be further used in geophysical modeling approaches. For example, data reconstructed by the PCs containing transient signals can be used for parametric modeling, finite element modeling, or inversion techniques for fault slip (e.g., the Network Inversion Filter [Segall and Matthews, 1997; McGuire and Segall, 2003] and the PCA-based inversion [Kositsky and Avouac, 2010]). Furthermore, our algorithm can utilize other types of geodetic data (e.g., data from creep meters and strain meters) if the noise characteristics of the data are reasonably known.
D.7 Conclusions

We propose an algorithm, which combines state estimation and PCA, for detecting transient signals from continuous GPS measurements. State estimation accounts for temporal correlation in GPS time series by including a FOGM process in a state vector and PCA extracts variance-maximizing patterns in space and time from the FOGM estimates. Temporal correlation in the FOGM state estimates, however, can produce large-amplitude low-frequency oscillations in high-ranked PCs. We reduce the effect of temporal correlation by removing sinusoidal oscillations from PCs. We approximately obtain PC uncertainties by propagating errors and sample eigenvector uncertainties by using asymptotic distributions with effective sample size. These uncertainties allow us to identify transient signals in space from sample eigenvector distribution and in time from lag differences of the PCs or the residual PCs with sinusoidal oscillations removed. We demonstrate with synthetic and real data that the algorithm provides a simple space-time representation of highly correlated data with improved SNR, which is capable of detecting transient signals that may not be apparent in actual data.
Appendix E
Formulations and properties of principal component analysis

We summarize the formulations and properties of principal component analysis (PCA). More details can be found in general textbooks [e.g., Preisendorfer, 1988; von Storch and Zwiers, 1999; Jolliffe, 2002; Jackson, 2003]. PCA has been widely used in geodetic studies [e.g., Savage, 1988; Savage and Thatcher, 1992; Savage, 1995b; a; Aoki and Scholz, 2003; Dong et al., 2006; Kawamura and Yamaoka, 2006; Smith et al., 2007; Savage and Langbein, 2008; Savage and Svarc, 2009; Kositsky and Avouac, 2010].

We form an \( n \times p \) data matrix \( \mathbf{X} \) whose element \( x_{ij} \) is the \( i \)th sample of the \( j \)th variable. For GPS time series, samples are tagged with epochs and variables are direction coordinates (e.g. north, east, and vertical). Thus \( n \) and \( p \) correspond to temporal and spatial dimensions, respectively. Elements in a row vector share common epoch. To describe the variability, samples consist of deviations from the time average of each variable. In the main text and Appendix D, samples are the first-order Gauss-Markov
state estimates that describe temporally correlated noise and transient signals if any with reduced white noise.

PCA requires the concept of eigenvalues and eigenvectors. We define a $p \times p$ sample covariance matrix as $S = X^TX / \text{dof}$ where $\text{dof}$ and $T$ denote degrees of freedom and matrix transpose, respectively. The sample covariance matrix can be decomposed as $S = A L A^T$ where $A$ is a $p \times p$ orthonormal sample eigenvector matrix and $L$ is a $p \times p$ diagonal sample eigenvalue matrix. The pairs of sample eigenvalues and sample eigenvectors are ordered in the sense of decreasing sample eigenvalues. If $n > p$ (assumed throughout the thesis), a sample covariance matrix is positive definite. Sample eigenvalues are distinct with probability one due to random sampling variations [Muirhead, 2005].

The sample principal components (PCs) are defined by an orthonormal linear transformation [Jolliffe, 2002]

$$Z = XA$$

(E-1)

where $Z$ is an $n \times p$ sample PC matrix whose element $z_{ij}$ is a value of the $j$th sample PC at the $i$th epoch. Since $Z^TZ/(n - 1) = L$, sample PCs are uncorrelated and have power (or energy) equal to sample eigenvalues. The larger sample eigenvalues imply the more temporal variations in the sample PCs.

The data matrix can be exactly reconstructed by

$$X = ZA^T$$

(E-2)

The element $a_{jh}$ of $A$ is the $j$th PC coefficient associated with the $h$th variable; the sample eigenvectors reflect the amount of power from each PC at each station (in GPS
In other words, sample PCs represent common temporal patterns that are distributed in space according to sample eigenvectors. The separation of space and time provides a simplified interpretation of a complicated spatiotemporal multivariate system. Sample PCs have the units of original variables and sample eigenvectors are unitless.

When a correlated signal is present in a data set, its temporal variation can be mostly covered by the sample PCs associated with first a few sample eigenvalues. Synthesized by Equation (E-2) with such sample PCs, dimension-reduced data approximate to the original data with the minimum Euclidean norm between the data and the approximation [Jolliffe, 2002]. Similarly, the spatial dimension can be reduced by choosing a subset of the original variables with relatively large sample eigenvectors. In this context, the dimension reduction is equivalent to the noise reduction. There exist many rules to determine how many PCs and variables should be retained [e.g., Preisendorfer, 1988; Jolliffe, 2002], but they are mostly subjective [Jolliffe, 2002]. While the selection of PCs with large sample eigenvalues is useful for data compression, the eigenvalue rank-order does not necessarily indicate statistical or physical significance of PCs [Allen and Smith, 1996].
Appendix F

Eigenvalues and eigenvectors from independent Gaussian variables

Here we summarize the statistical properties of sample eigenvalues and sample eigenvectors from independent Gaussian variables. Suppose that a \( n \times p \) data matrix \( X \) consists of \( x_{ih} \sim N(\mu_{ih}, \sigma^2_{ih}) \) where \( N(a, b) \) denotes a Gaussian distribution with mean \( a \) and variance \( b \), and \( n \) and \( p \) denotes the number of samples and variables, respectively. For simplicity, we assume \( \sigma^2_{ih} = \sigma^2_h \) for all \( i \). A \( p \times p \) diagonal matrix \( \Sigma \) denotes the noise covariance matrix having \( \sigma^2_h \) in the \( h \)th diagonal. Each variable is centered at its sample mean. Then a sample covariance matrix, \( S = X^T X / (n - 1) \), has the noncentral Wishart distribution if the mean \( \mu_{ih} \) is varying in time, otherwise it has the central Wishart distribution [Anderson, 1963; 2003; Muirhead, 2005]. In the central Wishart case, \( S \) is an unbiased estimator of \( \Sigma \). The following discussion is restricted to the central case. The noncentral case can be handled by Monte Carlo simulations (Appendix G).

Muirhead [2005] analytically derived the joint distribution of sample eigenvalues by integrating the Wishart density with respect to sample eigenvectors and marginal
distributions by integrating the joint distributions with respect to sample eigenvalues not under consideration. It involves a two-matrix arguments hypergeometric function with an infinite series expansion with respect to zonal polynomials. In a simple case of $\Sigma = \sigma^2 I_p$ (often called the null case) where $I_p$ is an identity matrix of size $p$, the joint distribution consists of elementary functions, but exact marginal distributions are available only for the largest and the smallest sample eigenvalues.

Due to the complexity of exact distributions, asymptotic distributions have been developed [e.g., Anderson, 1963; North et al., 1982; Anderson, 2003; Muirhead, 2005]. Let $l_j$ and $a_j$ be the $j$th sample eigenvalue and sample eigenvector, respectively, where $j = 1, 2, \cdots, p$. The population counterparts are denoted by $\lambda_j$ and $a_j$. Assuming that all population eigenvalues are distinct, Jolliffe [2002] summarized the asymptotic results as

$$l_j \sim N(\lambda_j, \frac{2\lambda_j^2}{n-1}) \quad (F-1)$$

$$a_j \sim N(a_j, \frac{\lambda_j}{n-1} \sum_{k \neq j} \frac{\lambda_k}{\lambda_k - \lambda_j} a_k a_k^T) \quad (F-2).$$

Furthermore, a sample eigenvalue is independent of the others and of all sample eigenvectors, and an element of a sample eigenvector is correlated with the other elements of the entire sample eigenvectors due to the orthogonality. The asymptotic results suggest that $l_j$ and $a_j$ are consistent and unbiased estimators. Statistical inferences based on the asymptotic distributions [e.g., Jolliffe, 2002; Jackson, 2003], however, are limited by the underlying assumptions: distinct population eigenvalues, time-invariant mean and noise, independent Gaussian noise, and large sample size.
Figure F-1. Distributions of the sample eigenvectors obtained from two independent Gaussian variables with zero mean and variance $\lambda_j$ (equivalently, the $j$th population eigenvalue). The distributions were generated from 1000 realizations. The number of samples is 1000 for each realization. $\lambda_2 = 1$ and $\lambda_1$ is given according to the values of $\lambda_1/\lambda_2$ given in each plot. Only one of the two sample eigenvectors is shown. As the eigenvalues approach being equal, the eigenvectors are completely uncertain.

Sample eigenvalues are biased when sample size is small. von Storch and Hannoschock [1985] attempted to correct the biases by using Monte Carlo simulations, jackknifing, and asymptotic results by Lawley [1956]. However, the corrections increase the uncertainty of sample eigenvalues. The Lawley correction possibly yields negative sample eigenvalues and is not appropriate for closely spaced sample eigenvalues.

The variance-covariance matrix in Equation (F-2) depends on the separation between population eigenvalues. Sample eigenvectors associated with widely separated population eigenvalues will have small uncertainties, while those with equal population eigenvalues (i.e., degenerate) will be completely uncertain (Figure F-1f) and have a uniform distribution of orthogonal rotations, called the conditional Haar invariant.
Figure F-2. Joint distributions of the sample eigenvalues from two independent Gaussian variables with zero mean and variance (or population eigenvalue) of one (stars). The number of samples is denoted by \( n \). The numeric probability densities (contours) were obtained from the analytic expression given by Muirhead [2005]. Expectations of the sample eigenvalues (triangles) were calculated by the numerical integration of the joint distribution. Ensemble averages of the sample eigenvalues (squares) and standard deviations (horizontal and vertical error bars) were obtained from 1000 simulations. The upper-left white part is not defined due to the descending order of the sample eigenvalues. Zoom plots of the square boxes are shown in (c) and (d). The sample eigenvalues are biased and asymptotically approach the true value.

distribution (conditioned on fixed sign) [Anderson, 1963; 2003]. When the separation of population eigenvalues is comparable to or smaller than sampling variation, referred to as “effective degeneracy” [North et al., 1982], sample eigenvectors tend to be unstable (see Figure F-1d–e). Effectively degenerate population eigenvalues are not distinguishable by the sample eigenvalues, and the corresponding sample eigenvectors are a mixture of the population eigenvectors [North et al., 1982; Quadrelli et al., 2005; Hannachi et al., 2007].
Figure F-3. Plots of the largest (triangles above one) and the smallest sample eigenvalues (triangles below one) from $p$ number of independent Gaussian variables with zero mean and variance (or population eigenvalue) of one. Also shown are sample variances of the maximum (circles above one) and the minimum values (circles below one), the total sample variances divided by $p$ (dash-dotted lines), and the generalized sample variances (dashed curves). The total sample variances are close to one for all the sample size, while the generalized sample variances (dashed curves) are significantly varying, particularly when $p$ is large and the sample size is small. Least-squares fits (solid curves) to the sample eigenvalues are based on the model given in Equation (F-3), and the parameter estimates for selected values of $p$ can be found in Table F-1. All the quantities are the ensemble averages from $m$ number of random simulations. For computational efficiency, the values of $m$ were chosen to be $n \times m = 10^7$ where $n$ is the number of samples.

In the degenerate case, larger sample eigenvalues are positively biased and smaller ones are negatively biased [von Storch and Harnschock, 1985], sometimes called the artificial variance compression [Allen and Smith, 1996]. The bias is due to the ranking of sample eigenvalues and sampling variations in $S$. In the two-dimensional case shown in Figure F-2, sample eigenvalues must be placed in a region where the first sample eigenvalue is greater than the second. We measured sampling variations in $S$ by the generalized sample variance (i.e., determinant of $S$), the total sample variance (i.e., trace of $S$), and the maximum and minimum sample variances, among which only the
generalized sample variance accounts for sample covariances (i.e., off diagonals of $S$).
The generalized sample variance, on average, differs from its true value more than the other quantities do (Figure F-3), which indicates that the biases of sample eigenvalues are mostly due to sampling variation in sample covariances. The bias becomes smaller with larger sample size and smaller number of variables (Figure F-3), which is expected from large sample statistics and less number of sample covariances, respectively.

When some of population eigenvalues are equal, they can be grouped with equal values. Each group is asymptotically independent of the other groups [Anderson, 1963; 2003]. If a group has only one member, Equations (F-1) and (F-2) are asymptotically valid. If a group has multiple members, the sample eigenvalues are biased and the sample eigenvectors have the conditional Haar invariant distribution. In general, however, there is no clear indication of which population eigenvalues are equal or effectively degenerate.

Here we provide an empirical model for the sample eigenvalues associated with equal population eigenvalues (i.e., $\lambda_j = \sigma^2$ for all $j$). How much sample eigenvalues are biased depends on $\sigma^2$, $n$, $p$, and the ranking of sample eigenvalues. The model is applied only to the largest and the smallest sample eigenvalues (Figure F-3). Let $\bar{I}_j$ be the ensemble average of the $j$ th sample eigenvalues. The model function is given by

$$\bar{I}_j(n, \beta_{1j}, \beta_{2j} | \sigma^2, p) = \sigma^2(e^{\beta_{1j}\sqrt{p/n}} + \beta_{2j}\sqrt{p/n})$$

(F-3)

for $j = 1$ or $p$. The form of $f(x | y)$ denotes a function of $x$ given $y$. The estimates of the parameters $\beta_1$ and $\beta_2$ are shown in Table F-1 for given $p$. Linear interpolation can be used to approximate parameters for $p$ not in the table and $\bar{I}_j$ for $j = 2, \cdots, p - 1$. For large $n$, $\bar{I}_j \approx \sigma^2(1 + (\beta_{1j} + \beta_{2j})\sqrt{p/n})$ so that the two parameters cannot be well separated.
The model can be used to account for the sample eigenvalue bias with computational efficiency avoiding a number of simulations.

When \( n \leq p \), the rank of \( S \) is no longer full and the distribution of \( S \) does not exist. Since the rank of \( S \) is \( n - 1 \), there are \( n - 1 \) nonzero sample eigenvalues. Based on the fact that the total sample variance is equal to the sum of sample eigenvalues and approximately equal to the sum of population eigenvalues (see Figure F-3), we have

\[
\sum_{j=1}^{p} \tilde{\lambda}_j = \sum_{j=1}^{n-1} \tilde{\lambda}_j \approx p\sigma^2.
\]

As \( n \) decreases with \( p \) fixed or as \( p \) increases with \( n \) fixed, the values of nonzero \( \tilde{\lambda}_j \) increase to satisfy the above equalities (Figure F-4). We also modeled the sequence of the largest sample eigenvalue using Equation (F-3) and tabulated parameter estimates in Table F-1 for given \( p \).

**Figure F-4.** Ensemble averages of sample eigenvalues when the numbers of variables are \( p = 19 \) (triangles), \( p = 25 \) (circles) and \( p = 30 \) (squares). The number of samples is \( n = 20 \) so that the case of \( p = 19 \) has a full rank, while the other cases are rank deficient; the sample eigenvalues with indices larger than 19 become zero. The population eigenvalue is \( \lambda_j = 1 \) for \( j = 1,2,\ldots,p \). Error bars approximately represent the 1-sigma range of the scatter of synthetic sample eigenvalues from 50,000 realizations.
Table F-1. Parameter estimates for the largest and the smallest sample eigenvalue sequences.

<table>
<thead>
<tr>
<th>p</th>
<th>$\hat{\beta}_{11}$</th>
<th>$\hat{\beta}_{21}$</th>
<th>$\hat{\beta}_{1p}$</th>
<th>$\hat{\beta}_{2p}$</th>
<th>$\hat{\beta}_{11}$</th>
<th>$\hat{\beta}_{21}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.775(6)$^b$</td>
<td>0.583(8)</td>
<td>0.705(6)</td>
<td>-2.062(8)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>0.895(3)</td>
<td>0.640(4)</td>
<td>0.867(3)</td>
<td>-2.392(4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>0.940(2)</td>
<td>0.694(3)</td>
<td>0.937(2)</td>
<td>-2.549(3)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>0.994(3)</td>
<td>0.698(4)</td>
<td>0.992(3)</td>
<td>-2.662(3)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>1.011(3)</td>
<td>0.727(4)</td>
<td>1.015(2)</td>
<td>-2.721(3)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>1.024(3)</td>
<td>0.747(4)</td>
<td>1.030(2)</td>
<td>-2.762(3)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>1.032(3)</td>
<td>0.767(4)</td>
<td>1.038(2)</td>
<td>-2.789(4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>1.035(3)</td>
<td>0.787(4)</td>
<td>1.044(2)</td>
<td>-2.809(4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>1.065(3)</td>
<td>0.767(4)</td>
<td>1.070(2)</td>
<td>-2.855(4)</td>
<td>0.919(7)</td>
<td>1.09(2)</td>
</tr>
<tr>
<td>22</td>
<td>1.065(3)</td>
<td>0.784(4)</td>
<td>1.073(3)</td>
<td>-2.867(4)</td>
<td>0.916(7)</td>
<td>1.12(2)</td>
</tr>
<tr>
<td>24</td>
<td>1.065(3)</td>
<td>0.798(5)</td>
<td>1.074(3)</td>
<td>-2.876(4)</td>
<td>0.909(7)</td>
<td>1.17(2)</td>
</tr>
<tr>
<td>26</td>
<td>1.065(3)</td>
<td>0.81(5)</td>
<td>1.075(3)</td>
<td>-2.88(4)</td>
<td>0.908(5)</td>
<td>1.19(2)</td>
</tr>
<tr>
<td>28</td>
<td>1.063(3)</td>
<td>0.824(5)</td>
<td>1.075(3)</td>
<td>-2.88(4)</td>
<td>0.903(6)</td>
<td>1.22(2)</td>
</tr>
<tr>
<td>30</td>
<td>1.084(3)</td>
<td>0.807(5)</td>
<td>1.093(3)</td>
<td>-2.917(4)</td>
<td>0.900(6)</td>
<td>1.25(2)</td>
</tr>
<tr>
<td>32</td>
<td>1.080(3)</td>
<td>0.832(5)</td>
<td>1.091(3)</td>
<td>-2.924(5)</td>
<td>0.889(6)</td>
<td>1.31(2)</td>
</tr>
<tr>
<td>34</td>
<td>1.095(3)</td>
<td>0.828(5)</td>
<td>1.104(3)</td>
<td>-2.948(4)</td>
<td>0.878(7)</td>
<td>1.37(3)</td>
</tr>
<tr>
<td>36</td>
<td>1.090(3)</td>
<td>0.845(5)</td>
<td>1.100(3)</td>
<td>-2.949(5)</td>
<td>0.868(7)</td>
<td>1.42(3)</td>
</tr>
<tr>
<td>38</td>
<td>1.102(3)</td>
<td>0.843(5)</td>
<td>1.110(3)</td>
<td>-2.966(5)</td>
<td>0.859(7)</td>
<td>1.47(3)</td>
</tr>
<tr>
<td>40</td>
<td>1.096(3)</td>
<td>0.861(5)</td>
<td>1.106(3)</td>
<td>-2.964(5)</td>
<td>0.849(7)</td>
<td>1.52(3)</td>
</tr>
<tr>
<td>42</td>
<td>1.104(3)</td>
<td>0.858(5)</td>
<td>1.114(3)</td>
<td>-2.978(5)</td>
<td>0.841(7)</td>
<td>1.56(3)</td>
</tr>
<tr>
<td>44</td>
<td>1.107(3)</td>
<td>0.867(5)</td>
<td>1.115(3)</td>
<td>-2.985(5)</td>
<td>0.825(7)</td>
<td>1.63(3)</td>
</tr>
<tr>
<td>46</td>
<td>1.110(3)</td>
<td>0.875(5)</td>
<td>1.117(3)</td>
<td>-2.991(5)</td>
<td>0.811(7)</td>
<td>1.70(4)</td>
</tr>
<tr>
<td>48</td>
<td>1.109(3)</td>
<td>0.884(5)</td>
<td>1.118(3)</td>
<td>-2.995(5)</td>
<td>0.798(7)</td>
<td>1.77(4)</td>
</tr>
<tr>
<td>50</td>
<td>1.110(3)</td>
<td>0.890(6)</td>
<td>1.118(3)</td>
<td>-2.997(5)</td>
<td>0.785(7)</td>
<td>1.83(4)</td>
</tr>
<tr>
<td>52</td>
<td>1.112(3)</td>
<td>0.901(5)</td>
<td>1.119(3)</td>
<td>-3.000(5)</td>
<td>0.763(7)</td>
<td>1.93(4)</td>
</tr>
<tr>
<td>54</td>
<td>1.111(3)</td>
<td>0.910(6)</td>
<td>1.119(3)</td>
<td>-3.001(5)</td>
<td>0.744(6)</td>
<td>2.03(4)</td>
</tr>
<tr>
<td>56</td>
<td>1.112(3)</td>
<td>0.918(6)</td>
<td>1.118(3)</td>
<td>-3.001(5)</td>
<td>0.727(6)</td>
<td>2.12(5)</td>
</tr>
<tr>
<td>58</td>
<td>1.111(3)</td>
<td>0.925(6)</td>
<td>1.117(3)</td>
<td>-3.001(5)</td>
<td>0.711(6)</td>
<td>2.20(5)</td>
</tr>
<tr>
<td>60</td>
<td>1.110(3)</td>
<td>0.932(5)</td>
<td>1.117(3)</td>
<td>-3.000(5)</td>
<td>0.697(6)</td>
<td>2.27(5)</td>
</tr>
</tbody>
</table>

$^a$ The model is given by Equation (F-3) and parameters were estimated with $\sigma^2 = 1$.

$^b$ 0.775(6) = 0.775 ± 0.06. The errors are from t-test with 0.05 level.
Appendix G

Issues related to Monte Carlo simulation for PCA statistics

The Monte Carlo simulation is based on repeated random sampling to obtain approximate results when deterministic approaches to exact solutions are not possible. The method has been frequently used in crustal deformation studies for PCA uncertainty estimation [e.g., Savage, 1988; 1995a; Smith et al., 2007]. Here we briefly discuss the method and issues related to the statistics of principal component analysis (PCA).

Suppose that samples consist of time-varying mean $\mu_{ih}$ and noise $\epsilon_{ih}$ from a realizable stochastic process for $i = 1, 2, \cdots, n$ and $h = 1, 2, \cdots, p$ where $n$ and $p$ are the number of samples and variables, respectively. After applying PCA to each of a number of synthetic data sets, PCA uncertainties can be obtained from the scatter of PCA solutions. For example, the uncertainties of principal components (PCs) are given by

$$
\bar{e}_j^2 = \frac{1}{m} \sum_{k=1}^{m} (z_{jk} - \zeta_j)^2
$$

(G-1)
where $z_{ijk}$ is the value of the $j$th PC at the $i$th epoch from the $k$th realization, $\zeta_j$ is the population PC associated with $z_{ij}$, and $m$ is the total number of realizations. The uncertainties of sample eigenvectors and sample eigenvalues can be similarly obtained.

Several aspects weaken the method. Firstly, $\mu_{ik}$ and $\zeta_j$ are generally unknown. One can replace $\mu_{ik}$ with samples and $\zeta_j$ with ensemble averages of PCs, but the results are possibly biased. Secondly, the sign of a PC is arbitrary and possibly switching during repeated simulations [Jolliffe, 2002]. The PC uncertainties from Equation (G-1) will have systematic temporal patterns without correction of sign switching. The sign can be fixed at an epoch $t$, when $z_{ij}$ is far away from zero not affected by sampling variation. Thirdly, the method is time-consuming for large data size when reliable results are needed.

When population eigenvalues are close to each other with respect to random noise, termed effective degeneracy (Appendix F), the sample eigenvectors and sample PCs are, respectively, mixtures of the effectively degenerate population eigenvectors and population PCs, rather than one-to-one correspondence. In this case, the PC uncertainties from Equation (G-1) tend to have systematic temporal patterns (Figure G-1) even when noise characteristics are invariant in time, and sample eigenvectors become unstable (Figure G-2). The effective degeneracy may be indicated by sample eigenvalues close to each other, but it cannot be clearly determined without accurate knowledge of noise properties. Temporal patterns in PC uncertainties may warn us about the effective degeneracy as well as the sign switching and inaccurate values of $\mu_{ik}$ and $\zeta_j$.

The Monte Carlo method has also been used to evaluate the significance of PCs relative to assumed background noise [e.g. Preisendorfer, 1988; Savage, 1988; 1995a;
Allen and Smith, 1996; Smith et al., 2007]. For example, Rule N by Preisendorfer [1988] is based on a null hypothesis that samples come from an independent Gaussian population with zero mean and variance $\sigma^2_{0k}$. The null hypothesis can be tested based on the scatter of a number of ensemble eigenvalues from the independent Gaussian population. If sample eigenvalues are above an upper limit associated with a given significance level, the test rejects the null hypothesis. This method can be extended to realizable stochastic noise processes [e.g., Allen and Smith, 1996]. For higher-ranked PCs, however, ensemble eigenvalues tend to be biased positively and may increase the probability of incorrectly accepting the null hypothesis. Furthermore, if the noise variances are spread widely, the largest ensemble eigenvalue does not necessarily represent the noise level of the first PC from actual data.
Figure G-1. Uncertainties of principal components (PCs) obtained from the Monte Carlo simulations with 100,000 realizations. Two Gaussian variables have 1000 samples with time-varying mean (the associated Legendre functions of degree one with signal power $\alpha_j^2$ where $j = 1, 2$) and variance of 1 mm$^2$ for all time (horizontal lines). Since they are orthogonal, the Legendre functions are also population PCs with population eigenvalues $\lambda_j = \alpha_j^2 + 1$ mm$^2$. In each case, $\lambda_1 = 10$ mm$^2$ (i.e., $\alpha_1^2 = 9$ mm$^2$) and $\lambda_2$ were chosen according to the values of $\lambda_1/\lambda_2$ given in each plot. As $\lambda_1/\lambda_2$ gets close to one, the uncertainties of the first PC (triangles) and the second PC (circles) tend to have time-dependent systematic patterns in spite of identical noise characteristics in time. When $\lambda_1/\lambda_2 = 1.1$, the space between signal powers is only about 1 mm$^2$ which is comparable to the noise level. As $\lambda_1/\lambda_2$ increases, the temporal patterns in PC uncertainties become less pronounced and are close to 1 mm$^2$. Uncertainties are drawn at every five days. Sign switching was corrected by fitting population PCs to sample PCs in a least squares sense.
Figure G-2. Distributions of sample eigenvectors from the samples used in Figure G-1. In each case, the sample eigenvector of the first PC is shown. As $\lambda_1/\lambda_2$ is close to one, the sample eigenvectors become unstable.
Appendix H

Formal error scaling

White noise in GPS time series is assumed to be represented by formal errors calculated from noise in the phase measurements sampled at a given rate. However, temporal correlation in the phase data raises the scale issue in formal errors, depending on statistics and sampling rate used in the GPS geodetic inversion. Here we obtain scale factors by comparing formal errors with one-day differences of time series. The resulting scaled formal errors become more consistent with short-term data scatter.

Suppose that $y_k = \mu_k + \varepsilon_k$ at time $t_k$ where $y_k$ is a measurement, $\mu_k$ represents data trends (including time-dependent noise), and $\varepsilon_k$ is an independent Gaussian noise with variance $\sigma_k^2$ given by the formal error of $y_k$. Assuming $\mu_k \approx \mu_{k-1}$ that would be reasonable for such a short time interval as one day (no missing data assumed), we obtain one-day differences by $dy_k = y_k - y_{k-1} \approx \varepsilon_k - \varepsilon_{k-1}$ and their errors by $d\sigma_k^2 = \sigma_k^2 + \sigma_{k-1}^2$. The sequence of one-day differences has no correlation in time except for one-day time lag having negative correlation of $-\sigma_k^2$ between $dy_{k+1}$ and $dy_k$. Assuming that $dy_k$ is a white Gaussian sequence for all $k$, we define a weighted-mean-square error as

$$d\sigma_k^2 = \sum_{k=2}^{n} \left( \frac{dy_k - \overline{dy}}{d\sigma_k} \right)^2 / \sum_{k=2}^{n} \left( \frac{1}{d\sigma_k} \right)^2 \quad (H-1)$$
where \( \overline{dy} \) is the sample average of \( dy_k \) and \( n \) is the number of samples. Under the null hypothesis that \( dy_k \) is independent Gaussian with mean \( \overline{dy} \) and variance \( d\sigma^2_k \), the numerator in Equation (H-1) has the chi square distribution with \( n-2 \) degrees of freedom where the reduction by two is due to differencing and mean estimated. Note that \( \langle \chi^2_{n-2} \rangle = n-2 \) where \( \langle x \rangle \) denotes the expectation of \( x \). If we rewrite Equation (H-1) as

\[
\frac{d\sigma^2 \text{ num}}{d\sigma^2} = \left( \frac{1}{n-2} \sum_{k=2}^{n} \left( \frac{dy_k - \overline{dy}}{d\sigma_k} \right)^2 \right) \cdot \left( \frac{n-2}{\sum_{k=2}^{n} \left( \frac{1}{d\sigma_k} \right)^2} \right) = \alpha^2 \cdot d\overline{\sigma}^2 \quad (H-2)
\]

where \( \alpha^2 \) and \( d\overline{\sigma}^2 \) are accordingly defined, we directly have \( \langle \alpha \rangle = 1 \) under the null hypothesis. This means that the formal errors are consistent with short-term data scatter represented by one-day differences. If the null hypothesis is not true, the expectation of \( \alpha \) will be different from one. For consistency, formal errors are scaled by \( \alpha \) uniformly in time (i.e., \( \hat{\sigma}^2_i = (\alpha \sigma_i)^2 \) for all \( k \)).

We calculated the scale factors for the stations in the Plate Boundary Observatory (PBO) network with maximum observation interval from 1 January 2004 to 13 February 2010. The north, east and vertical components were treated separately. For reliable estimation, we assume that a set of GPS sites has experienced the same level of scaling. We divided total 1315 PBO sites into three groups: 151 Alaskan sites (those with latitude from +50° to +70° and longitude from -180° to -130°), 755 PBO sites (those with station IDs that begin with “P” followed by three digits), and 409 nucleus sites (the remaining stations used) that are parts of already existing GPS networks. The Alaskan sites may reflect error characteristics at high latitude and the other two groups may show
differences between newly installed PBO sites and old sites. We removed stations (~17% of Alaskan sites, ~8% of PBO sites and ~4% of nucleus sites) which sample size is less than 100 and which values of $d\sigma_{vrm}$ is larger than 4 mm in horizontal and 10 mm in vertical. After stacking one-day differences for each group and each coordinate, we calculated the values of $d\sigma_{vrm}$ and $d\bar{\sigma}$ per 10,000 differences. The scale factors were obtained by straight-line fit to the scatter of such values (Figure II-1).

The scale factors for Alaskan sites are closer to one, which means that the formal errors represent short-term data scatter relatively well and the sampling rate used for phase data would be appropriate for the white noise assumption. On the other hand, the scale factors for the other two groups are smaller than one, about a half particularly in north and vertical, indicating that the formal errors are too large. The larger scale factors for Alaskan sites may reflect latitude-dependent noise characteristics. The similar scale factors between the PBO and nucleus sites show no significant difference in formal errors between newly installed PBO stations and pre-existing stations. The scale factors for east component are larger than that for north component, which may imply incomplete integer-cycle phase ambiguity resolution in the GPS data analysis.

While temporal uniformity of the scale factors would be reasonable because formal errors are often of similar size in time, spatial uniformity would not be appropriate for the entire PBO network; scale factors of the Alaskan sites are larger than those of the PBO and nucleus sites. If we further divided PBO and nucleus sites into several groups with respect to geographic areas, the scale factors might have been different from each other. The spatial extent of the uniform scaling and the sources of the non-uniformity appeared in Alaskan sites are interesting topics in the error analysis of GPS data.
**Figure H-1.** Estimation of scale factors from the scatter of $d\sigma_{\text{rms}}$ in terms of $d\bar{\sigma}$ defined in (F-2). Each subplot shows the values of $d\sigma_{\text{rms}}$ for Alaskan stations (asterisks), PBO stations (circles), and nucleus stations (dots). Also shown are the values of $d\sigma_{\text{rms}}$ per 10,000 stacked one-day differences and the straight-line fits for the Alaskan (blue), the PBO (green), and the nucleus stations (red). The estimates of the scale factor $\alpha$ from straight-line fits are shown in (d). The black solid line in each subplot is the line for $\alpha = 1$. 
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