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Abstract

Taking multiple exposures is a well-established approach both for capturing high dynamic range (HDR) scenes and for noise reduction. But what is the optimal set of photos to capture? The typical approach to HDR capture uses a set of photos with geometrically-spaced exposure times, at a fixed ISO setting (typically ISO 100 or 200). By contrast, we show that the capture sequence with optimal worst-case performance, in general, uses much higher and variable ISO settings, and spends longer capturing the dark parts of the scene. Based on a detailed model of noise, we show that optimal capture can be formulated as a mixed integer programming problem. Compared to typical HDR capture, our method lets us achieve higher worst-case SNR in the same capture time (for some cameras, up to 19 dB improvement in the darkest regions), or much faster capture for the same minimum acceptable level of SNR. Our experiments demonstrate this advantage for both real and synthetic scenes.

1. Introduction

Taking multiple exposures is an effective solution to extend dynamic range and reduce noise in photographs. However, it raises a basic question: what should the set of exposures be? Most users rely on a geometric progression where the exposure times are spaced by factors of 2 or 4 with the number of images set to cover the range. The camera sensitivity (ISO) is usually fixed to the nominal value (typically 100 or 200) to minimize noise. Given that noise is the main factor that limits dynamic range in the dark range of values, it is critical to understand how noise can be minimized in high dynamic range (HDR) imaging. In this paper, we undertake a systematic study of noise and reconstruction in HDR imaging and compute the optimal exposure sequence as a function of camera and scene characteristics.

We present a model that predicts signal-to-noise ratio at all intensity levels and allows us to optimize the set of exposures to minimize worst-case SNR given a time budget, or to achieve a given minimum SNR in the fastest time. To do this, we use a detailed model of camera noise that takes into account photon noise, as well as additive noise before and after the ISO gain. This allows us to optimize all parameters of an exposure sequence, and we show that this reduces to solving a mixed integer programming problem. In particular, we show that, contrary to suggested practice (e.g., [5]), using high ISO values is desirable and can enable significant gains in signal-to-noise ratio.

The most important feature of our noise model is its explicit decomposition of additive noise into pre- and post-amplifier sources (Fig. 1), which constitutes the basis for the high ISO advantage. The same model has been used in several unpublished studies characterizing the noise performance of digital SLR cameras [7, 20], supported by extensive empirical validation. Although all the components in our model are well-established, previous treatments of noise in the vision literature [13, 18] do not model the dependence of noise on ISO setting (i.e., sensor gain).

To the best of our knowledge, varying the ISO setting has not previously been exploited to optimize SNR for high dynamic range capture. However, in the much simpler context of single-shot photography, the expose to the right technique [25, 20] considers the ISO setting to optimize SNR. This technique advocates using the lowest ISO setting possible, but increasing ISO when the exposure time is tightly constrained. Another related idea is the dual-amplifier sensor proposed by Martinec, which would capture exposures at ISO 100 and 1600 simultaneously and then combine them to extend dynamic range [20]. Our method can be thought of as formalizing these ideas, generalizing them to a multi-shot setting, and showing how to optimize the capture sequence for a given camera and scene.

Most previous work in HDR imaging has focused on calibrating the response curve of the sensor [8, 22], merging the input images [16, 3], and tone mapping the merged HDR result [17, 9]. Surprisingly little attention, however, has been paid to the capture strategy itself, which is the focus of this paper. One notable exception is a method that computes the optimal set of exposure times to reduce quantization in the merged HDR result [10]. This works by effectively dithering the exposure levels, but assumes that exposure times can be controlled arbitrarily, and does not incorporate a detailed model of noise. Another recent method [4] showed how to minimize the number of photos spanning a given dynamic range, but takes a simplified geometric view of dynamic range, without any noise model.
Figure 1. Imaging chain for a single pixel, from radiant power to raw pixel measurement. The components of our noise model are indicated by dashed boxes (we defer treatment of dark noise to supplemental materials). Our goal is to recover $\Phi$ with maximum worst-case SNR over the desired dynamic range, by determining an optimal sequence of photos to capture, with exposure times $t(k)$ and gain settings $g_j(k)$ (controlled by the shutter speed and ISO setting respectively).

Several recent digital cameras, such as the Sony A550 and the Pentax K7, offer in-camera HDR from several consecutive shots. The underlying settings that these cameras use for HDR capture is unclear, but they do not appear to take advantage of ISO setting the way our method does.

Our analysis is also related to “multiple capture” HDR sensors, which address similar issues by taking multiple readings of the accumulated charge within a single exposure [19, 6]. Sensors of this kind typically take evenly spaced readings over the exposure, and return the last sample before saturation, scaled by the saturation time. More recently, an online weighting scheme was proposed to combine all readings [19], analogous to merging techniques used in standard HDR. Even closer to our method, the spacing of these readings has been optimized to improve average SNR [6]. But this method only models photon noise and does not consider the possibility of manipulating gain.

Our method offers four contributions over the state of the art. First, we show that by capturing high ISO images we can improve worst-case SNR for HDR capture (up to 19 dB for some cameras). Second, we show how to compute the globally optimal capture sequence, maximizing worst-case SNR or minimizing capture time, by solving a mixed integer programming problem. Third, we describe a simple HDR merging technique that takes sensor noise and ISO into account and minimizes the variance of the estimate. Fourth, our experiments with real scenes validate our proposed method, and confirm its benefits for existing cameras.

2. Image Formation Model

By restricting our attention to the raw images captured by the sensor, we simplify our analysis in two ways. First, raw images let us consider each pixel independently, because they incorporate no additional processing, such as demosaicking, that would introduce correlations.$^1$ Second, raw pixel values are linear in the radiant energy collected, to a close approximation [7, 20].

Like nearly all methods for high dynamic range capture [8, 22], we assume that aperture and focus are held constant, to avoid changing defocus [11]. This leaves just two camera settings to manipulate: (1) the exposure time, which controls the amount of light collected, and (2) the ISO setting, which controls the sensor gain.

Pixel measurement model. The quantity each pixel measures is the radiant power, $\Phi$, of the light it collects (Fig. 1). While we can loosely think of $\Phi$ as scene brightness, we are not concerned with its relationship to absolute scene irradiance—only its accurate measurement. In particular, our analysis is independent of photometry [15], and of lens-dependent effects such as vignetting and glare [24], all of which can be calibrated separately.

For convenience we express $\Phi$ in units of electrons per second, so that $\Phi t$ photoelectrons are collected over an exposure time of $t$ seconds. For raw images, we can describe the measured pixel value, $I$, given in digital numbers (DN) [7], as a linear function of number of electrons collected:

$$I = \min \{ \frac{\Phi t}{g} + I_0 + n, I_{\text{max}} \}$$

where $g$ is the sensor gain, with units of electrons per DN; $I_0$ is a constant offset representing the black point; $n$ is the signal- and gain-dependent sensor noise, described below; and $I_{\text{max}}$ is the saturation level. Sensor saturation occurs when $(I_{\text{max}} - I_0)g$ electrons are collected, which is limited by both the “full well” electron capacity and the gain.

One subtlety in Eq. (1) is that pixel values just below $I_{\text{max}}$ are ambiguous: such pixels may actually be saturated but corrupted by negative post-saturation noise (Fig. 1). In practice, we address this issue by using a more conservative saturation level, $I_{\text{max}}(g) < I_{\text{max}}$, determined empirically for each sensor gain as the minimum pixel value in a completely over-exposed image.

The sensor gain $g$ and ISO setting $G$ are inversely related by $G = U/g$, where $U$ is a camera-dependent constant.

Noise model. To model the essential properties of noise, we treat noise as a zero-mean random variable, whose variance comes from three independent sources (Fig. 1). For pixels below the saturation level, we can write:

$$\text{Var}(n) = \frac{\Phi t}{g^2} + \frac{\sigma^2_{\text{read}}}{g^2} + \frac{\sigma^2_{\text{ADC}}}{g^2}$$

$^1$Pixel independence may be violated by sensor bloom, but this type of artifact is mainly affects lower-quality CCD sensors [13]. Systematic per-pixel noise variations, such as fixed pattern noise and pixel response non-uniformity, may be handled by pre-capture calibration [13, 20].
The first term represents the Poisson distribution of photon arrivals, and depends linearly on the number of photons recorded, $\Phi t$. The final two terms decompose the scene-independent noise variance into pre- and post-amplifier components [7, 20]; the middle term represents noise from sensor readout; the last term represents the combined effect of analog-to-digital conversion (ADC), including amplifier noise and quantization.\(^2\)

For a fixed ISO setting, this model reduces to the well-known affine model of noise that has been recently exploited for image processing [18] and analysis of camera designs [12, 26, 2]. The key difference in our analysis is that we make explicit the dependence of additive noise on ISO setting, and take advantage of this for HDR capture.

3. The High ISO Advantage

Our new approach to capturing HDR images takes advantage of a somewhat counter-intuitive fact: saturation aside, photos with high ISO settings have higher SNR for a given scene brightness and exposure time, particularly in the darkest regions of the scene.

For single-shot photography, pixel saturation prevents us from exploiting the high ISO advantage, except when the dynamic range of the scene is small. However, as we show, we can find sequences of photos for HDR capture that achieve the SNR improvement associated with the highest ISO settings, but still span the desired dynamic range.

The high ISO advantage follows directly from our image formation model, and we explain it by characterizing several factors affecting SNR.

**SNR for a single shot.** For a single exposure, we can combine Eqs. (1) and (2) to compute the squared SNR for a pixel, in terms of the measured radiant power $\Phi$,

$$\text{SNR}(\Phi)^2 = \frac{\Phi t^2}{\Phi t + \sigma_{\text{read}}^2 + \sigma_{\text{ADC}}^2 g^2},$$

where $[I < \tilde{I}_{\text{max}}(g)]$ is a binary indicator modeling the fact that SNR for saturated pixels is zero.

We graph SNR using the noise parameters of a real camera in Fig. 2. Note that each graph has a shoulder at the transition between the two main noise regimes. For dark pixels, additive noise is dominant, so SNR increases with $\Phi$. For bright pixels, photon noise is dominant, so SNR increases instead with $\sqrt{\Phi}$.

**SNR vs. saturation tradeoff.** As Eq. (3) shows, SNR increases monotonically with the number of electrons collected, $\Phi t$, up to saturation. This property justifies the expose to the right principle [25, 20]: to maximize SNR in a single shot, we should choose exposure time to make the highlights expose just below $I_{\text{max}}$. By contrast, a naïve application of auto-exposure would expose a uniform-brightness scene to only $0.13 I_{\text{max}}$ [14].

More generally, choosing the exposure time for any photo represents a tradeoff between SNR and pixel saturation. The longer we expose an image, the higher the SNR. But beyond the exposure time needed to expose right, SNR improvements come at the expense of saturating the highlights. This tradeoff is particularly important for high ISOs, because of their lower dynamic range (Fig. 2).

The high-ISO potential. As Fig. 2(right) illustrates, for a fixed number of electrons collected, high ISO settings are limited by sensor saturation, but have improved SNR for the non-saturated parts of the scene. We can explain this effect by the reduced influence of ADC noise at higher ISO (Fig. 3). Since this noise comes after amplification, its variance in squared electrons, $\sigma_{\text{ADC}}^2 g^2$, falls to zero with increasing ISO (i.e., decreasing gain).

We call the SNR gap resulting from differences in ISO setting the high-ISO potential. This gap is largest for the darkest region of the scene, and may be computed analytically as $10 \log_{10}(1 + \sigma_{\text{ADC}}^2 g_{\text{max}}^2/\sigma_{\text{read}}^2) \text{dB}$, where $g_{\text{max}}$ is the baseline gain for the lowest ISO available.

In Table 1 we list the high-ISO potential for several real cameras. For most DSLRs, this potential is more than 10 dB, and some cameras have up to 19 dB potential. As we show, the optimal capture sequences we compute for HDR can take advantage of nearly all of this potential.

4. Noise-Optimal Photography

Suppose we have a camera with additive noise parameters $\sigma_{\text{read}}$ and $\sigma_{\text{ADC}}$, available exposure times $\{t_i\}$, and available sensor gains $\{g_i\}$. For a given a target dynamic range $[\Phi_{\text{min}}, \Phi_{\text{max}}]$, we consider the general problem of computing the optimal sequence of photos,
For a fixed ISO setting, this method is equivalent to the variance-based weighting proposed by [16]. Unlike other HDR merging methods [8, 22, 6, 10, 3], our weighting scheme is both well-founded and incorporates a detailed model of sensor noise. To estimate \( \text{Var}(n_{ik}) \) in practice, we approximate \( \Phi \) for observed pixel value \( I_k \) using Eq. (1), and then evaluate Eq. (2) using this estimate.

**SNR of the merged estimate.** Using the optimal estimator above, we can derive an expression for the squared SNR of the merged measurement, analogous to Eq. (3):

\[
\text{SNR}(\hat{\Phi})^2 = \frac{\hat{\Phi}^2}{\text{Var}(\hat{\Phi})} = \sum_{i,j} m_{ij} \cdot \left( g_i^2 t_i^2 \cdot \left[ I_{ij} < \hat{I}_{\text{max}}(g_j) \right] \Phi_i + \sigma_{\text{read}}^2 + \sigma_{\text{ADC}}^2 g_j^2 \right)
\]

where \( m_{ij} \) is the number of photos captured with exposure time \( t_i \) and sensor gain \( g_j \). This equation shows that squared SNR for a capture sequence has the particularly simple property of being linear in the number of photos per camera setting. This is important because it allows us to express our optimization in a tractable way.

As shown in Fig. 4, the SNR of a given HDR capture sequence follows a sawtooth pattern, with the sudden drops corresponding to saturation points of individual photos.

### 4.2. Optimization

**Worst-case SNR.** To evaluate worst-case SNR for a given capture sequence, we can evaluate the formula in Eq. (7) at a finite set of keypoints for the radiant power and take the minimum. In particular, the piecewise monotoncity of SNR means that we need only consider the boundaries of the dynamic range, plus intermediate keypoints corresponding to the saturation points for each photo in the sequence:

\[
K = \{ \Phi_{\text{min}}, \Phi_{\text{max}} \} \cup \left( \{ (I_{ij} - I_0)g_j(k)/t_i(k) + \varepsilon \} \cap [\Phi_{\text{min}}, \Phi_{\text{max}}] \right),
\]

where \( \varepsilon \) is a small constant (we use \( 10^{-8} \)), that lets us evaluate SNR numerically just past each saturation point.

**Optimal capture sequences.** By combining Eqs. (7) and (8), we obtain a finite number of linear inequalities that let us fully characterize the optimal capture sequence for each of our objectives.

**Theorem 1 (SNR-Optimal Capture Sequence).** For a given time budget \( t_{\text{max}} \), the capture sequence maximizing worst-case SNR over the dynamic range \([\Phi_{\text{min}}, \Phi_{\text{max}}]\) is the solution to the mixed integer programming problem:

\[
\text{maximize} \quad \text{SNR}_{\text{worst}}^2
\]
\[\text{subject to} \quad \sum_{i,j} m_{ij}(t_i + t_{\text{over}}) \leq t_{\text{max}} + t_{\text{over}} \quad \text{SNR}(\Phi)^2 \geq \text{SNR}_{\text{worst}}^2 \quad \text{for all } \Phi \in K \quad m_{ij} \geq 0 \text{ and integer},
\]

---

**Table 1. High-ISO potential for various digital cameras, highlighting the camera we used in our experiments (noise data from [7]). This potential is generally higher for cameras with larger pixels, because their lower gain limits amplifier performance.**

<table>
<thead>
<tr>
<th>camera model</th>
<th>release date</th>
<th>pixel pitch (μm)</th>
<th>high-ISO potential (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nikon D3</td>
<td>2007</td>
<td>8.5</td>
<td>11.1</td>
</tr>
<tr>
<td>Canon 1D Mark II</td>
<td>2004</td>
<td>8.2</td>
<td>17.9</td>
</tr>
<tr>
<td>Canon 1D Mark III</td>
<td>2007</td>
<td>7.2</td>
<td>15.7</td>
</tr>
<tr>
<td>Canon 5D Mark II</td>
<td>2008</td>
<td>6.4</td>
<td>19.7</td>
</tr>
<tr>
<td>Canon 350D</td>
<td>2005</td>
<td>6.4</td>
<td>15.3</td>
</tr>
<tr>
<td>Nikon D300</td>
<td>2007</td>
<td>5.5</td>
<td>3.1</td>
</tr>
<tr>
<td>Canon S70</td>
<td>2004</td>
<td>2.3</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Figure 3. Additive noise (readout and ADC noise) as a function of ISO for the Canon 1D Mark III [7]. Left: In terms of the raw pixel value \( I \), additive noise (in DN) increases with ISO. Right: Relative to the number of electrons recorded, \( \Phi t \), additive noise (in electrons) falls with ISO.
where SNR\textsubscript{worst} is the worst-case SNR; \(m_{i,j}\) are the multiplicities, counting how many times camera setting \((t_i, g_j)\) appears in the capture sequence; \(t_{\text{over}}\) is the overhead time between shots; and \(K\) are the keypoints defined in Eq. (8) for all available camera settings.

The optimization of total capture time is can be formulated in a very similar way.

**Theorem 2** (Time-Optimal Capture Sequence). For a given minimum SNR, \(SNR_{\text{min}}\), over the dynamic range \([\Phi_{\text{min}}, \Phi_{\text{max}}]\), the capture sequence minimizing total capture time is the solution to:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i,j} m_{i,j} (t_i + t_{\text{over}}) \\
\text{subject to} & \quad SNR_{\text{worst}}^2 \geq SNR_{\text{min}}^2
\end{align*}
\]

and also subject to Eqs. (11)-(12).

While it is not possible to establish a closed-form expression for the optimal sequence in either case, solving the integer programs in Theorems 1-2 is straightforward using readily-available tools [1]. Note that optimal capture sequences for a given camera can be precomputed offline, so fast runtime is not our main concern.

When comparing our optimal capture sequence to a reference, another fair way to control for camera overhead is to set \(t_{\text{over}}\) to zero, but limit the number of photos in the optimal sequence to be the same as in the reference sequence. We can implement this by adding a new constraint, \(\sum_{i,j} m_{i,j} = m_{\text{max}}\), to the integer program. This formulation has the advantage of equalizing total camera overhead but avoiding tradeoffs that depend on the absolute brightness of the scene.

We also consider an even more constrained variant of the optimization, where the exposure times are fixed and only ISO setting is allowed to vary. This can be implemented by adding constraints \(\{\sum_j m_{i,j} = m_i\}\), where \(m_i\) is the number of photos with exposure time \(t_i\) in the reference.

### 5. Results and Discussion

**Synthetic example: Nancy church.** In Fig. 4 we show SNR graphs for HDR capture using exposure bracketing, and for the optimal capture sequences resulting from our method. For this example, we used parameters corresponding to the Canon 1D Mark III camera and the synthetic scene shown in Fig. 5.

As our results show, the SNR-optimal capture sequence realizes a worst-case improvement of 11.8 dB over the reference sequence, almost attaining the performance of an ideal saturation-free sensor. Note that since our objective is worst-case SNR, the reference sequence may have higher SNR than our result at some brightness levels.

The optimal sequence is more efficient than the reference for two key reasons. First, it incorporates high ISO settings that let us take advantage of the high-ISO potential. Second, its exposure times are distributed more efficiently, so that SNR local minima over the dynamic range match more closely the worst-case SNR.

The time-optimal sequence also confers significant benefit, matching the worst-case SNR of the reference, but requiring 5.3 times less total exposure time.

We evaluated the quality of the capture sequences visually (Fig. 5), by applying our merging method to input images generated synthetically from ground truth (Sec. 2). The tone-mapped results show the clear advantage of our SNR-optimal sequence, with much lower noise compared to the reference in the dark parts of the scene. As recently discussed, per-pixel noise implies quantifiable limits on the detail that can be recovered from an image [27].
Second, the performance of the optimal capture sequence does not rely on capturing a large number of photos. Its SNR does not degrade significantly when restricted to only several photos, e.g., for fair comparison with the reference bracketing sequences.

Third, most of our performance gain comes from adjusting ISO settings, rather than exposure times. For a more detailed discussion, see the supplementary materials.

Finally, as the time budget grows, standard HDR capture, i.e., geometrically-distributed exposure times captured at ISO 100, converges to nearly the same SNR as an ideal sensor. This suggests that standard HDR capture is efficient in the limit, and the gains realized by our method rely on more constrained time budgets, or lower acceptable SNR.

Real example: Desk still life. We also tested our method on a real scene (Fig. 7), using the same camera simulated in previous experiments, the Canon 1D Mark III. We mounted the camera on a tripod and controlled it via laptop.

As predicted by our model, our SNR-optimal capture sequence achieves an SNR increase of about 10 dB over the reference in the dark regions of the scene, which is clearly visible in the merged HDR result. For comparison, we also show a bright region of the scene, which our model predicts to have higher SNR using the reference sequence. In practice, the quality difference for bright regions is hardly noticeable, because the optimal worst-case SNR in this example meets a subjective threshold for “acceptable” SNR.

Worst-case vs. overall SNR. The metric that we optimize, worst-case SNR, encodes the clear goal of minimum acceptable SNR over the desired dynamic range.

By contrast, optimizing overall SNR has several important limitations. First, overall SNR is heavily biased to bright areas, because their higher absolute noise dominates SNR. For example, 95% of the noise power in Fig. 7(top) is due to the brightest 5.4% of the pixels. Second, it relies on assumptions or prior knowledge about the histogram of the scene. Finally, it is more challenging to optimize, since we can no longer formulate the problem as linear in the multiplicities of the photos. For the example in Fig. 7, exposure bracketing has an overall SNR of 24 dB, compared to 20 dB for our worst-case optimal method.

Optimal noise reduction. At its core, HDR capture is a noise reduction method targeted especially toward the darkest parts of the scene. In this light, our analysis can be viewed as a general approach to noise reduction, and one that applies to low dynamic range scenes as well.

Figure 5. HDR merging results for the Nancy church scene, using capture sequences described in Fig. 4(top). We used a high-quality HDR image as ground truth, and synthetically generated the required input images by applying our image formation model (Sec. 2) with the noise parameters of the Canon 1D Mark III. Top: Reference 3-shot exposure bracketing sequence, with images 2 stops apart. Middle: Our optimal 3-shot capture sequence, maximizing worst-case SNR in the same time budget. Bottom: Ground truth. Please see electronic copy for better tone reproduction.

SNR vs. capture time. For the same dynamic range as in Fig. 4 we tested our optimization method more exhaustively, and computed a densely sampled curve describing how worst-case SNR of the optimal sequence varies with total exposure time (Fig. 6). These results let us make four general observations about our method.

First, the SNR of the optimal capture sequence is very close to the upper bound. As the step-function shape of the curve attests, the remaining gap is mainly due to discretization effects, because the camera settings are limited.
Figure 6. Worst-case SNR vs. total exposure time for the scene and camera in Fig. 5, assuming $t_{\text{over}} = 0$. Each 2D point on the plots summarizes a given capture strategy, whose SNR performance can be described more completely with a curve of the form shown in Fig. 4. The graph corresponding to the optimal capture sequence (magenta) can be read in two ways: for a given minimum SNR, it tells us the minimum total exposure time required to achieve it; alternately, for a given exposure time, it tells us the maximum worst-case SNR achievable. For reference, we compare against photon noise only (dotted), captured at ISO 100 and with a darkest image of $1/100 \text{s}$, i.e. exposing to the right. For each bracketing reference, we compute the optimal sequence limited to the same number of photos and total exposure time (magenta squares). We also show optimal sequences for the more restricted setting where only ISO setting is allowed to vary compared to each reference (empty squares).

In particular, our analysis encompasses other multi-shot methods for noise reduction, such as the common approach of averaging $m$ photos with identical settings to achieve a noise reduction of $\sqrt{m}$ [13]. Our analysis shows that such averaging is inefficient for optimizing worst-case SNR, even in the limit of many photos, and advocates capture sequences like those used for HDR.

**Implementation.** To solve the integer program, we used the solver SCIP with default settings [1]. Although finding a good solution is fast, verifying optimality can take several orders of magnitude longer. Therefore, to save computation, we terminate as soon as we find a solution within $0.01 \text{dB}$ of the optimum. With early termination, most problems can be solved in less than 2 s.

We considered all 55 exposure times our camera allows, $1/8000 \text{s}$ to $30 \text{s}$, spaced $1/3$ stop apart. Note that the listed times are rounded from their true values, which actually follow integer powers of $2^{1/3}$ [8]. For ISO, we considered 7 settings, ISO 100 to 6400, spaced 1 stop apart. This led to an integer program with 386 variables.

For best results, we merge the 10 MP raw images into an HDR image before performing white balancing and demosaicing [21]. The tone-mapping operator we applied in Fig. 5 was local histogram adaptation, while in Fig. 7 we applied a variant of bilateral filtering [9].

**6. Concluding Remarks**

We demonstrated a simple formulation to determine optimal capture sequences for HDR capture or noise reduction, that exploits the SNR advantage of high ISO settings. For future work, we are interested in extending our analysis to optimize SNR in a scene-specific way, and also applying our analysis to design efficient sensors for single-shot HDR based on spatial multiplexing [23].
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Figure 7. Real scene captured with a Canon 1D Mark III. The scene has a dynamic range of 6500 (12.7 stops), and the brightest part saturates with an exposure time of $1/800$ s at ISO 100. For each capture we show the linear input images, the tone-mapped merged HDR result, and insets of representative bright and dark regions. We also show the effect of clipping the darkest 2 stops, which reduces noise but removes shadow detail. **Top:** Reference 3-shot exposure bracketing sequence, with images spaced 1 stop apart. The measured worst-case SNR is 5.9 dB (our model predicts 6.1 dB). **Middle:** Our optimal 3-shot capture sequence, maximizing worst-case SNR in the same time budget of 8.8 ms. The measured worst-case SNR is 16.2 dB, (our model predicts 17.4 dB). **Bottom:** Densely-sampled HDR sequence, with a total exposure time of 40.3 s, whose merged result we take as ground truth. Please see electronic copy for better tone reproduction.