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ABSTRACT

We present the power spectrum of the reconstructed haldatgdéetd derived from a sample
of Luminous Red Galaxies (LRGs) from the Sloan Digital Skyn@&y Seventh Data Re-
lease (DR7). The halo power spectrum has a direct conndctittve underlying dark matter
power fork < 0.2 h Mpc—!, well into the quasi-linear regime. This enables us to uskca f
tor of ~ 8 more modes in the cosmological analysis than an analysisiyit, = 0.1 h
Mpc~!, as was adopted in the SDSS team analysis of the DR4 LRG s{fagmark et al.
2006). The observed halo power spectrum(d2 < k& < 0.2 h Mpc~! is well-fit by our
model: x? = 39.6 for 40 degrees of freedom for the best-fittingCDM model. We find
Qmh?(ns/0.96)013 = 0.14170 095 for a power law primordial power spectrum with spectral
indexn, and,h% = 0.02265 fixed, consistent with CMB measurements. The halo power
spectrum also constrains the ratio of the comoving souniddnoat the baryon-drag epoch to
an effective distance to = 0.35: r, /Dy (0.35) = 0.109779:50%. Combining the halo power
spectrum measurement with the WMAP 5 year results, for theAGDM model we find
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0, = 0.289+0.019andHy = 69.44-1.6 km s~! Mpc~!. Allowing for massive neutrinos in
ACDM, we find>_ m, < 0.62 eV at the 95% confidence level. If we instead consider the ef-
fective number of relativistic speciéé ; ; as a free parameter, we fid ; ; = 4.811-5. Com-
bining also with the Kowalski et al. (2008) supernova samkefind;,; = 1.011 £ 0.009
andw = —0.99 £+ 0.11 for an open cosmology with constant dark energy equatioradé s

w. The power spectrum and

a module to calculate the likelisasdoublicly available at

http://1anbda. gsfc. nasa. gov/t ool box/ I rgdr/.

Key words: cosmology: observations, large-scale structure of Usiegalaxies: haloes,

statistics

1 INTRODUCTION

The past decade has seen a dramatic increase in the quamtity a
quality of cosmological data, from the discovery of cosngatal
acceleration using supernovae (Riess &t al. [1998; Pedneital.
1999) to the precise mapping of the cosmic microwave back-
ground (CMB) with the Wilkinson Microwave Anisotropy Probe
(Page et al. 2003; Nolta etlal. 2009) to the detection of the im
print of baryon acoustic oscillations (BAO) in the early -uni
verse on galaxy clustering (Eisenstein et al. 2005; Colé/20a5).
Combining the most recent of these three cosmological grobe
Komatsu et &l (2009) detect no significant deviation fromrtfin-
imal flat ACDM cosmological model with adiabatic, power law
primordial fluctuations, and constrain that model’'s paramrseto
within a few percent.

cently examined the scale dependence of galaxy bias as &dfiunc
of luminosity and colon._Tegmark etlal. (2004a) applied arirat
based method using pseudo-Karhunen-Loéve eigenmodesao m
sure three power spectra from the SDSS galaxy distribuilbmvy-
ing a quantification of the clustering anisotropy and a ma®ia
rate reconstruction of the real-space power spectrum tharbe
obtained from the angle-averaged redshift space powetrspec
Non-linear redshift space distortions, caused in part leyvihal-
ized motions of galaxies in their host dark matter haloesater
features known as Fingers-of-God (FOGSs) along the line giitsi
in the redshift space galaxy density field (Davis & Peeble3319
Gramann et al. 1994). Both Tegmark et al. (2004a)land ColE et a
(2005) apply cluster-collapsing algorithms to mitigate #ffects of
FOGs before computing power spectra. Previous analysesftiav
galaxy power spectra to linear (Percival et al. 2001, 200 Fjom-

The broad shape of the power spectrum of density fluctuations linear matter models (Spergel etlal. 2003; Tegmark et al @it

in the evolved universe provides a probe of cosmologicahpar
ters that is highly complementary to the CMB and to probes of
the expansion history (e.g., supernovae, BAO). The lasidizbas
also seen a dramatic increase in the scope of galaxy redsinift
veys. The PSCz (Saunders etlal. 2000) containgd5000 IRAS
galaxies out ta: = 0.1, the 2dF Galaxy Redshift Survey(2dFGRS;
Colless et al. 2001, 2003) collected 221,414 galaxy retishiith
median redshift 0.11, and the Sloan Digital Sky Survey (SDSS
York et al.| 2000) is now complete with 929,555 galaxy spectra
(Abazajian et &l. 2009) including both main galaxiés)(~ 0.1;
Strauss et al. 2002) and Luminous Red Galaxies (LRGs;0.35;
Eisenstein et al. 2001). To harness the improvement insttati
power available now from these surveys requires stringeder
standing of modeling uncertainties. The three major corapts

of this uncertainty are the non-linear gravitational etioiu of
the matter density field (e.d.. Zel'dovich 1970; Davis etl&77;
Davis & Peebles 1977), the relationship between the galady a
underlying matter density fields (“galaxy bias”, elg., Ka14984;
Rees! 1985, Cole & Kaiser 1989), and redshift space distmtio
(e.g., Kaisel 1987; Davis & Peellles 1983 and Hamilton 11998 fo
areview).

Several major advances have enabled previous analyses of

did not attempt to model the scale dependence of the galasy bi
Cole et al.|(2005) introduced a phenomenological model¢oat
for both matter non-linearity and the non-trivial relatibatween
the galaxy power spectruif,,; (k) and matter power spectrum:

Pyar(k) = ——— @)

where P;;,, denotes the underlying linear matter power spectrum.
For the 2dFGRS analysis, Cole et al. (2005) Aitusing mock
galaxy catalogues and derive expected central valugg. ¢f the

fit to the observed galaxy power spectrum, they ali@wo vary up

to twice the expected value, which is supported by halo moalel
culations of the cosmological dependence of the galaiy). This
approach appears to work well for the case of 2dFGRS galaxies
because it was calibrated on mock catalogues designed thmat
the properties of this galaxy population; however, its agpion

to the LRG sample in Tegmark et al. (2006), where the bestgfitt

@ was much larger than for 2dFGRS galaxies, is questionable
(se€ Reid et al. 2008 and Yoo etlal. 2009, but also Sanchezé Co
2008).

In this paper we focus our efforts on accurately modeling the

2dFGRS and SDSS to begin to address these complications.relationship between the galaxy and matter density fieldthe

Progress inV-body simulations (e.g., Heitmann et al. 2008), an-

SDSS LRG sample. Several authors have studied this relagiog

alytical methods (see_Carlson ei al. 2009 for an overview and the small and intermediate scale clustering in the SDSS L&G s

comparison of many recent methods), and combinations dhere
(e.g.,.Smith et al. 2003; Eisenstein et al. 2007b) have altbsig-
nificant progress in the study of the non-linear real spaceé ma

ple (Masjedi et al. 2006; Zehavi et/al. 2005; Kulkarni et &02;
Wake et al.| 2008; Zheng etlal. 2008; Reid & Spergel 2009) and
galaxy-galaxy lensing (Mandelbaum etlal. 2006). The LR@cel

ter power spectrum. Recent power spectrum analyses have action algorithm in the SDSS (Eisenstein el al. 2001) was aesido
counted for the luminosity dependence of a scale indepénden provide a homogenous galaxy sample probing a large volurtie wi

galaxy bias|(Tegmark etal. 2004a; Cole et al. 2005), whichita
troduce an artificial tilt inP (k) in surveys which are not volume-
limited (Percival et al. 2004). Cresswell & Percival (200@)e re-

a number densityirre, Which maximizes the effective survey
volume V. ;(k) on the large scales of interest,~ 0.1h Mpc™!.
Vs is given by [(Feldman et al. 1994; Tegmark 1997):

(© 0000 RAS, MNRASDOG, 000-000
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n(r)P(k) 1°
k,)} : @

Vers(k) :/dST {W

where P(k) denotes the measured galaxy power spectrn)
the average galaxy number density in the sample at position
and the integral is over the survey volume. The total error on
P(k) is minimized (i.e.,V.;; is maximized) whemnP ~ 1,
which optimally balances cosmic variance and shot noiseafor
fixed number of galaxies. The LRG sample has proven its 8tatis
cal power through the detection of the BAO (Eisenstein 2G05;
Percival et all 2007). However, parameterizing the LRG powe
spectrum with a heuristic model for the non-linearity (Efjhand
marginalizing over fitting parameters limits our ability éatract
the full cosmological information available from the powsrec-
trum shape and can introduce systematic bicses (Sanchete& C
2008; Dunkley et al. 2009; Verde & Peiris 2008; Reid et al.&)00

On sufficiently large scales, we expect galaxies to be lin-
early biased with respect to the underlying matter denséid fi
(Mo & White 11996; Scherrer & Weinberg 1998). However, an of-
ten overlooked consequence of a sample Viithk¢ PLra ~ 1
is that errors in the treatment of the shot noise can intredcug-
nificant changes in the measured shapePpkc (k) and can be
interpreted as a scale dependent galaxy bias. In the halelrpied
ture, the LRGs occupy massive dark matter haloes, which-them
selves may not be Poisson tracers of the underlying mattesitgte
field, as they form at the high peaks of the initial Gaussiam de
sity distribution (e.g!, Bardeen etial. 1986). Moreoveradditional
shot noise-like term is generated when multiple LRGs océngiy
vidual dark matter haloes (Peacock & Srmith 2000; Cooray &lShe
2002). Our approach is to first eliminate the one-halo cbation
to the power spectrum by identifying groups of galaxies pgag
the same dark matter halo, and then to calibrate the rel&agen
tween the power spectrum of the reconstructed halo denslt; fi
Phaio(k, p), and the underlying matter power spectrufima (k),
using theN-body simulation results presented in Reid et al. (2008).
As a result, the effects of non-linear redshift space distos
caused by pairs of galaxies occupying the same halo are dimin
ished. However, a further complication is that LRGs occupy t
massive end of the halo mass function, and velocities o&isdl
LRGs within their host haloes could still be quite large. Tetails
of the relation between LRGs and the underlying matter idistr
tion can then have a significant impact on the non-lineaections
to the power spectrum.

The DR7 LRG sample has sufficient statistical power that
the details of the relation between LRGs and the underlyiagr m
ter density field become important and need to be reliably-mod
eled before attempting a cosmological interpretation ef data.
This paper offers three sequential key improvements to thaetn
ing of LRG clustering compared with Eisenstein et al. (2085)
Tegmark et al. (2006):

e \We reconstruct the underlying halo density field traced ley th
LRGs before computing the power spectrum, while Tegmarklet a
(2006) apply an aggressive FOG compression algorithm. &he r
constructed halo density field power spectrum deviates fiwen
underlying matter power spectrum by 4% atk = 0.2 A Mpc™?,
while the Tegmark et al. (2006) power spectrum differs<by0%
atk = 0.2 hMpc~" (Reid et all 2008).

e We produce a large set of mock LRG catalogues drawn from
N-body simulations of sufficient resolution to trace a halosma
range relevant to LRGs without significant errors in the $iseédle
halo clustering and velocity statistics (see Appendix A eftRet al.
2008). We present novel consistency checks between the amatk

(© 0000 RAS, MNRASD0Q, 000—-000

observed LRG density fields in halo-scale higher order ehursg,
FOG features, and the effective shot noise.

e We use these tests along with the halo model framework to de-
termine tight bounds on the remaining modeling uncert@éntnd
marginalize over these in our likelihood calculation. Imtast,
Eisenstein et all (2005) assume no uncertainty in their inde&
correlation function, and Tegmark et al. (2006) margireabzerQ
in Eqn.[1 with only an extremely weak prior @p.

This paper represents a first attempt to analyse a galaxyifesis-
vey with a model that accounts for the non-linear galaxy biad
its uncertainty; other approaches that utilize the galaisyribu-
tion rather than the halo density field are in developnenb(&al.
2009).

In this paper we present and analyse a measurement of the
power spectrum of the reconstructed halo density field frben t
SDSS DR7 LRG sample. DR7 represents a factor df increase
in effective volume over the analyses presented in Eisenstel.
(2005) and Tegmark et al. (2006), and covers a coherentrragio
the sky. Sectiofill2 describes the measurement of the reaotestr
halo density field power spectrurﬂmlo(k), along with the win-
dow and covariance matrices used in our likelihood analyzsas-
tion[d describes the details of our model for the reconstdibialo
power spectrumpP,q;,(k, p). In Sectior # we summarize the tests
we have performed for various systematics in our modelintpef
relation between the galaxy and dark matter density fieldgués-
tify the expected level of uncertainty through two nuisapaeam-
eters and present several consistency checks between th& mo
and observed reconstructed halo density field. In Settioe His¢
cuss the cosmological constraints frd?galo(k) alone as well as
in combination with WMAPS5|(Dunkley et &l. 2009) and the Union
supernova dataset (Kowalski etlal. 2008). Sedilon 6 corspaue
findings with the results of previous analyses of galaxyteltisg,
and Sectiofi]7 summarizes our conclusions.

In a companion paper (Percival etlal. prep; hereafter, P@3) w
measure and analyse BAO in the SDSS DR7 sample, of which
the LRG sample considered here is a subset. BAO are detected
in seven redshift shells, leading to a 2.7% distance measure
redshift z = 0.275, and a measurement of the gradient of the
distance-redshift relation, this quantified by the distaratio be-
tweenz = 0.35 andz = 0.2. We show in Sectiofll5 that the results
from these measurements are in agreement with our combéaed r
sults from BAO and the shape of the power spectrum calculated
using just the LRGs. The results from these different armalysill
be correlated because of the overlapping data used, sohbeids
not be combined in cosmological analyses. The best data bet t
used will depend on the cosmological model to be tested. &vhil
the inclusion of 2dFGRS and main SDSS galaxies in P09 previde
a higher significance detection of the BAO, we show in Section
that the full power spectrum information provides tegiton-
straints on both massive neutrinos and the number of ritv
species.

Throughout the paper we make use of two specific cosmolog-
ical models. The simulation set described in Reid et al. §2@hd
used to calibrate the mod#&},...(k, p) adopts the WMAPS5 recom-
mended\CDM values: (., 2, Qa, ns, 08, h) =(0.2792, 0.0462,
0.7208, 0.960, 0.817, 0.701). We refer to this model througthe
paper as our ‘fiducial cosmological model.” To convert réfish
to distances in the computation of tb}%mlo(k), we adopt a flat
ACDM cosmology withQ2,,, = 0.25 andQ = 0.75. Throughout
we refer to the power spectrum of several different densélgldi
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P(k) Definition Reference
P, ra (k) measured angle averaged redshift-space power spectrima bRGs -
phalo(k) measured power spectrum of reconstructed halo density field -
Pyin (k) linear power spectrum computed by CAMB Lewis et al. (2000)
Ppa(k) theoretical real-space non-linear power spectrum of datten -
Pnw (k) theoretical linear power spectrum without BAO (“no wigdles Eisenstein & Hu (1998)
Pigmp(k) theoretical linear power spectrum with damped BAO (Equh. 10) Eisenstein et al. (2007b)
Phrato(k, P) model for the reconstructed halo power spectrum for cosgicabparameterp  Reid et al. (2008)

Phalo,win(kv p)

Pra10(k, p) convolved with survey window function (Ednl 5)

Percival et(2007)

and directly compared Witlf?halo(k) in the likelihood calculation (Eqiil 6)

Table 1. Definitions of power spectra referred to throughout the pape

and several theoretical spectra. Table 1 summarizes tieéini-d
tions.

2 DATA
2.1 LRG sample

The SDSS [(Yorketal. 2000) is the largest galaxy survey
ever produced; it used a 2.5m telescope (Gunnlet al.|2006)
to obtain imaging data in 5 passbands ¢, r, ¢« and z
(Fukugita et al. 1996; Gunn et|al. 2006). The images werecextiu
(Stoughton et al. 2002; Pier et/al. 2003; lvezit et al. 2G04 cal-
ibrated (Hogg et al. 2001; Smith et al. 2002; Tucker et al.€200
Padmanabhan etlal. 2008), and galaxies were selected fowfol

up spectroscopy. The second phase of the SDSS, known as SDSS-

I, has recently finished, and the DR7 (Abazajian et al. 2G@Eo)-
ple has recently been made public. The SDSS project is notineon
uing with SDSS-11l where the extragalactic component, theyBn
Oscillation Spectroscopic Survey (BOSS; Schlegel et &192has
a different galaxy targeting algorithm. DR7 therefore esants the
final data set that will be released with the original tamgtand
galaxy selection (Eisenstein eflal. 2001; Strauss|et ak)200

In this paper we analyse a subsample contaifit@576 Lu-
minous Red Galaxies (LRGs: Eisenstein et al. 2001), whictewe
selected from the SDSS imaging based gn- and ¢ colours,
to give approximatelyl5 galaxies per square degree. The SDSS
also targeted a magnitude limited sample of galaxies foc-spe
troscopic follow-up [(Strauss etlal. 2002). The LRGs extend t
main galaxy sample te ~ 0.5, covering a greater volume. Our
DR7 sample coverg931 deg (including a 7190 degcontiguous
region in the North Galactic Cap), with an effective volumfe o
Vs = 0.26 Gpch™3, calculated with a model power spectrum
amplitude of10* A~3Mpc®. This power spectrum amplitude is ap-
proximately correct for the LRGs &t~ 0.15 h Mpc™*. For com-
parison, the effective volume of the sample used by Eisenstel.
(2005) wasV.;; = 0.13Gpch~3, andV,;; = 0.16 Gpc’h™*
in Tegmark et &l.| (2006); this work represents a factor@f in-
crease in sample size over these analyses. The sample &bas
that used in P09, and its construction follows thet of Patat al.
(2007), albeit with a few improvements.

We use SDSS Galactic extinction-corrected Petrosian
magnitudes calibrated using the “Ubercalibration” mdtho

n(z)

Sn(z)av

redshift

Figure 1. Fits to the redshift distributions for the LRG selectiondiggthis
work (solid curves) and the Zehavi e al. (200523.2 < My, < —21.2
sample used in_Tegmark et al. (2006) (dashed cunigisper panel n(z)
vs redshift in units oftl0—* (h—! Mpc)~3 Lower panel N(< 2) =
f dzn(z)dV/dz (arbitrary overall normalization).

estimate of the absolute magnitude in théand for a galaxy at
z=0.1.

Spectroscopic LRG targets were selected using two color-
magnitude cutsl (Eisenstein et al. 2001). The tiling alponiten-
sures nearly complete samples (Blanton et al. 2003). Haweve
spectroscopic fiber collisions prohibit simultaneous spscopy
for objects separated by 55", leaving~ 7% of targeted objects
without redshifts|(Masjedi et al. 2006). We correct for thifect
as in Percival et all (2007): for an LRG lacking a spectrum3it
from an LRG with a redshift, we assign both galaxies the mregsu
redshift. If the LRG lacking a redshift neighbors only a gglérom
the low redshift SDSS main sample, we do not assign it a réidshi
These galaxies are assumed to be randomly distributed jrapty/s
contribute to the analysis by altering the completenessfrittion
of targeted galaxies with good redshifts, in a particulgiage. The
impact of the fiber collision correction is addressed in Aptie

(Padmanabhan etlal. 2008). However, we find that the power[B3and AppendiXxBK.

spectrum does not change significantly when one adopts the ol
standard calibration instead (Tucker etal. 2006). Lunitiess
are K-corrected using the methodology| of Blanton etial. 00
Blanton et al.|(2003b). We remove LRGs that are not intraic
luminous by applying a cubo.:,, < —21.8, whereMo.1,. is our

Fig.[Q compares the number density as a function of redshift
for the LRG selection used in this paper (Percival et al. 2@0id
the one used in Tegmark et al. (2006) and presented in Zehal'i e
(2005%). The main differences are that our selection indwedemall
number of galaxies at < 0.15, and our cut on the intrinsic lumi-

(© 0000 RAS, MNRASDOG, 000-000
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nosity of the LRGs slightly reduces the number density ofgal
ies at highz. The different selections produce a similar number of
galaxies per unit volume, and we expect no difference betilee
samples on the large scale structure statistics of intbezst

2.2 Recovering the halo density field

In real space, the impact of more than one LRG per halo ontbe la
scale power spectrum can be accurately modeled as an addlitio
shot noise term (Cooray & Shath 2002; Reid et al. 2008). Hewev
this picture is much more complicated in redshift-spaceabse
of the velocity dispersion of the LRGs shifts them along the |
of sight by~ 9 h~! Mpc (Reid et all 2008), and the distribution
of intrahalo velocities has long tails. This shifting casig®wer

to be shuffled between scales and causes even the largesst scal
modes along the line of sight to be damped by these FOG feature
(Davis & Peebles 1983; Peacock & Dodds 1994; Sgljak|2001). We

substantially reduce the impact of these effects by usiagptiwer
spectrum of the reconstructed halo density field.

We follow the Counts-In-Cylinders (CiC) technique in
Reid et al. (2008) to identify LRGs occupying the same hald an
thereby estimate the halo density field. Two galaxies areiden
ered neighbors when their transverse comoving separatisiies
Ar; < 0.8 h~! Mpc and their redshifts satisihz/(1 + 2) <
Avp/c = 0.006 (Av, = 1800 km s™'). A cylinder should be a
good approximation to the density contours of satellitesosund-
ing central galaxies in redshift space, as long as the Bate#-
locity is uncorrelated with its distance from the halo cerand
the relative velocity dominates the separation of centndl satel-
lite objects along the line of sight. Galaxies are then geolyith
their neighbors by a Friends-of-Friends (FoF) algorithrhe Te-
constructed halo density field is defined by the superpaosdidhe
centres of mass of the CiC groups. We refer to the power spactr
of the reconstructed halo density fieldBg.;, (k); it is our best es-
timate of the power spectrum of the haloes traced by the LRGrs.
comparison we also compute the power spectrum without amply
any cluster-collapsing aIgorithrm?LRg(k).

Our reconstructed halo density field contairig 337 haloes
derived from110 576 LRGs.

2.3 Calculating power spectra, window functions and
covariances

In this paper we focus on using the angle-averaged powetrspec
to derive constraints on the underlying linear theory posmec-
trum. On linear scales the redshift space power spectrumois p
portional to the real space power spectrum (Kaiser 1987:;ilttzm
1998). Our halo density field reconstruction mitigates tifeces of

I e e I e e e o e L

log, P(k) / h™*Mpc®
4
S
1

corr(ki,kj)
0.5

0.15 0

Wk, k)
0.1

0.05
T

OO

il

SRR

Figure 2. Top panel:Measuredﬁhalo(k) bandpowers. Error bars indicate
v/Cy; (Eq.[3). Middle panel Correlations between data values calculated
using Log-normal catalogues, assuming our fiducial cosgicdd model.
Bottom panel:The normalized window function for each of our binned
power spectrum values with02 < k < 0.2 h Mpc~!. Each curve shows
the relative contribution from the underlying power speuctras a function

of k to the measured power spectrum data. The normalisatiorcisthat
the area under each curve is unity. For clarity we only ploves for every
other band power.

1992) (shown in Fid]1), and the angular mask was determised u
ing a routine based on a HEALPIX (Gorski etlal. 2005) equeaba
pixelization of the sphere as in (Percival etial. 2007). Thisxce-
dure allows for the variation in radial selection seen at 0.38,
which is caused by the spectroscopic features of the LRGégov
across the wavebands used in the target selection. Theshathoe
randoms are weighted using a luminosity-dependent biasemod
that normalizes the fluctuations to the amplitudelaf galaxies
(Percival et al. 2004). To do this we assume that each galseg u

FOGs from objects occupying the same halo. Though we do not to locate a halo is biased with a linear deterministic biagehand

explore it here, we expect that our halo density field recontibn
will be useful to an analysis of redshift-space anisotrefieg.,
Hatton & Cole 1999).

The methodology for calculating the power spectrum of the
reconstructed halo density fielf?,.., (k), is based on the Fourier
method of Feldman et al. (1994). The halo density is caledlaty
throwing away all but the brightest galaxy where we havetkda
a set of galaxies within a single halo. This field is converted
an over-density field by placing the haloes on a grid and aabtr
ing an unclustered “random catalogue”, which matches the ha
selection. To calculate this random catalogue, we fit thehid
distributions of the halo sample with a spline model (Présd e
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that this bias depends o1, according to Tegmark et al. (2004a)
and Zehavi et all (2005), whekdo 1. is the Galactic extinction and
K-correctedr-band absolute galaxy magnitude. This procedure is
similar to that adopted by P09.

The power spectrum was calculated usingoa4® grid in a
series of cubic boxes. A box of lengtt900 A ~* Mpc was used
initially, but we then sequentially divide the box lengthhialf and
apply periodic boundary conditions to map galaxies thablie
side the box. For each box and power spectrum calculation, we
include modes that lie betweéri4 and1/2 the Nyquist frequency
(similar to the method described by Cole etlal. 2005), and cor
rect for the smoothing effect of the cloud-in-cell assigningsed
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to locate galaxies on the grid (elg. Hockney & Eastwiood /1981,
chap. 5). The power spectrum is then spherically averaged; |
ing an estimate of the “redshift-space” power. The uppeepah
Fig.[2 shows the shot-noise subtracted bandpowers measaned
the halo density field, calculated in bands linearly sepalrdty
Ak = 0.004 hMpc™*. This spacing is sufficient to retain all of
the cosmological information.

The calculation of the likelihood for a cosmological model
given the measured bandpowé?;allo(k) requires three additional
components determined by the survey geometry and the proper
ties of the galaxy sample: the covariance matrix of measbaed-
powersC;, the window functiortV (k;, k. ), and the model power
spectrum as a function of the underlying cosmological patanrs,
Phaio(k, p). The calculation of model power spectra is considered
in SectiorB.

The covariance matrix and corresponding correlation coeffi
cients between bandpowerand; are defined as

(Prato(ki) Prato(k;)) — (Phato(k:)){ Phato(k{3)
S (@)

v/ CiiCjj

The covariance matrix was calculated fragf Log-Normal (LN)
catalogues | (Coles & Jones 1991; Cole etal. 2005). Catatogue
were calculated on 12)* grid with box length4000 A~ Mpc
as in P09, where LN catalogues were similarly used to estimat
covariance matrices. Unlik&’-body simulations, these mock cat-
alogues do not model the growth of structure, but insteagrmet
a density field with a log-normal distribution, similar toathseen
in the real data. The window functions for these cataloguesew
matched to that of the halo catalogue. The input power spectr
was a cubic spline fit matched to the data power spectra, multi
plied by a damped\CDM BAO model calculated using CAMB
(Lewis et al| 2000). The recovered LN power spectra weregelip
at 5o to remove extreme outliers which contribute less than 0.05%
of the simulated power spectra, and are clearly non-GausElas
covariance matrix calculation matches the procedure adopy
P09. The middle panel of Fi§] 2 shows the correlations exgect
between band-powers calculated using this procedure.

As described in_Cole et al. (2005), the window function can
be expressed as a matrix relating the theory power spectoum f
cosmological parameters and evaluated at wavenumbetks,
Phaio(kn, p), to the central wavenumbers of the observed band-
powersk;:

Cij

corr(ks, kj;)

Phalo,win(ki7p) = Z W(k27 kn)Phalo(k7L7p) - W(k’”O) (5)

n

The termW (k;, 0) arises because we estimate the average halo
density from the sample, and is related to the integral caimtin

the correlation function_(Percival etlal. 2007). The windfwac-

tion allows for the mode-coupling induced by the survey getsymn
Window functions for the measured power spectrum (Egn. 15 of
Percival et al. 2004) were calculated as described in Rerehal.
(2001)/ Cole et all (2005), and Percival etlal. (2007): atustered
random catalogue with the same selection function as thtteof
haloes was Fourier transformed using the same procedupteatio
for our halo overdensity field described above. The shotenaizs
subtracted, and the power spectrum for this catalogue weerisp
cally averaged, and then fitted with a cubic spline, givingaet

for W (ks, kn). For ease of use this is translated into a matrix by
splitting input and output power spectra into band powersnas
Egn[5.

The window functiond¥ (k;, k;) and the corresponding cor-
relation coefficients for every other bandpower are showthén
lower panel of Fig[R. In addition to the window coupling for
nearby wavenumbers, there is a beat-coupling to surveg-sca
modes |[(Hamilton et al. 2006; Reid ef al. 2008). That is, dgnsi
fluctuations on the scale of the survey couple to the modes we
can measure from the survey. However, this effect predantiyna
changes only the amplitude d?halo(k:), which is marginalized
over through the bias parametgrin Eqn.[I5 below. Fid.I2 can be
compared with Fig. 10 in Percival et al. (2007), where thedgins
and correlations were presented for the SDSS DR5 data. Eor th
DR5 plot, variations in the amplitude were removed leavinfy o
the smallx difference couplings. The power spectrum, window
functions, and inverse covariance matrix are electrolyicalail-
able with the likelihood code we publicly release (see 9eff).

2.4 Phao(k) likelihood

We assume that the likelihood distribution of the power spec
band powers is close to a standard multi-variate Gaussiathey
central limit theorem, this should be a good approximatiothie
limit of many modes per band. The final expression for thdilike
hood for cosmology is then

—2In L(p) = x*(p) = »_ AiC;' Ay, (©)

whereA; = [(phalo(k’i) — Phalo,win(k’i7 P)} .

A single comoving distance-redshift relatigr;q(z), that of
a flat,2,,, = 0.25 cosmology, is assumed to assign positions to the
galaxies in our sample before computiﬁgalo(k:). Rather than re-
computingﬁhalo(k) for each comoving distance-redshift relation
to be tested, Percival etlal. (2007) and P09 account for thisnw
evaluating the likelihood of other cosmological models fitgra
ing the window function.Dv (z, p) (Eisenstein et al. 2005) quan-
tifies the model dependence of the conversion betweerdéc, z)
and comoving spatial coordinates when galaxy pairs arahliséd
isotropically:

1/3
cz

Dy(z) = |1+ Dae g5 |

™
where D4 (z) is the physical angular diameter distance. Follow-
ing[Tegmark et al. (2006) we partially correct for the digpenecy
between the fiducial mode};q(z) and they(z) of the model to
be tested by introducing a single dilation of scale. To firsteo,
changes in the cosmological distance—redshift model tléescale

of the measured power spectrum through (=), so we introduce

a scale parameter that depends on this quantity,

__Dv(?)

Df‘}duclal(z)
Strictly, we should allow for variations ins.; across the redshift
range of the survey, as in P09. However, to first approximatie
can simply allow for a single scale change at an effectivehigd
for the surveyz. ;. When comparing®..,(k), computed using
X ria(z), with a model comoving distance-redshift relatipfx, p),
in practice we us|

®)

Ascl (Z)

1 This correction was incorrectly applied in previous vensiof cos-
MOMC, and is corrected in the code we release. This correctiorinsaply
important for constraining the BAO scale rather than theduer scale, and
so previous analyses withosmomMcshould be minimally affected.
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Ai = (phalo(k:i) - Phalo,win (ki/aschp)) . (9)

In Appendix[A2 we verify that this approximation is valid four
sample withze sy = 0.313.

In our cosmological analysis, we include modes up.tQ. =
0.2 hMpc~!, where the model power spectrum deviates from the
input linear power spectrum by 15%. We also impose a conser-
vative lower bound ak,.., = 0.02, above which galactic extinc-
tion corrections (see the analysislin Percival ¢t al. 20§@)axy
number density modeling, and window function errors shdgd
negligible.

P09 present a detailed analysis demonstrating that the BAO

contribution to the likelihood surface is non-Gaussiarns ik in
large part due to the relatively low signal-to-noise rafithe BAO
signature in our sample. Therefore, to match expected aw/+e
ered confidence intervals, P09 find that the covariance xnafri
the LRG-only sample must be inflated by a factot? = 1.21.
Though our likelihood surface incorporates constraintsnfrthe
shape of the power spectrum, for which the original covagan
matrix should be accurate, we conservatively multiply thére
covariance matrix by this factor required for the BAO coastts
throughout the analysis. Therefore our constraints lilstightly
underestimate the true constraints available from the dia fac-
tor is already included in the electronic version we relesitie the
full likelihood code.

3 MODELING THE HALO POWER SPECTRUM

We consider three effects that cause the shapB.gf,(k, p) to
deviate from the linear power spectru;, (k, p), for cosmolog-
ical parameterp. We will assume that these modifications of the
linear power spectrum can be treated independently. THessse

or a tracer like the LRGs. We fi%a.0, i.€., the value ofr ap-
propriate for the reconstructed halo density field, usirgtbtthe
reconstructed halo density field power spectrum in the mdris L
catalogues presented.in Reid et al. (2008) and shown heig.[d.F
We performed tests in theCDM case which demonstrate that cos-
mological constraints are not altered wheis allowed to vary with
cosmologyp according to the dependence given. in Eisensteinlet al.
(2007b), and in Appendix A3 we show that using a spline fiPtq
instead of the Eisenstein & Hu (1998) formula fBr. does not
affect the likelihood surface in the region of interest.

3.2 Non-linear structure growth

As the small perturbations in the early universe evolveyitaa
tional instability drives the density field non-linear, apower on
small scales is enhanced as structures ferm.OFIT (Smith et al.
2003) provides an analytic formalism to estimate the reatsp
non-linear matter power as a function of the underlyingdimaat-
ter power spectrum. While Eqn. 110 accounts for the effectsoaf
linear growth of structure on the BAO features Rhaqi0(k, p),
HALOFIT provides a more accurate fit to the smooth component
of the non-linear growth in the quasi-linear reginke 0.2) when
evaluated with an input spectruf,., (k, p) rather than the linear
matter power spectrum containing BAO wiggles:

Phaloﬁt,nw(k7 p)
P (K, p)
Piamp(k, P, 0m)rhatofit(k, D).

(11)

Thalofit (k7 P)

Pp s hatofit(k, P) (12)

Egn.[12 is our modifiediALOFIT model real space power spec-
trum, using Egr{_110 to account for BAO damping ansloFIT for
the smooth component. The bottom left panel of Elg. 3 shoas th
Ppair(k)/ Paamyp (k, om) @andryaion: agree at the- 1.5% level for

are the damping of the BAO, the change in the broad shape of thek < 0.2 in our fiducial cosmology. Since we normalize the final

power spectrum because of non-linear structure formasiod,the
bias because we observe galaxies in haloes in redshift sader
than the real space matter distribution. We also need tdaerthe
evolution of these effects with redshift.

Reid et al. [(2008) construct a large set of mock LRG cata-
logues based oV-body simulations evaluated at a single cosmo-
logical modelp ;4. We use these catalogues to calibrate the model
halo power spectrum, and make detailed comparisons bettveen
observed and mock density fields in Apperidix B.

3.1 BAO damping

The primary effect of non-linear structure formation andw&r
velocities on the BAOs is to damp them at lafgeEisenstein et al.
(2007b) showed that this can be accurately modelled as asaaus
smoothing, where

2,2

.2 52
Pas(k, 2,0) = Pun(k, p)e™ 5+ Pow (i p) (1 - e

) (10)

Here Py, (k, p) is the linear matter power spectrum computed by
CAMB (Lewis et al.| 2000) and shown in the upper left panel of
Fig. 3 for our fiducial cosmological modeP,.,(k, p), defined

by Eqn. 29 of_Eisenstein & Hu (1998), is a smooth version of
Pin(k, p) with the baryon oscillations removed. The upper right
panel of Fig[B shows the rati®in(k)/Paw (k) for our fiducial
cosmology. The amplitude of the damping is sebbgnd depends
on the cosmological parameters, whether the power spedsrimm
real or redshift space, and whether we are considering thiema
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model Phq10(k, p) using our mock catalogues at the fiducial cos-
mology pyiq, in practiceHALOFIT only provides the cosmological
dependence of the non-linear correction to the matter pepec-
trum:

Thatofit(K, P) Pou(k, paa)
Thatofit(K, Pad) Paamp(k, Pad, 0D )

TDM,damp(k, P) = - (13)
rpM,damp(k, P) IS OUr model for the ratio of the non-linear matter
power spectrum to the damped linear power spectrum. The nor-
malization ofr p as,4amp @ccounts for the small offset between the
N-body andHALOFIT results in Fig[B at the fiducial cosmology.

In the space of cosmologies consistent with the data, thdl sma
cosmology-dependence of this correction is primarily tigioos.

In Sectio{ 5.2 we find that the LRG-only likelihood surfacenis
dependent of the assumed valuerefover the range 0.7 to 0.9.

3.3 Halo bias

In our likelihood calculation we marginalize over the oJee-
plitude ofPhalo(k), so in this Section we are concerned only with
the scale dependence of the relation between the recotestralo

and matter power spectra. Smith et al. (2007) show that thke sc
dependence of halo bias in real space is large for the most mas
sive haloes, but should be rather weak for the halo mass range
which host the majority of the LRGs; Matsubara (2008) demon-
strates this analytically in redshift space in the quasedr regime.
Indeed| Reid et al. (2008) find that the power spectrum ofridsg-
shift space) reconstructed halo density field is nearlyalilyebiased
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Figure 3. Upper left panel Power spectra for the fiducial cosmology.
The solid curve isPj;, (k) and the dashed curve iBuw(k)rnalofi
the non-linear power spectrum fronHALOFIT using Pnw(k) as
the input. Upper right panel Py, (k)/Paw (k). Bottom left panel
Ppari(k)/Paamp(k,om) measured inNV-body simulation snapshots at
zym1D, reported in Reid et al. (2008), compared with the smoottrectipn
predicted byHALOFIT, rha10a¢- BOttom right panelryaiont at{zNvEar,
ZMID: ZFAR} = {0.235, 0.342, 0.42}1

with respect to the underlying real space matter power spadior

k < 0.2 hMpc~ and our fiduciaACDM model, and we assume
this should remain approximately true in the narrow rangeosf
mologies consistent with the data. For the fiducial cosmglag
can use our simulations to calibrate the relation betweerhtio
and matter spectra:

r (k ) ) _ Ijhalo(kvpﬁd)/Pdamp(kvpv Uhalo)
hato DM PR = T i (k. Paa) ] Paamp (K, P om)

This is our model for the smooth component of the bias betwezn
halo and dark matter power spectra. To account for any depeed
of 7hato, 01 (K, Psia) ON the cosmological model and other remain-
ing modeling uncertainties, we introduce a smooth multtalve
correction to the final modeP...(k, p) containing three nuisance
parameter$y, a1 andas:

v () v ()
Fnuzs(k) = bO (1 + a1 (k* + a2 ks

where we sek, = 0.2 h Mpc™'. The parametel, is the effective
bias of the LRGs at the effective sample redshif; ¢, relative to
L* galaxies (Eqn. 18 of Percival et/al. 2004). In Secfibn 4 weé wil
use consistency checks between the observed and mockguatalo
galaxy density fields as well as the halo model framework to es
tablish the allowed region af; — a2 parameter space. An allowed
trapezoidal region i, — a2 space is completely specified through
two parametersyo.1 anduo.2. These two parameters specify the
maximum absolute deviation allowed @¥,.:s(k)/b% away from
1fork < 0.1 (uo.1) and0.1 < k < 0.2 (uo.2). When evaluating
the likelihood of a particular cosmological model we masadjire
analytically overbo using a flat prior o2 > 0, and we marginalize
numerically over the allowed; — a2 region with a flat prior in this
region. We discuss the impact of these priors on the cosrivalbg
constraints in Appendix]C.

(14)

(15)

3.4 Model fits and evolution with redshift

Our final model halo power spectrum at fixed redshift treathea
of the three non-linear effects independently: Egn. 10 edsv
the linear power spectrum to the damped linear power spagtru
TDM,damp CONVerts the damped linear power spectrum to the real
space non-linear matter power spectrutiyi,,par converts the
real space non-linear matter power spectrum to the redsbeite
reconstructed halo density field power spectrum (assurhisge-
lation is cosmology independent), afi.is (k) allows for smooth
deviations from our model due to modeling errors, uncetiesn
and unaccounted cosmological parameter dependencies:

Phalo(k7 P) = Pdamp(k:7 p)TDAI,damp(k:7 P) X

Thato, DM (K, Paa) Fruis (k). (16)

For this multiplicative model, th&pni (k, Pfid) / Paamp (K, P, 0m)
terms from Eqn$._13 arld 14 cancel, so calibration of the nmulgl
requires fits t0onalo and Praio(k, Pfid)/Paamp (K, Pfids Ohalo)
using the mock catalogues.

The model in Eqn[_I6 is strictly only valid at a single red-
shift. In order to match our model to the observed redsh#t di
tribution of the LRGs and their associated haloes, we use the
mock halo catalogues constructedlin Reid étlal. (2008) aethr
redshift snapshots. These are centered on the NEAR {r =
0.235), MID (Z]MID = 0.342), and FAR @FAR = 0.421)
LRG subsamples of Tegmark el &l. (2006). Fib. 4 shows our fits
t0 Phato(k, Pria)/Piin(k, pria) for each redshift snapshot. We
first fit for onaio in Eqn.[I0 using our LRG mock catalogue re-
Sults Paio(k, pria). We include modes betwedn= 0h Mpc™*
andk = 0.2hMpc™?! in the fit and marginalize over an arbi-
trary fourth order polynomial to account for the smooth devi
tions from Pyarm, With k. We find a0, near = 9.3 ' Mpc,
Ohalo, MID = 9.2 p! MpC, andahalo, FAr = 9.2 ! MpC.
These numbers are roughly consistent with the results piede
in[Eisenstein et all (200/7b), and are somewhat degenerttdhei
smooth polynomial correction.

After fixing these values fo6,.:,, We calibrate the smooth
component of the modetp s, damp(k; Pfid)Thato,pri (K, Prid)-
Fork < 0.2we fit P}L(Llo(ky pfid)/Pdamp (k, Prid, O'halo) to asec-
ond order polynomial, and a fourth order polynomial fo& 0.5.
This component of the fit is shown in the first three panels of
Fig.[4 by the dotted curves, while the solid lines show thé ful
fit to Phato(k, Pria)/ Piin(k, Pria). Both the BAO-damping and
smooth increase in power withare well described by our fits out
tok = 0.5hMpc~ 1.

Our final model for the reconstructed halo power spectrum is
a weighted sum over our modé},..,(k, p) (Eqn.[18) from each
of the NEAR, MID, and FAR redshift slices fit in Fig] 4:

Phalo(k7 p) = wiPhalO(k7 p, ZL) ) (17)

i=NEAR,MID,FAR

where w; specifies the weight of each redshift subsample. The
lower right panel of Fid.13 shows that the smooth correctirttie
non-linear matter power spectrum varies<oyl % over the redshift
range of the LRGs. Moreover, the lower right panel of Elg. dveh
that the relative shape of the power spectrum of the reasctstl
halo density field varies by- ~ 2.5% between the redshift sub-
samples, so moderate biases in the determination of thagbatae
will induce negligible changes in the predicted sh&fg, (k, p).

In the limit that most pairs of galaxies contributing power t
modek come from the same redshift, the fractional contribution to
the power spectrum from a large redshift subsample is

(© 0000 RAS, MNRASDOG, 000-000
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Figure 4. BAO-damping times polynomial fits to
Praio(k,psia)/Pin(k,Pria) for our mock NEAR, MID, and FAR
LRG reconstructed halo density field subsample$_in_Reid €R8i08);
{z2NEAR: 2MID, 2FAR} = {0.235, 0.342, 0.421 The smooth compo-
nent of these fits (dashed curves) enter our madagl;,(k, p) through
Eqgns. [I#), while the amplitude of the BAO suppressa'tflr)llo enters in
Eqn.[10.Lower right panel Ratio of the shape of the smooth components
for the NEAR and FAR redshift subsamples to the MID redshiftsample.

Fmaz w?(2) dV
W(Zmin, Zmaz) X / nQ(z) b2((z)) Edz,

min

(18)

where n(z), b(z), and w(z) specify the average number den-
sity, bias, and weight of the sample at redshifas defined in
Percival et al.|(2004). Since the integrand is slowly vagywith
redshift, this approximation should be fairly accurate. tégive
weightswygar = 0.395, warrp = 0.355, andwrar = 0.250.

3.5 Comparison with fiducial model P10 (k, pPad)

Our fiducial Prqi0(k, p) model is calibrated on simulations with

the WMAP5 recommended parameters (Komatsulet al. |2009):

(2, O, Qa, ns, 08, k) = (0.2792, 0.0462, 0.7208, 0.960, 0.817,
0.701). For the 45 observed bandpowers satisfyiig < k& <
0.2hMpc~!, x? = 44.0 if we hold nuisance parametets =
az = 0 and chooség to minimizeXQ; our fiducial model is there-
fore sufficiently close to the measurétl..;, (k) to be used to cal-
ibrate the cosmology-dependent model. The best-fittingamge
parameters within the allowed range that we determine itiGec
B3,a1 = 0.172 andas = —0.198, lower they? to 40.9 for 42
DOF. The best-fitting model to the LRG-only likelihood prete
in Sectior G.1L is lower by onlyAx? ~ 1.7 for the same treatment
of the three nuisance parameters.

4 QUANTIFYING MODEL UNCERTAINTIES AND
CHECKS FOR SYSTEMATICS

While the non-linear evolution of a collisionless dark reattien-
sity field can be accurately studied usiNgbody simulations, there
remain many uncertainties in the mapping between the galagy
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matter density field. We first review the generic halo modebjs-
tions for a galaxy power spectrum, which provide the confext
exploring the uncertainties in the relation between thebxgahnd
matter density fields. We summarize the results of Appehdix B
which presents our modeling assumptions and consisterenksh
between the mock catalogue and SDSS DR7 LRG density fields
that constrain the level of deviation from our modeling aspu
tions. The ultimate goal of this Section is to establish ptatly-
motivated constraints on the nuisance parameigrsind az in
Eqgn[I5 by determiningo.1 anduo. defined in Sectioh 313. These
nuisance parameter constraints will then be used to conquse
mological parameter constraints in Secfion 5.

4.1 Galaxy power spectra in the halo model

In the simplest picture for a galaxy power spectrum in theohal
model, one considers a separation of the pairs into galaxies-
pying the same dark matter halo, which contributé’td (k), and
those occupying different dark matter haloes, which cbatg to
P?"(k) (Cooray & Sheth 2002):

Pya(k) = Pyli(k) + Pay(k) (19)

P = / vt n(ar) gal(N%‘;l —DIM)) (20)
gal

P2(k) = biaPou(k). (21)

On large scales, treating the haloes as linear tracers afrttier-
lying matter density field (Eqi._21) and ignoring the spatietent

of haloes in Eqnl_20 are good approximations (Reid et al.|p008
Therefore, in real space, the dominant effect of the inolusf
satellite galaxies is an excess shot noise given by Ednha0gh
they also upweight highly biased halo pairs and slightlyéase
bgai @s well. However, in redshift space, satellite galaxiessége
nificantly displaced along the line of sight from their hosides
by the FOGs, and power is shuffled between scales, and even the
largest scale modes along the line of sight are damped byGi@& F
smearing. There will be residual non-linear redshift spdiséor-
tions in the reconstructed halo density field from imperfecon-
struction, and potentially from peculiar motion of isoldteRGs in
their host haloes as well.

4.2 Summary of tests for systematics and remaining
uncertainties

In the context of the halo model, both uncertainty in theriist
tion of galaxies in groups as it enters Egnl. 20 and unceytairthe
structure of the FOG features will introduce uncertaintshierela-
tion between the reconstructed halo and matter densitysfiatad
thus their power spectra. Appendi€ed B1 anil B2 discuss tidelmo
ing assumptions we have used to derive the Reidlet al. (20608 m
LRG catalogues fronV-body simulation halo catalogues, and state
the expected impact on the relation between the reconsttinztio
and matter power spectra.

Appendi{B3 introduces several distinct consistency chetk
the uncertainties in AppendicEsIB1 B2. In Sedfich 2.2 eve d
fine the CiC group finder by which we identify haloes. We demon-
strate that this group finder produces group multiplicitpdiions
that are in good agreement between the mock and observed LRG
density fields, once fiber collisions are accounted for. Wliilis
agreement demonstrates that our mock catalogues reprethade
scale higher-order clustering statistics and FOG featnirése ob-
served density field, this is not a consistency check sineenthcks
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were designed to match these statistics. We find consistehen
we compute a second CiC group multiplicity function allog/ia
wider separation between pairs perpendicular to the lingigift
(Ar. = 1.2 A~ Mpc). If the observed satellite galaxies were sig-
nificantly less concentrated than in our mock cataloguesyagd
detect these galaxies wheXr; increases from 0.& ' Mpc to
1.2h~! Mpc. From this comparison we conclude that residual shot
noise errors from inaccurate halo density field reconstucare

~ 2% of the total shot noise correction and do not dominate our
systematic uncertainty. The second consistency checlegetthe
mock and observed LRG catalogues is the distribution of dihe
sight separations between pairs of galaxies in the same @idhg
(Fig[B2). This check probes the accuracy of our model of th&FO
features coming from galaxies occupying the same halo, laad t
agreement we find indicates that the residual FOG featurtfein
reconstructed observed and mock halo density fields willroe i
satisfactory agreement. Appendix]B4 presents the diffardre-
tween the power spectra with and without the halo densityl fiel
reconstruction preprocessing stéhglo(k) andPLRg(k), respec-
tively). This difference agrees with the mock cataloguesyided
one carefully accounts for the impact of fiber collisions.other
words, while the treatment of fiber collisions can substaiytim-
pactPr ra (k), Praio(k) is unaffected. In AppendXB5 we demon-
strate that the luminosity weighting used to compﬁg@lo(k) but
not accounted for in the mock catalogues does not alter fee-ef
tive shot noise level ophalo(k:). Appendix(Bb presents evidence
that the cosmology dependence of the maoBgl;,(k, p) is suf-
ficiently accurate. Finally, we note that Lunnan et al. (pregve
compared the Reid etlal. (2008) mock catalogue genus cutte wi
the observed genus curves (Gott et al. 2009), and find go@dagr
ment with no free parameters.

As discussed in detail in Appendix B2, the vast majority of
LRGs (~ 94%) are expected to reside at the centre of their host
dark matter haloes (Zheng etlal. 2008; Reid &t al. 2008). Tine p
cipal modeling uncertainty we identify in AppendiX B is theloc-
ity of these central LRGs within their host haloes; subsshtin-
trahalo velocities for these galaxies will suppress powex $cale-
dependent manner (Fig. B1). Note that none of the tests from A
pendix[B can directly constrain the level of central LRG witlp
dispersion.

4.3 Constraints onFhuis (k)

In Section[3.B we introduced a quadratic functibh..s(k) to
account both for errors in our modeling at the fiducial cosmol
ogy and for any errors in the cosmology dependence of our
model. We parametrized the amplitude of the total modeling u
certainty throughuo.1 anduo.2. These parameters, which we de-
termine in this subsection, specify the maximum fracticoheyi-
ation from the model power spectrum fat= 0.1 A Mpc~* and

k = 0.2hMpc™*, respectively. We choose these values: dfe-
causek < 0.1 is usually considered safely in the linear regime,
while k = 0.2 h Mpc~! is the maximum wavenumber we attempt
to model.

The dominant uncertainty in our model is in the relation be-
tween the power spectrum of the reconstructed halo density fi
and the underlying matter power spectrum, which we desdnjbe
Eqn.[d3. Atk = 0.1 A Mpc~! in the mock catalogues, the re-
constructed halo density field and the redshift space degdtaxy
power spectra agree well below the percent level. The totdalo
correctionP!" in real space is 7-10%. If we conservatively assume
that the halo reconstruction algorithm incorrectly suttsahe real

space one-halo term by 20%, then the systematic errér at
0.1 hMpc™!, ug.1, is allowed to be 2%. Ak = 0.2 hMpc!,
the same error would translate to 5% in real space, thougadn r
shift space this term is mitigated. In Appendix]B4 we find that
the shape difference aPya10(k) and Prre (k) is only 18% at
k= 0.2 hMpc™*, and only 8% after accounting for the shot noise
introduced by the fiber collision corrections. If we assuira bur
modeling and treatment of the one-halo contribution to tBeE
are accurate at ther 50% level, we can estimate a conservative
error atk = 0.2 h Mpc~! of 5%. Therefore, for all the modeling
uncertainties besides central velocity dispersion thahawe dis-
cussedyuo.1 = 0.02 andug.2 = 0.05 encompass the estimated un-
certainties. These are our ‘fiducial’ nuisance functionstaints.

In AppendixB2 we find that a large amount of central galaxy
misidentification or central-halo velocity bias can redtiwe am-
plitude of Prai0(k, p) by a smoothly varying function ot at a
level that exceeds these fiducial boundswam and ug.2. Our
approach to mitigating the impact of uncertain central LR& p
culiar velocities is twofold. First, for all of the analysis Sec-
tion[d we adopt more conservative bounds for the nuisance- fun
tion: up.1 = 0.04 andug.2 = 0.10, which nearly encompass the
change in power spectrum shape in Eigl B1 for the extremeitglo
dispersion model. Furthermore, we calibrate a second nfoatel
the mocks with extreme velocity dispersion, and in Appef@@ixe
determine the cosmological parameter constraints withrtiodel
to establish the level of remaining systematic uncertaimtyur fi-
nal results.

5 COSMOLOGICAL CONSTRAINTS

In this Section we explore the cosmological constraintsvedr
from the power spectrum of the reconstructed halo densitg, fie
Praio(k). We first consider constraints obtained frafq;, (k)
alone, and then combine the LRG likelihood with WMAP5 and
the Union Supernova Sample (Kowalski etial. 2008) to explore
joint constraints in several cosmological models. Thrauwghwe
make use of the COSMOMC package (Lewis & Bridle 2002) to
compute cosmological constraints using the Markov Chaintigto
Carlo method. A stand-alone module to computeﬁmg(,(k) like-
lihood is made publicly availab@.

5.1 Constraints from the halo power spectrum

In this subsection we examine the cosmological constraiets
rived from theﬁ;ml(,(k) alone and in combination with a prior on
Q. h? from WMAPS. In the modelP;q;.(k, p), the scale factor
asc in EQn.[8 is evaluated at.;; = 0.313. For comparison with
other works, we scale our constraint by-(0.313) using the fidu-
cial distance-redshift relation, for whichy (0.35)/Dv (zeff) =
1.106; the variation of this ratio with cosmological parameters
is negligible. Followind Eisenstein etlal. (2005), we colesitwo
free parameter®,,,h* and Dy-(0.35). In this subsection we hold
Qph? = 0.02265, ns = 0.960, andos = 0.817 fixed at their val-
ues in the fiducial cosmological model, and assume a\fZDM
model; in§5.2 we relax these assumptions.

For the 45 bandpowers satisfyifog)2 < k < 0.2 hMpc™?,
x? is minimized whenDy (0.35) = 1396 and Q,,h*> = 0.136
with best-fitting nuisance parametetis 0.160 and a2

2 http://lambda.gsfc.nasa.gov/toolbox/Irgdr/
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data/model Qmh? Dy (0.35) (Mpc)  rs/Dy(0.35) Qmh? Dy (0.35) (Mpc)  Ao.35
Kmax = 0.2 0.14179030 1380723 0.10977000%% 194777 0.49370-017
Emaz = 0.15 0.142%0519 1354781 0.111870-00%% 191710 0.48510 518
kemaz = 0.1 014510016 13297708 0.1136100070 19271 0.4807 0055
kmaz = 0.2 Weak Fyyis 0.139T0 01> 1384757 0.1099F000%0 19217 0.49010 020
Emaz = 0.2 VD 0.14870-011 1365753 0.109670:5079  202%1 0.49910518
kmaz = 0.2 + prior 0.135T0 00 1411733 0.108510005¢  189.9772 0.49310 018
kmaz = 0.15 + prior 0.135T0:00¢ 138717 0.110479-0029  186.6177 0.48570 017
Emaz = 0.1 + prior 0.13470:005 139417 0.110170:002%  187.1753 0.48710:0%2
kmaz = 0.2 Weak Fyyis + prior  0.13370-002 1404+ 21 0.109510-002%  186.1755 0.48710 017
kmaxz = 0.2 VD + prior 0.13610:00 1417123 0.10781T0-005% 1929172 0.49870 015
Emaz = 0.1 NW + prior 0.13470:505 1436753 0.1076 70510 192%17 0.50010 9%
Kmaz = 0.2 NW + prior 0.13470 002 1463171 0.1054100092 196712 0.51070 075

Table 2.0ne-dimensional constraints from the Lﬂ?ﬁalo(k) likelihood, or in combination with the WMAPS&,,, h? constraint2,,, h2 = 0.1326 & 0.0063
(‘+ prior, below the line). We vary thé,... (units of h Mpc 1) included in the fit, the nuisance function constraints @idlvs weakF,,.,;,), velocity dis-
persion in the model (fiducial vs. ‘VD’), and whether the BA€afures are included in the model (fiducial vs ‘NW’). All ctnaints have assumed tiheCDM
relation betweef2,,, Ho, and Dy, Q,h? = 0.02265, ns = 0.96, andog = 0.817. In the last column we showlg 35 = y/Qm HZ Dy (0.35)/0.35¢
(Eisenstein et al. 2005). Models with weal.,;s constraints or central galaxy velocity dispersion areutised in AppendikIC. Thieqe = 0.2 h Mpc—?!
constraints highlighted in bold are our main results, ardater cases are shown for comparison.

1600
Q 1400
)
=
a

1200

0.10 0.12 0.14 0.16 0.18
Q,h?

0.20

Figure 5. Constraints from the LRG DRﬁhalo(k) for a ACDM model
with Q,h? = 0.02265 andns = 0.960 fixed. The dotted contours show
Ax? = 2.3 and 6.0 contours for thé’;mlo(k) fit to a no-wiggles model.
The solid contours indicat&x? = 2.3, 6.0, and 9.3 contours fdf,q =
0.2 hMpc~! and our fiducialPy, ;. (k, p) model. The three dashed lines
show the best-fitting andt 1o valuesrs /Dy (0.35) = 0.1097 + 0.0036
from P0O9.

—0.181: x? = 39.6 for 40 degrees of freedom. Thus the assumed
model power spectrum and covariance matrix provide a redsen
fit to the observed spectrum. InfeCDM model, this point corre-
sponds toh = 0.67 andQ,, = 0.30. Fig[3 showsx? contours
in the Q,,h* — Dy (0.35) parameter space, while Talile 2 reports
marginalized one-dimensional constraints for severallinations
of these parameters.

The information in Py.i,(k) can be roughly divided into
broad-shape information and information from the BAO scale

(© 0000 RAS, MNRASD00, 000—-000

Since in this subsection; is fixed, the shape information is the
location of the turnover in the power spectrum set by matter-
radiation equality, which constrair3,,h? Dy ; information from

the BAO scale constrains;/Dy . Here, r; is the sound hori-
zon at the baryon-drag epoch, which we evaluate using Eqgn. 6
of [Eisenstein & Hul(1998). These two scales correspond te con
straints onQ%:%% andh2;,0-3" respectively, in a\CDM cosmol-

ogy (Tegmark et al. 2006).

To isolate information from the power spectrum turnover
and exclude that of the BAO scale, we alter our model so that
Paamp(k, p) = Paw(k, p) in Eqn.[10. The dashed lines in Fig. 5
show the constraints when using this ‘no wiggles’ model. Mos
of the available shape information comes from large scaléds w
k < 0.1 hMpc™!; we demonstrate this in Tadlé 2 by fitting the
Paamp (k, P) = Paw(k, p) model with the2,,,h? prior to the data
UP t0kmaz = 0.1 A Mpc™t andkomaz = 0.2 Mpc™'. The num-
ber of independent modes is proportionalkg,,, — k2., ); thus
betweerk = 0.1 hMpc~! andk = 0.2 h Mpc~! there are about 7
times more modes than betwelen;,, and0.1 A Mpc~*. Neverthe-
less, the constraint aft,,,h> Dy (0.35) only improves by~ 10%
with the inclusion of modes betweéf, .. = 0.1 A Mpc~! and
kmaz = 0.2 Mpc™* and does not shift appreciably. This also in-
dicates that our modeling in the quasi-linear regiine < k& <
0.2 h Mpc~! does not bias or substantially improve this constraint.

If we reintroduce the BAO features in the mod#l,;.(k, p),
then the degeneracy betweBry (0.35) andQ,,, h? is partially bro-
ken (solid contours in Fid:]15), and the constraints grow tégh
as we include additional modes. This is understandable @s th
region 0.1 < k < 0.2hMpc ! includes the location of
the second BAO. The constraints on both/Dyv (0.35) and
Qmh? Dy (0.35) listed in Tabld® improve witlk.,q.. The mean
value ofQ2,,h? Dy (0.35) is consistent with what we find using the
Piamp(k, P) = Puw(k, p) model with the WMAPEQ,,,h* prior,
and does not shift substantially with increasitg,... Because the
BAO features break the degeneracy betw@grh? and Dy (0.35),
the LRG P10 (k) provides an independent constraint @p,h>.
Forn, = 0.96, we findQ,,h* = 0.1411519, which is consistent
with the WMAPS5 constraint§2,,,h> = 0.1326 =+ 0.0063, but with
a 70% larger error.
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Fig. [ shows that the LRG-only constraints derived with
kmaee = 0.2hMpc~' are consistent with the intersection of
the power spectrum shape constraint (dotted lines) cordbine
with constraints onrs/Dy (0.35) from P09: the best-fitting and
+1o lines, 0.1097 4+ 0.0036 are shown as dashed lines. Note
that these are one parameter errors. Tabld 2 shows excellent
agreement for this quantity for the LRG-only constraintsthw
7s/Dy(0.35) = 0.109715:00% for kmax = 0.2hMpc~'. This
agreement reinforces the argument in Appeddi¥ A2 that our ne
glect of the model dependence of the window function does not
introduce significant bias in th®y(0.35) constraint. Moreover,
this constraint does not change if we adopt very weak cdnstra
on the nuisance functiorFy.:s(0.1 A Mpc™")|/b3 < 0.2 and
| Fruis (0.2 A Mpc™1)| /b3 < 0.5, or use the extreme central galaxy
velocity dispersion model instead. We show in Apperdix G tha
the largest known source of systematic uncertainty, thdralen
galaxy velocity dispersion, impacts the cosmological peeter
constraints at well below the statistical errors, and carsdfely
neglected for this analysis. We also demonstrate that cuttssare
robust to the treatment of the nuisance parameteendas.

We estimate the significance of the detection of the BAO fea-
ture as the difference between the best-fittididor the fiducial and
no wiggles models whea, , a2, andb? are chosen to minimizg?;
we find Ax% 40 = 8.9. The resulting constraint or, /Dy (0.35)
is much tighter than is available from the shape informatitome.

To see this result, in Tablé 2 we combine the LRG,;, (k) likeli-
hood with a WMAPS5 prior of2,,, 2. The constraint from the shape
alone, obtained by fitting the no wiggles model, gives a gairst
onr,/Dy that is consistent with the constraint from the model in-
cluding BAOSs, but with a factor of- 2.3 larger errors. Finally, we
note that P09 estimate the total BAO detection significandeet
Ax? = 13.1; itis substantially larger than the value we find due to
the inclusion of lower redshift galaxies from both the SDS&mm
sample and 2dFGRS.

Finally, Table [2 also reports our constraint afg ss
(Eisenstein et al. 2005):

Dy (0.35
Ao.zs = 4/ QWHS%.

This parameter is tightly constrained by tﬁﬁazo(k) measurement
and is independent df.

(22)

5.2 Dependence of LRG-only constraints on the cosmological
model

In Sectior 5.1 the cosmological paramet@gh?, ns, andos were
fixed at their WMAP5 recommended values. For our purposes,
changes negligibly as a function 6f,h? since this parameter is
so tightly constrained by CMB data. The paramefessh? andn.
both affect the linear power spectrum and are degeneralefiimg
the contours along the constant/ Dy direction, as illustrated in
the upper panel of Figufd 6. This degeneracy is well destrise
Qmh?(ns/0.96)"2 = 0.141.

In Figure[B, we have assumed th&€DM relation between
Qm, h, and Dy. This determines the scale at which to apply
the non-linear corrections, which are at fixedalues in units of
h Mpc™. In the bottom panel of Figuild 6 we show that this as-
sumption is not restrictive. The dashed curve fikes= 0.7 and
assumes no relation betwekmnd D+, which also depends dny
andw. Varying os by £0.1, which enters thelALOFIT calculation
of the smooth component of the non-linear matter power spect
in Eqn.[I1, changes the contours in Fidure 5 negligibly.
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Dy(0.35)

1200 b

1000 7

0.12 0.14 0.16 0.18
Q,,h?

0.10 0.20
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D,(0.35)

1200

1000 b

0.12 0.14 0.16 0.18
Q,,h?

0.10 0.20

Figure 6. Upper panel Change inAx2 = 2.3 contour asn; is varied,
with all other parameters as in Flgl 6, = 1.02 (dashed)ns = 0.96
(solid), andns = 0.90 (dotted). The degeneracy is well-described as
Qmh?(ns/0.96)12 = 0.14. Lower panel The impact of assuming a
ACDM relation between,,, h, and Dy, (solid contours) compared with
applying the non-linear corrections at= 0.7 and assuming no relation
between(2,,, h, and Dy, (0.35) (dashed contours). As in Fig 5 the lines
show the constraints for constant/ Dy, (0.35) from P09.

5.3 Combined constraints with WMAPS5 and Union SN

As probes of the redshift-distance relation, the three obegi

cal datasets we use in this Section are highly complemeibary
constraining the geometry of the universe and the equafistate

of dark energy: WMAPS5 effectively constrains the distanzéhie
surface of last scatter arfdl,,h?, supernova data constrains angu-
lar diameter distance ratios up to~ 1, and P;mlo(k:) sets joint
constraints on-s /Dy (0.35) and Q,,h?(ns/0.96). In Fig.[1 we
show the intersection of these constraints for two modedsiras

ing a power law primordial power spectrum and no massive neu-
trinos. The blue bands indicate the WMAPS constraints aed th
green bands show constraints using the Union Supernova Sam-
ple (Kowalski et al. 2008). For thé’;mlo(kz), we show the con-
straint onAy. 35 (open bands), which has assumed= 0.96 and
Qh? = 0.02265, and is independent df,. In the upper panel, we
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Figure 7. WMAPS5, Union supernova sample, and the LFiQalo(k)
Agp.35 constraint on the geometry of the universépper panel:curva-
ture varies andv = —1 is fixed. The dashed line shows a flat universe,
Qm + Qa = 1. Lower panel:w varies (assumed independent of redshift),
and a flat universe is assumed. The dashed line indicatesngotmmsical
constantw = —1. WMAP5 and Union supernova contours are MCMC
results, while forP,;,(k), we approximateAx? = 2.3 andAx2 =
contours by showinglo.ss +v/2.30 4, 55 andAg.35 £/6.00 4, 4. from

the constraints in the top row of Talflk 2.

have assumedr = —1 and allow curvature to vary. The three in-
dependent constraints intersect n@ar = 0.3 and a flat universe
(dashed line). In the lower panel, we assume flatness but atlo
to vary; again the contours intersect n€gy = 0.3 andw = —1,

a cosmological constant.

In this Section we combine these probes using the Markov
Chain Monte Carlo (MCMC) method to obtain constraints orr fou
cosmological models: a flat universe with a cosmologicaktamt
(ACDM), a ACDM universe with curvature (6fCDM), a flat uni-

the WMAPS results| (Dunkley et gl. 2009). In the last model, we
also present constraints in combination with both WMAPS5 and
the Union Supernova Sample (Kowalski ef al. 2008). Mardgedl
one-dimensional parameter constraints are presentedla[da

The best-fittingA\CDM fit to the WMAP5+LRG likelihoods
iS (Qm, O, Qa,ns, 08, h) = (0.291, 0.0474, 0.709, 0.960, 0.820,
0.690) with best-fitting nuisance parameters = 0.172 and
az = —0.198. This model hag(% z = 40.0 when fitting to 45
bandpowers, and is shown with the data in Elg. 8. In this model
adding the information fron..;, breaks the partial degeneracy
between2,, and H, in the WMAPS5 data and reduces the uncer-
tainties in each by a factor ef 1.6 compared to WMAPS alone:
Qn = 0.289 + 0.019 and Hy = 69.4 £+ 1.6 km s™* Mpc™!
(Qm = 0.258 £ 0.03 and Hy = 71.9725 km s7! Mpc~! for
WMAPS5). The constraint ows also tightens by 30% because of
theos — Q.. h? partial degeneracy in the WMAPS5 data. Note that
since we marginalize over the galaxy bias, we have no canstra
on oy directly from the LRGs.

In Fig.[d we show the effect of opening the cosmological pa-
rameter space to include curvature and a constant darkyeegug.-
tion of statew. Solid contours show th&CDM constraint in each
panel for comparison. The dashes show WMAP5-only condgrain
Without the ACDM assumption, WMAP5 cannot constraib,
and H, separately front)., h2. In each of these models, the inclu-
sion of theﬁhalo(k) information can break the degeneracy through
the BAO constraint o, /Dy . Table[3 shows that the cold dark
matter densityQ).h2, constraint improves by. 15% compared
to the WMAPS5-only constraint~ =+0.0063) due to the power
spectrum shape information in the n&k&DM models. Moreover,
ther, /Dy (0.35) constraint does not deviate substantially from the
Prato(k)+Q.,h? prior constraint presented in Talile 2. In the con-
text of power-law initial conditionsP;mlo(k:) information does not
improve constraints on the spectral index

Allowing curvature relaxes the constraints @p, and Hy to
the WMAP5-onlyACDM errors on these parameters, while tightly
constrainingioe = 1 — Q) t0 1.01147J 0077 (—0.027 < Qi <
0.003 with 95% confidence). If instead we assume flatness but al-
low the dark energy equation of state as an additional pasre
(assumed constanty; is constrained te-0.79 + 0.15. Since the
effective LRG sample redshift is.;; = 0.313, allowingw to de-
viate from —1 significantly degrades the = 0 constraints2,,
andHy.

When bothQ2;, andw vary, there remains a large degeneracy
between,,, Hy, andw. Curvature is still tightly constrained and
consistent with flatness at the percent leygl;, = 1.009+0.012.
Figure[I0 demonstrates that supernovae can break the daggne
in this model. The combination of all three data sets sinmeitaisly
constraing;, within 0.009 andw to 11%, while still improving
constraints orf2,,, and H, compared with WMAPS5 alone in the
ACDM model. AllowingQ2, # 0 and/orw # —1 all actto increase
Q,, and decreasél, compared with théd\CDM model. The upper
panel of Figurél0 shows that th&DM model is only~ 1o away
from the best fit. The full set of constraints on all paranetsr
reported in Tabld]3.

5.4 Additional constraints from the broad Phalo(k) shape

For the models considered thus far, we have shown that gains i
cosmological parameter constraints from adding condtain the

verse with a dark energy component with constant equation of broad shape oﬁ;mlo(k) to WMAPS results are moderate: 15%

state w (WCDM), and a wCDM universe with curvature (owCDM).
In each model we combine the constraints frétp.i.(k) with

(© 0000 RAS, MNRASD00, 000—-000

improvement inQ.A2 for all the models considered in Tallé 3.
On the other hand, when the constraintsttyh? andQ.h? from
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Figure 8. Points with errors show our measurementl%;‘alo(k). We show+/Cj; as error bars; recall that the points are positively coteelaWe plot
the best-fitting WMAPS-LRG ACDM model €., 24, Qa, ns, 08, h) = (0.291, 0.0474, 0.709, 0.960, 0.820, 0.690) with bestdithuisance parameters
a1 = 0.172 andas = —0.198 (solid curve), for whichy? = 40.0; the dashed line shows the same model but with= as = 0, for which x2 = 43.3.
The BAO inset shows the same data and model divided by a sliteethe smooth component;,,,oo:1, as in Fig. 4 of P09. In Sectidn 8.1 we find the

significance of the BAO detection in tﬂé,mlo(k) measurement idx2 = 8.9.

WMAPS5 are used, our constraint on the BAO scale provides damuc at mostAlnk ~ 2 and covers a range corresponding/to~

more precise determination @by, at the effective redshift of the
survey than the shape information alone.

300 — 3000; this range overlaps CMB measurements but extends to
smaller scales. Over thisrange and for this model, WMAP5 con-

In more extended models than we have thus far considered, Strains theP (k) shape to vary by- 8% from variations in the pri-

we may expect the additional shape information to allowtégh
constraints. The cosmological parameters most closelstained

mordial power spectrum. Due to the uncertainties in theiozide-
tween the galaxy and underlying matter density fields, oigamce

by the broadP(k) shape are those which affect the shape di- Parameters alone alloW, ., (k, p) to vary by up tol0 —14% over

rectly or which affect parameters degenerate with the stthpse
are expected to be the power spectrum spectral sigpés run-
ning dns/dIn k, neutrino massn,, and the number of relativis-

this region. Therefore we do not expect significant gains.oor
dInns/dIn k from our measurement.

The effect of massive neutrinos in the CMB power spec-

tic speciesNesy. Thus far in our analysis, we have assumed trym is to increase the height of the highacoustic peaks: free

dns/dInk =0, m, =0, andN.s; = 3.04.

One intuitively expects the measurementfqtllo(k) to im-
prove constraints on the primordial power spectrum. lhGDM

streaming neutrinos smooth out perturbations, thus hupstious-
tic oscillations. In the matter power spectrum instead,tnirew
free streaming gives a scale-dependent suppression ofr pmwe

model where both running of the spectral index and tensas ar the scales that large scale structure measurements dynpenibe

allowed, WMAPS still places relatively tight constraints the pri-

mordial power spectrum, = 1.08770:072 anddInn,/dInk =

(Lesgourgues & Pastor 2006). This makes these two obsessabl
highly complementary in constraining neutrino masses wis-

—0.05 £+ 0.03. The measurement reported in this paper probes mology.
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Figure 9. WMAP5+-LRG constraints 02, h2, Q.,,, and H, for ACDM (solid black contours), 8CDM (shaded green contours), wCDM (shaded red con-
tours), and owCDM (shaded blue contours) models. The firsetpanels show WMAP5-only constraints (dashed contoas)é@MAP5+LRG constraints
(colored contours) in th&,, h2- ., plane as the model is varied. In the lower right we show alktr@ints from WMAPS5-LRG for all four models in the
Qm — h plane, which lie within the tigh€2,,,h? ~ 0.133 WMAP5-only constraints.

parameter ACDM 0ACDM wCDM owCDM owCDM+SN
Qm 0.289+0.019  0.309t 0.025 0.328:0.037  0.306:0.050  0.312+0.022
Ho 69.4+ 1.6 66.0+ 2.7 64.3+ 4.1 66.773-9 65.6+ 2.5

Dy (0.35) 1349:+ 23 1415+ 49 1398+ 45 1424+ 49 1418+ 49
rs/Dy(0.35)  0.1125+ 0.0023  0.1084- 0.0034  0.1094: 0.0032 0.107870 0053  0.1081+ 0.0034
Qe - —0.011470-0078 - -0.009+0.012  -0.0109t 0.0088
w - - -0.79+0.15 -1.0640.38 -0.99+0.11

Qa 0.711+0.019  0.703t0.021 0.672£0.037  0.70370-037  0.699+ 0.020
Age (Gyr) 13.73+0.13 14.25+0.37 13.87+0.17 14.2740.52  14.24-0.40
Qot - 10114790070 - 1.0094+0.012  1.0109t 0.0088
10092, 12 2.272+£0.058  2.274:0.059  2.29370-062 2.27910-066 2.27610-0%0
Qch? 01161700052 0.1110+£0.0052  0.111275:005¢  0.110370 0027 0.1110150023

T 0.084+£0.016  0.089t 0.017 0.088:0.017  0.088:0.017  0.088t 0.017
ns 0.961+0.013  0.962+ 0.014 0.969-0.015  0.965:0.016  0.964+ 0.014
In(10*°Ags)  3.08070:03° 3.068+£0.040  3.07170 039 3.064+£0.041  3.068t 0.039
o8 0.824+0.025  0.796t 0.032 0.735: 0.073  0.79:0.11 0.790™9-0%°

Table 3.Marginalized one-dimensional constraints (68%) for WMARRG for flat ACDM, ACDM with curvature (&.CDM), flat wCDM (wCDM), wCDM
with curvature (owCDM), and wCDM with curvature and inclogiconstraints from the Union Supernova sample. Heeethe optical depth to reionization,
ns is the scalar spectral index, adths is the amplitude of curvature perturbationscat 0.05/Mpc; these parameters are constrained directly by the CMB

only.
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Figure 10. For the owCDM model we compare the constraints from
WMAP5+LRG (blue contours), WMAP5SSN (green contours), and
WMAP5+LRG+SN (red contours). In the upper panel the vertical line
indicates a flat universe(), = 0), and the horizontal line indicates
a cosmological constantw( = —1). In the both panels we overplot
the WMAP5+SN 68% contour (solid black) and WMARSZ.RG (dotted
black) for ease of comparison.

We start by comparing the constraints from
WMAP5+15hal,,(k:) and WMAP5+BAO (using the P09 BAO
likelihood) in the ACDM model with three degenerate massive
neutrino species. While WMAPS5 alone finds m, < 1.3 eV
with 95% confidence, WMAPSE, ., (k) yields 3" m, < 0.62
eV, which is a significant improvement ovdr m, < 0.73 eV
(WMAP5+BAO). The upper panel of Fif._ L1 compares the likeli-
hood form, for WMAPS5 data alone (dashed) and in combination
with P}L(Ll(}(k)-

A change in the number of relativistic species in the early
universe changes the epoch of matter-radiation equalidytans
shifts the CMB acoustic peaks. The CMB constrains the rédshi
of matter-radiation equality through the ratio of the thicdfirst
peak heights (Komatsu etlal. 2009). If the effective numbeeb

1.0 =
0.8} ’ -
— 0.6 1
£
Y
& o4l |/ --- WMAP ]
/ WMAP+LRG
0.2 1
0.0 : L .
0.0 0.5 1.0 1.5 2.0
m, (eV)
1'2 L e LI B R

L/ Lenox

Figure 11. Phalo(k) improves constraints on neutrinos in tACDM
model through both the BAO scale and the broad power specshape
constraints. We show the one dimensional cumulative piitityalior
WMAP alone (dashed) and WMAHA?;Lalo(k) (solid) for the neutrino mass
(upper panel) and the one dimensional likelihood for theatffe number
of relativistic speciesV,; (lower panel).

ativistic speciesV.yy is allowed to vary, this constraint defines a
degeneracy betweef.h? and N.;; (Dunkley et al! 2009). Note
that the physical quantity that is being constrained is thgsp

cal energy density in relativistic particles. In the standdenodel
this is given by photons and neutrinos it should really be
considered an “effective” number of relativistic neutrigpecies:
Neyy = 3.04 for standard neutrinos. Departures from this number
can be interpreted also in terms of decay of dark mattergbesti
quintessence, exotic models, and additional hypothetaativis-

tic particles such as a light majoron or a sterile neutrino.

In the ACDM model, which specifies a rigid relation between
the angular diameter distance at last scattering measyrddeb
CMB and low redshift distance scales, the degeneracy betwee
Ny andQ.h? can be broken by a low redshift distance constraint
such as the BAO. HoweveN. ¢ will also impact the matter power

(© 0000 RAS, MNRASDOG, 000-000
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spectrum, which probes the horizon size at matter-radiaepal-
ity (e.g..[Eisenstein & Hu 1998). ThereforB,..i,(k) is an excel-
lent probe ofN.;;: WMAP5+P,,;,(k) finds N.s; = 4.871%

while WMAP5+BAO yieldsN.fy =2 6.0 + 2.5. For comparison,
Komatsu et al.[(2009) findVeyy = 4.4 & 1.5 when combining

WMAP, BAO, supernovae, and the Hubble Space Telescope key

project (Freedman etal. 2001). The lower panel of Eig. 11-com
pares the likelihood fofN. ;s ; for WMAPS data alone with a prior
Neyy < 10 (dashed) and in combination wiﬁalo(k); no prior

on N.sy is needed in this case.

6 COMPARISON WITH OTHER ANALYSES
6.1 Comparison with previous galaxy clustering results

There have been several previous analyses of the clustefing
the SDSS LRG spectroscopic sample. Eisenstein et al. |(2055)
the correlation function of the DR3 SDSS LRG sample to de-
rive constraints orf2,,h? = 0.133(ns/0.96)"*2 £ 0.011 and
Dy (0.35) = 1381 £ 64 Mpc, where we have adjusted their con-
straints to match our assumed valuesh? andn,; recall that
these constraints are not independent. Comparison withRige
ure 7 indicates that our model is slightly more tHanaway from
their best fit. Our analysis prefers largey, h> and lowerr; /Dy .

In interpreting this comparison one should consider thieihces
in modeling and the fact that we have a factorof larger volume.
Given this larger volume, naively we would expect an improeat
on the constraints by a factor ef /2. Comparison with Tablgl2
shows that our LRG-only constraints 6h,, A% and Dy have ap-
proximately the same uncertainty|as Eisensteinlet al. (200%s

is partly because we conservatively increased our cowseiam-
trix by a factor of1.21 to account for the non-Gaussianity in the
BAO contribution to the likelihood surface (see Secfiodd@stus-
sion). However, this increase will artificially weaken thenetraint
from the shape. Marginalization over the two nuisance patara
a1 andas to account for our uncertainty in th®, ., (k, p) as well
as our conservative cut &t also slightly weaken the constraint
from the power spectrum shape.

Tegmark et al.| (2006) report cosmological constraints feom
somewhat larger LRG sample (SDSS DR4) and combine their re-
sults with WMAP3 data. To compare LRG-only constraints, e u
the value derived from the Tegmark et al. (2006) power spattr
in\Sanchez & Cole (2008%2,,h = 0.173 4+ 0.017 for n, = 1.0
andh = 0.72. For aACDM model scaled tos 1.0, our
LRG-only constraints yield2,,h = 0.20072-%12, Restricting our
analysis tk,q; = 0.1 Mpc~' to match Tegmark et al. (2006),
we find 2,,h = 0.195 + 0.013. Besides the increase in sam-
ple volume, the discrepancy between these results couldidéod
differences in the FOG compression and the degeneracy betwe
their nuisance parameté) (see EqnlJ1) and cosmological param-
eters. A detailed comparison of our modeling approachewéng
in|Reid et al.|(2008). Note that Sanchez etlal. (2009) haverals
cently completed an analysis of the LRG correlation functiout
they do not present a constraint from their shape measutenitbn
which we can compare.

Our results agree with analyses of photometric LRG samples.
Padmanabhan etlal. (2007) fitd,, = 0.30 £ 0.03 for h = 0.7
andn, = 1, and Blake et all (2007) finf,,~h = 0.195 £ 0.023
for h = 0.75 andns = 1. Our constraint is also consistent with de-
terminations from other galaxy samples. For the 2dFGRS Eamp
Cole et al.|(2005) find2,,h = 0.168 £ 0.016 for fixedn, = 1.0

(© 0000 RAS, MNRASD0Q, 000—-000

andh = 0.72; allowing a 10% Gaussian uncertainty Anyields
Qmh = 0.174 £ 0.019, which is within1c of our LRG-only con-
straint. Our results are also in good agreement with the SD&S
samplel Tegmark et al. (2004b) fied,,h = 0.201 + 0.017, again
with fixedn, = 1.0 andh = 0.72.

6.2 Comparison with P09

The P09 constraints overlap significantly with our analysis
We showed in Sectiofi_ 3.1 that our LRG-only constraint on
rs/Dv(0.35) is in very good agreement with the determination
in P0O9. When combined with the WMAP5 constraint 9p, h2,
our use of the shape information ..., (k) allows ~ 10% im-
provement o / Dy (0.35). Moreover, the shape information pro-
vides a tighter constraint of.h?. However, the P09 inclusion of
SDSS main and 2dFGRS galaxies allows an additional constrai
onrs/Dy(0.2), which generally makes the P09 constraintshn
andH, tighter. Our constraints df2;, andw are comparable to P09.
Across the models we have studied, WMAH%4;, (k) constraints
yield lower values off, than the P09 results. This is driven by the
P09r, /Dy (0.2) constraint, which pulls the overall distance scale
slightly lower compared te, / Dy (0.35) alone, but does not signal
any inconsistency between these analyses.

6.3 Comparison with|Riess et al. (2009H

Riess et al.| (2009) recently released a new determinatioteof
Hubble constant using a differential distance laddéy:= 74.2 +
3.6 km s™' Mpc~!. This value is consistent at the 1o level
with the WMAP5+P;,,;, (k) result for theACDM model, Hy =
69.4+1.6 km s~! Mpc~!. Tabld3 shows that if we allof;, # 0
and/orw # —1, the mean value off, decreases te- 64 — 67
km s~! Mpc~!. Therefore, combining the Riess et al. (2009) mea-
surement with our constraints should reduce the unceieaifir-
ther and push the best-fitting model close’MGDM. P09 present
constraints including the Riess et al. (2009) constraint for the
owCDM model; the impact should be similar when usifg,;, (k)
rather than the P09 BAO constraints.

7 CONCLUSIONS

In this paper we have presented the power spectrum of th@reco
structed halo density field derived from a sample of LuminRed
Galaxies (LRGs) from the Sloan Digital Sky Survey DR7. Ttresi
of LRG DR7 sample has sufficient statistical power that the de
tails of the relation between LRGs and the underlying lirdem-
sity field become important and need to be reliably modeled be
fore attempting a cosmological interpretation of the delere, we
have adopted the method of Reid et al. (2008), which apple-a
processing step to the measured galaxy density field to semn
the halo density field before computing the halo power spettr
On the scales of interest, this power spectrum has a moret dind
robust connection to the underlying linear, real space papec-
trum than the power spectrum of the LRG galaxies themselves.

We calibrate our method usiny-body simulations with vol-
ume and resolution suitably tuned to trace the halo mase naaher
vant to LRGs, and provide several consistency checks bettiee
observed and mock galaxy density fields to support our approa
to model the LRG sample’s clustering properties. In paldicuve
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demonstrate the validity of our modeling of the small-saaies-
tering and FOG features by matching the observed and moek cat
alogue higher-order statistics probed by the Counts-ilin@grs
group multiplicity function as well as the relative line afkt ve-
locities between galaxies occupying the same halo. We sksand
guantify the sources of systematic error remaining in oudeho
ing. For the LRG sample, with P ~ 1, both the shot noise sub-
traction and the large velocity dispersions of their hosoés can
introduce uncertainty. We identify the largest source atematic
uncertainty to be the velocity dispersion of central LRGghini
their host haloes, and find its effects on cosmological patara
to be safely smaller than the size of the statistical erndfs.are
able to derive quantitative bounds on our model uncer&sndind
propagate these through the cosmological analysis bydatiag
nuisance parameters with tightly controlled allowed randpased
on our understanding of the sources of non-linearity in fecs
trum.

Based on our modeling of the LRG sample, we are able to
extend our model fotP,.;, (k) to k = 0.2hMpc™?, increas-
ing the number of available modes by a factor~ef8 over an
analysis restricted té,,.. = 0.1hMpc™', as was the case in
the SDSS team’s DR4 analysis (Tegmark et al. 2006). Thisvallo
us to simultaneously constrain the broadband shape of the un
derlying linear power spectrum and detect the BAO signah wit
Ax? = 8.9, though most of the shape information is confined to
k < 0.1 hMpc~t.

If we fix ns and Quh?, Phalo(k:) alone constrains both
Qmh? = 0.14115519 and Dy (0.35) = 1380753. The agreement
of our constraint orf2,,h* atz.;; ~ 0.31 with the one derived
from the CMB atz ~ 1000 provides a remarkable consistency
check for the standard cosmological model. When,;, (k) is
combined with WMAPS5, the error oft.h? is reduced by~ 15%,
and the constraint oy (0.35) allows us to place tight constraints
on bothQ,, and Hy, as well asQ; or w. If we also include the
Union Supernova Sample, all four parameters can be tiglatty ¢
strained$,, = 0.31240.022, Hy = 65.6 +2.5km s * Mpc™*,

Qr = —0.0109 £+ 0.008, andw = —0.99 + 0.11, which is con-
sistent withACDM at the~ 1¢ level. In fact, in the spirit of Oc-
cam'’s razor, these constraints can be taken as evidenaestbath
Qr # 0andw # —1, since their values must conspire to match
the observed angular diameter distance at recombinatinelhas
Dy (0.35); this can be seen from Figl 7.

Finally, we show that the shape information ., (k) can
improve constraints on both massive neutrinos and the nuofbe
relativistic speciesV.;; in a ACDM model. In combination with
WMAP5 we findy " m, < 0.62 eV at the 95% confidence level
andN.;; = 4.871%. These represent 16% (30%) improvements
over using the WMAP5+BAO likelihood from P09.

This paper represents a first attempt to analyse the LRG red-

shift survey with a model that accounts for the non-linedexga
bias and non-linear redshft space distortions introdugetth® so-
called one-halo term, and to propagate the uncertaintyeimtad-
eling through the cosmological constraints. We expectttieatech-
nigue introduced here to estimate the halo density field el
useful to further refinements such as reconstruction of trgdm
acoustic peak (Eisenstein etlal. 2007a) and measuremgrftar
redshift space distortions. The modeling efforts preskimethis
paper are rather specific to the SDSS LRG sample. However, sim
lar techniques to probe the relation between the galaxy adéru
lying matter density fields as well as to quantify its undetsawill
be required in the analysis of larger data sets from fututexga
surveys.
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APPENDIX A: TESTING MODEL APPROXIMATIONS

In this Appendix we present tests to demonstrate the valifit
several assumptions of our mod®l.;.(k, p).

Al Isotropy tests

Both our Pyqi0(k, p) model (EqnIb) and the,. approxima-
tion (Eqn[8) assume that the power spectrum modes areoditstd
isotropically with respect to the line of sight. We checlstassump-
tion in the SDSS DR7 LRG galaxy sample using pairs of galaxies
separated bAT, i, = 15 b~ MpcC t0 AT e = 150 A~ Mpc,
binned into nine equal bins iAr of width 152~ Mpc. We con-
sider the two angles in the triangle defined by the observdr an
galaxy pair which give the angle between the galaxy pairrsejos
vector and the local line of sight vector defined between the o
server and one of the galaxies in the pair. These two anglebevi
equal in the limit of a pair withAr < maz(x1, x2) wherex: and

X2 are the distances to the two galaxies akd is the separation
between them. We fingcos® ¢ ) — 0.333 is —0.01 for the smallest
separation bin (1%~ Mpc < Ar < 30 A~" Mpc) and+0.005

in the largest separation bin. FiglirelA1 shows the full distion
versus| cos ¢|. The small increase for pairs perpendicular to the
line of sight for the smallest separation bin is due to noedr
redshift space distortions (FOGSs), inducing a potentialtge sep-
aration in redshift space between nearby pairs of galaxiesdl
space. The few percent deviations from isotropy will indneg-
ligible variations in the shape of the angle-averag&d:,(k, p),
since the lower left panel of Figure 7lin Reid et al. (2008)dates
only a~ 5% change to the power spectrum shape between real and
redshift space @ = 0.2 h Mpc™*.

A2 Dy approximation

As in SectiorL 3.4, we use the approximation that pairs obgesa
contributing toPrq1, (k) in thek-range of interest are located at the
same redshift to compute the effective survey redshift:

W dV g,

Jzn?(2) V2 (z) dz
S S ed:

b2(2) dz
where n(z), b(z), and w(z) specify the average number den-
sity, bias, and weight of the sample at redshifas defined in
Percival et al. (2004). We fingl.;; = 0.313, and use this redshift
to evaluaten.; in Eqn.[8. The effective redshift changes by only
Az = 0.004 if one instead weights by the expected number of
galaxies at redshift. Given the distribution of pairs in the small
separation limit (Eqrl._18) we estimate the fractional bemain-
ing after the correction in Eqhl 8 is applied as

Zeff = (A1)

fiducial
Dy, (=

Dy (2) eff) 20, wi(z) dV
5DV N f (DV(zeff) ngucial(z) 1) n (Z) bz(z) d dZ(AZ)
~ w2 (z
bv (@)

For aACDM model, the fractional bias on the distance scale is
0.1% in the range&,,, = 0.2 — 0.4 and the rms change is 1.2%.
This additional variance about the peak is negligible fa BAO

0.21

0.2

P(|cos ¢))

0.19

S S|
0.2 0.4 0.6 0.8
cos ¢l

Figure Al. P(| cos ¢|) vs cos ¢ where¢ is the angle between the galaxy
pair separation vector and the line of sight defined by thees and one

of the galaxies in the pair (see text). The smallest seardtin (154!

Mpc < Ar < 30h~! Mpc) shows the largest deviation from isotropy, with
a~ 5% preference for pairs perpendicular to the line of sight carag to
along the line of sight due to FOGs. The larger separatios bktend to
150 h—! Mpc and are nearly isotropic, but with a few percent excess of
pairs directly along the line of sight.

scale~ 100 h~! Mpc since this is much smaller than the damping
scalecgao ~ 9 h~! Mpc. We find very similar results for the bias
and rms damping if we instead integrate over the full distin of
isotropic pairs instead of using thgy- approximation in Eqri_A=2.
Testing this approximation in more general models is more
subtle, sinceDv (z) depends onHo, Qm, 2%, and w. We in-
stead do a consistency check: for,h? constrained by WMAPS5,
Dy (ze55) constrained by WMAPS5#,,,(k), . = 0, and—2 <
w < —0.5, the maximum fractional bias is 0.5%, and the max-
imum rms change is 3.5%; a similar analysis f60.025 < Qj <
0.025 andw = —1 shows much smaller deviations. We therefore
conclude that in the range of models considered here, aesicgle
factoras.; can accurately account for the effects of the model red-
shift distance relation on the interpretation of the meadyrower
spectrum.

A3 Comparing P,., approximations

In the models without massive neutrinos, we have used the
Eisenstein & Hul(1998) formula (Eqn. 29) to compiite,, which
enters our model in Eqi_IL0. However, for more general models
such as those containing massive neutrinos or which varguhe

ber of relativistic species, it is more convenient to uselaso
obtain a smooth version dP;, without BAO features. We fit a
cubic b-spline toP;, k' in order to minimize the slope in the

k region of interest. There are eight equally spaced nodet sta
ing atk = 0.0175 Mpc~! and ending at: = 0.262 Mpc~!, and

an additional node @ = 0.0007 Mpc~!. Note we fix the loca-
tion of the nodes in units of Mpc" since the linear power spec-
trum is fixed in those units for fixe€l,,h? and Q,h%. Fig.[A2
shows that the LRG-only likelihood surfaces computed whitse
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Figure A2. Comparison of the LRG-only likelihood surface computechwit
the analytic approximation aPy, in Eqn. 29 of Eisenstein & Hiu (1998)
(solid, as in Fig[(h) compared with the result when using trepline fit
described in Appendix A3 (dashed).

two approximations agree well in the region preferred by WRBA
Qmh? = 0.133 £ 0.0063.

APPENDIX B: QUANTIFYING MODEL UNCERTAINTIES
AND CHECKS FOR SYSTEMATICS: DETAILS

In this Appendix we aim to quantify the sources of systemattic
certainty in the modeP.;,(k). The model is calibrated on the
mock catalogues of Reid etlal. (2008). In Appendix B1 and Ap-

k = 0.15 h Mpc~! (Smith et all 2007), changes in the distribution
of LRGs with halo mass that preserve the large scale clusteri
amplitude could result in few percent changes in non-liféas of
the haloes traced by the LRGs. Changes in the distributidralaf
biases traced by the LRGs could also alter the relation letwiee
CiC and true group multiplicity function, which would inttace
further uncertainty in the relation between the reconstdiand
underlying halo density fields.

B2 Distribution of mock galaxies within haloes

In the mock catalogues of Reid el al. (2008) used to calitvate
model Ppq10(k, p), Wwe have assumed a sharp distinction between
‘central’ and ‘satellite’ galaxies. The first or ‘centralRG in each
halo is assumed to sit at the halo centre and move with the mean
velocity of the halo dark matter; roughly 94% of the LRGs i ou
sample are central galaxies (Zheng et al. 2008; Reid et 88)20
For the~ 6% of LRGs that are ‘satellites’, we assume that they
trace the phase space distribution of the halo dark matiehat
their positions and velocities are assigned to be that ohdam
dark matter particle in the halo.

We do not evaluate the impact of errors in our assumed real
space distribution of galaxies in their haloes on the figaditthe
halo density field reconstruction; the impact will be neiglig in
the case where there is a single LRG per halo. However, if the
observed galaxies have a significantly different real sphsti-
bution in their haloes than we have assumed, the relatiprisi
tween the reconstructed halo density field and underlyingena
density field will be different in the observed and mock gglax
catalogues. We test our assumed spatial distribution ineAgix
by checking for consistency between the observed and mock
catalogues for CiC group multiplicity functions, measunegith
two distinct sets of cylinder parameters. Furthermore, are use
Egn[20 (where the measured CiC group multiplicity funcgpec-
ifies (Ngai(Nga: — 1))) as an upper limit on the error on the shot

pendixB2 we present the detailed assumptions we have made tohoise term due to differences between the model and obsesved

produce the mock catalogues from tNebody simulation halo cat-
alogues, and discuss the expected impact of these assamptio
the predicted relation between the reconstructed halo aattem
density fields. Appendix B3 through B6 present consistehegks
between the observed and mock catalogue LRG density fieddls th
address the modeling uncertainties. In Sedfionh 4.3, thetsesf
these tests are used to establish quantitative bounds onitence
parameters in Eqii._15 to be used in our cosmological paramete
analysis.

B1 Halo model parametrization

InlReid et al.|(2008) we adopt the following parametrizafiorthe
average number of LRGs in a halo of madds(Zheng et al. 2005):

<N(M)> = <Ncen> (1 + <Nsat>) (Bl)

(Neew) = £ |1+ ext (20820 M = 10810 Minin (B2)
2 OlogM

(Noa) = (M_T]Yt)a : (B3)

For our adopted fiducial cosmological model, we findgar ~
0.6—0.9 in order to match the amplitude of the observed large scale
clustering of the LRGs; the exact parameter values usedierge

the mock catalogues are giverLin Reid etlal. (2008). Sincedhle
dependence of halo bias varies with halo mass atthé% level at

(© 0000 RAS, MNRASD00, 000—-000

constructed halo density fields.

We consider two possible sources of deviation from our as-
sumed galaxy distribution within haloes. The first is thatam
casion an isolated LRG in our sample is not the ‘central’ xjala
in its halo, but a satellite galaxy, while the ‘central’ galan that
halo is not selected by our sample cuts. We call this sitnatien-
tral misidentification’, and denote its probabilifye, -, assumed
independent of halo mass for simplicity. The brightest LR@&sin-
deed centrally concentrated, with80% of them within~ 0.27,
of the X-ray peak|(Ho et al. 2009). Lin & Mdhr (2004) similarly
find that 80% of the BCGs in their X-ray selected cluster sampl
are within~ 0.17,;-, and in the~ 8% of cases where the BCG is
outside0.57,;r, the second ranking galaxy in the group is within
0.17,ir. In some of these cases, both the first and second brightest
galaxies would be identified as LRGs; van den Bosch et al.400
showed that the luminosity difference between first and rsgco
brightest galaxies in massive groups is typically smalkhis sit-
uation there would be no error in our catalogues since we atre n
assigning luminosities to our mock LRGs. From these studies
would expectfeen,err < 0.2 for the halo mass scales probed
by these studiesy/ > 1014M@, and it is reasonable to assume
this holds at lower masses where there are fewer massiveiggla
per halo. We therefore choogger,.» = 0.2 as our ‘optimistic’
value in the cases we consider in Hig]B1. Using a galaxy group
and cluster catalogue from SDSS (Yang et al. 2007), Skibbé& et
(prep) find that the fraction of clusters in which the centrallaxy
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is fainter than the brightest satellite 4s 30% in the mass range
M ~ 10" — 10" Mg, and~ 40% for M ~ 10'* — 10" M.

It is not clear what these results imply for the LRG galaxy sam
ple, but the parametefec,, .-~ aims to encompass this case. We
choosefcen,err = 0.4 @s our ‘conservative’ estimate for the cases
we consider in Fid, BL1.

The second situation we consider is the breakdown of our
assumption that the central galaxy has no peculiar motigh wi
respect to the mean velocity of the halo dark matter. Anyeoffs
with respect to the halo centre implies that central gakvese
moving with respect to the halo centre (van den Boschlet 8520
Skibba et al. prep). We call this situation central-hal@eiy bias
and parametrize the amplitude i, = 0%, /0%, the ratio of
the mean square velocity of the central galaxy to the halk ihat-
ter..Skibba et al! (prep) finbl,.; ~ 0.1 once central misidentifica-
tion has been accounted for. This small value is negligibteofir
purposes, so we sét.; = 0 in the ‘optimistic’ and ‘conservative’
cases we consider in Fig._B1. However, Coziol etlal. (2009) fin
byer ~ 0.3 for brightest cluster members. This quantity is difficult
to extract from observations, and itis not clear how theditere re-
sults apply to the LRG sample because of the color-magnitutie
defining the LRG selection. We dgt.; = 0.6 in the ‘extreme’ case
we consider in Fid, Bl1.

On the large scales of interest, the effect of nonz&eq err
or b, is to give the mock galaxies a velocity with respect to
the halo centre. In Figure_B1 we show the impact of nonzero
central galaxy velocities on the recoverddl,;,(k,p) for the
three cases we described above. In the ‘optimistic’ casesate
(feen,errybuet) = (0.2,0); in the ‘conservative’ case, we set
(feen,errsbuer) = (0.4,0); and in the ‘extreme’ case, we set
(feen,err, buet) = (0.2,0.6). To construct mock catalogues in each
of these cases we leave the real space distribution of galéixed.
To mimic central misidentification, we replace the centalbgy’s
velocity with the velocity of a randomly selected dark mafiar-
ticle halo member. For central-halo velocity bias, we replthe
central galaxy velocity witl,c;vyqn, Wherev, is the velocity of
arandomly selected dark matter particle halo member. Fopeo-
ison, we also outline both our fiducial nuisance functionstaints
(2% deviation at: = 0.1 h Mpc~! and 5% atc = 0.2 h Mpc~!)
and the conservative nuisance function constraints (4%atiew at
k = 0.1hMpc~! and 10% atc = 0.2 h Mpc~!) established in
Sectior[4.B. The ‘optimistic’ case is well within the fidulciraui-
sance constraints, and the ‘conservative’ case is wellinvithe
conservative nuisance constraints. The ‘extreme’ casegVer, ex-
ceeds the conservative nuisance constraints for0.17 h Mpc L.

In Section[b we also evaluate the cosmological parameter con
straints whenPy,;,(k, p) is calibrated using the power spectrum
of the ‘extreme’ velocity dispersion model in order to derivlimit

on the systematic errors on our final results.

B3 Comparison of mock and observed CiC group statistics

In Table[B1 we present CiC group multiplicity functions naim
ized by the number of galaxies per sample for two sets of dglin
parametersAr; < 0.8 h~! Mpc, Av, = 1800 km s~! (these
are the parameters used to define our CiC groups and rectatstuc
halo density field forPy.;.(k, paa)) andAr, < 1.2 b~ Mpc,
Av, = 1800 km s~!. The second CiC multiplicity function com-
puted with largerAr is used to demonstrate consistency between
the mock and observed catalogues. If the observed satglagies
were significantly less concentrated than in our mock cgtads,

we would detect these galaxies whm, is increased.
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Figure B1. We compare three models including central galaxy velodiy d
persion to our fiducial model with no central galaxy veloaditigpersion
(feen,err = byer = 0) by showing the ratio 0P, ;. (k, pra) for the
models. The dashed curve hfsn, crrr = 0.2, bye; = 0 (‘optimistic’);
the long dashed curve hgsen,err = 0.4, by = 0 (‘conservative’); the
dash-dot curve hageen,err = 0.2, bye; = 0.6 (‘extreme’). The straight
lines show our fiducial (solid) and conservative (dottedsance parameter
constraints determined in Sectionl4.3.

The observed groups contain 2158 LRGs that were as-
signed redshifts by the fiber collision correction. Accaglito
Reid & Spergell(2009), where colors are used as a redshiftand
tor, up to~ 36% of these may be erroneous assignments; correct-
ing this would remove~ 780 galaxies from the observed groups.
We find 6.2% of the observed galaxies are ‘satellite’ gakxis-
ing the reconstructed haloes, or 5.5% if we apply a corradio
erroneous fiber collision assignments, while our mock ogtats
have 5.9%. The structures of the multiplicity functions gemer-
ally similar. Since our mock catalogues were designed taimtis
measurement but for LRGs selected as in Zehavilet al. (2805),
level of agreement is as expected. We verify that the agreeexe
tends to the multiplicity function when we adjust the grouplfhg
parameterAr; to be 50% larger. Accounting for the possible con-
tamination from fiber collision corrections, which is likeb man-
ifest mostly atngroup = 2, We see that in general the observed dis-
tribution is smaller than in the mock catalogues at all nplittities
and for both values afAr . This result may be understood as one
or more of three possibilities: the mocks having too manglkegs
altogether, different amounts of contamination from ilaeers due
to errors in the small-scale two-halo redshift space catia func-
tion, or a tighter distribution of satellite galaxies abthe central
one in the mocks. An error of the first kind would result in nooer
in the reconstructed density field; errors of the other kimdsld re-
sult in small changes to the effective shot noise or FOG featin
the density field. The last line in TaHleB1 shows that theedifhce
in the effective one halo term derived from the mock and ofesér
catalogues i< 2% of the total shot noise correction. Since the dif-
ference betwee®'"7,,, measured af\r; < 0.8 h~! Mpc and
Ar; < 1.2 h~! Mpcis less for the observed catalogues compared
with the mocks, we cannot be missing significant contrimgito
P!" due to a less concentrated distribution of the satellitexjas
in the observed haloes compared with the simulated ondsrrat

(© 0000 RAS, MNRASDOG, 000-000
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Ngroup NCiC,obs (n) NCiC,mock (n) Nbig,obs(n) Nbig,mock(n)
2 5283 4717 6432 6280 T T
3 539 658 899 1076 I |
4 110 124 198 252 0.006 - 1
5 26 28.2 39 71.4 L
6 7 7.68 27 22.9
7 1 2.32 5 8.65 I
8 3 0.78 5 3.34 r
9 0 0.30 0 1.39 0.004 |
10 0 0.10 0 0.66 '§
Py 0.144 0.143 0.205 0.225 % I
Table B1. The observed and mock catalogue CiC group multiplicity func
tions of groups withng,oup galaxies for our fiducial group finding param- I
etersAr | 4. = 0.8 =1 Mpc, Av, = 1800 km s~1 and for a bigger 0.002 |- -
AT maz = 1.2 h~1 Mpc. The final row shows the ratio of the one-halo L
shot noisePLl’;w (Eqn[20) to the standard shot noise correctign, rc .-
the increase in the number of groups comes from the increase i I I

10

contamination from galaxies residing in nearby haloes. fihai Aryp D! Mpe

conservative nuisance parameter bounds, discussed iioiHdd,
allow an error of the order of 40% in the one-halo shot noide su
traction. Also note that because the maximum line of sight se
aration Av, = 1800 km s™! or ~ 20 h~* Mpc) is so large,
the model CiC multiplicity functions are nearly identicahan we
consider the model with ‘extreme’ central galaxy velocitgpbr-
sion. Finally, adding some spatial dispersion of the cégtikaxies
would slightly reduce the number of CiC groups for an otheewi
fixed catalogue; this may bring the models and observatiotts i
even closer agreement.

We compute the line of sight separation of galaxies in thessam
CiC group as a probe of the accuracy of our model galaxy veloci
ties at the high halo mass end, where there is more than one LRG
per halo. The comparison is complicated by the presence @f fib
collision corrected galaxies, since their redshifts atdicially set
to that of another galaxy in their group. We discard all suciugs,
and discard an equal fraction at eagh .., in our mock sam-
ple. The resulting distributions are shown in Hig] B2. Thedidl
mocks with no central galaxy velocity dispersion appearttthé
data better, though neither matches the observed sharphtss
rise at small separations. Note that the fiducial mock cgtede
with no velocity dispersion are determined only by the obseér
Ncic(ngroup); NO free parameters have been adjusted to match
the observed velocity distribution. This comparison iadiés that
the residual FOG features in the reconstructed observedacH
halo density fields will be in satisfactory agreement.

Figure B2. Solid line with error bars is the observed probability that a
galaxy has a member of its CiC group with a separatlory, s along
the line of sight for pairs of galaxies identified as pairs bg CiC crite-
ria, once all groups containing a fiber collision galaxy amoved. Error
bars indicate fractional errors af/v/N(A(rLos), giving a sense of the
Poisson level of uncertainty in the measurement withousicleming the
contribution from cosmic variance. The dashed line is theeeted distri-
bution for our model with no central galaxy velocity dispers and the
dot-dashed line is for the model with central galaxy velodispersion.
Note thatAr;os = 1 h~! Mpc corresponds td\v ~ 115 km s~ ! for
the redshift distribution of our sample.

AP(k) would be a simple shot noise, but in redshift space we ex-
pect the detailed\ P(k) to result from the transfer of power be-
tween scales caused by the FOGs, making(k) dependent on
the underlying power spectrum shape. We will ignore thisspos
ble < 10% level modification to the expected P(k) since we
have demonstrated good agreement between the shape oftcke mo
and observed halo power spectra. The lower short dashed ourv
Fig.[B3 shows the predicted P(k) from our mock catalogues,
the upper short dashed curve shows the predictét{ k) scaled

by a factor of 1.5, and the solid curve shows(k) for the ob-
served spectra. The observAdP (k) is clearly shallower than the
predicted shape.

A crucial difference between the observed and mock LRG
density fields is the application of fiber collision correcis dis-
cussed in Sectidn 2.1 in the observed density field. 215&igala
without spectra were added to the LRG sample and assigned the
redshift of the nearest LRG, while the CiC group multiplcie-
sults in Tabld Bl indicate that 6857 galaxies are ‘sateljedax-
ies. First, sincev 36% of the fiber-collision corrections are erro-

B4 Comparison of Py,q;, (k) and Prre (k)

In this subsection we examine the difference between therobd
redshift space monopole spectru?ﬂm(k) (no density field pre-
processing of FOG features) and the power spectrum of therec
structed halo density field?,q.,(k), and compare with our mock  neous |(Reid & Spergel 2009), we expect an additional shatenoi
galaxy catalogues. This comparison provides an additioorasis- of ~ 125(h~* Mpc)® from these galaxies, which are not repre-
tency check between the mock and observed LRG catalogues, an sented in our mock catalogues. Second, the fiber collisimected
quantifies the effect of the halo density field reconstructitep on galaxies that are physically associated with a neighbdriRG will
the measured power spectrum shape. change the distribution oA P(k) relative to the mocks because

We consider their line of sight separation from the neighboring galagg been

_ 2 eliminated. The long dashed curves in fig] B3 shows that we ca

AP(k) = Prra (k) — breiPhato(k) match the observed P(k) as a sum of the mock catalogieP (k)
whereb...; is a constant that parametrizes the enhancement of theand a shot noise (ﬁ‘OO(h’1 Mpc)3. The AP(k) for the observed

(B4)

overall bias when satellite galaxies are included, siney tbhc- 1
cupy the most highly biased regions. In real space on larglesc

(© 0000 RAS, MNRASD00Q, 000—-000

spectra is consistent with a constant powerior. 0.2 h Mpc™
and amounts to a significant difference between the two spect
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Figure B3. The solid curve is the difference between the observed igpect
Praio(k) andPp pe (K), the lower short-dashed curve is the predicted dif-
ference from our simulated catalogues, and the upper slastied curve
is the same curve but scaled by a factor of 1.5. The scale depea of
AP(k) is smaller for the observed spectra than for the simulatgsuilts.
Furthermore, there is some uncertainty in the appropriateevof b,..;,
which changes the shape &fP (k). However, at highk, the prediction is
robust to changes ity..; sinceP (k) is small. The long-dashed curves show
AP,k (k) + 200(h~! Mpc)? for several values ob,..;. This demon-
strates that the difference betweé¥,;, (k) and P;, rc (k) is consistent
with the difference measured in the simulated catalogutteitxcess shot
noise from fiber collisions is accounted for. Moreover, tlifetence be-
tween the observed halo and LRG spectra is large comparkdheitstatis-
tical errors on the bandpowers.

~ 8% atk = 0.1hMpc~! and~ 18% atk = 0.2hMpc™'.
Therefore, differences in the preprocessing of the LRGidefisld
can lead to changes (k) much larger than the statistical errors
on the measurements, which could then be propagated tc énror
the derived cosmological parameters. Note that the recarstl
halo density field is basically unaffected by errors in thesetpair
fiber collision correction applied to the data, since theslkevges
are all assigned to haloes containing other LRGs already.

In summary, the difference betweéﬁi’nazo(k) and PLRG(k:)
can be understood once we account for the effects of fibeir coll
sions, and the model predictiof ... (k, p) are robust to any un-
certainty associated with these effects.

B5 The effect of luminosity-weighting onPhalo(k:)

A further subtle difference between the mock and observéad ha
power spectrum is that the mock catalogues were evaluated us
a redshift snapshot with constant r, and luminosities were not
assigned to the mock LRGs; each reconstructed halo is vegight
equally when computing the overdensity field. To verify tinet lu-
minosity weighting used to compute tlif?galo(k:) does not signif-
icantly alter the relative amplitude of the shot noise talttpower
compared with our mock catalogues, we recomﬁ%ﬁmo(k) from
the data with luminosity-independent weights from Feldragal.
(2994):

bL) = 1 (B5)
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Figure B4. Ratio of the power spectra computed using the weights in
Eqn[B8 to the standard Percival et al. (2004) weighting sehafter rescal-
ing the overall normalization. We also overplBy;,, (k) /Pnw (k) for our
fiducial model to demonstrate no correlation between thellshéts in

the measured power spectrum and expected BAO feature sEtow the
fractional errors o, 41 (k), vCii / Phaio (k).

1
Ly = ——— B6
w(r ) 1+ PoﬁLRG ( )
where P, = 10000(h™" Mpc)®. Fig.[B4 shows the ratio of

the observed spectra with our fiducial weights compared thigh
luminosity-independent weights. The good agreement etiainge

k where the power is small indicates there is no significariedif
ence from the shot noise subtraction between these two tirggh
we find no statistically significant change in the power speuat
shape. Moreover, the change in the windowed theory power- spe
trum due to the change in weights is negligible (0.1%), indi-
cating that the window function will not be sensitive to treatjc-
ular weighting choices of Sectidd 2 for reconstructed haloen-
taining more than one galaxy. While the luminosity-weightis
critical for the SDSS main sample_(Tegmark el al. 2004b), [Big
shows that the LRGs are close to volume-limited over muchef t
redshift range of the sample; it is therefore unsurprisimat the
Feldman et al! (1994) and Percival et al. (2004) weightifgeetes
produce nearly identical power spectra for the LRG sample.

B6 Checking the cosmological dependence of the model

Our model usesiALOFIT to describe the cosmological parameter
dependence of the non-linearity in the matter power spegtamnd

is calibrated from/N-body simulations at the fiducial cosmology
(Egn.[I3). Belowk = 0.1 h Mpc~?!, the dark matter power spec-
trum is linear at the 1% level, apart from the BAO damping, and
it is only ~ 15% larger than the linear one &t= 0.2 h Mpc™*.
Using the publicly available WMAPB.CDM MCMC chain, we
find Phatot (k)/ Piin (k) changes by~ +2% for k£ < 0.2 in the
space of cosmologies allowed by the WMAPS data alone; thoe err
on this small correction will therefore be well below 1%. Téfere

we expect the model of the non-linear matter power spectaum t
be accurate at the 1% level atk = 0.1 hMpc~* and~ 1% at
k=0.2hMpc~t.
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P(k)/P,.(k)

Figure B5. Agreement betweeRy,q10.w a4 P3(k)/ Prw (k, PwarApPs)
measured from the catalogues_ in Reid & Spergel (2009) basexhdv-
body simulationz = 0.2 snapshot with WMAP3 cosmological parameters
(points with error bars) vs. the model prediction from Eqreléy zar =
0.235.

We use the LRG catalogues from Reid & Spergel (2009)
evaluated at the WMAP3 preferred cosmological parameters
(Qm, Q, Qa,ns,08,h) = (0.26,0.044,0.74,0.95,0.77,0.72)
atz = 0.2 with Ly, = 1 ™! Gpc to test the cosmological de-
pendence of our moddP,.;,(k, p) in Eqn.[13. We plot a mock
catalogue power spectrufqio,waraprs(k)/Pnw(k, Pwarars)
against ourPrai0(k, p) model predictions for a NEAR subsam-
ple in Fig.[B5 to demonstrate the agreement both in the BA® fea
tures and overall shape of the deviation oukte: 0.55 h Mpc~*.
x2 = 96.6 for 86 DOF § < 0.55) andx? = 29.1 for 31 DOF
(k < 0.2). This provides further evidence that the cosmological
dependence of our modéh,..;,(k, p) is sufficiently accurate for
the SDSS DR7 data, which probe a somewhat smaller volume.

APPENDIX C: EFFECTS OF CENTRAL GALAXY
VELOCITY DISPERSION AND NUISANCE
PARAMETERS

In Sectior 4 we established that the largest remaining krsmunce
of systematic uncertainty is the central galaxy velocitspéirsion.
To test the impact of this uncertainty on the cosmologicai-co
straints, we reevaluate th@;mlo(kz) likelihood surface using the
‘extreme’ velocity dispersion model in AppendixIB2 to caite
the model P40 (k, p). The maximum likelihood points for the
fiducial, no velocity dispersion model (cross) and the ‘exte’
velocity dispersion model ("X’) are shown in the upper leénel
of Fig.[C1. The systematic shift in the contours between #re z
and extreme central velocity dispersion model is small canegb
to the width of theAy? = 2.3 constraint (dotted curve). When
we marginalize over nuisance parametgrs:;, andaz, Ax? be-
tween the maximum likelihood model values for the zero and ex
treme velocity dispersion models is 0.3. If one instead adopts
the a1, a2, andb? values which minimizex?, the shift decreases

to Ax? ~ 0.1; the difference is because the preferred nuisance pa-

rametersz; andas in the no velocity dispersion model are closer

(© 0000 RAS, MNRASD00, 000—-000

to the boundary of the allowed values. Thesg? values are ap-
proximately the same when considering a fit to the model with
or without BAO wiggles. This shift is small compared to tha-st
tistical errors, and since the velocity dispersion modeisodered

is extreme compared with the available estimates in theatiiee
(Skibba et al. prep; Coziol etial. 2009), we can safely neglds
systematic uncertainty in the present analysis.

Within our fiducial nuisance parameter bounds and us-
ing our fiducial model with no central galaxy velocity dis-
persion, we have verified that the effect of the nuisance pa-
rameters in Eqn[_15 is small on thé’halo(k) cosmologi-
cal parameter constraints. The preferred nuisance pagssnet
are off-center in the allowed:y — a2 space, although not
at the boundary:(Fuis(0.1 2 Mpc™")/b3) 0.016 and
{(Fruis(0.1hMpc™) = Fruis (0.2 Mpe ™)) /b)) = 0.060 ,
where we have computed a likelihood-weighted average dwer t
DR7-only constraints. The upper right panel of Aig.] C1 shows
Ax? = 2.3,6.0, and 9.3 contours wher@é, = a» = 0 andb?
is varied to minimizeyx? (dashed contours) compared to our fidu-
cial marginalization ovebZ, a; andas (solid contours). Allowing
nuisance parameters to account for our imperfect modetitgdes
both a small shift and widening of the likelihood surfaceeTif-
ference in the contours is negligible whehis evaluated instead at
the values:; anda, that minimizey?. Therefore the hard boundary
we impose i1 — a2 space does not seriously affect the likelihood
contours, andi; anda» are not strongly degenerate with the cos-
mological parameters constrainedﬁyalo(k) whena; anda, are
tightly constrained by the arguments in Secfiod 4.3.

However, when one substantially relaxes the constraints on
the nuisance function, the constraints from the power spect
shape degrade. The lower right panel of [Eig] C1 shows how the
x? = 2.3,6.0, and 9.3 constraints relax when anda. are cho-
sen to minimizey? such thatF,,is(k = 0.1 hMpc™1) /b3 < 0.2
and Fr,uis(k = 0.2 h Mpc™1) /b3 < 0.5. While the constraints on
rs/Dv(0.35) are unchanged, the shape information is degraded.
The effects of scale dependent halo bias are well below thlese
lowed deviations| (Smith et al. 2007), and we have arguedaimat
reconstruction of the halo density field should leave muchlien
uncertainties as well. The dashed contours in the lowet fighel
of Fig.[C1 show a further broadening of the constraints wign
anda, are varied without restriction to minimize®. For compar-
ison with the adopted nuisance restrictions, the bottott pgnel
of Fig.[C1 also shows the regions where the best-fitting meisa
parameters satisfy,.:s(k = 0.1 hMpc™)|/b3 < 0.04 (solid
lines) and|Fruis(k = 0.2 hMpc™1)|/b3 < 0.1 (dashed lines).
The width of this region is smaller than the statistical esrde-
rived from the shape constraint, which are shown in the ufger
panel. Consequently, it is unsurprising that our marghealilike-
lihood contours with the fiducial nuisance restrictionsidtvonly
slightly from the contours where, = a2 = 0. Finally we note that
for the models with and without velocity dispersion, theelikood-
weighted best-fitting nuisance functions have small deiatfrom
one atk = 0.1 hMpc™* (< 2%), the region containing most of
the shape information. The two models differ in the quasdir
regime: ( (Fuis (0.1 AMpc™") = Fruis (0.2 Mpe™)) /b3
—0.033 for the velocity dispersion model and 0.060 without veloc-
ity dispersion. However, we cannot distinguish betweemaig}
dispersion and other modeling uncertainties to explairskiape of
the nuisance function preferred by the data. Moreover,qutie
velocity dispersion model does not improve the ovexdllof the
fit.
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Figure C1. Effects of velocity dispersion and nuisance parametersoosteaints from the LRG DRP;Lal(,(k) for a ACDM model. In each panel we hold
Qph2 = 0.02265 andns = 0.960 fixed. Upper left panel Ax? = 2.3 and 6.0 contours for thé’;ml(,(k) fit to a no-wiggles model with no central velocity
dispersion (solid) and extreme velocity dispersion (ddshEheAx? = 2.3 for the fiducial model with BAO features is shown for comparnisy the dotted
line. The cross shows the maximum likelihood point for oundidl model, while the 'X’' shows it for the extreme velocitisgdersion model. The solid line
indicatesr, /Dy, (0.35) = 0.1097, demonstrating that adopting the velocity dispersion rhetiéts the likelihood surface along constant/ Dy (0.35).
Upper right panel Ax? = 2.3,6.0, and 9.3 contours. The solid contours use our fiducial maligateon overb?, a1, andas (as in Fig[%), while in the
dotted contours fix; = az = 0 andb? to the value which minimizeg?. Lower left panel The solid contours as in Figl 5, while the dashed contolkes ttze
minimum x2 value for which| F'(k = 0.1 hMpc™1)| /b2 < 0.2 and|F(k = 0.2 h Mpc™1)|/b2 < 0.5. Lower right panel The solid contours as in Fill 5,
while the dashed contours minimiz€ with no restrictions om; andas. For comparison with the fiducial nuisance restrictions, ghlid lines enclose the
region where for the best-fitting?, | F'(k = 0.1 hMpc™1)|/b2 < 0.04 and the dashed lines enclogé(k = 0.2 A Mpc™1)[ /b2 < 0.1.

We conclude that, for this data set, the statistical erroes a
comfortably larger than the errors from modeling uncetiem
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