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Abstract—We analyze Asynchronous Carrier Sense Multiple Access (CSMA) policies for scheduling packet transmissions in multihop wireless networks subject to primary interference constraints. While the (asymptotic) achievable rate region of CSMA policies for single-hop networks has been well-known, their analysis for general multihop networks has been an open problem due to the complexity of complex interactions among coupled interference constraints. Our work resolves this problem for networks with primary interference constraints by introducing a novel fixed-point formulation that approximates the link service rates of CSMA policies.

This formulation allows us to derive an explicit characterization of the achievable rate region of CSMA policies for a limiting regime of large networks with a small sensing period. Our analysis also reveals the rate at which CSMA achievable rate region approaches the asymptotic capacity region of such networks. Moreover, our approach enables the computation of approximate CSMA link transmission attempt probabilities to support any given arrival vector within the achievable rate region. As part of our analysis, we show that both of these approximations become (asymptotically) accurate for large networks with a small sensing period. Our numerical case studies further suggest that these approximations are accurate even for moderately sized networks.

Index Terms—Asymptotic Capacity Region of Wireless Networks, Carrier-Sense Multiple Access, Fixed-Point Approximation, Throughput-Optimal Scheduling.

I. INTRODUCTION

The design of efficient resource allocation algorithms for wireless networks has been an active area of research for decades. The seminal work [38] of Tassiulas and Ephremides has pioneered a new thread of resource allocation mechanisms that are throughput-optimal in the sense that the algorithm stabilizes the network queues for flow rates that are stabilizable by any other algorithm. This and subsequent works (e.g. [36], [1], [10], [34], [32], [26], [11]) have proposed schemes that use queue-lengths to dynamically perform variety of resource allocation decisions, including medium access, routing, power control, and scheduling.

Scheduling (or medium access) has traditionally been the most computationally heavy and complex component of resource allocation strategies due to the interference-limited nature of the wireless medium. The queue-length-based policies typically have scheduling rules that use the queue-length information to avoid collisions while prioritizing the service of more heavily loaded nodes. However, due to the coupling between the interference constraints of nearby transmissions, such scheduling decisions can require highly complex and centralized decisions. This observation has motivated high research activity in the recent years for the development of distributed and low-complexity implementations of queue-length-based schemes (e.g. [37], [13], [7], [25], [8], [30], [41], [9], [42], [19]). Also, random access strategies have been investigated in a number of works (e.g. [22], [24], [39], [6], [16], [14], [35]) that achieve a fraction of the capacity region. In the case of primary interference model and general network topology that we consider, this fraction is $1/2$ and is tight (i.e. there exist networks for which no rate outside half of the capacity region can be supported). These results have suggested that a significant portion of the capacity region may need to be sacrificed to achieve distributed implementation with random access strategies. Besides performance degradation, the practical implementation of existing resource allocation policies are also complicated by several factors: they usually rely on global synchronization of transmissions and require a fair amount of information sharing (typically in the form of queue-lengths) between nodes to perform decisions.

In this work, we consider an alternative class of random access strategies with favorable complexity and practical implementability characteristics. In particular, we investigate Carrier Sense Multiple Access (CSMA) policies in which nodes operate asynchronously and sense the wireless channel before making an attempt to transmit a packet, which may result in collisions. We analyze such asynchronous CSMA policies for scheduling packet transmissions in multihop wireless networks subject to collisions under primary interference constraints. For a limiting regime of large networks with a small sensing period, we derive an explicit characterization of the achievable rate region of CSMA policies. While an explicit characterization of the (asymptotic) achievable rate region of CSMA policies has been established in the special case of single-hop networks, their analysis for general multihop networks has been an open problem due to the complexity of the interactions among coupled interference constraints. Our work resolves this problem for networks with primary interference constraints through the introduction of a novel fixed point formulation that approximates the link service rates of CSMA policies.

The main contributions of the paper are as follows:

- We provide an analytical fixed-point formulation to approximate the performance of asynchronous CSMA poli-
cies operating in multi-hop networks subject to collisions with primary interference constraints. Our formulation makes interesting connections to work by Hajek and Krishna on the accuracy of the Erlang fixed point for stochastic loss networks [17], [20]. While our technical development focuses on the primary interference model, we note that it suggests a general approach that can be used to handle higher-order interference models.

- We rigorously show that our fixed point formulation to approximate the performance of asynchronous CSMA policies is asymptotic accurate under an appropriate limiting regime where the network size becomes large. We also demonstrate through simulation results that such accuracy is achieved for moderately sized network. This is especially important since it suggests that the approximation will be useful even in realistic networks.

- We utilize the fixed-point formulation to characterize the achievable rate region of our CSMA policies, and further provide a constructive method to find the transmission attempt probabilities of a CSMA policy that can stably support a given network load in the achievable rate region. To the best of our knowledge, this constitutes the first such characterization of CSMA achievable rate region in multi-hop networks with the explicit incorporation of collisions.

- We show that for large networks with a balanced traffic load, the CSMA achievable rate region takes an extremely simple form that simply limits the individual load on each node to 1, which is the maximum supportable load. This result together with the previous shows that the capacity region of large multi-hop wireless networks (asymptotically) takes on a very simple form.

The rest of the paper is organized as follows. We start by noting several relevant works in the context of CSMA policies in Section II. In Section III, we define our system model, and in Section IV we describe the class of CSMA policies we consider in this paper. In Section V we provide a summary and discussion of our main result, as well as an overview of the analysis. We provide our fixed point formulation and prove its asymptotic accuracy in Sections VI and VIII, respectively. Then, in Section VII and IX, we provide a characterization of the achievable rate region of the class of CSMA policies, and show that it is asymptotically capacity achieving. We end with concluding remarks in Section X.

II. RELATED WORK

In this section, we provide a summary of the work on CSMA policies for single-hop and multihop networks that is most relevant to the analysis presented in this paper, and note the key differences of our work in this paper.

For single-hop networks where all nodes are within transmission range of each other, the performance of CSMA policies is well-understood [3]. Furthermore, the well-known “infinite node” approximations provides a simple characterization for the throughput of a given CSMA policy, as well as the achievable rate region of CSMA policies, in the case of a single-hop networks [3]. This approximation has been instrumental in the understanding of the performance of CSMA policies, as well as for the design of practical protocols for wireless local area networks. For the case where nodes are saturated and always have a packet to sent, the achievable rate region of CSMA policies is easily obtained [5]. For the case where nodes only make a transmission attempt when they have a packet to transmit has also recently been studied [5], [28].

For general multihop networks, results for CSMA policies are available for idealized situation of instantaneous channel feedback. This assumption of instantaneous channel feedback allows the elimination of collisions, which significantly simplifies the analysis, and allows the use of Markov chains to model system operation. Under such an instant feedback assumption, an early work [4] has shown that the stationary distribution of the associated Markov chain takes a product form. A more recent work [18] has utilized such a product-form to derive a dynamic CSMA policy that, combined with rate control, achieves throughput-optimality while satisfying a given fairness criterion. Similar results with the same instantaneous feedback assumption have been independently derived in [33] in the context of optical networks and later extend to wireless networks [29]. Another relevant recent work [27] suggests a way of handling collisions under the synchronous CSMA operation.

Our approach differs from much of this literature in that we do not assume instantaneous feedback or time synchronization, and explicitly consider collisions, which are unavoidable in a real implementation. The incorporation of possible collisions require the development of a completely different modeling of the CSMA performance than the continuous-time Markov chain model used for the aforementioned idealized setup. Instead, we develop a novel fixed-point approximation for a specific interference model, and show its asymptotic accuracy.

An important byproduct of this development is the quantification of the proximity of the CSMA achievable rate region to the limiting capacity region as a function of the sensing period level. Such information will be extremely helpful in determining how small the sensing period should be to achieve a desired fraction of the capacity region.

Clearly, a non-zero sensing period, however small, must be considered in the CSMA operation to account for the propagation delay associated with transmissions. Yet, the inclusion of such a factor creates non-zero probabilities of collisions. Thus, in order to keep the collision level at a small level, the aggressiveness of the CSMA policy must depend on the particular value of the sensing period for the given system. In our development, we explicitly determine this connection and provide a constructive method to determine the CSMA parameters as a function of the sensing period. Moreover, in this paper we consider a completely asynchronous CSMA operation, which relaxes any synchronism assumptions amongst the nodes that will facilitate its practical implementation. Such a relaxation creates many technical challenges, which are resolved in this paper.

III. SYSTEM MODEL

Network Model: We consider a fixed wireless network composed of a set N of nodes with cardinality N, and a set L of
directed links with cardinality \( L \). A directed link \((i, j) \in \mathcal{L}\) indicates that node \( i \) is able to send data packets to node \( j \). We assume that the rate of transmission is the same for all links and all packets are of a fixed length. Throughout the paper we rescale time such that the time it takes to transmit one packet is equal to one time unit.

For a given node \( i \in \mathcal{N} \), let \( \mathcal{U}_i := \{ j \in \mathcal{N} : (j, i) \in \mathcal{L} \} \) be the set of upstream nodes, i.e., the set containing all nodes from which \( i \) can receive packets. Similarly, let \( \mathcal{D}_i := \{ j \in \mathcal{N} : (i, j) \in \mathcal{L} \} \) be set of downstream nodes, i.e., the set containing all nodes \( j \) which can receive packets from \( i \). Collectively, we denote the set of all the neighbors of node \( i \) as \( \mathcal{N}_i := \mathcal{U}_i \cup \mathcal{D}_i \). Also, we let \( \mathcal{L}_i := \{(i, j) : j \in \mathcal{D}_i \} \) be the set of outgoing links from node \( i \), i.e., the set of all links from node \( i \) to its downstream nodes \( \mathcal{D}_i \) (see Fig. 1 for an example).

![Fig. 1. Example of a network where two routes \( f \) and \( g \) given by \( R_f = \{ (s_f, i), (i, j), (j, v), (v, w), (w, d_f) \} \) and \( R_g = \{ (s_g, k), (k, i), (i, j), (j, n), (n, d_g) \} \). In this network: the set of upstream neighbors of node \( j \) is given by \( \mathcal{U}_j = \{ i, v \} \); the set of downstream neighbors of node \( j \) is given by \( \mathcal{D}_j = \{ i, s_g, n, v \} \); the set of outgoing links of node \( j \) is given by \( \mathcal{L}_j = \{(j, i), (j, s_g), (j, v), (j, n)\} \); the set of links that interfere with \((i, j)\) is given by \( \mathcal{I}(i, j) = \{(j, i), (s_f, i), (i, k), (k, i), (j, s_g), (j, v), (v, j), (j, n)\} \); the mean rate on link \((i, j)\) is given by \( \lambda_{i(j)} = \lambda_f + \lambda_g \); and the load on node \( i \) is \( \Lambda_i = 2\lambda_f + 2\lambda_g \).

Throughout the paper, we assume that \( \mathcal{U}_i = \mathcal{D}_i \), for all \( i \in \mathcal{N} \) so that we have \( \mathcal{U}_i = \mathcal{D}_i = \mathcal{N}_i \), for each \( i \in \mathcal{N} \). This assumption simplifies the notation as we can use a single set \( \mathcal{N}_i \) to represent both \( \mathcal{D}_i \) and \( \mathcal{U}_i \). Our analysis can be extended to the more general case requiring only notational changes. Thus, henceforth we will describe a network by the tuple \((\mathcal{N}, \mathcal{L})\).

**Interference Model:** We focus on networks under the well-known primary interference, or node exclusive interference, model [21], [40], defined next.

**Definition 1** (Primary Interference Model). A packet transmission over link \((i, j) \in \mathcal{L}_i\) is successful if only if within the transmission duration\(^1\) there exists no other activity over any other link \((m, n) \in \mathcal{L}\) which shares a node with \((i, j)\). For each link \( l \in \mathcal{L}\), we use \( \mathcal{I}_l \) denote the set of links \( l' \in \mathcal{L}\) that interfere with link \( l \), i.e., the set of all links \( l' \in \mathcal{L}\) that have a node in common with link \( l \).

\(^1\)Notice that our definition of interference model does not require a time slotted operation of the communication attempts, and hence applies to asynchronous network operation.

\( \Lambda \) is given by
\[
\Lambda_i(\lambda) := \sum_{j \in \mathcal{N}_i} [\lambda_{i(j)} + \lambda_{(j,i)}], \quad i \in \mathcal{N}.
\]

To keep the notation light, we will in the following at times use the notation \( \Lambda \) instead of \( \Lambda_i(\lambda) \).

**IV. POLICY SPACE AND CSMA POLICY DESCRIPTION**

In this section, we introduce the space of scheduling policies that we are interested in, and provide the description of CSMA policies that we consider. We also define the notions of stability and achievable rate region that we use for our analysis.

**A. Scheduling Policies and Capacity Region**

Consider a fixed network \((\mathcal{N}, \mathcal{L})\) with traffic vector \( \lambda := \{\lambda_r\}_{r \in \mathcal{R}} \) where \( \mathcal{R} \) is the set of routes used by the traffic, and \( \lambda_r, \lambda_r \geq 0 \), is the mean rate in packets per unit time along route \( r \in \mathcal{R} \). For a given route \( r \in \mathcal{R} \), let \( s_r \) be its source node and \( d_r \) be its destination node, and let
\[
\mathcal{R}_r = \{(s_r, i), (i, j), \ldots, (v, w), (w, d_r)\} \subset \mathcal{L}
\]
be the set of links traversed by the route. We allow several routes to be defined for a given source and destination pair \((s, d)\), \( s, d \in \mathcal{N} \).

Given the rate vector \( \lambda = \{\lambda_r\}_{r \in \mathcal{R}} \), we let
\[
\lambda_{i(j)} := \sum_{r: (i, j) \in \mathcal{R}_r} \lambda_r, \quad (i, j) \in \mathcal{L},
\]
be the mean packet arrival rate to link \((i, j)\). Similarly, we let
\[
\Lambda_i(\lambda) := \sum_{j \in \mathcal{N}_i} [\lambda_{i(j)} + \lambda_{(j,i)}], \quad i \in \mathcal{N}.
\]
be the mean packet arrival rate to node \( i \in \mathcal{N} \) (see Fig. 1 for an example).

We characterize the network traffic by a rate vector \( \pi \) as the offered service rate \( \Pi \) and traffic vector \( \pi \).

**Definition 2** (Service Rate). For a given network \((\mathcal{N}, \mathcal{L})\), the offered service rate \( \mu_{l(i)}(\lambda) \) for link \( l = (i, j) \in \mathcal{L} \) under policy \( \pi \) and traffic vector \( \lambda = \{\lambda_r\}_{r \in \mathcal{R}} \) is equal to the fraction of time that policy \( \pi \) allocates for successfully transmitting packets on link \( l = (i, j) \) under the primary interference model, i.e., the fraction of time node \( i \) can send packets on link \( l = (i, j) \) that will not experience interference from any link \( l' \in \mathcal{I}_l \).

Let \( \mathcal{P} \) be the class of all policies \( \pi \) that have well-defined link service rates. Note that this class contains a broad range of scheduling policies, including dynamic policies such as queue-length-based policies that are variations of the MaxWeight policy [38], as well as noncausal policies that know the future arrival of the flows. We then define network stability as follows.
Definition 3 (Stability). For a given network \((N, L)\), let 
\(\mu^\pi(\lambda) = \{\mu^\pi_{(i,j)}(\lambda)\}_{(i,j)\in L}\) be the vector of link service rates of policy \(\pi\), \(\pi \in \mathcal{P}\), for the rate vector \(\lambda = \{\lambda_T\}_{T \in \mathcal{L}}\). We say that policy \(\pi\) stabilizes the network for \(\lambda\) if \(\lambda_{(i,j)} < \mu^\pi_{(i,j)}(\lambda), (i, j) \in L\).

This commonly used stability criteria [38] requires that for each link \((i, j)\) the link service rate \(\mu^\pi_{(i,j)}(\lambda)\) is larger than the arrival rate \(\lambda_{(i,j)}\). The capacity region of a network \((N, L)\) is then defined as follows.

Definition 4 (Capacity Region). For a given network \((N, L)\), the capacity region \(\mathcal{C}\) is equal to the set of all traffic vectors \(\lambda = \{\lambda_T\}_{T \in \mathcal{L}}\) such that there exists a policy \(\pi \in \mathcal{P}\) that stabilizes the network for \(\lambda\), i.e. we have

\[\mathcal{C} = \{\lambda \geq 0 : \exists \pi \in \mathcal{P} \text{ with } \lambda_{(i,j)} < \mu^\pi_{(i,j)}(\lambda), \forall (i, j) \in L}\].

B. CSMA Policies

In this paper, we are interested in characterizing the performance of CSMA policies that operate by actively sensing the channel activity and, when idle, performing random transmission of CSMA policies that operate by actively sensing the B. CSMA Policies

\(\lambda\) stabilizes the network for

Assumption 1. There exists a constant \(\beta\) to which we refer to as the sensing (or idle) period of a CSMA policy such that for all links \(l \in L\), we have that

\[\beta(l') \leq \beta, \quad l' \in I_l\].

Recall that throughout the paper we rescale the time such that the time it takes to transmit one packet is equal to one time unit. Hence, the duration of an idle period \(\beta\) is measured relative to the length of one packet transmission, i.e. if the length of an idle period is \(L_1\) seconds and the length of a packet transmission is \(L_p\) seconds, then we have \(\beta = L_1/L_p\).

For a fixed \(L_i\), the duration of an idle period \(\beta\) will become small if we increase the packet lengths. Hence, we can control the value of \(\beta\) by modifying \(L_p\) for a fixed \(L_i\).

Definition 6 (CSMA(p, \(\beta\) Policy). A CSMA policy is given by a transmission attempt probability vector \(p = (p_{(i,j)})_{(i,j)\in L} = [0, 1]^L\) and a sensing period (or idle period) \(\beta > 0\), that satisfies Assumption 1.

Given \(p\) and \(\beta\), the policy works as follows: each node, say \(i\), senses the activity on its outgoing links \(l \in L_i\). We say that \(i\) has sensed link \((i, j) \in L_i\) to be idle for a duration of an idle period \(\beta\) if for the duration of \(\beta\) time units we have that (a) node \(i\) has not sent or received a packet and (b) node \(i\) has sensed that node \(j\) has not sent or received a packet. If node \(i\) has sensed link \((i, j) \in L_i\) to be idle for a duration of an idle period \(\beta\), then \(i\) starts a transmission of a single packet on link \((i, j)\) with probability \(p_{(i,j)}\), independent of all other events in the network. If node \(i\) does not start a packet transmission, then link \((i, j)\) has to remain idle for another period of \(\beta\) time units before \(i\) again has the chance to start a packet transmission. Thus, the epochs at which node \(i\) has the chance to transmit a packet on link \((i, j)\) are separated by periods of length \(\beta\) during which link \((i, j)\) is idle, and the probability that \(i\) starts a transmission on link \((i, j)\) after the link has been idle for \(\beta\) time units is equal to \(p_{(i,j)}\).

In the event that the idle periods of two links \(l\) and \(l'\) that both originate at node \(i\) end at the same time, we use the following mechanism to prevent the possibility that node \(i\) starts in this case a transmission on both links \(l\) and \(l'\) simultaneously (leading to sure collision): letting \(\hat{L}_i(t)\) denote the set of links in \(L_i\) for which an idle period ends at time \(t\), for each link \(l = (i, j) \in \hat{L}_i(t)\) the probability that node \(i\) starts a transmission on link \(l\) at time \(t\) is given by

\[
(\hat{p}_{(i,j)}) / \left(\sum_{(i,j') \in L_i(t)} \hat{p}_{(i,j')}\right), \text{ independently of all other attempts by any node in the network.}
\]

Finally, we assume that packet transmission attempts are made according to above description regardless of the availability of packets at the transmitter. In the event of the absence of a data packet, the transmitting node transmits a dummy packet, which is discarded at the receiving end of the transmission (see also our discussion in Section X), but is counted in the service rate provided to that link.

We note that while all the nodes use the same sensing time \(\beta\) to detect whether a given link is idle, the actual time that it takes a node to detect that another node has stopped (or started) transmitting a packet is determined by its individual sensing delay as given in Definition 5, which can be different for different nodes. Different sensing delays will lead to an asynchronous operation of the network where the sensing and packet transmission periods of different nodes are not aligned.

Also note that, under our CSMA policy, links make a transmission attempt with a fixed probability after the channel has been sensed to be idle, independent of the current backlog.
of the link. This may seem to be an unreasonable scenario as it implies that a link might make a transmission attempt even if there is no packet to be transmitted. However, there are at least two reasons why this situation is of interest. First, such a policy could indeed be implemented (where links send dummy packets once in a while). Second, and more importantly, being able to characterize the throughput of such a policy opens up the possibility of studying more complex, dynamic CSMA policies where the attempt probabilities depend on the current backlog. In particular, the results of our analysis can be used to formulate a fluid-flow model for backlog-dependent policies, where the instantaneous throughput at a given state (backlog vector) is given by the expected throughput obtained in our analysis. Such policies are of interest as they might allow for dynamic adaptation of the traffic load in the network (e.g., see [23]).

Given the length of an idle period \( \beta \), in the following we will simply use \( p \) to refer to the CSMA(\( p, \beta \)) policy. Next, we define the achievable rate region of a CSMA policy.

### C. Achievable Rate Region of CSMA Policies

We show in Appendix C-F that a CSMA policy \( p \) has a well-defined link service rate vector to which we refer as \( \mu(p) = \{\mu_{(i,j)}(p)\}_{(i,j) \in \mathcal{L}} \), i.e., CSMA policies are contained in the set \( \mathcal{P} \). Note that for a given \( \beta \), the link service rate under a CSMA policy depends only on the transmission attempt probability vector \( p \), and not on the arrival rates \( \lambda \). The achievable rate region of CSMA policies is then given as follows.

**Definition 7** (Achievable Rate Region of CSMA Policies). For a given network \( \langle \mathcal{N}, \mathcal{L} \rangle \) and a given sensing period \( \beta \), the achievable rate region of CSMA policies is given by the set of rate vectors \( \lambda = \{\lambda_r\}_{r \in \mathbb{R}} \) for which there exists a CSMA policy \( p \) that stabilizes the network for \( \lambda \), i.e., we have that \( \lambda_{(i,j)} < \mu_{(i,j)}(p) \), \((i,j) \in \mathcal{L} \).

### V. Overview of the Main Results and Analysis

This section provides an overview of the main results of this work along with an outline of the analysis.

In Section IX, we derive an approximation \( \Gamma(\beta) \) for the achievable rate region of CSMA policies for a given network and a given sensing period \( \beta \), and show that in the limit as the sensing period \( \beta \) approaches 0 we have that

\[
\lim_{\beta \downarrow 0} \Gamma(\beta) = \{ \lambda \geq \mathbf{0} : \Lambda_i(\lambda) < 1, \text{ for all } i \in \mathcal{N} \}.
\]

Since it is impossible for any policy to stabilize the network if for a node \( i \) we have that \( \Lambda_i(\lambda) \geq 1 \), this result suggest that in the limiting regime as \( \beta \) becomes small, the capacity region for scheduling policies in wireless networks with primary interference constraints includes all rate vectors \( \lambda \) such that

\[
\Lambda_i(\lambda) < 1, \quad i \in \mathcal{N}.
\]

We verify this intuition for large networks with many small flows, i.e., we show that asymptotic achievable rate region of CSMA policies under the limiting regime large networks with many small flows and a small sensing is of the above form. We will provide a precise description of the limiting regime that we consider in Section IX.

The result that the achievable rate region of CSMA policies is asymptotically such that it can support any rate vector \( \lambda \) satisfying (3) may seem very surprising and counter-intuitive at first. And indeed, it is important to stress that our result does not state that the achievable rate region of CSMA policies is always of the form as given by (3), but only under the conditions that (a) \( \beta \) becomes small and (b) the network resources are shared by many small flows. Let us briefly comment on these two conditions.

The fact that \( \beta \) needs to be small in order to obtain a large achievable rate region is rather intuitive; clearly if \( \beta \) is large (let’s say close to 1) then the above result will not be true. The fact that we need the assumption of many small flows in order to obtain our result is illustrated by the following example.

![Fig. 2. The pentagon network with flows \( r_1, \ldots, r_5 \) on each link, and the five possible simultaneous transmissions that can occur under the primary interference model. The rate \( \lambda_r = (1 - \epsilon)/2, i = 1, \ldots, 5 \), for any \( \epsilon \in (0,0.1] \) is not achievable by any policy for this scenario.](image)

**Example 1.** For the pentagon network of Figure 2, let \( \epsilon \in (0,0.1] \) and \( \lambda_{r_i} = (1 - \epsilon)/2 \) for each \( r = 1, \ldots, 5 \). Then, the load on each node is given by \( \Lambda_i = (1 - \epsilon) \) for each \( i \in \mathcal{N} \). Although the resulting traffic vector \( \lambda \) satisfies Eq. (3), no scheduling policy can stabilize the network for \( \lambda \). This can be seen by noting that at most two links out of five can transmit successfully at a given time, as shown in the figure. Hence, even an optimal centralized controller cannot achieve a maximum symmetric node activity of more than 2/5, and clearly, our result cannot hold for this network.

The reason that in the pentagon network a node cannot achieve a throughput of more than 2/5 is that under each “maximal” schedule given in Figure 2, if one of the neighboring nodes of a given node \( i \) is busy transmitting, then node \( i \) has to wait for a duration of 1 time unit to get a chance to make a transmission attempt. However, if we have a network where each node \( i \) has many neighbors with which it exchanges data packets (many flows), then nodes will typically have to wait for much less than 1 time unit before they get the chance to start a packet transmission. Intuitively, the larger the number of neighbors of a node, the shorter a node has to wait until it gets a chance to start a packet transmission.
of neighbors. Note however that these assumptions aren’t sufficient in order to obtain our result; we also need to show that there exists a CSMA policy under which nodes (a) do not wait too long before making a transmission attempt (and hence waste bandwidth), (b) are not too aggressive such that a large fraction of packet transmissions result in collisions, and (c) share the available network resources such that the resulting link service rates indeed support a given traffic vector \( \lambda \) that satisfies Eq. (3).

Below, we provide a brief description of the different steps taken in our analysis. Our first step is to derive a tractable formulation to characterize the link service rates for a given CSMA policy. Specifically, inspired by the reduced load approximations utilized in the loss network analysis [20], in Section VI-B we propose a novel fixed point formulation to model the performance of a CSMA policy \( \mathbf{p} \). Similar to the reduced load approximation in loss networks, the fixed point equation is based on an independence assumption. We show that the fixed point is well-defined, i.e., there exists a unique fixed point. Our second step is to use the CSMA fixed point to characterize the approximate achievable rate region in Section VII, and show that this characterization suggests that CSMA policies are throughput-optimal in the limit as the sensing time \( \beta \) becomes small. In our third step, we show that the formulated CSMA fixed point is asymptotically accurate in the sense that it accurately characterizes the link service rates of a CSMA policy as \( \beta \) becomes small for large networks with many small flows. A technical issue that requires care in the proof is the scaling with which the sensing delay \( \tau \) decays as a function of the network size \( N \). We identify a proper scaling, as given in Assumption 2 of Section VIII, that yields the asymptotic accuracy result. Moreover, in the derivation of the achievable rate region using the CSMA fixed point, we obtain an algorithm that allows the constructive computation of the CSMA policy parameters that stabilize the network for any given rate vector \( \lambda \) within the achievable rate region. Finally, in Section IX, we derive the asymptotic achievable rate region of CSMA policies for the limiting regime of large networks with many small flows and a small sensing period. This result shows that in this asymptote the CSMA achievable rate region can be described by a condition in the form of (3).

VI. APPRoximate CSA MA Fixed Point FORMULATION

In the first part of our analysis, we introduce a fixed point approximation, called the CSMA fixed point, to characterize the link service rates under a CSMA policy \( \mathbf{p} \). The fixed point approximation extends the well-known infinite node approximation for single-hop networks (see for example [3]) to multihop networks which we briefly review below.

In the following we will use \( \tau \) to denote the services rates obtained under our analytical formulations that we use to approximate the actual service rates \( \mu(\mathbf{p}) \) under a CSMA policy \( \mathbf{p} \) as defined in Section IV-C.

A. Infinite Node Approximation for Single-Hop Networks

Consider a single-hop network where \( N \) nodes share a single communication channel, i.e. where nodes are all within transmission range of each other. In this case, a CSMA policy is given by the vector \( \mathbf{p} = (p_1, \cdots, p_N) \in [0,1]^N \) where \( p_n \) is the probability that node \( n \) starts a packet transmission after an idle period of length \( \beta \) [3].

Suppose that the single-hop network is synchronized, i.e. the sensing delay is the same for all node pairs \( n, n' \in \mathcal{N} \) and we have that

\[
\beta_i(j) = \beta_k(l), \quad i,j,k,l \in \mathcal{N}.
\]

Then the network throughput, i.e. the fraction of time the channel is used to transmit packets that do not experience a collision, can then be approximated by (see for example [3])

\[
\tau(G(\mathbf{p})) = \frac{G(\mathbf{p}) e^{-G(\mathbf{p})}}{\beta + 1 - e^{-G(\mathbf{p})}} \tag{4}
\]

where \( G(\mathbf{p}) = \sum_{n=1}^{N} p_n \). Note that \( G(\mathbf{p}) \) captures the expected number of transmissions attempt after an idle period under a CSMA policy \( \mathbf{p} \).

This well-known approximation is based on the assumption that a large (infinite) number of nodes share the communication channel. It is asymptotically accurate as the number of nodes \( N \) becomes large and each node makes a transmission attempt with a probability \( p_n, \ n \in \mathcal{N} \) that approaches zero while the offered load \( G = \sum_{n=1}^{N} p_n \) stays constant (see for example [3]).

The following results are well-known. For \( \beta > 0 \), one can show that

\[
\tau(G) < 1, \quad G \geq 0, \tag{5}
\]

and for \( G^+(\beta) = \sqrt{2 \beta^2 + \beta} \), \( \beta > 0 \), we have that

\[
\lim_{\beta \downarrow 0} \tau(G^+(\beta)) = 1. \tag{6}
\]

Using (4), the service rate \( \mu_n(\mathbf{p}) \) of node \( n \) under a given CSMA policy \( \mathbf{p} \) can be approximated by

\[
\tau_n(\mathbf{p}) = \frac{p_n e^{-G(\mathbf{p})}}{1 + \beta - e^{-G(\mathbf{p})}}, \quad n = 1, \ldots, N. \tag{7}
\]

In the above expression, \( p_n \) is the probability that node \( n \) tries to capture the channel after an idle period and \( e^{-G(\mathbf{p})} \) characterizes the probability that this attempt is successful, i.e. the attempt does not collide with an attempt by any other node.

Similarly, the fraction of time that the channel is idle can be approximated by

\[
\rho(\mathbf{p}) = \rho(G(\mathbf{p})) = \frac{\beta}{\beta + 1 - e^{-G(\mathbf{p})}}, \tag{8}
\]

where we have that \( \lim_{\beta \downarrow 0} \rho(G^+(\beta)) = 0 \).

B. CSMA Fixed Point Approximation for Multihop Networks

We extend the above approximation for single-hop networks to multihop networks that operate in an asynchronous manner as described in Section IV-B as follows.

For a given a sensing period \( \beta \), we approximate the fraction of time \( \rho_i(\mathbf{p}) \) that node \( i \) is idle under the CSMA policy \( \mathbf{p} \) by the following fixed point equation,

\[
\rho_i(\mathbf{p}) = \frac{\beta}{(\beta + 1 - e^{-G(\mathbf{p})})}, \quad i = 1, \cdots, N, \tag{9}
\]
where
\[ G_i(p) = \sum_{j \in N_i} \left[ p(i,j) + p(j,i) \right] \rho_j(p), \quad i = 1, \ldots, N. \quad (10) \]

Note that the fixed point equation can be given both in terms of the fraction of idle times \( p \) by substituting (10) in (9) or in terms of the transmission attempt rates \( G \) by substituting (9) in (10). Given this equivalence, we refer to either one as the CSMA fixed point equation. We further let \( \rho(p) = (\rho_1(p), \ldots, \rho_N(p)) \) and \( G(p) = (G_1(p), \ldots, G_N(p)) \) denote particular CSMA fixed points, and \( \mathcal{A}(p) \) and \( \mathcal{G}(p) \) denote the set of all fixed points of (9) and (10), respectively.

The intuition behind the CSMA fixed point equation (9) and (10) is as follows: suppose that the fraction of time node \( i \) is idle under the CSMA policy \( p \) is equal to \( \rho_i(p) \), and suppose that the times when node \( i \) is idle are independent of the processes at all other nodes. If node \( i \) has been idle for \( \beta \) time units, i.e. node \( i \) has not received or transmitted a packet for \( \beta \) time units, then node \( i \) can start a transmission attempt on link \((i, j), j \in N_i\), only if node \( j \) also has been idle for an idle period of \( \beta \) time units. Under the above independence assumption, this will be (roughly) the case with probability \( \rho_i(p) \), and the probability that node \( i \) starts a packet transmission on the link \((i, j), j \in N_i\), given that it has been idle for \( \beta \) time units (is roughly equal to \( \rho_i(p) \)). Similarly, the probability that node \( j \in N_i \) starts a packet transmission on the link \((j, i)\) after node \( i \) has been idle for \( \beta \) time units (is roughly equal to \( \rho_j(p) \)). Hence, the expected number of transmission attempts that node \( i \) makes or receives, after it has been idle for \( \beta \) time units is (roughly) given by (10). Using (8) of Section VI-A, the fraction of time that node \( i \) is idle under \( p \) can then be approximated by (9).

There are two important questions regarding the CSMA fixed point approximation. First, one needs to show that the CSMA fixed point is well-defined, i.e. that there always exists a unique CSMA fixed point. In the above notation this corresponds to proving that the sets \( \mathcal{A}(p) \) and \( \mathcal{G}(p) \) have a single element for any feasible \( p \). To that end, the following result, proven in Appendix B, establishes the uniqueness of a fixed point solution for all such \( p \).

**Theorem 1.** For every CSMA policy \( p \in (0, 1)^L \), each of the set of fixed point solutions \( \mathcal{A}(p) \) and \( \mathcal{G}(p) \) has a single element, denoted henceforth by \( \rho(p) \) and \( G(p) \), respectively.

Second, we need to check the accuracy of the above CSMA fixed point approximation. This is postponed to Section VIII, where we show that the CSMA fixed point approximation is asymptotically accurate for large networks with a small sensing period \( \beta \) and appropriately decreasing link attempt probabilities. In what follows, we focus on the CSMA achievable rate region characterization based on the above fixed point approximation.

**VII. APPROXIMATE CSMA ACHIEVABLE RATE REGION**

In this section, we use the CSMA fixed point approximation (9) and (10) to characterize an approximate achievable rate region of CSMA policies. In Section IX, we will show that this characterization is asymptotically accurate for large networks with many small flows and a small sensing time, \( \beta \).

We start by noting that, for a given sensing period \( \beta \), we can use the CSMA fixed point \( G(p) \) for a policy \( p \) to approximate the actual link service rate \( \mu_{ij}(p) \) under the CSMA policy \( p \) by \( \tau_{ij}(p) \) that satisfies
\[
\tau_{ij}(p) = \frac{p_{ij} \rho_j(p) e^{-(G_i(p) + G_j(p)))}}{1 + \beta - e^{-G_j(p)}}
\]

where
\[
G_i^R(p) \triangleq \sum_{j \in N_i} p_{ij} \rho_j(p)
\]

represents the rate at which node \( i \) receives transmission attempts by its neighbors, and hence its difference from \( G_i(p) \).

Note that the above equation is similar to (7) where \( p_{ij} \rho_j(p) \) captures the probability that node \( i \) makes an attempt to capture link \((i, j)\) if it has been idle for \( \beta \) time units, and \( \exp[-(G_i^R(p) + G_j(p))] \) is the probability that this attempt is successful, i.e. the attempt does not overlap with an attempt by another link that shares a node with \((i, j)\).

Note that
\[
\tau_{ij}(p) \geq \frac{p_{ij} e^{-(G_i(p) + G_j(p))}}{(1 + \beta - e^{-G_j(p)}) (1 + \beta - e^{-G_i(p)})}
\]

as \( G_i(p) \geq G_i^R(p) \).

The next result provides an approximate achievable rate region of the CSMA policy based on the CSMA fixed point approximation and the approximate service rates \( (\tau_{ij}(p))_{i,j} \) given in (11).

**Theorem 2.** Given a network \((N, L)\) with sensing period \( \beta > 0 \), let \( \Gamma(\beta) \) be given by
\[
\Gamma(\beta) \triangleq \left\{ \lambda \geq 0 | \lambda_i(\lambda) < \tau_i(\lambda \beta^{+}) e^{-(\lambda \beta^{+})}, \forall i \in N \right\},
\]

where \( \lambda_i(\lambda) \triangleq \sqrt{2e^\lambda \tau_i(\beta^+)} \), \( \tau_i(\beta^+) \) is as defined in (4), and
\[
\Lambda_i(\lambda) \triangleq \sum_{j \in N_i} [\lambda_i(j,i) + \lambda_j(i,i)], \text{for each } i \in N.
\]

Then, for every \( \lambda \in \Gamma(\beta) \), we can explicitly find (cf. Equation (14)) a CSMA policy parameter \( p \) for which the corresponding CSMA fixed point approximation yields
\[
\lambda_i(\lambda) < \tau_{ij}(p), \quad (i,j) \in L,
\]

where \( \tau_{ij}(p) \) is as defined in (11). In other words, by a proper selection of \( p \), the approximate service rates can be made to exceed the traffic load on each link as long as \( \lambda \in \Gamma(\beta) \).

**Proof:** For brevity, we will denote \( \Lambda_i(\lambda) \) as \( \Lambda_i \), which, by definition, satisfies \( \Lambda_i < \tau_i(\lambda \beta^{+}) e^{-(\lambda \beta^{+})} \) for all \( i \in N \). For each node \( i = 1, \ldots, N \), choose \( G_i \in [0, \beta^{+}(\lambda)] \) such that
\[
e^{(G_i-G_i^{+}(\lambda))}\tau(G_i)e^{-G_i^{+}(\lambda)} = \Lambda_i
\]

and let
\[
\rho_i = \frac{\beta}{\beta + 1 - e^{-G_i}}.
\]

Such a \( G_i \) exists since the function
\[
f(G_i) = e^{(G_i-G_i^{+}(\lambda))}\tau(G_i)e^{-G_i^{+}(\lambda)}
\]

is positive and strictly increasing in \( G_i \).
is continuous in $G_i$ with $f(0) = 0$ and
$$f(G^+(\beta)) = \tau(G^+(\beta))e^{-G^+(\beta)} > \Lambda_i.$$  

Using $\rho_i$ for $i = 1,\ldots,N$ as defined above, consider the CSMA policy $p$ given by
$$p_{(i,j)} = \frac{\lambda_{(i,j)}}{\rho_i} \beta e^{2G^+(\beta)}, \quad (i,j) \in L.$$  

By applying the above definitions, at every node $i = 1,\ldots,N$ we have that
$$\sum_{j \in N_i} [p_{(i,j)} + p_{(j,i)}] \rho_j = \sum_{j \in N_i} \frac{\lambda_{(i,j)} + \lambda_{(j,i)}}{\rho_i} \beta e^{2G^+(\beta)} \rho_j = \frac{\beta e^{2G^+(\beta)}}{\rho_i} \sum_{j \in N_i} [\lambda_{(i,j)} + \lambda_{(j,i)}] = \frac{\beta e^{2G^+(\beta)}}{\rho_i} \Lambda_i.$$  

This implies that the above choices of $G = (G_1,\ldots,G_N)$ and $\rho = (\rho_1,\ldots,\rho_N)$ define the CSMA fixed point of the static CSMA policy given by (14), i.e. we have that
$$\rho(p) = \rho \quad \text{and} \quad G(p) = G.$$  

Using (12), the service rate $\tau_{(i,j)}(p)$ on link $(i,j)$ under $p$ is then given by
$$\tau_{(i,j)}(p) \geq \frac{p_{(i,j)} \rho_j e^{-(G_i,p) + G_j}}{1 + \beta - e^{-G_i(p)}} = \frac{p_{(i,j)} \beta e^{2G^+(\beta)}}{\rho_i} \frac{e^{-G_i(p) + G_j}}{1 + \beta - e^{-G_i(p)}} = \frac{\lambda_{(i,j)}}{\rho_i} \frac{\beta e^{2G^+(\beta)} - e^{-G_i(p) + G_j}}{1 + \beta - e^{-G_i(p)}} = \lambda_{(i,j)} e^{2G^+(\beta) - G_i(p) + G_j}.$$  

where we used in the last inequality the fact that by construction we have $G_i, G_j < G^+(\beta)$. The proposition then follows.

The proof of Theorem 2 is constructive in the sense that given a rate vector $\lambda \in \Gamma(\beta)$, we construct (cf. Equation (14)) a CSMA policy $p$ such that $\lambda_{(i,j)} < \tau_{(i,j)}(p)$, $(i,j) \in L$. We will use this construction for our numerical results in Section IX-C. Theorem 2 also leads to the following interesting corollary, which indicates the capacity achieving nature of CSMA policies in the small sensing delay regime.

**Corollary 1.** In the small sensing delay regime, i.e. as $\beta \downarrow 0$, the approximate achievable rate region $\Gamma(\beta)$ converges to the following simple set
$$\lim_{\beta \downarrow 0} \Gamma(\beta) = \{\lambda \geq 0 \mid \Lambda_i(\lambda) < 1, \ i = 1,\ldots,N\}.$$  

**Proof:** The proof follows immediately from the definition of $\Gamma(\beta)$ once we recall from Section VI-A that $\lim_{\beta \downarrow 0} G_i^+(\beta) = 0$, and $\lim_{\beta \downarrow 0} \tau(G^+(\beta)) = 1$.

Since any rate vector $\lambda$ for which there exists a node $i$ with $\Lambda_i \geq 1$ cannot be stabilized by any policy, Corollary 1 establishes that for networks with a small sensing time, the approximate achievable rate region of static CSMA policies get arbitrarily close to the above limiting rate region described purely in terms of per node traffic load. As we noted in Example 1, such a rate region is not achievable for all networks. In Section IX, we show that the capacity region does take on the above simple form for large networks with many small flows and a small sensing period $\beta$.

To that end, in the next section, we first establish conditions on the network and CSMA parameters for which CSMA fixed point approximation becomes accurate.

**VIII. ASYMPTOTIC CSMA FIXED POINT ACCURACY**

In this section, we study the accuracy of the CSMA fixed point approximation proposed in Section VI (cf. Equations (9) and (10)) in capturing the service rate and idle fraction performance of the actual CSMA policy (cf. Definition 6). Our analysis establishes a large network and small sensing delay regime in which the approximation becomes arbitrarily accurate.

More precisely, we consider a sequence of networks for which the number of nodes $N$ increases to infinity, and let $L(N)$ and $N_i(N)$ respectively denote the set of all links and the set of neighbors of node $i$ for the network with $N$ nodes. Similarly, as $N$ increases, we consider a corresponding sequence of CSMA policies $\{p^{(N)}\}_{N \geq 1}$ with a sequence of sensing periods $\{\beta^{(N)}\}_{N \geq 1}$, where $\{p^{(N)}, \beta^{(N)}\}$ defines the CSMA policy for the network with $N$ nodes as described in Definition 6. We make the following assumptions on the parameters of the CSMA policy.

**Assumption 2.** For the sequences $\{p^{(N)}\}_{N \geq 1}$ and $\{\beta^{(N)}\}_{N \geq 1}$ introduced above:

(a) $\lim_{N \to \infty} N \beta^{(N)} = 0$.

(b) Letting $p_{\text{max}}^{(N)} \triangleq \max_{(i,j) \in L(N)} p_{(i,j)}^{(N)}$, we have $\lim_{N \to \infty} p_{\text{max}}^{(N)} = 0$.

(c) There exists a positive constant $\chi$ and a finite integer $N_0$, such that for all $N \geq N_0$ we have
$$\sum_{j \in N_i(N)} \left[ \frac{p_{(i,j)}^{(N)}}{\beta^{(N)}} + \frac{p_{(j,i)}^{(N)}}{\beta^{(N)}} \right] \leq \chi, \quad i = 1,\ldots,N.$$  

These technical assumptions have the following interpretation: Assumption 2(a) characterizes a small sensing delay regime by specifying how fast $\beta^{(N)}$ decreases to zero as the network size $N$ increases; Assumption 2(b) implies that the attempt probability of each link becomes small as $N$ becomes large, assuring that no single link dominates the service provided by its transmitting node; and Assumption 2(c) states that the total rate (given on the left of (15) by the expected number of transmission attempts per sensing period $\beta^{(N)}$) with which links incident to a given node $i$ start a packet transmission, is upper-bounded by a positive constant.

Below we provide two examples of networks that satisfy Assumption 2.
Example 2. Consider an $N \times N$ switch (depicted in Figure 3) with traffic flowing from the set, $N_{S}^{(N)} = \{1, \ldots, N\}$, of input (or sender) ports to the set, $N_{R}^{(N)} = \{N + 1, \ldots, 2N\}$, of output (or receiver) ports. For this setup where the degree of each node is $N$, we can select the CSMA policy parameters as follows to satisfy the Assumption 2:

$$
\beta^{(N)} = 1/(N\log(N)), \quad \text{and} \\
p_{(i,j)} = \chi\beta^{(N)}/(2N), \quad \forall (i,j) \in N_{S}^{(N)} \times N_{R}^{(N)}. \quad (16)
$$

Example 3. Consider a network consisting of $N$ nodes and assume that each node communicates with $\log(N)$ neighboring nodes. This setup resembles randomly generated dense network within a unit area, where the nodes within the communication range of each other are connected. Such a model is widely studied in earlier works (e.g. [15]) that establish that if the communication radius is optimally selected for connectivity, the degree of each node scales as $\Theta(\log(N))$ for a network with $N$ nodes.

The following parameters as a function of the network size $N$ will satisfy Assumption 2:

$$
\beta^{(N)} = 1/(N\log(N)), \quad \text{and} \\
p_{(i,j)} \leq \chi\beta^{(N)}/(\log(N)) \quad \forall (i,j) \in L^{(N)}. \quad (17)
$$

Next, we analyze the accuracy of the CSMA fixed point approximation for the limiting regime given by Assumption 2, i.e., we let $\rho(p^{(N)}) = (\rho_{1}(p^{(N)}), \ldots, \rho_{N}(p^{(N)}))$ be the CSMA fixed point for the network of size $N$, and let $\sigma_{i}(p^{(N)})$ be the actual fraction of time that node $i$ is idle under the CSMA($p^{(N)}$) operation. Then, we use the following metric to measure the discrepancy of the two:

$$
\delta_{\rho}^{(N)}(N) \triangleq \max_{i=1,\cdots,N} |\rho_{i}(p^{(N)}) - \sigma_{i}(p^{(N)})|,
$$

which quantifies the maximum approximation error of the CSMA fixed point across the network. Similarly, we let $\tau_{(i,j)}(p^{(N)})$ be the approximate CSMA service rate for link $(i,j)$ defined in (11), and let $\mu_{(i,j)}(p^{(N)})$ be the actual CSMA service rate for link $(i,j)$. Then, we define the following metric to measure the discrepancy of the two:

$$
\delta_{\tau}^{(N)}(N) \triangleq \max_{(i,j) \in L^{(N)}} \left| 1 - \frac{\tau_{(i,j)}(p^{(N)})}{\mu_{(i,j)}(p^{(N)})} \right|,
$$

which quantifies the maximum relative approximation error of the link service rates under the CSMA fixed point. Note that under Assumption 2 the link service rate $\mu_{(i,j)}(p^{(N)})$ will approach zero as $N$ increases and the error term $|\tau_{(i,j)}(p^{(N)}) - \mu_{(i,j)}(p^{(N)})|$ will trivially vanish; this is the reason why we consider the relative error when studying the accuracy of the CSMA fixed point equation for the link service rates.

The following result, proven in Appendix C, establishes that in the limit as $N$ approaches infinity, the fixed point approximation for CSMA policies with the above scaling becomes asymptotically accurate.

Theorem 3. Under the CSMA policy scaling of Assumption 2, we have that

$$
\lim_{N \to \infty} \delta_{\rho}^{(N)}(N) = 0, \quad \text{and} \quad \lim_{N \to \infty} \delta_{\tau}^{(N)}(N) = 0,
$$
i.e., the fixed point approximation becomes asymptotically accurate both in terms of idle fraction and service rate approximations.

A. Numerical Results

In this section, we illustrate Theorem 3 using numerical results obtained for the $N \times N$ switch network discussed in Example 3 and depicted in Figure 3. The switch topology is selected for numerical comparison since such a topology is the simplest non-trivial one that also leads to an analytically tractable fixed point solution under symmetric conditions. Yet, we emphasize that Theorem 3 applies to any large network as long as CSMA policy satisfies Assumption 2. Besides confirming the asymptotic accuracy of the approximations, our results also indicate that the accuracy is observed even for relatively small networks.

![Fig. 3. Network topology for our numerical results consists of a set of $N$ sender nodes $N_{S}^{(N)} = \{1, \ldots, N\}$, and a set of $N$ receiver nodes $N_{R}^{(N)} = \{N + 1, \ldots, 2N\}$. The set of links $L^{(N)}$ consists of all directed links $(i,j)$ from a sender $i \in N_{S}$ to a receiver $j \in N_{R}$.](image)

For this network, we consider a sequence of CSMA policies $p^{(N)} = (p_{(i,j)}^{(N)})_{(i,j) \in L^{(N)}}$ and the corresponding sequence of sensing periods $\beta^{(N)}$ as in (16) by setting $\chi = 10$. Recall that a CSMA policy with parameters $(p_{i,j}^{(N)}, \beta^{(N)})$ determines the link probabilities $p_{i,j}^{(N)}$ with which sender $i \in N_{S}^{(N)}$ starts a transmission of a packet to receiver $j \in N_{R}^{(N)}$ after link $(i,j)$ has been sensed to be idle for sensing period of $\beta^{(N)}$ time units. Given a sensing period $\beta^{(N)}$, the CSMA fixed point for a policy $p^{(N)}$ is then given by

$$
\rho_{i}(p^{(N)}) = \frac{\beta^{(N)}}{(\beta^{(N)} + 1 - e^{-G_{i}(p^{(N)})}}), \quad i = 1, \ldots, 2N,
$$

where

$$
G_{i}(p^{(N)}) = \sum_{j \in N_{R}^{(N)}} p_{(i,j)}^{(N)} \rho_{j}(p^{(N)}), \quad i \in N_{S}^{(N)}, \quad \text{and} \\
G_{j}(p^{(N)}) = \sum_{i \in N_{S}^{(N)}} p_{(i,j)}^{(N)} \rho_{i}(p^{(N)}), \quad j \in N_{R}^{(N)}.
$$

Then, due the symmetry of the network topology as well as of the constructed CSMA policies $p^{(N)}$, the CSMA fixed point $\rho(p^{(N)})$ is uniform and satisfies

$$
\rho_{i}(p^{(N)}) = \rho_{j}(p^{(N)}), \quad i,j \in N^{(N)} \triangleq N_{S}^{(N)} \cup N_{R}^{(N)}.
$$

In Figures 4 and 5, we evaluate the performance of the above sequence of CSMA policies for varying size $N$ of the sender set $N_{S}$. In particular, Figure 4 depicts the measured mean
fraction of times that nodes are idle and mean node throughput under the actual CSMA policy operation, compared with the performance predicted by the CSMA fixed point. Figure 5 shows the error terms of Theorem 3 for the approximation error in the fraction of time that nodes are idle, and the link service rates.

Note that the above numerical results not only confirm the asymptotic claims of Theorem 3 but also indicate that the CSMA fixed point approximation is remarkably accurate even for smaller values of \( N \). This suggests that the CSMA fixed point approximation may be used to characterize the performance for moderate-size networks where each node has a relatively small number of neighbors. An extensive investigation of this implication in more general network topologies is of practical interest and is left to future research.

IX. ASYMPTOTIC CAPACITY REGION \( C_\infty \)

In this section, we derive the asymptotic achievable rate region for CSMA for a limiting regime of large networks with many small flows and a small sensing period that is formally defined in Section IX-A.

A. Many Small Flows Asymptotic

In Section VIII, we introduced a sequence of networks for which the number of nodes \( N \) increases to infinity, and let \( \mathcal{L}^{(N)} \) be the set of all links in the network with \( N \) nodes, and \( \mathcal{N}_i^{(N)} \) be the set of neighbors of node \( i \) in the network with \( N \) nodes. In this section, we introduce a similar scaling for the traffic arrival rate vectors to assure that the load on any link does not dominate the load in its neighborhood. To that end, we use the notation \( \lambda^{(N)} = \{\lambda^{(N)}(\cdot)\}_{\lambda \in \mathcal{R}^{(N)}} \) for the arrival rate vector for the network with \( N \) nodes. Furthermore,

\[
\lambda^{(N)}_{(i,j)} = \sum_{r \in \mathcal{R}^{(N)}_{(i,j)} \cup r} \lambda^{(N)}_r, \quad (i,j) \in \mathcal{L}^{(N)},
\]

\[
\Lambda^{(N)}_i = \sum_{j \in \mathcal{N}_i^{(N)}} [\lambda^{(N)}_{(i,j)} + \lambda^{(N)}_{(j,i)}], \quad i \in \mathcal{N}^{(N)},
\]

respectively, denotes the mean packet arrival rate on link \((i,j)\) and the mean packet arrival rate at node \(i\).

**Definition 8** (Many Small Flows Asymptotic). Given a sequence of networks \( \{\mathcal{N}_i^{(N)}, \mathcal{L}^{(N)}\}_{N \geq 1} \), we define \( \mathcal{A} \) as the set of all rate vector sequences \( \{\lambda^{(N)}\}_{N \geq 1} \) such that

\[
\limsup_{N \to \infty} \left( \max_{(i,j) \in \mathcal{L}^{(N)}} \lambda^{(N)}_{(i,j)} \right) = 0.
\]

We say that \( \{\lambda^{(N)}\}_{N \geq 1} \) satisfies the many small flows asymptotic if it belongs to \( \mathcal{A} \).

The above definition characterizes the limiting regime where the mean arrival of each flow becomes small as the network size scales, i.e., the network traffic consists of many small flows. It is important to note that, while the load on each link vanishes under the many small flows asymptote, the total load on a node may be non-vanishing if the number of neighbors also increases. We shall see that this key characteristic of the many small flows regime will allow CSMA policies to achieve maximal per node loads under large and well-connected network topologies. Before we establish this main result, we define the asymptotic achievable rate region of CSMA policies under the many small flows asymptotic as follows.

**Definition 9** (Asymptotic CSMA Achievable Rate Region). The asymptotic achievable rate region of static CSMA policies under the many flow limit is the set of flow rate sequences \( \{\lambda^{(N)}\}_{N \geq 1} \in \mathcal{A} \) for which there exists a sequence of CSMA scheduling policies \( \{p^{(N)}, \sigma^{(N)}\}_{N \geq 1} \) such that

\[
\liminf_{N \to \infty} \left( \min_{(i,j) \in \mathcal{L}^{(N)}} \frac{\mu_{(i,j)}(p^{(N)})}{\lambda^{(N)}_{(i,j)}} \right) > 1.
\]

Thus, every flow rate sequence \( \{\lambda^{(N)}\}_{N \geq 1} \) in the asymptotic CSMA rate region can be stabilized by the sequence of CSMA policies \( \{p^{(N)}, \sigma^{(N)}\}_{N \geq 1} \) for large enough \( N \).
Note that a sequence \( \{ \lambda^{(N)} \}_{N \geq 1} \in \mathcal{A} \) for which there exists a node \( i \) with
\[
\lim_{N \to \infty} \Lambda_i^{(N)} \geq 1
\]
cannot be stabilized by any policy as service rate at each node is bounded by 1. Hence, the achievable region under the many flow limit is contained in the set
\[
\mathcal{C}_\infty \triangleq \left\{ \{ \lambda^{(N)} \}_{N \in \mathbb{N}} \in \mathcal{A} \mid \limsup_{N \to \infty} \left( \max_{i=1, \ldots, N} \Lambda_i^{(N)} \right) < 1 \right\}. \quad (18)
\]
We refer to \( \mathcal{C}_\infty \) as the capacity region under the many small flows asymptotic.

### B. Asymptotic CSMA Achievable Rate Region

In this subsection, we characterize the asymptotic achievable rate region of CSMA policies under the many small flows asymptotic for networks with a small sensing period. To do this, we again consider a sequence of sensing periods \( \{ \beta^{(N)} \}_{N \geq 1} \) that satisfies Assumption 2(a). The next theorem, proven in Appendix D, shows that in this case the achievable rate region of CSMA policies converges to the capacity region under the many small flows asymptotic \( \mathcal{C}_\infty \).

**Theorem 4.** Given a sequence of networks \( \{ \mathcal{N}^{(N)}, \mathcal{L}^{(N)} \}_{N \geq 1} \), a sequence of sensing periods \( \{ \beta^{(N)} \}_{N \geq 1} \) satisfying Assumption 2(a), and a sequence of flow rates \( \{ \lambda^{(N)} \}_{N \geq 1} \in \mathcal{C}_\infty \), we can explicitly find a sequence of CSMA policy attempt rates \( \{ \mathbf{p}^{(N)} \}_{N \geq 1} \) that asymptotically stabilizes the network, i.e., that satisfies
\[
\lim_{N \to \infty} \left( \min_{(i,j) \in \mathcal{L}^{(N)}} \frac{\underline{\rho}_{(i,j)}^{(N)}}{\lambda_{(i,j)}^{(N)}} \right) > 1.
\]

It is interesting to note that the proof of Theorem 4 in Appendix D is constructive in that sense that it provides explicit expressions for the link transmission attempt probabilities that stabilize the network for a given rate vector sequence \( \{ \lambda^{(N)} \}_{N \geq 1} \in \mathcal{C}_\infty \).

#### C. Numerical Results

In this section, we verify the statement of Theorem 4 using the same switch topology we used for the numerical results in Section VIII-A (see also Figure 3). As the network size increases, we consider a sequence of idle periods \( \{ \beta^{(N)} \}_{N \geq 1} = 0.1/(N \log(N)) \) and traffic vectors \( \{ \lambda^{(N)} \}_{N \geq 1} \) with
\[
\lambda^{(N)}_{(i,j)} = \frac{0.95}{N} e^{-G^+(\beta^{(N)})} \tau(G^+(\beta^{(N)})), \quad i \in \mathcal{N}_S, j \in \mathcal{N}_R.
\]
Notice that \( \{ \lambda^{(N)} \}_{N \geq 1} \) satisfies the many small flows asymptotic (cf. Definition 8) and that the per node load satisfies
\[
\Lambda_i^{(N)} = 0.95 \cdot e^{-G^+(\beta^{(N)})} \tau(G^+(\beta^{(N)})), \quad i \in \mathcal{N}_N,
\]
which is non-vanishing. Also note that the selected rate vector \( \lambda^{(N)} \) is within that approximate CSMA achievable rate region \( \Gamma(\beta^{(N)}) \) (cf. Equation 13) for each \( N \).

In the proof for Theorem 2 we derive an explicit construction for obtaining a policy \( \mathbf{p}^{(N)} \) that supports a given traffic vector \( \lambda \in \Gamma(\beta^{(N)}) \). Following this construction for the above choice of flow rates, we choose \( G^{(N)} \in [0, G^+(\beta^{(N)})] \) such that
\[
e^{(G^{(N)} - G^+(\beta^{(N)})) \tau(G^{(N)})} e^{-G^+(\beta^{(N)})} = 0.95 \cdot e^{-G^+(\beta^{(N)})} \tau(G^+(\beta^{(N}))),
\]
which is shown to exist in the proof. Then, letting
\[
\rho^{(N)} \triangleq \frac{\beta^{(N)}}{\beta^{(N)} + 1 - e^{-G^{(N)}}},
\]
we construct a sequence of CSMA policy parameters \( \mathbf{p}^{(N)} \) satisfying
\[
\underline{\rho}_{(i,j)}^{(N)} = \frac{\lambda_{(i,j)}^{(N)}}{\rho^{(N)}_{(i,j)}^2} 2^{G^+(\beta^{(N)})}, \quad (i,j) \in \mathcal{L}^{(N)}.
\]

Theorem 4 then states that for such constructed sequence of CSMA policies we have, for a large enough \( N \), that \( \mu^{(N)}_{(i,j)} > \lambda_{(i,j)}^{(N)} \) for all \( (i,j) \in \mathcal{L}^{(N)} \). Also, noting that \( \lim_{N \to \infty} \Lambda_i^{(N)} = 0.95 \) for the above choice of flow rates, we have
\[
\lim_{N \to \infty} \sum_{j \in \mathcal{N}_R} \mu^{(N)}_{(i,j)} > 0.95, \quad i \in \mathcal{N}_S^{(N)}, \quad \text{and}
\]
\[
\lim_{N \to \infty} \sum_{i \in \mathcal{N}_S} \mu^{(N)}_{(i,j)} > 0.95, \quad j \in \mathcal{N}_R^{(N)}.
\]

To confirm these asymptotic claims and to investigate their correctness for moderate values of \( N \) we simulate the above network to measure the true link service rates for increasing \( N \). Figure 6 shows the average node throughput that we obtained. Note that the average node throughput indeed is above the value \( \Lambda^{(N)} \) for which we designed the CSMA policy \( \mathbf{p}^{(N)} \).

Furthermore, as \( N \) increases the average node throughput becomes larger then 0.95 as predicted by our theoretical result. Moreover, these results indicate that the results are quite accurate even for small network sizes and that CSMA policies can be close to capacity achieving even if the number of neighbors of each node is relatively small.

Figure 6 shows the distribution of the ratio of link service rates to link loads. We know from Theorem 4 that this ratio will eventually exceed 1 for all links as \( N \) tends to infinity. We observe in Figure 6 that already at a moderate value of \( N = 20 \), more than 95% of the links exceed 1 and the rest of the links achieve rates close to 1.

#### X. Conclusions

In this work, we provided an extensive analysis of asynchronous CSMA policies operating in multi-hop wireless networks subject to collisions with primary interference constraints. To that end, we first introduced a CSMA fixed-point formulation to: (a) approximate the performance of such CSMA policies; (b) approximate their achievable rate region; and (c) provide a constructive method for determining the transmission attempt probabilities of the CSMA policy that can support a given rate vector in the achievable rate region.

We then showed that the CSMA fixed point formulation becomes asymptotically accurate for an appropriate limiting
regime where the network size increases and the sensing delay decreases. Using this result we established that for large networks with a balanced traffic load, the CSMA achievable rate region takes an extremely simple form that simply limits the individual load on each node to 1, which is the maximum supportable load by any other scheduling policy. This result has proven not only that the class of asynchronous CSMA policies is asymptotically throughput-optimal, but also that the capacity region of such large networks takes an extremely simple form, describable by per node loads.

Despite the asymptotic nature of our theoretical results, our simulation results have indicated that the CSMA fixed point approximate is remarkably accurate even for moderately sized network, which suggests that the approximation is useful for realistic network topologies.
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**Mechanism 2:** Again, suppose that each node $i \in \mathcal{N}$ is assigned a communication channel $c_i$ over which it receives data packets, and that in addition it is assigned a control channel $c_i$, where the bandwidth of the communication channel $c_i$ is much larger than the one of the control channel $c_i$. Then, if node $i$ is currently receiving a packet transmission on its communication channel $c_i$, then it can send out a busy signal on the control channel $c_i$. In this setting, a node $j \in \mathcal{N}_i$ can sense whether node $i$ is currently sending a packet by scanning the channels $c_i$ used by node $i$ for transmission on its outgoing links $(i, k) \in \mathcal{L}_i$. Furthermore, a node $j \in \mathcal{N}_i$ can sense whether node $i$ is currently receiving a packet by scanning the control channel $c_i$. Again, the time (measured in seconds) that it takes a node to detect whether a neighboring node is busy, will increase as the number of neighbors of a node increases; but the sensing delay $\beta_t(t')$ measured relative to the time it takes to transmit a packet can still kept low by increasing the size of a packet. Figure 7 gives a timing-diagram for this case.

**APPENDIX B**

**Existence and Uniqueness of CSMA Fixed Points**

In this section, we prove Theorem 1 which states that for each choice of $p \in (0, 1]^L$ there exists a unique CSMA fixed point. We first establish the existence of a CSMA fixed point.

**Lemma 1.** For every CSMA policy $p \in [0, 1]^L$, there exists a CSMA fixed point $\rho(p)$ and $G(p)$, i.e., the sets $\mathcal{B}(p)$ and $\mathcal{G}(p)$ are non-empty.

**Proof:** The proof uses the continuity properties of the fixed point equation given (9), and is a straightforward application of the Brouwer’s fixed point theorem.  
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We next establish the uniqueness of the CSMA fixed point for any $\mathbf{p} \in (0, 1)^L$. Unlike standard methods in establishing the uniqueness of a fixed point, our proof method does not require additional assumptions on the fixed point mapping, therefore may be of independent interest. The proof follows a number of steps, which is outlined here for clarity: Proposition 1 shows the existence of a unique solution to the fixed point equation for a particular choice of $\hat{\mathbf{p}} \in (0, 1)^L$, i.e., that $\mathcal{G} (\mathbf{p}) = \{ \hat{G} \}$ for some $\hat{G}$; Proposition 2 proves the upper-semicontinuity of the correspondence $\mathcal{G} (\mathbf{p})$ given by (10); Proposition 3 proves that for any CSMA policy $\mathbf{p}$ and $G \in \mathcal{G} (\mathbf{p})$, $(\mathbf{p}, G(\mathbf{p}))$ is uniquely defined in an open neighborhood of $(\mathbf{p}, G(\mathbf{p}))$; finally Theorem 1 combines the preceding results to establish the global uniqueness of the CSMA fixed point for any $\mathbf{p} \in (0, 1)^L$.

**Proposition 1.** For any network topology and any $\beta > 0$, there exists a $\hat{\mathbf{p}} \in (0, 1)^L$ for which there is a unique point $\hat{G} \in \mathcal{G}(\mathbf{p})$ that solves the fixed point equation described in (9) and (10).

**Proof:** We restrict our choice of $\hat{\mathbf{p}}$ to the symmetric case of $\hat{p}_{(i,j)} = \hat{\theta} / 2$ for all $(i, j) \in \mathcal{L}$ and set $\hat{\theta}$ to any value in the non-empty range $(0, \zeta \delta_{\max})$, where $\delta_{\max}$ denotes the maximum degree of the network and $\zeta$ is any positive constant strictly less than 1. For this symmetric choice of link attempt probabilities, the fixed point equation (10) becomes:

$$G_i(\hat{\mathbf{p}}) = \sum_{j \in N_i} \frac{\hat{\theta} \beta}{1 + \beta - e^{-G_j(\hat{\mathbf{p}})}} \triangleq \hat{T}_i(\mathcal{G}(\mathbf{p})), \quad i = 1, \ldots, N,$$

which also introduces the mapping $\hat{T}_i : \mathbb{R}^N \rightarrow \mathbb{R}$ of $\mathcal{G}(\mathbf{p})$ to $G_i(\hat{\mathbf{p}})$ that must hold for any $G(\mathbf{p}) \in \mathcal{G}(\mathbf{p})$. More compactly, we can define the mapping $\hat{T} : \mathbb{R}^N \rightarrow \mathbb{R}^N$ as $\hat{T}(G) \triangleq (\hat{T}_1(G), \hat{T}_2(G), \ldots, \hat{T}_N(G))$ and write the fixed point equation as $\mathcal{G}(\mathbf{p}) = \hat{T}(\mathcal{G}(\mathbf{p}))$.

Next, we will show that the mapping $\hat{T}(\cdot)$ is a contraction mapping under the $\ell_1$ norm: $||x - y|| = \sum_{i=1}^N |x_i - y_i|$ for $x, y \in \mathbb{R}^N$, which directly implies that the fixed point of the mapping is unique. For any two feasible vectors $G^1$ and $G^2$ with non-negative entries, we have $||\hat{T}(G^1) - \hat{T}(G^2)||_1$.

$$= \sum_{i=1}^N \left| \sum_{j \in N_i} \left( \frac{\hat{\theta} \beta}{1 + \beta - e^{-G_j^1}} - \frac{\hat{\theta} \beta}{1 + \beta - e^{-G_j^2}} \right) \right|$$

$$\leq \sum_{i=1}^N \sum_{j \in N_i} \left| \frac{\hat{\theta} \beta}{1 + \beta - e^{-G_j^1}} - \frac{\hat{\theta} \beta}{1 + \beta - e^{-G_j^2}} \right|$$

$$\leq \frac{\hat{\theta} \beta}{\beta} \sum_{i=1}^N \sum_{j \in N_i} |G_j^1 - G_j^2|$$

$$\leq \frac{\hat{\theta} \delta_{\max}}{\beta} \sum_{i=1}^N |G_j^1 - G_j^2|$$

$$\leq \zeta \|G^1 - G^2\|_1,$$

which establishes that $\hat{T}$ is a contraction mapping, and therefore has a unique fixed point. To complete the proof, we justify the inequalities (a)-(c) in the above derivation. To get inequality (a), we note that the arising real function $h(z) \triangleq \frac{\hat{\theta} \beta}{1 + \beta - e^{-z}}$ is a decreasing convex function with $h'(0) = -\hat{\theta} / \beta$ and hence satisfies $|h(z_1) - h(z_2)| \leq \frac{\hat{\theta} \beta}{\beta} |z_1 - z_2|$ for all $z_1, z_2 \geq 0$. Inequality (b) follows from the fact that for each $i$, the difference $|G_i^1 - G_i^2|$ appears at most $\delta_{\max}$ times in the previous double summation. Finally, inequality (c) follows from the assumption that $\hat{\theta} \in (0, \zeta \delta_{\max})$.

We note that the proof of Proposition 1 can be slightly modified to establish that, as long as the link attempt probabilities are chosen sufficiently small, the fixed point equation has a unique solution. However, we shall take a different direction to show a stronger result that the uniqueness holds for any $\mathbf{p} \in (0, 1)^L$, not only for sufficiently small values. To that end, we next study the continuity properties of $\mathcal{G}(\mathbf{p})$. The proof uses the continuity of the mapping $f_i(G, \mathbf{p}) = G_i - \sum_{j \in N_i} \beta \frac{p_{(i,j)} + p_{(j,i)}}{1 + \beta - e^{-\theta \beta}}$, $i = 1, \ldots, N$.

$$\begin{align*}
\mathcal{G}(\mathbf{p}) = \{ G \in \mathbb{R}^N_+ \mid f_i(G, \mathbf{p}) = 0, \quad i = 1, \ldots, N \}. 
\end{align*}$$

(20)

We will show that $\mathcal{G}$ has a closed graph. Let $(\{\mathbf{p}_k, G_k\})$ be a sequence which satisfies $G_k \in \mathcal{G}(\mathbf{p}_k)$ for all $k$ and converges to some $(\mathbf{p}, \hat{G})$. Assume to arrive at a contradiction that $G_k \notin \mathcal{G}(\mathbf{p})$. By (20), this implies that there exists some $i \in \{1, \ldots, N\}$ such that $f_i(G, \mathbf{p}) \neq 0$. Assume without loss of generality that there exists some $\epsilon > 0$ such that

$$f_i(\hat{G}, \mathbf{p}) > 2\epsilon.$$

(21)

By the continuity of the functions $f_i$, we have

$$\lim_{k \rightarrow \infty} f_i(G_k, \mathbf{p}_k) = f_i(\hat{G}, \mathbf{p}),$$

which implies the existence of some $\hat{K}$ such that

$$|f_i(\hat{G}, \mathbf{p}) - f_i(G_k, \mathbf{p}_k)| \leq \epsilon, \quad \forall k \geq \hat{K}.$$

Combined with (21), this yields

$$f_i(G_k, \mathbf{p}_k) \geq f_i(\hat{G}, \mathbf{p}) - \epsilon > \epsilon,$$

contradicting the fact that $G_k \in \mathcal{G}(\mathbf{p}_k)$ [cf. (20)].

Recall the definition of the mapping $f(\mathbf{p}, G) = [f_i(\mathbf{G}, \mathbf{p})]_{i=1}^{N}$ given by (19). The next proposition establishes the local uniqueness of the correspondence $\mathcal{G}(\mathbf{p})$.

**Proposition 3.** For all CSMA policies $\mathbf{p} \in (0, 1)^L$ and all CSMA fixed points $G \in \mathcal{G}(\mathbf{p})$, there exist open neighborhoods $U \subset \mathbb{R}^N_+$ of $G$ and $V \subset (0, 1)^L$ of $\mathbf{p}$ such that for each $\mathbf{p} \in V$ the equation $f(G, \mathbf{p}) = 0$ has a unique solution $G \in U$. Moreover, this solution can be given by a function $\hat{G} = \phi(\hat{\mathbf{p}})$ where $\phi$ is continuously differentiable on $V$.
Proof: We prove this statement by using the implicit function theorem (see, e.g., [2]). For node $i \in N$ we have
\[
\frac{\partial f_i}{\partial G_j} = \begin{cases} 
1 & i = j, \\
0 & j \notin N_i, \\
\psi(i,j) \varphi_j & j \in N_i,
\end{cases}
\]
with
\[
\psi(i,j) \triangleq \frac{p(i,j) + p(j,i)}{\beta} e^{-G_j} \beta (1 - e^{-G_j})^{-1}, \quad \forall (i,j) \in \mathcal{L};
\]
\[
\varphi_j \triangleq \frac{e^{-G_j}}{\beta (1 - e^{-G_j})}, \quad \forall j \in N_i.
\]
Note that the function $f$ is continuously differentiable. Therefore, in order to use the implicit function theorem we need to show that the matrix
\[
\left[ \frac{\partial f_i}{\partial G_j} \right]_{G=G(p)}
\]
has linearly independent rows. Before we proceed, we note that this matrix is a non-negative matrix.

Suppose that the rows are not linearly independent, then there exists a coefficient vector $x = (x_1, \ldots, x_N) \neq 0$ such that
\[
\sum_{j=1}^{N} x_j \left( \frac{\partial f_i}{\partial G_i} \right) = 0, \quad \text{for all } i \in \{1, \ldots, N\}.
\]
Using the special structure of the Jacobian matrix, we obtain
\[
x_i + \varphi_i \sum_{j \in N_i} \psi(i,j) x_j = 0, \quad \text{for all } i \in \{1, \ldots, N\}
\]
and
\[
x_i = -\varphi_i \sum_{j \in N_i} \psi(i,j) x_j, \quad \text{for all } i \in \{1, \ldots, N\}.
\]
Consider node $i^*$ such that for all $i = 1, \ldots, N$ we have
\[
|x_i| [\beta + (1 - e^{-G_{i^*}})] \geq |x_{i^*}| [\beta + (1 - e^{-G_{i^*}})].
\]
Then,
\[
1 = -\varphi_{i^*} \sum_{j \in N_{i^*}} \psi(i^*,j) x_j / x_{i^*},
\]
\[
\leq \varphi_{i^*} \sum_{j \in N_{i^*}} \left[ p(i^*,j) + p(j,i^*) \right] \frac{\beta}{\beta + (1 - e^{-G_{i^*}})} \left[ x_j [\beta + (1 - e^{-G_j})] \right],
\]
\[
\leq \frac{G_{i^*}(p)e^{-G_{i^*}(p)}}{\beta + (1 - e^{-G_{i^*}(p)})} < 1,
\]
where (a) follows from (23), (b) follows from the fact that $f_{i^*}(G, p) = 0$, and (c) follows from (5). This proves that the Jacobian matrix in (22) is non-singular. The result follows from the implicit function theorem.

We next combine Propositions 1-3 to complete the proof of Theorem 1.

Proof of Theorem 1: By Proposition 1, for the choice of $\hat{p}$ in the proposition, there exists a unique fixed point $G(\hat{p})$. For any given policy $p \in (0, 1)^L$ define the convex combination of $\hat{p}$ and $p$ as
\[
\tilde{p}(t) = (1-t)\hat{p} + tp, \quad t \in [0, 1].
\]
By Lemma 1, the set $\mathcal{G}(\tilde{p}(t))$ is nonempty, i.e., there exists at least one CSMA fixed point at $\tilde{p}(t)$ for each $t \in [0, 1]$. We use the following lemma to complete the proof.

Lemma 2. For every $G \in \mathcal{G}(p)$, there exists a continuous function $h : [0, 1] \to \mathbb{R}_+^N$ that satisfies $h(0) = G(p)$; $h(t) \in \mathcal{G}(\tilde{p}(t))$, for $t \in (0, 1)$, where $p(t)$ is defined in (25); and $h(1) = G$.

Proof: We define the set of functions
\[
\mathcal{H} \triangleq \{ h : [0, 1] \to \mathbb{R}_+^N \mid h(t) \in \mathcal{G}(\tilde{p}(t)), t \in [0, 1] ; h(1) = G \}.
\]
For each $h \in \mathcal{H}$, let $T_h \in [0, 1]$ denote the set of points at which $h$ is discontinuous. Clearly, the set $T_h$ is either empty, or non-empty and bounded for each $h \in \mathcal{H}$. To arrive at a contradiction, suppose $T_h$ is nonempty for some $h \in \mathcal{H}$, and define the point $\hat{t} \in [0, 1]$ as
\[
\hat{t} \triangleq \inf_{t \in T_h} t.
\]
Note that since $G(\tilde{p}(0)) = G(p)$ is unique (from Proposition 1) and $(p, G(p))$ is uniquely defined in a neighborhood of $(\hat{p}, G(\hat{p}))$ (from Proposition 3), we must have $\hat{t} > 0$. Moreover, by the upper-semicontinuity of $\mathcal{G}(p)$ (cf. Proposition 2), the function $h$ can be chosen to be right continuous at $\hat{t}$, implying that $h$ is continuous at all $t \leq \hat{t}$. By the definition of $\hat{t}$, there exists some $\delta > 0$ such that for all $\epsilon > 0$ sufficiently small,
\[
|h(\hat{t} - \epsilon) - G| > \delta, \quad \forall G \in \mathcal{G}(h(\hat{t} - \epsilon)).
\]
This contradicts the fact that for all $\hat{p}$ and $G \in \mathcal{G}(\hat{p})$, $(p, G(p))$ is uniquely defined in a neighborhood of $(\hat{p}, G)$ (cf. Proposition 3). Thus, the function $T_h$ must be empty, implying that $h$ is a continuous function, as claimed.

Back to the Proof of Theorem 1: Assume, to arrive at a contradiction, that there exist $G^1$ and $G^2$ ($G^1 \neq G^2$) such that $G^1, G^2 \in \mathcal{G}(p)$. By Lemma 2, it follows that there exist continuous functions, $h_1(\cdot)$ and $h_2(\cdot)$, such that $h_1(0) = h_2(0) = G(p)$; $h_1(1) = G^1$ and $h_2(1) = G^2$. Then, there must exist a $\tau = \max t \in [0, 1] : h_1(s) = h_2(s), 0 \leq s \leq t$. Since we know that $G(\hat{p})$ is unique, there must be a bifurcation of the $(p(t), G(p(t)))$ as $t$ exceeds $\tau$. But, this contradicts the local uniqueness result of Proposition 3. Hence, $\mathcal{G}(p)$ [and therefore $\mathcal{A}(p)$] has a unique element for all $p \in (0, 1)^L$.

Theorem 1 combined with the upper-semicontinuity of Proposition 2 directly implies the continuity of the unique fixed point solution $G(p)$, and hence of $\rho(p)$. This is stated in the following corollary.

Corollary 2. The unique CSMA fixed points $G(p)$ and $\rho(p)$ are both continuous in $p \in (0, 1)^L$. 

APPENDIX C
PROOF OF THEOREM 3

Recall that Theorem 3 concerns a sequence of networks for which the number of nodes $N$ increases to infinity. Let $\mathcal{L}^{(N)}$ be the set of all links in the network with $N$ nodes, and let $\mathcal{N}^{(N)}_i$ be the set of neighbors of node $i$. Furthermore, let $\{p^{(N)}_i\}_{i \in \mathcal{N}^{(N)}_i}^{N \geq 1}$ be a sequence of CSMA policies where $p^{(N)}_i$ defines a CSMA policy for the network with $N$ nodes, and let $\{\beta^{(N)}_i\}_{i \in \mathcal{N}^{(N)}_i}^{N \geq 1}$ be the corresponding sequence of sensing periods. By Assumption 2, the following conditions hold.

(a) For the sequence $\{\beta^{(N)}_i\}_{i \in \mathcal{N}^{(N)}_i}^{N \geq 1}$ we have
\[
\lim_{N \to \infty} N \beta^{(N)} = 0.
\]
(b) For $p^{(N)}_{\max} = \max_{(i,j) \in \mathcal{L}^{(N)}} p^{(N)}_{(i,j)}$ we have that
\[
\lim_{N \to \infty} p^{(N)}_{\max} = 0.
\]
(c) There exists a constant $\chi$ and an integer $N_0$ such that for all $N \geq N_0$ we have that
\[
\sum_{j \in \mathcal{N}^{(N)}_i} [p^{(N)}_{(i,j)} + p^{(N)}_{(j,i)}] \leq \chi \beta^{(N)}_i, \quad i = 1, \ldots, N.
\]

For this setup, Theorem 3 states that
\[
\lim_{N \to \infty} \delta^N_\rho = 0, \quad \text{and} \quad \lim_{N \to \infty} \delta^N_\tau = 0,
\]
where $\delta^N_\rho$ and $\delta^N_\tau$ are as defined in Section VIII.

To prove Theorem 3, we use techniques and results that were presented by Hajek and Krishna in [17] for their analysis of blocking probabilities in loss networks. Before we start the analysis, we provide in the next section a brief summary of [17] as it relates to our analysis. In Section C-B, we provide an overview of the proof.

A. Result by Hajek and Krishna

Here we provide a brief summary of the work by Hajek and Krishna, we refer to [17] for a more detailed description. Consider a wired (loss) network consisting of a set of undirected links $\mathcal{L}$, where each link $i \in \mathcal{L}$ has capacity 1. The network serves connections (calls) where each connection uses 1 unit of the capacity at each link it traverses, i.e. when active each link can accommodate at most 1 connection. Furthermore, suppose that all connections use routes that consist of exactly two links. Connection requests arrive according to independent Poisson processes where $\nu_{ij} = \nu_{ji}$ denotes the arrival rate for connections that use links $i$ and $j$. Once a connection is accepted, it stays in the system for an amount of time that is exponentially distributed with mean one. If a new connection that uses links $i$ and $j$ in its route arrives and one of these links is already serving another connection, then it is blocked and lost. Then, $B^E(\nu) = (B^E_i(\nu))_i$, is defined as the solution of the following Erlang fixed point equation
\[
\frac{B^E_i}{1 - B^E_i} = \sum_{j \in \mathcal{L}} \nu_{ij} (1 - B^E_j), \quad i \in \mathcal{N}, \tag{26}
\]
where $B^E_i$ approximates the probability that link $i$ is busy, i.e. the probability of serving an incoming connection. In [17], Hajek and Krishna obtain the following result:

**Proposition 4.** Consider a loss network as defined above and let
\[
\nu = \max_{i,j \in \mathcal{L}} \nu_{ij},
\]
and
\[
\chi = \max_{i,j \in \mathcal{L}} \nu_{ij}.
\]
Then, the actual steady-state probability $\hat{B}_i$, $i \in \mathcal{L}$, that link $i$ is busy satisfies, for all $i \in \mathcal{N}$,
\[
(1 - B^E_i)e^{-\chi(1 + \beta)} \leq 1 - \hat{B}_i \leq (1 - B^E_i)e^{-\chi(1 + \beta)},
\]
where $B^E_i$, $i \in \mathcal{L}$, is the solution to the Erlang fixed point equation given by (26).

The above proposition implies that for small $\chi$ and $\nu$, the solution to the Erlang fixed point equation approximates well the actual steady-state probability of a link being busy. Our analysis follows a similar argument whereby we show that our CSMA fixed point equation can be closely approximated by an Erlang fixed point equation, which, in turn, is an accurate estimate of the actual performance of the CSMA policy in the asymptotic regime of large networks and small sensing time. Next section outlines the steps of this argument more explicitly.

B. Main Steps in the Proof of Theorem 3

In this section, we list the main steps leading to the proof of Theorem 3, and then provide the proof based on those results. The proof of the statements of the steps are moved to subsequent subsections to avoid disruption of the flow.

**Step 1** Recall that we previously defined and studied the equations (9)-(10) as fixed point equations with respect to the parameters $\rho(p)$ or $G(p)$. For this proof, we find it more convenient to work with a new parameter $B = (B_1, \ldots, B_N)$, where $B_i \triangleq (1 - \rho_i)$ for each node $i$ that approximates the fraction of busy time of that node under CSMA policy $p$. To that end, in Section C-C, we let $\nu = (\nu_{ij})$ with $\nu_{ij} \triangleq \frac{\nu_{ij}}{\nu_{ij} + \nu_{ji}}$, and define $B(\nu)$ as the solution to the CSMA fixed point equation:
\[
B_i = \frac{(1 - B_i)}{\beta} (1 - \exp(-\beta \sum_{j \in \mathcal{N}_i} \nu_{ij} (1 - B_j))), \quad i \in \mathcal{N}. \tag{27}
\]
Then, in Lemma 4, we relate this CSMA fixed point equation (27) to the following generalized version of the Erlang fixed point equation (26) where $B^{GE}(\nu)$ solves
\[
\frac{B_i^{GE}}{1 - B_i^{GE}} = \sum_{j \in \mathcal{N}_i} \nu_{ij} (1 - B_j^{GE}), \quad i \in \mathcal{N}, \tag{28}
\]
where (in contrast to the Erlang fixed point equation) it is not required that $\nu_{ij} = \nu_{ji}$, but it is allowed
\[
\nu_{ij} \neq \nu_{ji}.
\]
Using the generalized Erlang fixed point equation, it is shown that there exists a nonnegative vector $\hat{\nu} = (\hat{\nu}_{ij})$ close to $\nu$,
potentially, with \( \tilde{v}_{ij} \neq \hat{v}_{ji} \) that satisfies \( B(\nu) = B^{GE}(\nu) \).

Further, we provide bounds on the proximity of \( \hat{v} \) values to \( \nu \) (see Lemma 4 for details).

With this motivation, in Section C-D, we prove the existence and uniqueness of the generalized Erlang fixed point \( B^{GE}(\nu) \) for any nonnegative \( \nu \), potentially, with \( \hat{v}_{ij} \neq \hat{v}_{ji} \). Then, in Section C-E, we provide a sensitivity analysis of the fixed point \( B^{GE}(\nu) \) to bound the change in the fixed point solution when \( \nu \) is locally perturbed.

Using this analysis we obtain Corollary 3 which allows to tightly bounds the CSMA fixed point solution \( B(\nu) \) with the Erlang fixed point solution \( B^{GE}(\nu) \), i.e. Corollary 3 states that the CSMA fixed point \( B(\nu) \) and the Erlang fixed point \( B^{GE}(\nu) \) become (asymptotically) identical for large \( N \). The generalized Erlang fixed point \( B^{GE}(\nu) \) serves in this step as a vehicle to related that CSMA fixed point to the Erlang fixed point.

**Step 2** In this step, we study the characteristics of the actual asynchronous CSMA policy performance. To that end, in Section C-F, we first prove that the asynchronous CSMA policy has well-defined steady-state distribution, and hence falls within the set \( \mathcal{P} \) of policies with well-defined link service rates \( \mu = (p_{ij}) \) and probabilities of links being idle \( \sigma = (\sigma_i)_{i \in \mathbb{N}} \). Then, in Section C-G, we derive several properties of \( \sigma \) which are then used in Section C-H to prove that the steady-state probabilities of nodes being idle become asymptotically independent in the large network and small sensing delay limit.

**Step 3** Combining the results from Steps 1 and 2, we show in Section C-I that under Assumption 2 the solution to the CSMA fixed point equation is asymptotically accurate. In particular, we derive the following important result (see Section C-I for its proof).

**Proposition 5.** Consider a CSMA policy \((p^{(N)}, \beta^{(N)})\) for a wireless network consisting of \( N \) nodes and let \( \rho_{\text{max}}^{(N)} = \max_{(i,j) \in \mathcal{L}} p^{(N)}_{ij} \) and let \( \chi \) be defined as in Assumption 2(c).

Then, there exist constants positive \( \kappa \) and \( \kappa_s \) that do not depend on \( N \), and an integer \( N_0 \), such that for \( N > N_0 \) the actual steady-state probability \( \sigma_i(p^{(N)}) \), \( i \in \mathbb{N} \), that node \( i \) is idle under the CSMA policy \((p^{(N)}, \beta^{(N)})\) satisfy, \( \forall i \in \mathbb{N} \),

\[
\rho_i(p^{(N)})e^{-\chi(r+r^2/2)}e^{-\chi(\kappa\beta^{(N)}+(\kappa_s\beta^{(N)})^2/2)} \leq \sigma_i(p^{(N)}) \leq \rho_i(p^{(N)})e^{\chi(r+r^2/2)}e^{\chi(\kappa\beta^{(N)}+(\kappa_s\beta^{(N)})^2/2)},
\]

where \( \rho_i(p^{(N)}) \) is the solution to the CSMA fixed point equation for \( p^{(N)} \), and

\[
r \triangleq 2(2N+1)(\kappa_s\beta^{(N)}) + 2r_p, \quad \text{with} \quad r_p \triangleq \frac{\rho_{\text{max}}^{(N)}}{\beta^{(N)}}.
\]

Based on Steps 1-3 and Proposition 5, we can now prove Theorem 3.

**Proof of Theorem 3:** Consider a sequence of CSMA policies \( p^{(N)} \) that satisfies Assumption 2. To keep the notation light, we use in the following only \( p \) instead of \( p^{(N)} \), \( p_{ij} \) instead of \( p^{(N)}_{ij} \), \( \sigma_i \) instead of \( \sigma_i(p^{(N)}) \), \( \rho_i \) instead of \( \rho_i(p^{(N)}) \), and \( \beta \) instead of \( \beta^{(N)} \). Furthermore, we use \( \mu_{ij} \) instead of \( \mu_{ij}(p^{(N)}) \) to denote the link service rate for link \((i,j)\) under the CSMA policy \( p^{(N)} \), and \( \tau_{ij} \) instead of \( \tau_{ij}(p^{(N)}) \) to denote the approximation of link service rate for link \((i,j)\) under the CSMA fixed point approximation for the CSMA policy \( p^{(N)} \).

We first show that

\[
\lim_{N \to \infty} \delta^{(N)} = 0.
\]

This result follows immediately from Proposition 5 which states that the steady-state probabilities asymptotically converge to the solution of the CSMA fixed point equation if

\[
\lim_{N \to \infty} \left( (2N+1)(\kappa_s\beta) + 2r_p \right) = 0,
\]

or

\[
\lim_{N \to \infty} N\beta = 0, \quad \text{and} \quad \lim_{N \to \infty} \frac{p^{(N)}_{\text{max}}}{\beta} = 0.
\]

And indeed, these conditions hold by Assumption 2. The proof that

\[
\lim_{N \to \infty} \delta^{(N)} = 0
\]

requires results that we obtain in Section C-G and C-H (outlined in Step 2 above); we will provide references to these results in the derivations below.

We are going to use the following convention. We say that a node \( i \) is idle if node \( i \) is currently neither sending, nor receiving, a data packet. Otherwise, we say that node \( i \) is busy. Accordingly, we say that a link \( l = (i,j) \) is idle if both node \( i \) and \( j \) are idle. Otherwise, we say that link \((i,j)\) is busy.

Let \( y_i \) be the indicator whether node \( i \) is idle (\( y_i = 0 \)) or busy (\( y_i = 1 \)), and let \( P(y_i = 0, y_j = 0) \) be the steady-state probabilities that node \( i \) and \( j \) are jointly idle. In Section C-F, we show this steady-state probability exists. Then, using the same argument as we give in Section C-G to prove Lemma 20, we can see that

\[
P(y_i = 0, y_j = 0) = 0 \quad \forall (i,j) \quad \text{where} \quad (1 - 4\chi\beta) \quad \text{is a lower-bound (see Section C-G) on the probability that a packet transmission on link \((i,j)\) is successful, i.e. does not experience a collision.}
\]

Also, by Proposition 8 in Section C-H, we have that

\[
1 + 2r_p \left( \frac{1}{1 + \kappa_s\beta} \right)^{2N} \leq \frac{P(y_i = 0, y_j = 0)}{\sigma_i \sigma_j} \leq (1 + \kappa_s\beta)^{2N}(1 + 2r_p).
\]

Using this result in the previous expression yields

\[
1 + 2r_p \left( \frac{1}{1 + \kappa_s\beta} \right)^{2N} \sigma_i \sigma_j p_{(i,j)}(1 - 4\chi\beta)^2 \leq \frac{\mu_{(i,j)}\beta}{\sigma_i \sigma_j} \leq (1 + \kappa_s\beta)^{2N}(1 + 2r_p) \frac{1}{1 - 4\chi\beta}.
\]

Combining this result with Proposition 5, we obtain that

\[
\frac{1}{1 + \kappa_s\beta} \left( \frac{1}{1 + \kappa_s\beta} \right)^{2N} (1 - 4\chi\beta)^2 e^{-2\chi(r+r^2/2)} e^{-2\chi(\kappa\beta^{(N)}+(\kappa_s\beta^{(N)})^2/2)} \leq \frac{\mu_{(i,j)}\beta}{\rho_i \rho_j} \left( \frac{\rho_{\text{max}}^{(N)}}{\beta^{(N)}} \right) \leq (1 + \kappa_s\beta)^{2N} \frac{1}{1 - 4\chi\beta}.
\]
where \( \rho_i \) and \( \rho_j \) are the solutions to the CSMA fixed point equation (9)-(10) for the CSMA policy \( p \).

As we have that (see Sections VI-B and VII, and Equations (11) and (12))
\[
\frac{\rho_j p_{i,j} e^{-2\chi \beta}}{1 + \beta - e^{-G_i(p)}} \leq \frac{\rho_j p_{i,j} e^{-(G_i(p) + G_j(p))}}{1 + \beta - e^{-G_j(p)}} \leq \tau_{i,j} \leq \frac{\rho_j p_{i,j} e^{-2\chi \beta}}{1 + \beta - e^{-G_i(p)}}
\]
or
\[
\rho_i \rho_j p_{i,j} e^{-2\chi \beta} \leq \tau_{i,j} \leq \rho_i \rho_j p_{i,j} e^{-2\chi \beta}
\]
it follows that
\[
\left( \frac{1}{1 + \kappa_s \beta} \right)^{2N} \frac{(1 - 4\chi \beta)}{(1 + 2r_p^2)} e^{-2\chi(\kappa_s \beta + \frac{\alpha^2 \beta}{2})} e^{-2\chi \beta} \leq \frac{\tau_{i,j}}{\mu(i,j)} \leq \left( 1 + \kappa_s \beta \right)^{2N} \frac{(1 + 2r_p^2)}{(1 - 4\chi \beta)^2} e^{2\chi(\kappa_s \beta + \frac{\alpha^2 \beta}{2})}.
\]
Finally, note that under Assumption 2, we have
\[
\lim_{N \to \infty} \frac{(1 - 4\chi \beta)}{(1 + 2r_p^2)} e^{-2\chi(\kappa_s \beta + \frac{\alpha^2 \beta}{2})} e^{-2\chi \beta} = 1
\]
and
\[
\lim_{N \to \infty} \left( 1 + \kappa_s \beta \right)^{2N} \frac{(1 + 2r_p^2)}{(1 - 4\chi \beta)^2} e^{2\chi(\kappa_s \beta + \frac{\alpha^2 \beta}{2})} = 1.
\]
Therefore, it follows that \( \lim_{N \to \infty} \delta(N) = 0 \).

**C. Alternative Formulation of the CSMA Fixed Point**

In this section, we derive an alternative formulation for the CSMA fixed point for a CSMA policy \( p \), which is then used to relate the CSMA fixed point to the Erlang fixed point for loss networks (as outlined in Step 1 of Section C-B). To keep the notation light, we use the following: \( p_{i,j} \), instead of \( p(i,j)(N) \), \( \beta \) instead of \( \beta(N) \), \( G_i \) instead of \( G_i(N) \), and \( N_i \) instead of \( N_i(N) \).

Recall that for a CSMA policy \( p \) with sensing period \( \beta \), the CSMA fixed point equation is given by
\[
\rho_i = \frac{\beta}{\beta + 1 - e^{-G_i}} , \quad i = 1, ..., N,
\]
where \( G_i = \sum_{j \in N_i} (p_{i,j} + p_{j,i}) \rho_j \). First we observe that for large \( N \) the offered load \( G_i \) becomes small at all nodes.

**Lemma 3.** Under Assumption 2, we have
\[
\lim_{N \to \infty} G_i = 0 , \quad i = 1, ..., N.
\]

**Proof:** By Assumption 2, we have that
\[
\lim_{N \to \infty} G_i = \lim_{N \to \infty} \sum_{j \in N_i} (p_{i,j} + p_{j,i}) \rho_j \leq \lim_{N \to \infty} \sum_{j \in N_i} (p_{i,j} + p_{j,i}) \leq \lim_{N \to \infty} \chi \beta = 0.
\]

Let \( B(\nu) = (B_i(\nu))_i \) be the CSMA fixed point as given by equation (27), i.e. \( B(\nu) \) is the solution to the fixed point equation
\[
B_i = 1 - \frac{\beta}{\beta + 1 - e^{-G_i}}, \quad i = 1, ..., N,
\]
where \( G_i = \sum_{j \in N_i} (p_{i,j} + p_{j,i})(1 - B_j) \). Note that we can rewrite the expression for \( B_i \) as
\[
B_i = \frac{\beta}{\beta + 1 - e^{-G_i}} \frac{1}{\beta} (1 - e^{-G_i}) = \rho_i \frac{1}{\beta} (1 - e^{-G_i})
\]
\[
= (1 - B_i) \frac{1}{\beta} (1 - e^{-G_i})
\]
which is previously posed as (27) in our outline. We then have the following result.

**Lemma 4.** Given a CSMA policy \( (p, \beta) \) for a network with \( N \) nodes, let
\[
\nu_{ij} = \frac{p_{i,j} + p_{j,i}}{\beta}, \quad i, j = 1, ..., N
\]
and let \( \chi \) be given as in Assumption 2(c). Let \( B(\nu), i = 1, ..., N, \) be the CSMA fixed point as given by (27). Then, for \( \beta \in (0, (2\chi)^{-1}) \) and \( \kappa \geq 2\chi \) we have that
\[
B_i(\nu) = (1 - B_i(\nu)) \sum_{j \in N_i} \nu_{ij}(1 - B_j(\nu)), \quad i \in N,
\]
for some \( \nu_{ij} \geq 0 \), potentially, with \( \nu_{ij} \neq \nu_{ji} \) satisfying
\[
\frac{1}{1 + \kappa \beta} \leq \nu_{ij} \leq 1 + \kappa \beta, \quad (i, j) \in L,
\]
and \( \nu_{ij} = 0 \) if \( (i, j) \notin L \). More compactly, we have \( B(\nu) = B^G E(\nu) \) where \( B^G E(\nu) \) is defined in equation (28).

**Proof:** For
\[
G_i = \sum_{j \in N_i} (p_{i,j} + p_{j,i})(1 - B_j(\nu))
\]
note that
\[
1 - e^{-G_i} \leq G_i \leq G_i(1 + \kappa \beta).
\]

Furthermore, we have
\[
G_i e^{-G_i} \leq 1 - e^{-G_i}.
\]
To see this, note that \( \lim_{x \to 0} xe^{-x} = \lim_{x \to 0} (1 - e^{-x}) = 0 \) and \( \frac{d}{dx} xe^{-x} \leq \frac{d}{dx} (1 - e^{-x}), \) for \( x \geq 0 \). Since, by Assumption 2, we have \( G_i \leq \chi \beta \), it also follows that
\[
G_i e^{-\chi \beta} \leq G_i e^{-G_i} \leq 1 - e^{-G_i}.
\]

Furthermore, since \( e^{-\chi \beta} \geq (1 - \chi \beta) \), it follows that
\[
G_i (1 - \chi \beta) \leq 1 - e^{-G_i}.
\]
Finally, for \( \kappa \geq \frac{1}{1 - \chi \beta} \), we have
\[
\frac{1}{1 + \kappa \beta} \leq \frac{1}{1 + \frac{1}{1 - \chi \beta}} = 1 - \chi \beta.
\]
Combining the above results, it then follows that for \( \beta \in [0, (2\chi)^{-1}] \) and \( \kappa \geq 2\chi \) we have
\[
G_i \frac{1}{1 + \kappa \beta} \leq 1 - e^{-G_i} \leq G_i (1 + \kappa \beta)
\]
and, using (29),
\[
\frac{1}{1 + \kappa \beta} \sum_{j \in N_i} \nu_{ij} (1 - B_i(\nu))(1 - B_j(\nu)) \leq B_i(\nu) \leq (1 + \kappa \beta) \sum_{j \in N_i} \nu_{ij} (1 - B_i(\nu))(1 - B_j(\nu)), \quad \forall i \in N.
\]
The result then immediately follows from continuity and the fact that for node \( i \in N \) the vector \((\hat{\nu}_{ij})_{j \in N_i}\), can be determined independently from the other nodes.

Thus, the above lemma establishes that the CSMA fixed point \( B(\nu) \) that solves (27) can alternatively be expressed as the fixed point that solves the generalized Erlang fixed point equation (28) where the true transmission rates \( \nu_{ij} \) are replaced by “approximate transmission rates” \( \hat{\nu}_{ij} \).

D. Existence and Uniqueness of a Fixed Point

Consider the generalized Erlang fixed point equation of Lemma 4 that is given by
\[
B_i^{GE} = \sum_{j \in N_i} \hat{\nu}_{ij} (1 - B_i^{GE})(1 - B_j^{GE}), \quad i \in N,
\]
with
\[
\hat{\nu}_{ij} \geq 0, \quad (i, j) \in \mathcal{L},
\]
where we allow that
\[
\hat{\nu}_{ij} \neq \hat{\nu}_{ji}.
\]

In this section, we will show that there exists a unique fixed point by using an argument that is similar to the one in Section B that we used to prove the existence and uniqueness of the CSMA fixed point.

We first rewrite the above fixed point equation as
\[
\frac{B_i^{GE}}{1 - B_i^{GE}} = \sum_{j \in N_i} \hat{\nu}_{ij} (1 - B_j^{GE}), \quad i \in N, \quad (30)
\]
where \( \hat{\nu}_{ij} \geq 0, \ (i, j) \in \mathcal{L} \).

Given vector \( \hat{\nu} = (\hat{\nu}_{ij})_{(i,j) \in \mathcal{L}} \) with \( \hat{\nu}_{ij} \geq 0, \ (i, j) \in \mathcal{L} \), let \( B_i^{GE}(\hat{\nu}) \) be the set of fixed points for Eq. (30). Then we have the following result.

**Lemma 5.** For all fixed points \( B_i^{GE} \in B_i^{GE}(\hat{\nu}) \), there exist neighborhoods \( U \subset \mathbb{R}^N_+ \) of \( B_i^{GE} \) and \( V \subset [0, 1]^L \) of \( \hat{\nu} \) such that for each \( \nu \in V \) the equation \( F_i(B_i^{GE}, \nu) = (F_i(B_i^{GE}, \nu))_{i \in N} = 0 \) where
\[
F_i(B_i^{GE}, \nu) = \frac{B_i^{GE}}{1 - B_i^{GE}} - \sum_{j \in N_i} \nu_{ij} (1 - B_j^{GE})
\]
has a unique solution \( B_i^{GE} \in U \). Moreover, this solution can be given by a function \( B_i^{GE} = \phi(\nu) \) where \( \phi \) is continuously differentiable on \( V \).

**Proof:** For \( i \in N \), we have
\[
\frac{\partial F_i}{\partial B_j^{GE}} = \begin{cases} \frac{1}{(1 - B_j^{GE})^2}, & i = j, \\ \nu_{ij}, & j \in N_i, \\ 0, & \text{otherwise.} \end{cases}
\]

Note that the function \( F \) is continuously differentiable. Next we show that the Jacobian matrix
\[
\begin{bmatrix}
\frac{\partial F_i}{\partial B_j^{GE}}
\end{bmatrix}
\]
has linearly independent rows. Having established this result, the lemma then follows from the implicit function theorem. Before we proceed, we note that this matrix has non-negative entries.

Suppose that the rows are not linearly independent, then there exists a coefficient vector \( \mathbf{x} = (x_1, \ldots, x_N) \neq 0 \) such that
\[
\sum_{j=1}^{N} x_j \left( \frac{\partial F_i(B_i^{GE}, \nu)}{\partial B_j^{GE}} \right) = 0, \quad \text{for all } i \in \{1, \ldots, N\}.
\]

Using the special structure of the Jacobian matrix, we obtain
\[
\frac{x_i}{(1 - B_i^{GE})^2} + \sum_{j \in N_i} x_j \nu_{ij} = 0, \quad i \in N,
\]
or
\[
1 + \sum_{j \in N_i} \nu_{ij} \frac{x_j}{x_i} (1 - B_i^{GE})^2 = 0, \quad i \in N.
\]

Consider a node \( i^* \) such that
\[
\left| \frac{x_{i^*}}{1 - B_{i^*}^{GE}} \right| \leq \left| \frac{x_i}{1 - B_i^{GE}} \right|, \quad i \in N.
\]

Then,
\[
1 = - \sum_{j \in N_{i^*}} \nu_{i^*j} (1 - B_{i^*}^{GE})(1 - B_j^{GE}) \left| \frac{x_j}{x_{i^*}} \cdot \frac{1 - B_j^{GE}}{1 - B_{i^*}^{GE}} \right| \leq \sum_{j \in N_{i^*}} \nu_{i^*j} (1 - B_{i^*}^{GE})(1 - B_j^{GE}) \left| \frac{x_j}{x_{i^*}} \cdot \frac{1 - B_j^{GE}}{1 - B_{i^*}^{GE}} \right| \leq \sum_{j \in N_{i^*}} \nu_{i^*j} (1 - B_{i^*}^{GE})(1 - B_j^{GE}) = B_{i^*}^{GE} < 1.
\]

Hence, we obtain a contradiction and the result follows.

We then obtain the following result by the same argument as given to prove the uniqueness of the CSMA fixed point in Section B.

**Lemma 6.** There exists a unique fixed point \( B_i^{GE}(\hat{\nu}) \) to Eq. (30).

E. Sensitivity Analysis

In this section we show that asymptotically (as \( N \) becomes large) the solution to the CSMA fixed point equation converges to the solution of the Erlang fixed point equation given by Eq. (26). To show this, we use a sensitivity analysis for the generalized Erlang fixed point \( B_i^{GE}(\hat{\nu}) \) that is the same as given by Hajek and Krishna in Section 4 of [17] with only minor notational changes. For convenience, we provide below
the analysis of Hajek and Krishna applied to the generalized Erlang fixed point $B_{i}^{GE}(\nu)$.

Given vector $\nu = (\nu_{ij})_{(i,j)\in \mathcal{L}}$ with $\nu_{ij} \geq 0$, $(i,j) \in \mathcal{L}$, let $B_{i}^{GE}(\nu) = (B_{1}^{GE}(\nu),...,B_{N}^{GE}(\nu))$ be the fixed point to the equation

$$
\frac{B_{i}^{GE}}{1 - B_{i}^{GE}} = \sum_{j\in N_{i}} \nu_{ij}(1 - B_{j}^{GE}), \quad i \in \mathcal{N},
$$

(31)

which we can rewrite as

$$
\frac{\partial F}{\partial B_{i}^{GE}} = \mathbb{D}^{-1}(\mathbb{I} + \mathbb{D}\mathbb{R})\mathbb{D}^{-1}.
$$

By Lemma 5, the matrix $\frac{\partial F}{\partial B_{i}^{GE}}$ is invertible. It follows that $(\mathbb{I} + \mathbb{D}\mathbb{R})$ is invertible and $\mathbb{L}$ is well defined.

To show that

$$
\sum_{j \in \mathcal{N}} |L_{i,j}| \leq \frac{1}{1 - B_{i}^{GE}}, \quad i \in \mathcal{N},
$$

we can use the same argument as given to prove Lemma 1 in [17]. That is, let $\mathbb{M} = \mathbb{D}\mathbb{R}$, so the diagonal elements of $\mathbb{M}_{i,j}$ are all equal to zero and the off-diagonal elements are given by

$$
\mathbb{M}_{i,j} = (1 - B_{i}^{GE})(1 - B_{j}^{GE})\nu_{ij}.
$$

Let $e$ denote the vector with all elements being equal to 1. Then we have that

$$
\mathbb{M}e \leq B_{i}^{GE},
$$

where the inequality is understood to be coordinate-by-coordinate. By induction, we obtain for $n \geq 0$ that

$$
\mathbb{M}^{n}e \leq (B_{i}^{GE})^{n}e = \frac{1}{1 - B_{i}^{GE}}e,
$$

and the lemma follows.

From the proof of Lemma 7, we have that

$$
\frac{\partial B_{i}^{GE}}{\partial \nu} = (\mathbb{D}^{-2} + \mathbb{R})^{-1}\mathbb{D}^{-1}\mathbb{T} = \mathbb{D}\mathbb{L}\mathbb{T}.
$$

We use this result as follows. Let $B_{i}^{GE}(s)$ be the solution to the fixed point equation

$$
\frac{B_{i}^{GE}}{1 - B_{i}^{GE}} = \sum_{j \in \mathcal{N}_{i}} \nu_{ij}(s)(1 - B_{j}^{GE}), \quad i \in \mathcal{N},
$$

(32)

with

$$
\nu_{ij}(s) = \nu_{ij}(1 + \delta_{ij}s), \quad \frac{1}{(1 + \kappa_{ij})} \leq \delta_{ij} \leq 1.
$$

Note that as we vary $\delta_{ij}$ in the interval $[\frac{1}{(1 + \kappa_{ij})}, 1]$ and $s$ in the interval $[0, \kappa_{ij}]$, $\nu_{ij}$ will vary in the interval $[\frac{1}{(1 + \kappa_{ij})}, 1 + \kappa_{ij}]$.

Using the fact that

$$
\frac{\partial B_{i}^{GE}}{\partial \nu} = \mathbb{D}\mathbb{L}\mathbb{T}
$$

Proof: Recall that
and the chain rule
\[
\frac{dB^{GE}_{k}}{ds} = \frac{\partial B^{GE}_{k}}{\partial \nu} \frac{d\nu}{ds}
\]
we obtain for \(B^{GE}_{k}(s), k = 1, \ldots, N\), that
\[
\left| \frac{dB^{GE}_{k}}{ds} \right| = \left| \sum_{i \in N} \sum_{j \in N} \frac{dB^{GE}_{i}}{d\nu_{ij}} \nu_{ij} \delta_{ij} \right| \leq \sum_{i \in N} \sum_{j \in N} \left| \frac{dB^{GE}_{i}}{d\nu_{ij}} \nu_{ij} \delta_{ij} \right| 
\leq (1 - B^{GE}_{k}) \sum_{i \in N} \sum_{j \in N} |T_{i,j}| \left| \nu_{ij} \delta_{ij} \right|
= (1 - B^{GE}_{k}) \sum_{i \in N} \left\{ \left| L_{k,i} \cdot \sum_{j \in N} (1 - B^{GE}_{j})(1 - B^{GE}_{j}) \nu_{ij} \delta_{ij} \right| \right\}
\]
As we have that \(\nu_{ij} = 0\) for \(j \notin N_{i}\), we obtain that
\[
\left| \frac{dB^{GE}_{k}}{ds} \right| \leq (1 - B^{GE}_{k}) \sum_{i \in N} \left\{ \left| L_{k,i} \cdot \sum_{j \in N} (1 - B^{GE}_{j})(1 - B^{GE}_{j}) \nu_{ij} \delta_{ij} \right| \right\}
= (1 - B^{GE}_{k}) \sum_{i \in N} \left\{ \left| L_{k,i} \cdot \sum_{j \in N} \nu_{ij} \delta_{ij} / (1 + s \delta_{ij}) (1 - B^{GE}_{j}) \right| \right\}
\]
We then have the following result.

**Proposition 6.** Let \(\kappa = 2\chi\) and let \(B^{GE}(s)\) be the solution to the fixed point equation
\[
\frac{B^{GE}}{1 - B^{GE}} = \sum_{j \in N_{i}} \nu_{ij}(s)(1 - B^{GE}_{j}), \quad i \in N,
\]
with
\[
\nu_{ij}(s) = \nu_{ij}(1 + \delta_{ij}s), \quad -1/(1 + \kappa \beta) \leq \delta_{ij} \leq 1.
\]
Then for \(0 \leq s \leq \kappa \beta\), we have that
\[
e^{-\chi(s + s^2/2)} \leq \frac{(1 - B^{GE}(s))}{(1 - B^{GE}(0))} \leq e^{\chi(s + s^2/2)}, \quad i \in N.
\]

**Proof:** For the proof, we use the same analysis as given to prove Theorem 2 and Corollary 2 in [17]. That is, for \(s \in [0, \kappa \beta]\) and \(\delta_{ij} \in [-1/(1 + \kappa \beta), 1]\) we have
\[
-1 \leq \frac{\delta_{ij}}{1 + s \delta_{ij}} \leq 1.
\]
Combining this bound with the fact that \(B_{j}(s)\) is the solution to (32), we have that
\[
\sum_{j \in N} \nu_{ij} \left| \frac{\delta_{ij}}{1 + s \delta_{ij}} \right| (1 - B^{GE}_{j}) \leq \frac{B^{GE}_{i}}{1 - B^{GE}_{i}}.
\]
Combining the above result with Lemma 7, it then follows that
\[
\left| \frac{dB^{GE}_{k}}{ds} \right| \leq (1 - B^{GE}_{k}) \sum_{i \in N} |L_{k,i}| B^{GE}_{i} \leq (1 - B^{GE}_{k}) B^{GE}_{k} / (1 - B^{GE}_{k}).
\]
(33)
Recall that \(B^{GE}_{i}(s)\) is the solution to
\[
\frac{B^{GE}_{i}(s)}{1 - B^{GE}_{i}(s)} = \sum_{j \in N} \nu_{ij}(s)(1 - B^{GE}_{j}(s)), \quad s \in [0, \kappa \beta],
\]
with
\[
\nu_{ij}(s) = \nu_{ij}(1 + \delta_{ij}s), \quad -1/(1 + \kappa \beta) \leq \delta_{ij} \leq 1.
\]
As
\[
\nu_{ij}(s) \leq \nu_{ij}(1 + s), \quad -1/(1 + \kappa \beta) \leq \delta_{ij} \leq 1
\]
and by Assumption 2 we have that
\[
\sum_{j \in N_{i}} \nu_{ij} \leq \chi,
\]
it follows that
\[
\frac{B^{GE}_{i}}{1 - B^{GE}_{i}} \leq \chi(1 + s).
\]
Combining this result with Eq. (33), we obtain that
\[
\left| \frac{dB^{GE}_{k}}{ds} \right| \leq (1 - B^{GE}_{k}) \chi(1 + s), \quad s \in [0, \kappa \beta],
\]
and the proposition follows. 

We have the following corollary.

**Corollary 3.** Let \(\kappa = 2\chi\). The solution \(B(\nu) = (B_{1}(\nu), \ldots, B_{N}(\nu))\) to the CSMA fixed point equation given by Eq. (27) then satisfies
\[
e^{-\chi(\kappa \beta + (\kappa \beta)^2/2)} \leq \frac{(1 - B^{E}_{i}(\nu))}{(1 - B^{E}_{i}(0))} \leq e^{\chi(\kappa \beta + (\kappa \beta)^2/2)}, \quad i \in N,
\]
where \(B^{E}(\nu) = (B^{E}_{1}(\nu), \ldots, B^{E}_{N}(\nu))\) is the solution to the Erlang fixed point equation
\[
\frac{B^{E}_{i}}{1 - B^{E}_{i}} = \sum_{j \in N_{i}} \nu_{ij}(1 - B^{E}_{j}), \quad i \in N,
\]
with
\[
\nu_{ij} = \frac{p(i,j) + p(j,i)}{\beta}.
\]

**Proof:**
Recall that if we vary \(\delta_{ij}\) in the interval \([-1/(1 + \kappa \beta), 1]\) and \(s\) in the interval \([0, \kappa \beta]\), \(\nu_{ij}\), then
\[
\nu_{ij}(s) = \nu_{ij}(1 + \delta_{ij}s), \quad -1/(1 + \kappa \beta) \leq \delta_{ij} \leq 1.
\]
will vary in the interval \([1/(1 + \kappa \beta), 1 + \kappa \beta]\).

The corollary then follows immediately from Proposition 6 and from Lemma 4 which states that the CSMA fixed point \(B(\nu)\) is equal to a solution \(B^{GE}(\nu)\) to the fixed point equation
\[
B^{GE}_{i} = \sum_{j \in N_{i}} \nu_{ij}(1 - B^{GE}_{j})(1 - B^{GE}_{j}), \quad i \in N,
\]
where \( \bar{\nu}_{ij} \geq 0 \) is such that
\[
\frac{1}{1 + \kappa\beta} \leq \frac{\bar{\nu}_{ij}}{\nu_{ij}} \leq 1 + \kappa\beta, \quad (i,j) \in \mathcal{L},
\]
and \( \bar{\nu}_{ij} = 0 \) if \( (i,j) \notin \mathcal{L} \).

The above corollary states that the solution \( B(\nu) \) to the CSMA fixed point equation given by Eq.(27) and the solution \( B_\mathcal{L}(\nu) \) to the Erlang fixed point equation become (asymptotically) identical for large \( N \), as by Assumption 2 we have that \( \beta \) approaches 0 as \( N \) increases. We are going to use this result in Section C-I to prove Proposition 5.

**F. Existence of Steady-State Probabilities**

In this section, we show that the family of CSMA policies \((p, \beta)\) provided in Definition 6 is contained in the set \( \mathcal{P} \) of all policies that have well-defined link rates.

Consider a CSMA policy \( p \) with sensing period \( \beta \). Furthermore, recall that \( \beta_l(l') \) is the amount of time link \( l \) requires to detect that link \( l' \) has finished transmitting a packet, i.e. \( \beta_l(l') \) is the sensing delay of link \( l \) for link \( l' \) (see also Section IV-B).

Recall that we say that a node \( i \) is idle if node \( i \) is currently neither sending, nor receiving, a data packet. We say that a link \( l = (i,j) \) is idle if both node \( i \) and \( j \) are idle. Otherwise, we say that node \( i \) senses link \( l \) to be busy.

For a given directed link \( l = (i,j) \), we refer to node \( i \) as the source node of link \( l \). We then say that link \( l = (i,j) \) is sensed to be idle by its source node, if node \( i \) is (a) currently idle and (b) senses node \( j \) to be idle. Otherwise, we say that node \( i \) senses link \( l \) to be busy.

Suppose that at time \( t_0 \) node \( i \) has sensed link \( l = (i,j) \) to be idle for exactly the duration of a sensing period \( \beta \), i.e. node \( i \) first detect that link \( l \) is idle at time \( t_0 = \beta \). Furthermore, suppose that at time \( t_0 \) node \( i \) starts a packet transmission on link \( l \). Then we say that link \( l \) has been idle in the interval \([t_0 - \beta,t_0]\).

If at time \( t_0 \), link \( l = (i,j) \) just became busy (either because node \( i \) started a packet transmission on link \( l \), or because a link \( l' \in \mathcal{I}_i \) that interferes with link \( l \) started a packet transmission) and that time \( t_1 \) is the first time after time \( t_0 \) that link \( l \) is idle again, then we refer to the interval \([t_0,t_1]\) as a busy period of link \( l \).

Let \( y_i(t) \) indicate whether link \( l \) is busy \((y_i(t) = 1)\) or idle \((y_i(t) = 0)\). In this section we show that the steady-state probabilities
\[
P(y_i(t) = 0) = \lim_{k \to \infty} P(y_i(k\beta) = 0),
\]
for all \( i \in \mathcal{L} \), and
\[
P(y_i = 0, y_j = 0) = \lim_{k \to \infty} P(y_i(k\beta) = 0, y_j(k\beta) = 0),
\]
for all \( i \in \mathcal{L} \) and \( j \in \mathcal{L} \), exist.

Note that the state of the system at time \( t \) can be characterized by the vector \((y(t),z(t))\) where
\[
y(t) = (y_i(t))_{i \in \mathcal{L}},
\]
indicates for each link \( l \in \mathcal{L} \) whether \( l \) is busy \((y_l(t) = 1)\) or not \((y_l(t) = 0)\), and
\[
z(t) = (z_l(t))_{l \in \mathcal{L}},
\]
indicates the remaining time until node \( i \) has the chance to start a packet transmission on link \( l \) (if link \( l \) is currently idle), or the time until link \( l \) becomes idle again (if link \( l \) is currently busy).

The existence of the steady-state probabilities \( p(y_i = 0) \) and \( p(y_i = 0, y_j = 0) \), \( i,j \in \mathcal{N} \), can easily be established for the special case where (a) all sensing delays are equal to \( \beta \), i.e. we have
\[
\beta_l(l') = \beta, \quad l,l' \in \mathcal{L},
\]
(b) the sensing times of all nodes are aligned, i.e. all nodes are initial idle and start sensing packets at time \( t_0 = 0 \), and (c) we have that
\[
\beta = \frac{1}{c}
\]
for some integer \( c \).

In this case, the system dynamics are given by a finite-state Markov chain \((y(k),z(k))\), \( k \geq 0 \), such that
\[
(y(k),z(k)) = (y(k\beta),z(k\beta)),
\]
where \( y_l(k) \in \{0,1\} \) and
\[
z_l(k) \in \{\beta,2\beta,\ldots,1,1+\beta\}, \quad l \in \mathcal{L}, k \geq 0.
\]
Furthermore, the Markov chain has a single-recurrent class containing the state \((y^*,z^*)\) given by
\[
y_i^* = 0 \quad \text{and} \quad z_i^* = \beta, \quad l \in \mathcal{L},
\]
and is aperiodic as the recurrent state \((y^*,z^*)\) has a self-transition. It then follows that the above steady-state probabilities exist.

For the general case where not all sensing times are the same, we define a renewal process [12] to establish the existence of the above steady-state probabilities. Without loss of generality we assume for the rest of this section that
(a) for all links \((i,j) \in \mathcal{L} \) we have that \( p_{(i,j)} > 0 \), and
(b) the interference graph consists of one connected component, where the vertex set of the interference graph is equal to \( \mathcal{L} \) and there exists an edge between two vertices \( l,l' \) in the interference graph if link \( l \) and \( l' \) interfere with each other.

1) Recurrent State \((y^*,z^*)\): In the following, we construct a recurrent state \((y^*,z^*)\) that we use to define a renewal process for the general case where not all sensing times are the same. To do this, we first iteratively number the links in the following way. At step 1, let \( l_1 \) be an arbitrary link in \( \mathcal{L} \) and let \( S_1 \) be the set of links that have an interference constraint with link \( l_1 \), i.e. we have
\[
S_1 = \mathcal{I}_{l_1}.
\]
In addition set \( B_1 = \{l_1\} \), set \( A_1 = S_1 \), and set \( C_1 = \mathcal{L}\setminus(S_1 \cup \{l_1\}) \), i.e. set \( C_1 \) contains all links except for link \( l_1 \) and the links that interfere with \( l_1 \). We then apply this procedure recursively as follows. Suppose that we are given the sets \( A_k \), \( B_k \), and \( C_k \), of step \( k \). These three sets have the
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be the set of links in set $C_k$ that interfere with link $l_{k+1}$, i.e.
we have

$$S_{k+1} = C_k \cap \mathcal{I}_{l_{k+1}}.$$ 

Set $B_{k+1} = B_k \cup \{l_{k+1}\}$, set $A_{k+1} = (A_k \cup S_{k+1}) \setminus \{l_{k+1}\}$, and set $C_{k+1} = C_k \setminus S_{k+1}$.

Without loss of generality, we assumed that the interference graph is connected, and the above procedure will terminate after $L$ steps with $A_L = C_L = \emptyset$.

Having labeled the links as given above, we then construct the following sample path of the system to which we will refer to as sample path $SP^*$.

a) Sample Path $SP^*$: Suppose that during in the interval $[t_0, t_0 + \beta]$ all links $l \in \mathcal{L}$ are idle. Then let time $t_0$ be given by

$$t_0 = t_0 + \beta,$$

and let link $l_1$ start a packet transmission at time $t_0 + z_{l_1}(t_0)$ while all other links remain idle during in the interval $[t_0, t_0 + 2\beta])$. Note that in this case the packet transmission of link $l_1$ will not experience a collision. Let $t_1 = t_0 + z_{l_1}(t_0) + 1$ be the time when $l_1$ finishes its transmission and let all other links remain idle during the interval $[t_0 + 2\beta, t_1]$.

Then proceed iteratively as follows. Let $t_k$, $k = 1, \ldots, N$, be the time when link $l_k$ finishes its packet transmission, and let all links be idle in the interval $[t_k, t_k + \beta]$. Set

$$t_k = t_k + \beta$$

and let link $l_{k+1}$ start a packet transmission at time $t_k + z_{l_{k+1}}(t_k)$ while all other links remain idle during in the interval $[t_k, t_k + 2\beta])$. Let $t_{k+1} = t_k + z_{l_{k+1}}(t_k) + 1$ be the time when link $l_{k+1}$ finishes its transmission and let all other links remain idle during the interval $[t_k + 2\beta, t_{k+1}]$.

Let time $t_L$ be the time when link $l_L$ finishes its packet transmission and let all links remain idle during the interval $[t_L, t_L + \beta]$.

Finally, let

$$t_r = t_L + \beta + z_{l_1}(t_L)$$

be the time when link $l_1$ has a chance to start a packet transmission in the interval $[t_r - \beta, t_r]$, given that the source node of link $l_1$ continues to sense link $l_1$ to be idle during the interval $[t_r - \beta, t_r]$.

Having defined the sample path $SP^*$, we show next that the state variable $z(t_r) = (z_l(t_r))_{l \in \mathcal{L}}$ at the end of the sample path $SP^*$ does not depend on the state $z_{l_0}(t_0)$ at time $t_0$, but is uniquely determined by the sequence of how all links make their transmission attempts and the fact that all links were idle at time $t_0$. To do this, for a scalar $x$ let $\mod_{\beta}(x)$ be the modulo function given by

$$\mod_{\beta}(x) = \begin{cases} x - \lfloor \frac{x}{\beta} \rfloor \beta, & x \geq 0 \\ \left\lfloor \frac{x}{\beta} \right\rfloor \beta - x, & x < 0 \end{cases},$$

and let

$$\hat{z}_l(t) = \mod_{\beta}[z_{l_1}(t) - z_l(t)],$$

be the difference (offset) between the time when the current active period ends for link $l_1$ and $l$. We have the following result.

**Lemma 8.** Let the time $t_k^*$, $k = 1, \ldots, L$ be as given in the definition of the sample path $SP^*$. Then at time $t_k^*$, $k = 1, \ldots, L$, for all links $l$ in the set $A_k \cup B_k$ the offset $\hat{z}_l(t_k^*)$ is given by a function that does not depend on $z_{l_0}(t_0)$, but depends only on the constants $\beta_l(l')$, $l, l' \in \mathcal{L}$, and the sequence of the first $k$ links that are activated in the sample path $SP^*$.

**Proof:** As we do not require the transmission time 1 to be divisible by $\beta$, let $\Delta t$ be given by

$$\Delta t = \mod_{\beta}(1).$$

We prove the lemma by induction. For the sample path $SP^*$, recall that $t_1$ is the time when link $l_1$ finishes its transmission and $t_1^*$ is given by

$$t_1^* = t_1 + \beta.$$

It follows that

$$z_{l_1}(t_1^*) = \beta_l(l_1),$$

and for all links $l$ in the set $A_1 \cup B_1$ we have

$$z_l(t_1^*) = \beta_l(l_1),$$

where $\beta_l(l_1)$ is the time link $l_1$ requires to sense that link $l_1$ has finished a packet transmission. It follows that for all links $l$ in the set $A_1 \cup B_1$ we have

$$\hat{z}_l(t_1^*) = \beta_l(l_1),$$

and the condition given in the lemma is true for $k = 1$.

Suppose that the lemma is correct for $k - 1 \geq 1$, and let $l_k$ be the link $l_k$th link that is activated in the sample path $SP^*$. Recall that $t_k$ is the time when link $l_k$ finishes its transmission and $t_k^*$ is given by

$$t_k^* = t_k + \beta.$$

We first note that when link $l_1$ does not interfere with link $l_k$, i.e., we have $l_1 \notin \mathcal{I}_{l_k}$, then the transmission of link $l_k$ does not affect the offset between $z_{l_1}(t_k^*)$ and $z_l(t_k^*)$ for all links $l \notin \mathcal{I}_{l_k}$. Using this observation, we consider the following two cases.

First suppose that $l_1 \notin \mathcal{I}_{l_k}$. Then for all links $l \in A_k \cup B_k$ such that $l \notin \mathcal{I}_{l_k}$, we have that

$$\hat{z}_l(t_k^*) = \hat{z}_l(t_k^*-1),$$

and for link $l_k$ we have that

$$\hat{z}_l(t_k^*) = \mod_{\beta}[\hat{z}_l(t_{k-1}^*) + \Delta t].$$
For all links \( l \in A_k \cup B_k \) such that \( l \in \mathcal{I}_k \), we have that
\[
\hat{z}_l(t'_k) = \text{mod}_\beta \left[ \hat{z}_l(t_k - 1) + \Delta t + \beta_l(l_k) \right].
\]

Next suppose that \( l_1 \in \mathcal{I}_k \). Then for link \( l_k \) we have that
\[
\hat{z}_l(t'_k) = \beta - \beta_l(l_k),
\]
and for all links \( l \in A_k \cup B_k \) such that \( l \notin \mathcal{I}_k \), we have that
\[
\hat{z}_l(t'_k) = \text{mod}_\beta \left[ \beta - \beta_l(l_k) + \hat{z}_l(t_k - 1) - \hat{z}(t'_k - 1) + \Delta t \right].
\]

For all links \( l \in A_k \cup B_k \) such that \( l \in \mathcal{I}_k \), we have that
\[
\hat{z}_l(t'_k) = \text{mod}_\beta \left[ \beta_l(l_k) - \beta_l(l_k) \right].
\]

As by the induction hypothesis \( \hat{z}_l(t'_k) \) does not depend on \( z(t'_0) \) but only on the constants \( \beta_l(l') \), \( l, l' \in \mathcal{L} \), and the sequence of the first \( k \) links that activated in the sample path \( SP^* \), the statement of the lemma is true for step \( k \). The results then follow.

We then have the following lemma.

**Lemma 9.** Let \( t'_0 \) and \( t_r \) be as given in the definition of the sample path \( SP^* \). The state \((y^*, z^*) = (y(t_r), z(t_r)) \) in the sample path \( SP^* \) is given by a function that does not depend on \((y(t'_0), z(t'_0)) \), but only on the constants \( \beta_l(l') \), \( l, l' \in \mathcal{L} \), and the sequence of links activated in the sample path \( SP^* \).

**Proof:** This result follows immediately from Lemma 8 and the fact that
\[
z_{l_1}(t_r) = 0
\]
and
\[
z_l(t_r) = \hat{z}_l(t'_L), \quad l \neq l_1.
\]

Next we show that there exists a positive constant \( p_0 \) such that the probability that the above sample path reaches state \((y^*, z^*) \) within at most \((1 + L)(1 + 2\beta)\) time units is lower-bounded by \( p_0 \).

**Lemma 10.**
\[
p_{\text{max}} \triangleq \max_{(i,j) \in \mathcal{L}} p(i,j), \quad \text{and} \quad p_{\text{min}} \triangleq \min_{(i,j) \in \mathcal{L}} p(i,j).
\]

Then, the probability that we reach the state \((y^*, z^*) \) within \((1 + L)(1 + 2\beta)\) time units from any given initial state \((y(t_0), z(t_0)) \) is lower-bounded by
\[
p_0 = (1 - p_{\text{max}})^L(1 + 1/\beta + 2) \left[ p_{\text{min}}(1 - p_{\text{max}})^L(2 + 1/\beta) \right]^L.
\]

**Proof:** Note that from any initial state \((y(t_0), z(t_0)) \) with probability at least
\[
(1 - p_{\text{max}})^L(1 + 1/\beta + 2)
\]
we have for
\[
t'_0 = t_0 + 1 + 2\beta
\]
that all links are idle during the interval \([t'_0, t'_0 + \beta, t'_0 + 2\beta] \).

Consider the sample path \( SP^* \). The probability that link \( l_1 \) starts a packet transmission in the interval \([t'_0, t'_0 + \beta) \) and all other links remain idle in the interval \([t'_0, t'_0 + 2\beta, t'_0 + 1 + 2\beta) \) is lower-bounded by
\[
p_{\text{min}}(1 - p_{\text{max}})^{2L}.
\]

The probability that no other link starts a packet transmission in the interval \([t'_0 + 2\beta, t'_0 + 1 + 2\beta) \) is lower-bounded by
\[
(1 - p_{\text{max}})^L(1/\beta).
\]

Let \( t_1 \) be the time when link \( l_1 \) finishes its packet transmission; note that
\[
t_1 < t'_0 + \beta + 1.
\]

If all other links remain idle during the interval \([t'_0, t'_0 + 1 + 2\beta) \), then all links are idle during the interval \([t_1, t_1 + \beta) \).

The result follows by applying the above argument iteratively to the case where link \( l_k, k = 2, \ldots, L \), start a packet transmission under the sample path \( SP^* \).

2) **Renewal Process:** Using Lemma 10, we can define a renewal process where renewal epochs are marked by visits to the recurrent state \((y^*, z^*) \).

**Lemma 11.** The expected length of the interval between visits to state \((y^*, z^*) \) is bounded, and the visits to the state \((y^*, z^*) \) define a renewal process.

We have the following result for the resulting renewal process.

**Lemma 12.** The renewal process defined by visits to the state \((y^*, z^*) \) is either aperiodic, or has a period \( \beta/c \) where \( c \) is a positive integer.

**Proof:** The lemma follows immediately from the fact that if \((y(t_0), z(t_0)) = (y^*, z^*) \) then with probability at least \((1 - p_{\text{max}})^L \) we have that
\[
(y(t_0 + \beta), z(t_0 + \beta)) = (y^*, z^*).
\]

Combining the above lemmas, we obtain the following result.

**Proposition 7.** For every sensing period \( \beta > 0 \), the family of CSMA policies \( p \) is contained in the set \( \mathcal{P} \) of all policies that have well-defined link service rates.

**Proof:** Let \( I_{(i,j)}(t) \) be the indicator function for whether link \((i,j) \) is transmitting at time \( t \) a packet that does not experience a collision during its entire transmission time. Using Lemma 12, we then have that (see for example [12])
\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t I_{(i,j)}(\tau)d\tau = \lim_{k \to \infty} P(I_{(i,j)}(k\beta) = 1).
\]

**G. Properties of Balance Equations**

In this section, we characterize the balance equations for the steady-state probabilities
\[
P(y_i = 0) = \lim_{k \to \infty} P(y_i(k\beta) = 0), \quad i \in \mathcal{L},
\]
and
\[
P(y_i = 0, y_j = 0) = \lim_{k \to \infty} P(y_i(k\beta) = 0, y_j(k\beta) = 0), \quad i, j \in \mathcal{L},
\]
under a CSMA policy $p$ with sensing period $\beta$.

We are going to use the following notation. If node $i$ is busy at time $t$, i.e. if $y_i(t) = 1$, let $x_i(t)$, $i \in N$, denote the time until node $i$ becomes idle again, i.e. until $i$ stops sending, or receiving, the current packet transmission. Furthermore, if node $i$ and $j$ are jointly idle at time $t$, i.e. we have that $y_i(t) = y_j(t) = 0$, then let $x_{ij}(t) = x_{ji}(t)$ be the amount of time that node $i$ and $j$ have been jointly idle. Note that if node $i$ and $j$ have to be jointly idle for at least the duration of sensing period $\beta$ before node $i$ can potentially start a packet transmission on link $(i,j)$.

1) Preliminary Lemmas: For a given link $l = (i,j)$, recall that $\mathcal{I}_l$ be the set of links that interfere with $l$. Suppose that at time $t$ node $i$ and $j$ have been jointly idle for at least $\beta$ time units, i.e. we have that $y_i(t) = y_j(t) = 0$ and $x_{ij}(t) \geq \beta$. Given a CSMA policy $p$, the probability that node $i$ starts a packet transmission on link $l$ during the interval $(t, t+\beta)$ is then lower-bounded by

$$p_{(i,j)} \prod_{l' \in \mathcal{I}_l} (1 - p_{l'}) ,$$

upper bounded by $p_{(i,j)}$.

Note that from the definition of a CSMA policy, it immediately follows that $p_{(i,j)}$ is an upper-bound on the probability that node $i$ starts a packet transmission on link $l$ during the interval $(t, t+\beta)$. To see that $p_{(i,j)} \prod_{l' \in \mathcal{I}_l} (1 - p_{l'})$ is a lower-bound, we observe the following. Given that at time $t$ node $i$ and $j$ have been jointly idle for at least $\beta$ time units, let $t_0$ be the earliest time after $t$ when node $i$ has the chance to start a packet transmission on link $l$, if link $l$ remains idle in the interval $(t, t_0)$. Note that

$$t_0 \leq t + \beta .$$

In the worst case, all links $l' \in \mathcal{I}_l$ have an opportunity to start a packet transmission in the interval $[t_0 - \beta, t_0]$. In this case, the probability that no link $l' \in \mathcal{I}_l$ starts a packet transmission during the interval $[t_0 - \beta, t_0]$, and link $l$ has the opportunity to start a packet transmission at time $t_0$ is lower-bounded by

$$\prod_{l' \in \mathcal{I}_l} (1 - p_{l'})$$

and the probability that link $l$ starts a packet transmission in the interval $(t, t+\beta)$ is lower-bounded by $p_{(i,j)} \prod_{l' \in \mathcal{I}_l} (1 - p_{l'})$.

We have the following result.

Lemma 13. Suppose that at time $t$ node $i$ and $j$ have been jointly idle for at least $\beta$ time units, i.e. we have that $y_i(t) = y_j(t) = 0$ and $x_{ij}(t) \geq \beta$. Then there exists a constant $\kappa_p$ such that the probability that the link starts a packet transmission in the interval $(t, t+\beta)$ is lower bounded by

$$\frac{1}{1 + \kappa_p \beta} p_{(i,j)}, \quad \beta \in [0, (4\chi)^{-1}]$$

and upper-bounded by

$$(1 + \kappa_p \beta) p_{(i,j)} .$$

Proof: For $k \in \mathcal{I}_l$ we have that

$$\frac{d}{dp_k} p_{(i,j)} \prod_{l' \in \mathcal{I}_l} (1 - p_{l'}) \leq p_{(i,j)} .$$

From the mean value theorem, it then follows that

$$p_{(i,j)} (1 - \sum_{l' \in \mathcal{I}_l} p_{l'}) \leq p_{(i,j)} \prod_{l' \in \mathcal{I}_l} (1 - p_{l'}) .$$

By Assumption 2 we have that

$$\sum_{l' \in \mathcal{I}_l} p_{l'} \leq 2\chi \beta,$$

and it follows that

$$p_{(i,j)} (1 - 2\chi \beta) \leq p_{(i,j)} \prod_{l' \in \mathcal{I}_l} (1 - p_{l'}) .$$

Note that for

$$\kappa_p = 4 \chi$$

we have that

$$\frac{1}{1 + \kappa_p \beta} \leq (1 - 2\chi \beta), \quad \beta \in [0, (4\chi)^{-1}] .$$

The result then follows.

Below, we derive additional lemmas that we are going to use in Section C-G2.

Lemma 14. The probability that a packet transmission experiences a collision is upper-bounded by $4\chi \beta$.

Proof: Suppose that node $i$ starts a packet transmission on link $l = (i,j)$ at time $t$. Then this packet transmission will experience a collision only if another node starts a packet transmission on a link $l' \in \mathcal{I}_l$ in the interval $(t-\beta, t+\beta)$. This is because by Assumption 1, we have that for links $l' \in \mathcal{I}_l$ we have that the sensing delay $\beta(t')$ and $\beta(t)$ is bounded by $\beta$. Furthermore, by Assumption 2 we have that

$$\sum_{l' \in \mathcal{I}_l} p_{l'} \leq 2\chi \beta,$$

and the lemma follows.

Lemma 15. We have

$$P(y_i = 1, x_i \in (0, \beta]) = P(y_i = 1, x_i \in (1 - \beta, 1)] .$$

Proof: The above lemma follows immediately from the fact that a packet transmission takes 1 time unit.

Lemma 16. We have

$$P(y_i = 1, x_i \in (0, \beta]) \frac{1}{\beta} \leq P(y_i = 1, x_i \in (0, \beta]) \frac{1 + 2\beta}{\beta} .$$

Proof: The results follows immediately from the fact that the length of a busy period is bounded between 1 (the length of a successful transmission) and $1 + 2\beta$ (the maximal length of a collision).

Lemma 17. We have

$$P(y_i = 1, x_i \in (1, 1 + \beta]) \leq P(y_i = 1, x_i \in (1 - \beta, 1)) 4\chi \beta .$$

Proof: Note that the event $\{y_i = 1, x_i \in (1, 1 + \beta)\}$ indicates that a packet transmission resulted in a collision. By Lemma 14, the probability of this happening is upper-bounded by $4\chi \beta$, and the lemma follows.
Lemma 18. We have
\[
\frac{P(y_i = 0, y_j = 0, x_{ij} \geq \beta)}{P(y_i = 0, y_j = 0)} \geq (1 - 4\chi^2), \quad i, j \in \mathcal{N}.
\]

Proof: Suppose that at time \( t \) node \( i \) and \( j \) have just become jointly idle, and let \( T_i \) denote the time it takes starting from \( t \) until either node \( i \) or \( j \) become busy. Note that by Assumption 2, we have that
\[
E[T_i] \geq \beta \frac{1}{2\chi^2} - \beta = \frac{1}{2\chi} - \beta.
\]
Furthermore, we have that
\[
\frac{P(y_i = 0, y_j = 0, x_{ij} \geq \beta)}{P(y_i = 0, y_j = 0)} = \frac{E[T_i | T_i \geq \beta] - \beta}{E[T_i] - \beta}.
\]
As
\[
E[T_i | T_i \geq \beta] \geq E[T_i],
\]
we obtain that
\[
\frac{P(y_i = 0, y_j = 0, x_{ij} \geq \beta)}{P(y_i = 0, y_j = 0)} \geq \frac{E[T_i] - \beta}{E[T_i] - \beta}.
\]
Furthermore as
\[
E[T_i] \geq \frac{1}{2\chi} - \beta,
\]
it follows that
\[
\frac{P(y_i = 0, y_j = 0, x_{ij} \geq \beta)}{P(y_i = 0, y_j = 0)} \geq \frac{\frac{1}{2\chi} - \beta}{\frac{1}{2\chi} - \beta} = \frac{1 - 4\chi^2}{1 - 2\chi^2} \geq 1 - 4\chi^2.
\]

2) Bounds on the Steady-State Probabilities: In the following, we derive bounds on the steady-state probability \( P(y_i = 1), i \in \mathcal{N} \). We start with the following lemma.

Lemma 19. For
\[
\beta \in [0, (16\chi)^{-1}]
\]
there exists a constant \( \kappa_p^p \) such that
\[
\frac{1}{1 + \kappa_p^p \beta} \sum_{j \in \mathcal{N}} P(y_i = 0, y_j = 0) (p_{i,j} + p_{j,i}) \leq P(y_i = 1, x_i \in (1 - \beta, 1]) \leq (1 + \kappa_p^p \beta) \sum_{j \in \mathcal{N}} P(y_i = 0, y_j = 0) (p_{i,j} + p_{j,i}).
\]

Proof: Suppose that the system is in steady-state at time \( t_0 \) and that we observe the evolution of the system from time \( t_0 \) to \( t_0 + \beta \). Using Lemma 12, which states that the renewal process is either aperiodic, or has a period of \( \beta / c \) where \( c \) is a positive integer, it follows that at time \( t_0 + \beta \) the system is again in steady-state. Furthermore, suppose that at time \( t_0 \) nodes \( i \) and \( j \) have been jointly idle for at least \( \beta \) time units, i.e. we have that \( y_i(t_0) = y_j(t_0) = 0 \) and \( x_{ij}(t_0) \geq \beta \). Then by Lemma 13, for \( \beta \in [0, ((4\chi)^{-1}) \) there exists a constant \( \kappa_p \) such that the probability that link \( (i,j) \) starts a packet transmission during the interval \( (t_0, t_0 + \beta) \) is bounded between \( \frac{1}{1 + \kappa_p \beta} P_{ij}(\beta) \) and \( (1 + \kappa_p \beta) P_{ij}(\beta) \). Furthermore, these two bounds provided by Lemma 13 are independent of the states of all other links, and hence independent of states of the states of nodes other than node \( i \) and \( j \). By Lemma 14 the probability that this transmission will result in a collision is upper-bounded by \( \chi \beta^2 \). When the transmission does not result in a collision, then at \( t_0 + \beta \) the remaining time until node \( i \) finishes the packet transmission will be in the interval \((1 - \beta, 1]\), i.e. we have \( x_i(t_0 + \beta) \in (1 - \beta, 1]\).

Combining the above results, we obtain that
\[
\frac{1 - 4\chi^2}{1 + \kappa_p^p \beta} \sum_{j \in \mathcal{N}} P(y_i = 0, y_j = 0, x_{ij} \geq \beta) (p_{i,j} + p_{j,i}) \leq P(y_i = 1, x_i \in (1 - \beta, 1])
\]
and
\[
P(y_i = 1, x_i \in (1 - \beta, 1]) \leq (1 + \kappa_p^p \beta) \sum_{j \in \mathcal{N}} P(y_i = 0, y_j = 0) (p_{i,j} + p_{j,i}) + P(y_i = 1, x_i \in (1, 1 + \beta)),
\]
where the last term \( P(y_i = 1, x_i \in (1, 1 + \beta)) \) accounts for the probability that at time \( t_0 \) node \( i \) is experiencing a collision that will last another \( t_c \) time units with \( t_c \in (1, 1 + \beta) \).

Using Lemma 18, we obtain for the first inequality that
\[
\frac{(1 - 4\chi^2)^2}{1 + \kappa_p^p \beta} \sum_{j \in \mathcal{N}} P(y_i = 0, y_j = 0) (p_{i,j} + p_{j,i}) \leq P(y_i = 1, x_i \in (1 - \beta, 1]).
\]

Furthermore, using Lemma 17 we obtain that
\[
P(y_i = 1, x_i \in (1 - \beta, 1]) \leq (1 + \kappa_p^p \beta) \sum_{j \in \mathcal{N}} P(y_i = 0, y_j = 0) (p_{i,j} + p_{j,i}) + P(y_i = 1, x_i \in (1 - \beta, 1]) 4\chi^2,
\]
or
\[
P(y_i = 1, x_i \in (1 - \beta, 1]) \leq \frac{1 + \kappa_p^p \beta}{1 - 4\chi^2} \sum_{j \in \mathcal{N}} P(y_i = 0, y_j = 0) (p_{i,j} + p_{j,i}).
\]

Note that for \( \beta \in [0, (16\chi)^{-1}] \) and \( \kappa_p^p \geq 2(\kappa_p + 8\chi) \) we have that
\[
\frac{1}{1 + \kappa_p^p \beta} \leq \frac{1 - 8\chi^2}{1 + \kappa_p^p \beta} \leq \frac{(1 - 4\chi^2)^2}{1 + \kappa_p^p \beta}.
\]
The lemma then follows.

Using Lemma 19, we obtain the following bound for the steady-state probability \( P(y_i = 1), i \in \mathcal{N} \).

Lemma 20. For \( \beta \in [0, (16\chi)^{-1}] \), there exists a constant \( \kappa_s \) such that
\[
\frac{1}{1 + \kappa_s^s \beta} \sum_{j \in \mathcal{N}} P(y_i = 0, y_j = 0) \nu_{ij} \leq P(y_i = 1) \leq (1 + \kappa_s^s \beta) \sum_{j \in \mathcal{N}} P(y_i = 0, y_j = 0) \nu_{ij},
\]
where
\[
\nu_{ij} = \frac{p_{i,j}}{\beta} + \frac{p_{j,i}}{\beta}.
\]
Using Lemma 15-19, for $\beta \in [0,(16\chi)^{-1}]$ we have

$$P(y_i = 1, x_i \in (1 - \beta, 1)) \frac{1}{\beta} \leq P(y_i = 1) \leq P(y_i = 1, x_i \in (1 - \beta, 1)) \frac{1 + 2\beta}{\beta},$$

and there exists a constant $\kappa_p'$ such that

$$\frac{1}{1 + \kappa_p' \beta} \sum_{j \in \mathcal{N}_i} P(y_i = 0, y_j = 0)(p_{i,j} + p_{j,i}) \leq P(y_i = 1) \leq (1 + \kappa_p' \beta) \sum_{j \in \mathcal{N}_i} P(y_i = 0, y_j = 0)(p_{i,j} + p_{j,i}).$$

Combining the above results, we have that

$$\frac{1}{1 + \kappa_p' \beta} \sum_{j \in \mathcal{N}_i} P(y_i = 0, y_j = 0)\nu_{ij} \leq P(y_i = 1) \leq (1 + \kappa_p' \beta)(1 + 2\beta) \sum_{j \in \mathcal{N}_i} P(y_i = 0, y_j = 0)\nu_{ij},$$

where

$$\nu_{ij} = \frac{p_{i,j} + p_{j,i}}{\beta}.$$

Note that for $\beta \in [0, (16\chi)^{-1}]$ and

$$\kappa_s \geq \kappa_p' + 2 + \frac{\kappa_p'}{8\chi},$$

we have that

$$(1 + \kappa_p' \beta)(1 + 2\beta) \leq 1 + \kappa_s \beta.$$ 

The lemma then follows.

### H. Characterization of the steady-state probabilities

In this section, we characterize the steady-state probabilities

$$\bar{B}_i = 1 - P(y_i = 0), \quad i \in \mathcal{N},$$

that a node $i$ is busy under a CSMA policy $p$ with sensing period $\beta$, using the same analysis as given by Hajek and Krishna in Section 3 and 4 of the reference [17] with only minor changes.

Throughout this section, we set

$$\nu_{ij} = \frac{p_{i,j} + p_{j,i}}{\beta}, \quad i, j \in \mathcal{N},$$

with $\nu_{ij} = 0$ if $(i, j) \notin \mathcal{L}$ and $(j, i) \notin \mathcal{L}$.

Note that by Lemma 20 there exists a constant $\kappa_s$ such that

$$\frac{1}{1 + \kappa_s \beta} \sum_{j \in \mathcal{N}_i} P(y_i = 0, y_j = 0)\nu_{ij} \leq P(y_i = 1) \leq (1 + \kappa_s \beta) \sum_{j \in \mathcal{N}_i} P(y_i = 0, y_j = 0)\nu_{ij}.$$ 

We have the following result.

**Lemma 21.** Let $\kappa_s$ be the constant of Lemma 20. Then for $k, l \in \mathcal{N}$ we have that

$$\frac{1}{1 + \kappa_s' \beta} \sum_{j \neq k, l} P(y_k = 0, y_j = 0, y_l = 0)\nu_{kj} \leq P(y_k = 1, y_l = 0) \leq (1 + \kappa_s \beta) \sum_{j \neq k, l} P(y_k = 0, y_j = 0, y_l = 0)\nu_{kj}.$$ 

**Proof:** Note that we have

$$P(y_k = 1, y_l = 0) = P(y_k = 1|y_l = 0)P(y_l = 0),$$

and

$$P(y_k = 0, y_j = 0, y_l = 0) = P(y_k = 0, y_j = 0|y_l = 0)P(y_l = 0).$$

Therefore, to obtain the result, it suffices to show that

$$\frac{1}{1 + \kappa_s' \beta} \sum_{j \neq k, l} P(y_k = 0, y_j = 0|y_l = 0)\nu_{kj} \leq P(y_k = 1|y_l = 0) \leq (1 + \kappa_s \beta) \sum_{j \neq k, l} P(y_k = 0, y_j = 0|y_l = 0)\nu_{kj}.$$ 

The above inequalities are obtained by the same argument as given in the proof for Lemma 20.

We then have the following result.

**Proposition 8.** Let $\kappa_s$ be the constant of Lemma 20. For $k, l \in \mathcal{N}$ we then have that

$$\frac{1}{1 + 2r_p \left(1 + \frac{1}{\kappa_s' \beta}\right)^{2\mathcal{N}}} \leq \frac{P(y_k = 0, y_l = 0)}{P(y_k = 0)P(y_l = 0)} \leq \left(1 + \frac{1}{\kappa_s \beta}\right)^{2\mathcal{N}} (1 + 2r_p),$$

with $r_p \triangleq \frac{p_{\text{max}}}{\beta}$ and $p_{\text{max}}$ as is given in Assumption 2.

**Proof:** Let $Z_i$ be the steady-state probability $P(y_i = 0)$ that node $i$ is idle, let $Z_{ij}$ be the steady-state probability $P(y_i = 0, y_j = 0)$ that nodes $i$ and $j$ are jointly idle, and let $Z_{ijk}$ be the steady-state probability $P(y_i = 0, y_j = 0, y_k = 0)$ that nodes $i$, $j$, and $k$, are jointly idle.

We use a proof by induction on the number of nodes in the network, as given in [17]. For a network with $N = 1$ node the proposition is trivially true, and suppose that $N \geq 2$.

Using Lemma 21, we have that

$$\frac{1}{1 + \kappa_s' \beta} \left(\sum_{j \neq k, l} Z_{kl} + Z_{jkl}\nu_{jk}\right) \leq Z_l \leq \left(1 + \frac{1}{\kappa_s \beta}\right) \left(\sum_{j \neq k, l} Z_{kl} + Z_{jkl}\nu_{jk}\right).$$

Furthermore, starting with the equation

$$1 = P(y_k = 0) + P(y_k = 1)$$

and using the result from Lemma 20, which states that

$$\frac{1}{1 + \kappa_s' \beta} \left(\sum_{j \in \mathcal{N}_i} P(y_k = 0, y_j = 0)\nu_{kj}\right) \leq P(y_k = 1) \leq \left(1 + \frac{1}{\kappa_s \beta}\right) \left(\sum_{j \in \mathcal{N}_i} P(y_k = 0, y_j = 0)\nu_{kj}\right),$$

we have the following result.
we obtain
\[
\frac{1}{1 + \kappa_s \beta} \left( P(y_k = 0) + \sum_{j \in N_k} P(y_k = 0, y_j = 0) r_{kj} \right)
\leq 1
\leq (1 + \kappa_s \beta) \left( P(y_k = 0) + \sum_{j \in N_k} P(y_k = 0, y_j = 0) \nu_{kj} \right).
\]

Combining the above inequalities, we obtain by the same approach as in [17] that
\[
\frac{1}{1 + \kappa_s \beta} Z_k Z_{kl} + \sum_{j \neq k, l} Z_{jk} Z_{kl} \nu_{jk}
\leq P(y_k = 0, y_l = 0)
\leq (1 + \kappa_s \beta)^2 \left( Z_k Z_{kl} + \sum_{j \neq k, l} Z_{jk} Z_{kl} \nu_{jk} \right).
\]

Using the fact that $Z_{kl} \leq Z_k$ and by Assumption 2 we have
\[
0 \leq \nu_{ij} \leq 2 r_p,
\]

it follows that
\[
1 \leq \frac{Z_k + Z_{kl} \nu_{kl}}{Z_k} \leq 1 + 2 r_p
\]

and
\[
Z_k \leq Z_k + Z_{kl} \nu_{kl} \leq (1 + 2 r_p) Z_k.
\]

Furthermore, from the induction hypotheses applied to the network with $N = 1$ nodes, we obtain, by deleting node $k$,\[
\frac{1}{1 + 2 r_p} \left( \frac{1}{1 + \kappa_s \beta} \right)^{2(N-1)} \leq \frac{Z_{kl} Z_{kl}}{Z_k Z_{kl}} \leq (1 + \kappa_s \beta)^2 \left( 1 + 2 r_p \right)
\]

and
\[
\frac{1}{1 + 2 r_p} \left( \frac{1}{1 + \kappa_s \beta} \right)^{2(N-1)} Z_{kl} Z_{kl} \leq Z_{kl} Z_{kl} \leq (1 + \kappa_s \beta)^2 \left( 1 + 2 r_p \right) Z_{kl} Z_{kl}.
\]

Using Eq. (35) and (36) in Eq. (34), we obtain
\[
\frac{Z_k Z_{kl} + \frac{1}{1 + 2 r_p} \left( \frac{1}{1 + \kappa_s \beta} \right)^{2(N-1)} \sum_{j \neq k, l} Z_{jk} Z_{kl} \nu_{jk}}{(1 + \kappa_s \beta)^2 \left( Z_k Z_{kl} + \sum_{j \neq k, l} Z_{jk} Z_{kl} \nu_{jk} \right)}
\leq P(y_k = 0, y_l = 0)
\leq \frac{1}{1 + 2 r_p} \left( \frac{1}{1 + \kappa_s \beta} \right)^{2(N-1)} \sum_{j \neq k, l} Z_{jk} Z_{kl} \nu_{jk}
\]

and
\[
\frac{1}{1 + 2 r_p} \left( \frac{1}{1 + \kappa_s \beta} \right)^{2N} \leq P(y_k = 0, y_l = 0)
\leq (1 + \kappa_s \beta)^2 \left( 1 + 2 r_p \right).
\]

The result then follows.

We then obtain the following corollary.

**Corollary 4.** Let $\kappa_s$ be the constant of Lemma 20, and let $\tilde{B}_i$ be the actual steady-state probability that node $i$ is busy. Then
\[
\frac{\tilde{B}_i}{1 - \tilde{B}_i} = \sum_{j \in N_i} \tilde{\nu}_{ij} \left( 1 - \tilde{B}_j \right)
\]

where $\tilde{\nu}_{ij}$ is such that
\[
\frac{1}{1 + 2 r_p} \left( \frac{1}{1 + \kappa_s \beta} \right)^{2N+1} \leq \frac{\tilde{\nu}_{ij}}{\nu_{ij}} \leq (1 + \kappa_s \beta)^{2N+1} (1 + 2 r_p),
\]

where $r_p$ is as given in Proposition 8.

The above results follows immediately from Proposition 8 and Lemma 20. Using the above Corollary 4, we obtain the following result.

**Corollary 5.** Let $\kappa_s$ be the constant of Lemma 20. Then there exists an integer $N_0$ such that for $N > N_0$ the actual steady-state probability
\[
\sigma_i = 1 - \tilde{B}_i, \quad i \in N,
\]

that node $i$ is idle in a network of size $N$ satisfies
\[
(1 - B^E(\nu)) e^{-\chi(r + r^2/2)} \leq \sigma_i \leq (1 - B^E(\nu)) e^{\chi(r + r^2/2)},
\]

where $B^E(\nu) = (B^E_1(\nu), ..., B^E_i(\nu))$ is the solution to the Erlang fixed point equation given by
\[
\frac{B^E_i}{1 - B^E_i} = \sum_{j \in N_i} \nu_{ij} \left( 1 - B^E_j \right), \quad i \in N,
\]

and $r_p$ is given in Proposition 8.

**Proof:** Note that
\[
(1 + \kappa_s \beta)^{2N+1} (1 + 2 r_p) \leq e^{(2N+1)(\kappa_s \beta) + 2 r_p},
\]

and
\[
\frac{1}{1 + 2 r_p} \left( \frac{1}{1 + \kappa_s \beta} \right)^{2N+1} \geq e^{-[(2N+1)(\kappa_s \beta) + 2 r_p]}.
\]

Furthermore, recall that $r_p = \frac{r_{\text{max}}}{\beta N}$, and, by Assumption 2,
\[
\lim_{N \to \infty} \frac{r_{\text{max}}}{\beta N} = 0, \quad \text{and} \quad \lim_{N \to \infty} \beta(N) N = 0.
\]

It follows that there exists an integer $N_0$ such that for $N > N_0$ we have
\[
e^{(2N+1)(\kappa_s \beta) + 2 r_p} < 2
\]

and
\[
e^{(2N+1)(\kappa_s \beta) + 2 r_p} < 1 + 2[(2N+1)(\kappa_s \beta) + 2 r_p],
\]

where we used the fact that the function $e^x$ is convex and that $\lim_{x \to 0} e^x = 1$. Similarly, for $N > N_0$ we have
\[
\frac{1}{1 + 2[(2N+1)(\kappa_s \beta) + 2 r_p]} < e^{-[(2N+1)(\kappa_s \beta) + 2 r_p]}.
\]

Using Corollary 4, for $N > N_0$ we then have
\[
\frac{\tilde{B}_i}{1 - \tilde{B}_i} = \sum_{j \in N_i} \tilde{\nu}_{ij} \left( 1 - \tilde{B}_j \right),
\]
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where \( \bar{\nu}_{ij} \) is such that
\[
\frac{1}{1 + 2[2N + 1](\kappa_i \beta) + 2r_B} \leq \frac{\bar{\nu}_{ij}}{\nu_{ij}} \leq 1 + 2[2N + 1](\kappa_i \beta) + 2r_B.
\]
Using the same argument as given in the proof of Proposition 6 and Corollary 3 in Appendix C-E, we then obtain the result of this corollary.

I. Proof of Proposition 5

In this section, we combine the results of Sections C-E and C-H to prove Proposition 5.

Proof: Consider a CSMA policy \( p \) for a wireless network consisting of \( N \) nodes and set
\[
\nu_{ij} = \frac{p(i,j) + p(j,i)}{\beta}, \quad i, j \in N.
\]
Let \( B_i(\nu) \), \( i = 1, ..., N \), be the CSMA fixed point given by Eq. (27), and let \( \sigma_i(p) \) be the actual steady-state probability that node \( i \) is idle under the CSMA policy \( p \). Then by Corollary 5, there exists a integer \( N_0 \) such that for \( N > N_0 \) we have that the steady-state probabilities \( \sigma_i \), \( i \in N \), satisfy
\[
(1 - B_i^E(\nu)) e^{-\chi(r + r^2/2)} \leq \sigma_i(p) \leq (1 - B_i^E(\nu)) e^{\chi(r + r^2/2)},
\]
where \( B_i^E(\nu) \) is the solution to the Erlang fixed point given by the equations
\[
\frac{B_i^E}{1 - B_i^E} = \sum_{j \in N} \nu_{ij}(1 - B_j^E), \quad i \in N,
\]
and \( r = 2[(2N + 1)(\kappa_i \beta) + 2r_B] \) as given in Corollary 5.

Let \( B(\nu) \) be the CSMA fixed point given by Eq. (27) and recall the relation that
\[
\rho_i(p) = 1 - B_i(\nu).
\]
Then by Corollary 3 we have that there exists a constant \( \kappa \) such that
\[
(1 - B_i^E(\nu)) e^{-\chi(\kappa \beta + (\kappa \beta)^2/2)} \leq \rho_i(p) \leq (1 - B_i^E(\nu)) e^{\chi(\kappa \beta + (\kappa \beta)^2/2)}.
\]
Combining the above results, we immediately obtain Proposition 5.

APPENDIX D

PROOF OF THEOREM 4

Proof: Recall that the set \( C_{\infty} \) is given by
\[
C_{\infty} = \left\{ \{\lambda^{(N)}\}_{N \geq 1} \in A \mid \limsup_{N \to \infty} \left( \max_{i=1,...,N} \lambda_i^{(N)} \right) < 1 \right\},
\]
and that in Theorem 4 we consider a sequence of networks \( \{\Lambda^{(N)}, \mathcal{L}^{(N)}\}_{N \geq 1} \) and a sequence of sensing periods \( \{\beta^{(N)}\}_{N \geq 1} \) such that
\[
\lim_{N \to \infty} N \beta^{(N)} = 0.
\]
Theorem 4 then states that for every sequence \( \lambda^{(N)} \in C_{\infty} \) there exists a sequence of CSMA policies \( \{p_i^{(N)}\}_{N \geq 1} \) that asymptotically stabilizes the network, i.e. we have
\[
\liminf_{N \to \infty} \left( \min_{(i,j) \in \mathcal{L}^{(N)}} \frac{\mu_{(i,j)}(p^{(N)})}{\lambda_{(i,j)}^{(N)}} \right) > 1.
\]
We prove Theorem 4 as follows. By definition, for each sequence \( \{\lambda^{(N)}\}_{N \geq 1} \in C_{\infty} \) there exists a scalar \( \hat{\Lambda} < 1 \) and an integer \( \hat{N} \) such that for \( N \geq \hat{N} \) we have
\[
\lambda_i^{(N)} \leq \hat{\Lambda}, \quad i = 1, ..., N.
\]
Let then \( \Lambda^* \) be given by
\[
\Lambda^* \triangleq 1 - \frac{1 - \hat{\Lambda}}{2} < 1
\]
and let
\[
\gamma \triangleq \frac{\Lambda^*}{\hat{\Lambda}} > 1. \quad (37)
\]
Using these definitions, let
\[
\bar{\lambda}_{(i,j)}^{(N)} \triangleq \gamma \lambda_{(i,j)}^{(N)}, \quad (i, j) \in \mathcal{L}, \quad \text{and}
\]
\[
\bar{\lambda}_i^{(N)} \triangleq \sum_{j \in \mathcal{N}^{(N)}} \left[ \bar{\lambda}_{(i,j)}^{(N)} + \bar{\lambda}_{(j,i)}^{(N)} \right], \quad i \in \mathcal{N}^{(N)}.
\]
For all \( i \in \mathcal{N}^{(N)} \), we then have
\[
\bar{\lambda}_i^{(N)} \leq \Lambda^*, \quad N \geq \hat{N}.
\]
As \( \lim_{N \to \infty} \beta^{(N)} = 0 \) and \( \lim_{\beta \to 0} \tau(G^+(\beta)) = 1 \) (see (6)), there exists an integer \( N_0 \) such that for \( N \geq N_0 \) we have
\[
\bar{\lambda}_i^{(N)} \leq \Lambda^* < \tau(G^+(\beta)) e^{-(G^+(\beta))}, \quad i = 1, ..., N.
\]
Using this result, for a given network size \( N \geq N_0 \) let \( G_i^{(N)} \in [0, G^+(\beta)) \) be such that
\[
e^{(G_i^{(N)} - G^+(\beta))} \tau(G_i^{(N)}) e^{-G^+(\beta)} = \bar{\lambda}_i^{(N)}
\]
and let
\[
\rho_i^{(N)} = \frac{\beta^{(N)}}{\beta^{(N)} + 1 - e^{-G_i^{(N)}}}.
\]
Such a \( G_i^{(N)} \) exists as shown in the proof of Theorem 2.

For \( N \geq N_0 \), consider then the CSMA policy \( p_i^{(N)} \) given by
\[
p_i^{(N)}(i,j) \triangleq \frac{\bar{\lambda}_{(i,j)}^{(N)}}{\rho_i^{(N)} \rho_j^{(N)}} \beta^{(N)} e^{2G^+(\beta)}, \quad (i, j) \in \mathcal{L}.
\]
Using the proof of Theorem 2, we then have for \( N \geq N_0 \) that
\[
\bar{\lambda}_{(i,j)}^{(N)} < \tau_{(i,j)}(p^{(N)}), \quad (i, j) \in \mathcal{L}^{(N)}.
\]
Also, using Theorem 3, the approximation \( \tau_{(i,j)}(p^{(N)}) \) of the service rate of link \((i, j)\) is asymptotically accurate as \( N \) increases if the sequence \( \{p_i^{(N)}\}_{N \geq N_0} \) satisfies Assumption 2.
Next, we complete the proof of Theorem 4 assuming Assumption 2 holds and then confirm that it does.

$$\liminf_{N \to \infty} \left( \min_{(i,j) \in \mathcal{L}(N)} \frac{\mu_{(i,j)}(p^{(N)})}{\lambda_{(i,j)}(p^{(N)})} \right)$$

$$= \liminf_{N \to \infty} \left( \min_{(i,j) \in \mathcal{L}(N)} \frac{\tau_{(i,j)}(p^{(N)})}{\lambda_{(i,j)}(p^{(N)})} \right)$$

$$= \liminf_{N \to \infty} \left( \min_{(i,j) \in \mathcal{L}(N)} \frac{\tau_{(i,j)}(p^{(N)})}{\lambda^{(N)}(p^{(N)})} \right)$$

$$\geq \gamma \min_{(i,j) \in \mathcal{L}(N)} \frac{\tau_{(i,j)}(p^{(N)})}{\lambda^{(N)}(p^{(N)})}$$

$$\geq \gamma > 1.$$ 

To verify Assumption 2 for the sequence \( \{p^{(N)}\}_{N \geq N_0} \), we first show that for

$$p^{(N)}_{\max} = \max_{(i,j) \in \mathcal{L}(N)} p^{(N)}_{(i,j)}$$

we have that

$$\lim_{N \to \infty} \frac{p_{\max}^{(N)}}{\beta(N)} = 0.$$ 

Note that by definition, we have for \((i,j) \in \mathcal{L}\) that

$$\frac{p^{(N)}_{(i,j)}}{\beta(N)} \leq e^{-2G^{+}(\beta(N))}$$

$$= \tilde{\lambda}^{(N)}(\beta(N)) \left( \beta(N) + 1 - e^{-G^{(N)}(\beta(N))} \right) \left( \beta(N) + 1 - e^{-G^{(N)}(\beta(N))} \right)$$

$$\leq \max_{(k,l) \in \mathcal{L}} \left( \lambda^{(N)}(\beta(N)) \left( \beta(N) + 1 - e^{-G^{(N)}(\beta(N))} \right) \right) \left( \beta(N) + 1 - e^{-G^{(N)}(\beta(N))} \right)$$

$$\leq \gamma \max_{(k,l) \in \mathcal{L}} \left( \lambda^{(N)}(\beta(N)) \left( \beta(N) + 1 - e^{-G^{(N)}(\beta(N))} \right) \right) \left( \beta(N) + 1 - e^{-G^{(N)}(\beta(N))} \right)$$

$$\leq \gamma \max_{(k,l) \in \mathcal{L}} \left( \lambda^{(N)}(\beta(N)) \left( \beta(N) + 1 - e^{-G^{(N)}(\beta(N))} \right) \right) \left( \beta(N) + 1 - e^{-G^{(N)}(\beta(N))} \right)$$

(39)

where \( \gamma \) is the constant of Eq. (37).

Suppose that we can show that there exists a constant \( \kappa \) and an integer \( N_0 \) such that for all \( N \geq N_0 \) we have that

$$G^{(N)}_{i} \leq \kappa \beta(N), \quad i \in N.$$ 

(40)

In this case, for all \((i,j) \in \mathcal{L}\) we have

$$\frac{p^{(N)}_{(i,j)}}{\beta(N)} \leq \gamma \max_{(k,l) \in \mathcal{L}} \left( \lambda^{(N)}(\beta(N)) \left( \beta(N) + 1 - e^{-\kappa \beta(N)^{+}} \right) \right) \left( \beta(N) + 1 - e^{-G^{(N)}(\beta(N))} \right) e^{2G^{+}(\beta(N))}$$

and it follows that

$$\frac{p_{\max}^{(N)}}{\beta(N)} \leq \gamma \max_{(k,l) \in \mathcal{L}} \left( \lambda^{(N)}(\beta(N)) \left( \beta(N) + 1 - e^{-\kappa \beta(N)^{+}} \right) \right) \left( \beta(N) + 1 - e^{-G^{(N)}(\beta(N))} \right) e^{2G^{+}(\beta(N))}.$$ 

As

$$\lim_{N \to \infty} e^{2G^{+}(\beta(N))} = 1,$$ 

(41)

and

$$\lim_{N \to \infty} \frac{\beta(N) + 1 - e^{-\kappa \beta(N)^{+}}}{\beta(N)} = 1 + \kappa.$$ 

(42)

it then follows that

$$\lim_{N \to \infty} \frac{p_{\max}^{(N)}}{\beta(N)} \leq \gamma (1 + \kappa)^2 \lim_{N \to \infty} \frac{\lambda^{(N)}_{\max}}{\beta(N)}$$

where

$$\lambda_{\max}^{(N)} = \max_{(i,j) \in \mathcal{L}} \lambda^{(N)}(\beta(N)).$$

Combining the above results with the fact that for \( \{\lambda^{(N)}\}_{N \geq 1} \in \mathcal{A} \) we have

$$\limsup_{N \to \infty} \left( \max_{(i,j) \in \mathcal{L}(N)} \lambda^{(N)}(\beta(N)) \right) = 0,$$

it follows that

$$\lim_{N \to \infty} \frac{p_{\max}^{(N)}}{\beta(N)} = 0.$$ 

Furthermore, using (39) we have

$$\sum_{j \in N_{i}(N)} \left( \frac{p^{(N)}_{(i,j)} + p^{(N)}_{(j,i)}}{\beta(N)} \right) = \sum_{j \in N_{i}(N)} \left( \tilde{\lambda}^{(N)}(\beta(N)) + \tilde{\lambda}^{(N)}(\beta(N))e^{2G^{+}(\beta(N))} \right) (\beta(N) + 1 - e^{-G^{(N)}(\beta(N))})(\beta(N) + 1 - e^{-G^{(N)}(\beta(N))})$$

(39)

Using (37), (41), and (42), it then follows that there exists an integer \( N_1 \) such that for \( N \geq N_1 \) we have

$$\sum_{j \in N_{i}(N)} \left( \frac{p^{(N)}_{(i,j)} + p^{(N)}_{(j,i)}}{\beta(N)} \right) \leq 2(1 + \kappa)^2 \sum_{j \in N_{i}(N)} \left( \tilde{\lambda}^{(N)}(\beta(N)) + \tilde{\lambda}^{(N)}(\beta(N))\right) \leq 2(1 + \kappa)^2 \tilde{\lambda}^{(N)}_i \leq 2(1 + \kappa)^2 \lambda^{(N)}_i, \quad i = 1, \ldots, N.$$ 

Hence the sequence \( \{p^{(N)}\}_{N \geq N_0} \) satisfies Assumption 2 and the theorem follows if we can verify (40), i.e. if we can show that there exists a constant \( \kappa \) such that for all \( N \geq N_0 \) and all \( i \in N \), we can find a \( G^{(N)}_i, G^{(N)}_i \geq 0 \), that satisfies the inequality

$$G^{(N)}_i \leq \kappa \beta(N)$$

and is a solution to (38), i.e. for \( \beta = \beta(N) \) we have that

$$e^{(G^{(N)}_i - G^+)(\beta)} \tau(G^{(N)}_i)e^{-G^+(\beta)} = \tilde{\Lambda}^{(N)}_i$$

where

$$\tau(G) = \frac{Ge^{-G}}{\beta + 1 - e^{-G}}.$$ 

Note that the function

$$f(G) = e^{(G^{+} - G)(\beta)} \tau(G)e^{-G}(\beta)$$

is continuous in \( G \) with \( f(0) = 0 \), and recall that by definition there exist a positive constant \( \tilde{\Lambda} \) and a integer \( \tilde{N} \) such that for all \( N \geq \tilde{N} \) we have that

$$\tilde{\Lambda}^{(N)}_i \leq \tilde{\Lambda} < 1, \quad i = 1, \ldots, N.$$ 

Therefore, in order to verify (40) it suffices to show that there exists a constant \( \kappa \) such that

$$G^{(N)}_{\max} = \kappa \beta^{(N)}$$
We have
\[
\lim_{N \to \infty} e^{(G_{\text{max}} - G^+(\beta_N^N))} e^{-G^+(\beta_N^N)} > \bar{\Lambda}.
\]
Using the definition of \(\tau(G_{\text{max}}^N)\), this is equivalent to showing that
\[
\lim_{N \to \infty} e^{(G_{\text{max}} - G^+(\beta_N^N))} G_{\text{max}}^N e^{-G_{\text{max}}^N} e^{-G^+(\beta_N^N)}
= \lim_{N \to \infty} \frac{G_{\text{max}}^N}{\beta_N^N + 1 - e^{-G_{\text{max}}^N}} e^{-2G^+(\beta_N^N)} > \bar{\Lambda}.
\]
Recall that
\[
\lim_{N \to \infty} \frac{\kappa \beta_N^N}{\beta_N^N + 1 - e^{-\kappa \beta_N^N}} = \frac{\kappa}{1 + \kappa}
\]
and \(\bar{\Lambda} < 1\). Combining the above results, it follows that for
\[
\kappa > \frac{\bar{\Lambda}}{1 - \bar{\Lambda}}
\]
and \(G_{\text{max}}^N = \kappa \beta_N^N\), we have
\[
\lim_{N \to \infty} e^{(G_{\text{max}}^N - G^+(\beta_N^N))} G_{\text{max}}^N e^{-G_{\text{max}}^N} e^{-G^+(\beta_N^N)}
= \frac{\kappa}{1 + \kappa} > \bar{\Lambda}.
\]
This verifies (40) and completes the proof.
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