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DNA-damage-mediated remodeling of normal and tumor
microenvironments modulates cell survival

By Luke A. Gilbert

Submitted to the Department of Biology on May 11, 2012 in Partial Fulfillment of the
requirements for the degree of Doctor of Philosophy in Biology

Abstract:

Chemotherapeutic regimens involve the systemic administration of genotoxic compounds
that induce cancer cell death via well-established DNA damage response signaling networks.
While modern chemotherapeutic regimens can be curative, chemotherapeutic drug resistance
remains a major clinical problem. This drug resistance can be cancer cell intrinsic or extrinsic.
Mechanisms of cancer cell intrinsic drug resistance include apoptotic defects, DNA repair
mechanisms, drug efflux pumps, and cell cycle defects. Less well understood is how cancer cell
extrinsic drug resistance occurs and whether this process is modulated by DNA damage
associated with chemotherapy.

Here, I have used the Ep-myc lymphoma model to study cancer cell extrinsic drug
resistance. In this model, I see that certain tumor microenvironments such as the thymus are
chemoresistant and that DNA damage in thymic endothelial cells induces an acute secretory
response that promotes lymphoma cell chemotherapeutic resistance. Mechanistically, DNA
damage induces the rapid activation of a p38-dependent stress response in endothelial cells
resulting in the acute release of many proteins including IL-6 and Timp-1. Together these two
proteins promote lymphoma cell resistance to apoptosis through the induction of Bcl-XL. While
this acute secretory response includes some of the same secreted proteins as the senescence-
associated secretory phenotype it differs substantially in both kinetics and mechanism suggesting
the two are distinct cellular processes. Furthermore, we see in these chemoresistant
microenvironments that drug response requires activation of death-receptor-activated apoptosis
suggesting an unexpected complexity to therapeutic response in drug-resistant tumor
microenvironments. Thus, local pro-survival signaling may present a fundamental barrier to tumor
clearance by genotoxic agents, suggesting that effective treatments need to target both cancer
cells and the tumor microenvironment.

Long-lived metazoans have evolved complex mechanisms of tissue protection and repair.
To better understand the physiological importance of secretory phenotypes in response to sterile
injuries such as DNA damage, we investigated whether IL-6 promotes progenitor cell survival and
tissue repair. Here, I have identified a role for the acute DNA-damage-mediated secretory
phenotype in the protection of hematopoietic stem cells and in thymic regeneration. Together
these observations suggest that tissue repair and response to chemotherapy can be similar
processes with different therapeutic windows.

Thesis Supervisor: Michael Hemann
Title: Associate Professor of Biology
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Chapter 1:

Introduction

Tumor development and treatment occur in the context of an endogenous

tissue, with neoplastic cells surrounded by a diverse set of non-transformed cells

(1). In fact, for some tumors, the stromal tissue constitutes the majority of the

overall tumor mass (2,3). Tumor cells interact with normal cells in the tumor

microenvironment through secreted and surface-bound proteins, and these

interactions are critical for tumor progression. For example, tumor-stromal

interaction is essential for numerous processes that occur during tumor

development, including neovascularization, immune surveillance and evasion,

and metastasis. Furthermore, it is well established that normal cells in the tumor

microenvironment secrete a variety of factors that promote tumor cell survival

and growth during various stages of tumor development. Less well understood is

how the tumor microenvironment modulates the response to genotoxic

chemotherapy. This thesis describes how the tumor microenvironment modulates

tumorigenesis and the response to frontline cancer therapy in the Ep-myc

lymphoma model.

Chemotherapeutic efficacy, resistance and relapse in the clinic

The use of chemotherapeutic agents to treat cancer is a mainstay of

cancer therapy. Modern combinatorial chemotherapeutic regimens are the

product of decades of research. The idea of using a specific chemical to treat
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human disease was described in the early 1900's by Paul Ehrlich who coined the

term chemotherapy and performed some of the first treatments of animal models

of disease using specific chemical compounds (4). This seminal work also

described important concepts such as a therapeutic window for toxic chemicals

based on disease-intrinsic differences between normal cells and target cells.

Several decades later, it was accidentally discovered that nitrogen

mustards potently ablate the bone marrow and lymphatic tissues of humans

suggesting that perhaps they could be of use in the treatment of blood cancers

(5,6). In 1946, Goodman, Gilman and Linskog were the first to use a

chemotherapeutic to treat a cancer patient (7,8). Here they administered the

nitrogen mustard, mustine, to a non-Hodgkins lymphoma patient. In this patient

they observed significant disease remission, suggesting that systemic

administration of genotoxic compounds could be used to kill cancer cells and

improve patient prognosis. By 1948, Farber and colleagues used the anti-folate,

aminopterin, to achieve near complete remission in children with advanced acute

leukemias. Here for the first time they described the clinical phenomenon of

minimal residual disease in which a patient in complete remission following the

cessation of therapy exhibited leukemic nodules in the scalp (9).

While chemotherapy was initially used primarily in unresectable cancers

such as blood cancer by the 1960's, it became apparent to oncologists that local

radiation and surgery could only achieve partial cure rates (10). This realization
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that micrometastatic disease could be disseminated throughout the body at the

time of treatment suggested that systemic chemotherapy would be an important

adjuvant therapy in resectable solid tumors (11). Excitingly, the introduction of

combinatorial chemotherapeutic regimes quickly resulted in high long-term cure

rates in 10 types of tumors by 1978 (10,12,13).

Currently, nearly all tumors are treated with chemotherapy. This therapy

can take the form of conventional genotoxic chemotherapeutics or newer

targeted therapeutics. Each year, new progress is made utilizing new

chemotherapeutics or new combinations of existing chemotherapeutics. For

example, bendamustine, a new nitrogen-mustard derivative, was recently

approved for the treatment of chronic lymphocytic leukemia (14). Alternatively,

using existing chemotherapeutics, a novel combinatorial chemotherapeutic

regime termed FOLFIRINOX was recently developed for the treatment of

metastatic pancreatic adenocarcinoma (15).

Modern molecular biology has created many new targeted

chemotherapies that attempt to fulfill the "magic bullet" hypothesis described by

Paul Ehrlich over 100 years ago. He hypothesized that the perfect therapeutic

agent would be a chemical targeting a process in diseased cells not required for

the survival of normal cells (4). New chemotherapeutics that inhibit oncogenic

Bcr-Abl, ErbB-1, Eml4-Alk and B-Raf proteins fulfill this requirement (16-19). Due
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in part to the success of targeted and conventional chemotherapeutics, mortality

from cancer has decreased every year since 1990 (11).

Drug resistance and minimal residual disease in cancer therapy

Despite the many successes using chemotherapy, intrinsic and acquired

resistance to chemotherapy remains a major clinical problem. In intrinsically

drug-resistant tumor types, such as glioblastoma, hepatocellular carcinoma and

pancreatic adenocarcinoma, the current standard of care confers a modest

survival advantage of only weeks to months (15,20,21). Two major subtypes of

intrinsic drug resistance occur in the clinic. Drug resistance can arise from

apoptotic defects, low mitochondrial priming, detoxifying enzymes, or high levels

of multidrug efflux pumps, as is the case in hepatocellular carcinoma (22,23).

Alternatively, resistance may arise due to physical barriers, which limit drug

delivery. Tumor cells in the brain are highly resistant to chemotherapy, as the

blood brain barrier is a physical barrier to drug delivery (24). In other tumors

types, such as pancreatic adenocarcinomas, the tumors are poorly vascularized,

highly fibrotic and have very high levels of negative interstitial fluid pressure,

presenting a physical barrier, which limits drug delivery (25).

Acquired drug resistance is a clinical phenomenon seen in most tumor

types in which a tumor initially regresses in response to chemotherapy but at

relapse is insensitive. Here, many genetic alterations, which confer resistance to

traditional chemotherapeutics, have been described. These include up-regulation
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of detoxifying enzymes or drug transporters, alterations to DNA repair processes,

apoptotic defects, or the acquisition of stem-cell-like characteristics (26-31). New

forms of acquired resistance have emerged with increased use of targeted

therapeutics. In this case, resistance most frequently occurs due to mutations in

the biochemical target of the therapeutic or in proteins of the downstream

pathway (32-34).

Effective cancer therapy using surgery, radiotherapy, or chemotherapy

results in the absence of macroscopic disease either at the site of the primary

tumor or at common distal sites of disease dissemination. However, despite this

initial tumor clearance, many patients who have undergone such therapy will

relapse (35). Thus, small cohorts of tumor cells can survive in cryptic anatomic

loci following therapy. This fundamental problem has been recognized as the

major limiting factor in curing patients since the initiation of systemic

chemotherapy (36,37). These surviving cancer cells represent minimal residual

disease (MRD) (38). Patients in disease remission can be further sub-classified

as MRD-positive or -negative with the use of high-resolution tumor detection

techniques, including flow cytometry and PCR (36). Not surprisingly, patients

who are MRD-positive have a significantly poorer prognosis than those who are

MRD-negative.

The mechanisms by which MRD survives chemotherapy despite the

effective elimination of bulk tumor cell populations remain unclear (39). Tumor
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drug resistance at relapse is classically associated with cell-intrinsic processes,

including apoptotic defects, up-regulation of multidrug efflux pumps, decreased

proliferation rates, and defects in DNA damage recognition (40-42). However it is

not clear when during relapse this resistance arises. More recently, it has been

suggested that cancer stem or initiating cells are more resistant to conventional

chemotherapy, and it is this population of tumor cells that fuels disease relapse

(43). However, these putative resistance mechanisms for MRD have not been

examined in relevant therapeutic settings, largely due to the absence of

established preclinical models of MRD persistence. Thus, it is unclear whether

MRD survives therapy in a stochastic or cell-autonomous manner, or if response

to therapy is specific to the tumor microenvironment. Although the persistence of

residual disease is a well-established contributor to disease recurrence and

treatment failure, preclinical animal models of cancer therapy have generally

failed to interrogate how these cancer cells survive and relapse.

Mouse models of cancer therapy

Cancer is a genetic disease in which the normal function and regulation of

a cell is lost. Historically, cancer cells have been described as having several

hallmark traits, including deregulated growth, resistance to cell death, and

immortalization (44). However, this cell-intrinsic view of the genetic alterations

leading to the onset of a frank tumor does not account for the complexity of a cell

in the context of an organism (1). Therefore, to study tumor development,

progression, metastasis and therapy in vivo, scientists have developed in vivo,
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cancer models in several model organisms, including D. rerio, D. melanogaster,

M. musculus and R. norvegicus (45-47). Here I will discuss both xenograft and

genetically engineered mouse models of cancer with an emphasis on cancer

therapy.

While mice have been widely used to study tumor development,

progression, and metastasis, the use of mice to study cancer therapy has lagged

behind. Historically, our understanding of how chemotherapeutic agents kill

tumor cells is derived from cell-culture models (48). Cell-culture models of

chemotherapy are important in understanding cancer-cell-intrinsic resistance and

sensitivity; however, they fail to account for the complexity of a tumor within an

organism. Thus, to study cancer therapy in a relevant microenvironment, therapy

studies must be carried out in vivo. Here rodents, as mammals, are particularly

important in the study of cancer therapy as they enable interrogation of the

pharmacodynamics, pharmacokinetics and toxicology of novel chemotherapeutic

agents (49).

Xenograft mouse models of cancer therapy

Early experimental models of drug treatment in vivo demonstrated that

mice xenografted with human tumors could recapitulate the resistance and

sensitivity seen in the patients from which these xenografts were derived. In a

seminal study, 2-3mm tumor samples from bronchial carcinoma patients were

xenografted subcutaneously into immune-suppressed mice. These mice were
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then treated with the same chemotherapeutic agents as the patients had

received (50). Here, the tumor response in mice was very similar to what was

seen in the corresponding patients, suggesting that xenograft models are a

useful tool for studying cancer therapy. These data have been recapitulated in a

number of types of cancer, suggesting that primary patient samples xenografted

into mice have significant pre-clinical value as a model for cancer therapy (51-

53).

These data has also been cited as evidence for the reverse pre-clinical

relationship. Here, mice xenografted with human tumors derived from cancer

cells lines are treated with a novel therapeutic agent, and partial or complete

responses are often sufficient to begin a clinical trial. Disappointingly, it has been

observed retrospectively that pre-clinical efficacy for novel therapeutics using

only data from cell lines xenografted into immunodeficient mice generally fails to

correctly predict efficacy in the clinic (48,52,54). This is most likely due to the

common practice of using human tumor cell lines rather than primary patient

samples in mice. Improvements to xenografts have been implemented, including

the addition of human stromal cells, human growth factors/extracellular matrix,

and the use of mice with a human immune system; however, it remains unclear

whether these improvements will translate to improved clinical transition of novel

therapeutics (55). While these improvements do more closely mimic an

autochthonous tumor, they fail to account for autochthonous vascular and

immune contributions to the tumor microenvironment. Thus, it has been
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suggested that improved pre-clinical data will be derived using genetically

engineered mouse models of cancer.

Increasing evidence suggests that, when compared directly, genetically

engineered mouse models (GEM) are indeed a better pre-clinical model than

either cell culture or xenografts for the evaluation of novel therapeutics. In one

widely cited example, a class of drugs known as thiazolidinediones, which are

agonists of peroxisome proliferator-activated receptor-y, showed strong anti-

tumor activity against colon cancer cell lines and xenografted tumors but no

efficacy in a genetically engineered model of colon cancer and subsequently

showed no activity in a Phase Il clinical trial (56-58). In another example, a class

of drugs designed to treat Ras-driven tumors, the farnesyltransferase inhibitors,

were extremely effective in vitro and in xenografts. However, they were shown

not to be k- or n-Ras specific in vivo in a GEM model of breast cancer,

suggesting the efficacy was not related to the inhibition of Ras signaling (59).

Unfortunately, this proved to be correct, as this class of drugs failed to

significantly improve patient prognosis in clinical trials (60). In both of these

examples, while it is not entirely clear why the GEM models provided the more

accurate data, the results support the idea that studying cancer therapy in

autochthonous tumors provides better pre-clinical data.

Genetically engineered mouse models of cancer
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Genetically engineered mouse models have been fundamental to the

progress made in all areas of cancer research. Genetically engineered mouse

models of cancer have been essential in functionally validating putative

oncogenes and tumor suppressors in vivo. Here, hypothesis-driven genetic

experiments have proven much of the theory behind tumor development. These

models also enable the dissection of how tumor cells interact with untransformed

cells of the immune system, the vasculature, stromal cells, and the extracellular

matrix within the tumor microenvironment (61). Evidence for the relevance of

these mice as tools comes from the observation that primary autochthonous and

syngeneic transplantable tumors models more faithfully recapitulate the complex

histopathology seen in human tumors than do cell line xenografts (62). These

models arise in the correct tumor microenvironment with an appropriate

complement of stromal, endothelial and immune cells (63). The creation of

models syngeneic with the host has also enabled the study of how the immune

system modulates tumorigenesis in ways not possible with human tumors

(64,65). Thus, for many types of human cancer, mouse models have been

constructed that model the genetics, histopathology, and disease progression

seen in the clinic.

Mice are the most tractable mammalian organism for modeling human

disease due to their small size, short generation time and large litter sizes (66).

Even more important is the ability to easily generate transgenic mice, thus

creating a genetic model organism for rapidly testing hypotheses. In the 1980's,
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the ability to generate transgenic and gene-targeted mice by genetic

manipulation of mouse embryonic stem cells resulted in the creation of the first

genetic models of cancer (67-70). More recently, mouse models have become

increasingly sophisticated due to the development of conditional and inducible

alleles in which genes are manipulated in a developmentally and temporally

restricted manner (71,72). This has enabled the construction of models that more

closely mimic the penetrance and timing of human disease.

The ability to create tumors in mice from a specific cell of origin with

complex or inducible genotypes has enabled the causal interrogation of

correlative genetic data from patient cohorts. Many studies have stratified

patients by outcome following therapy and performed expression profiling,

genomic copy number analysis, or sequencing to identify alterations associated

with prognosis (73). Every year new transgenic mouse models are created to

functionally test the causality of these genetic associations (74-77).

Broadly, genetically engineered mouse models can be divided into two

groups. In the more stringent and classic class of cancer models, mice are born

with germ-line genetic alterations that predispose them to cancer. Here, tumors

develop in a truly autochthonous manner and mimic the variability in latency and

metastasis seen in human tumors (61). As all such GEM tumor models have

variable latency, mice must be staged using advanced imaging techniques such

as PET or CT scans prior to therapy. Such GEM mice are considered a gold
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standard for therapy studies, but it is difficult and expensive to generate sufficient

numbers of appropriately staged mice for therapy studies.

In a second approach, transplantable genetically engineered mouse

models of cancer have been developed. Here, tumor cells or progenitor cells are

transplanted into multiple recipient mice such that tumors arise in a more

synchronous manner for therapy studies (78). These tumors, while not truly

autochthonous, can give rise to tumors in "autochthonous" tumor

microenvironments with the correct complement of stromal, endothelial and

immune cells. The main limitation in these models is whether transplanted cells

form a tumor in tumor microenvironments that resembles autochthonous disease.

Leukemia and lymphoma are particularly amenable to transplantation, although

lung, breast, pancreatic, and liver cancer models have also been constructed

(79-85). For solid tumors, injection of tumor cells into orthotopic sites or into the

spleen or portal vein may be required for proper tumor seeding.

Recently, RNAi has enabled, transplantable models of cancer to be

increasingly used as tools for the rapid validation of pools of genes putatively

involved in cancer. Here, tumor cells or progenitor cells can be genetically

modified ex-vivo using viral transduction with vectors expressing stable shRNAs

prior to transplantation into recipient mice (86-88). This process of functionally

validating large numbers of genes correlated with outcome following cancer

therapy is a crucial step in drug discovery, as it provides a biochemical target for
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novel therapeutics. Unfortunately, the use of GEM models of cancer to study

therapeutic response has lagged behind the study of primary tumor initiation,

growth, and metastasis (49). Here, I will discuss in detail seminal work on cancer

therapy in two cancer models: the Ey-myc lymphoma model and the k-RasG12D/+

model of non-small-cell lung cancer.

Understanding the genetics of therapeutic response using the Ep-myc

mouse

One of the first pre-clinical GEM models used to study the genetics of

therapeutic response to conventional chemotherapeutic agents was the Ep-myc

mouse, a model of human Burkitt's lymphoma. In this transgenic mouse model,

the Ig heavy chain enhancer drives expression of high levels of c-myc during B

cell development (89). This models the t(8;14)(q24;q32) translocation most

commonly associated with human Burkitt's lymphoma. Ep-myc mice develop

spontaneous pre/pro- and immature B cell lymphomas with complete penetrance.

Seminal studies by Schmitt and colleagues utilized the Ep-myc mouse to

dissect how the p53 pathway modulates response to therapy in vivo (78,90).

Here, they saw that loss of p16/p19 or p53, or overexpression of Bcl-2, promoted

resistance to the conventional chemotherapeutic cyclophosphamide. Using this

model, they showed that all of these mutations, which disable the apoptotic

program, promote both tumorigenesis and resistance to therapy, suggesting that

these processes are linked. They also were able to uncouple the role for p53 in
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cell-cycle arrest and genomic stability from its role in apoptosis by comparing Ey-

myc p53*1 to Ep-myc p53*1 BcI-2 or Ep-myc p53*1 Caspase 9 DN mice. Here, prior

to transformation, Ep-myc p53*1 Bcl-2 and Ep-myc p53*' Caspase 9 DN pre_

malignant B cells are less apoptotic and the resulting tumors retain the wild-type

p53 allele and a normal ploidy (91). This result suggests that apoptosis is the

only function of p53 that is selected against during lymphomagenesis. In a crucial

validation of GEMs as preclinical models, Schmitt and colleagues also showed

that in the Ep-myc tumor model, Bcl-2 overexpression promotes resistance to a

variety of conventional chemotherapeutic agents, including doxorubicin,

cyclophosphamide and docetaxel, in vivo. In contrast, a long-term, lymphoma-

cell-culture model of this same Ep-myc Bc/-2 tumor showed no chemoresistance

in a standard clonogenic survival assay (92). These experiments provided much

of the early proof that GEM models are important pre-clinical therapeutic models

for dissecting the genetics of cancer therapy.

Using the Ep-myc lymphoma model, it was shown that constitutive

activation of survival signaling also promotes both lymphomagenesis and

chemoresistance. Here Ep-myc Akt lymphomas are quantitatively and

pathologically indistinguishable from Ep-myc Bc/2 or Ep-myc p53-' lymphomas.

In the Ep-myc Akt lymphomas, the authors saw no p53 pathway mutations,

suggesting that activation of pro-survival pathways during tumorigenesis

eliminates the selective pressure to inactivate apoptosis. In these Ep-myc Akt

lymphomas the combination of doxorubicin and rapamycin was shown to be an
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effective combination therapy, while neither single agent provided a survival

advantage (93). In that study and a later study it was shown that activation of

eIF4E downstream of Akt overexpression or Pten haploinsufficiency was

sufficient to induce resistance to therapy, and a proof-of-principle experiment

showed that a novel translation inhibitor silvestrol sensitized Ep-myc Pten*'

lymphomas to doxorubicin-induced apoptosis (93,94).

The genetics of resistance to other novel therapeutic agents such as the

histone deacetylase inhibitor vorinostat have also been studied in the Ep-myc

model. Here, loss of the pro-apoptotic Bcl-2 family members Bid and Bim, but not

p53, promote resistance to vorinostat (95). This model has also been used to

identify spontaneous recurrent chromosomal aberrations that confer resistance

or sensitivity in lymphomas (96) The Ep-myc model has also proven to be an

excellent pre-clinical model for predicting cell-intrinsic genetic determinants of

therapeutic response in other tumor types. In one seminal example of this, Jiang

and colleagues used the Ep-myc lymphoma model to show that loss of the tumor

suppressor ATM promotes resistance to therapy if the cells express functional

p53, while it promotes drug sensitivity if cells are p53-defective (97). This initial

observation was then retrospectively confirmed in human breast, lung and colon-

cancer patients.

Cancer therapy in the k-RasG12DI+ mouse model of non-small cell lung

cancer
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Another mouse model that has been used extensively to study response

to chemotherapy is the k-RasG12 D/+ mouse model of non-small-cell lung cancer

(98). Using this model, Oliver and colleagues demonstrated that lung cancers

are initially sensitive to cisplatin independent of p53 or p21 status but rapidly

develop resistance to cisplatin. Here, these chemoresistant tumors have

increased genomic alterations, a more aggressive tumor pathology, and an up-

regulation of genes involved in DNA repair and cell-cycle control (28). This

theme of acquired resistance is not unique to conventional chemotherapeutics.

Using the same model of non-small-cell lung cancer, Xue and colleagues

showed that k-RasG12D/+ p53-'- but not k-RasG12 D/+ p53*'* tumors respond to

multiple different NFKB inhibitors, but over time they develop resistance (99). In

this lung-cancer model, both cisplatin and NFKB inhibitors induce apoptosis in

responsive tumors but not in resistant tumors, suggesting that resistant tumors

have evolved to avoid apoptosis associated with DNA damage or the deprivation

of survival signals. Interestingly, they also suggest that basal NFKB activity is

predictive of response and should be used as a clinical biomarker. An interesting

approach to circumventing the problem of acquired resistance to therapy was

proposed by Doles and colleagues. They showed using the k-RasG12D/+ p53-"

model of non-small-cell lung cancer and the Ep-myc p19w-/- lymphoma model

that the error-prone DNA polymerases Rev 1 and Rev 3 promote the acquisition

of therapy-associated mutations and both intrinsic and acquired resistance to

cyclophosphamide and cisplatin (84,100).
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The k-RasG12D/+ lung-cancer model has also been used as a model to

identify new therapeutic strategies for Ras-driven tumors. In two GEM examples,

the k-RaSG12 D/+ p53-- lung-cancer model and a Nf1*'p53*' malignant peripheral-

nerve-sheath tumor model, De Raedt and colleagues described an exciting new

therapeutic strategy that takes advantage of the Ras-driven endoplasmic-

reticulum stress in these tumors. Tumor-bearing mice from both GEM models

were treated with a combination of HSP90 inhibitors and rapamycin, resulting in

irreversible damage to the endoplasmic reticulum and mitochondria and tumor

regression (101). Here, they see that normal cells were largely unaffected by this

combination, suggesting a novel therapeutic window based on Ras-induced cell

stress. Recently, Chen and colleagues have used the k-RasG12D/+ lung-cancer

model to attempt to predict the outcome of an ongoing clinical trial assessing the

efficacy of combining the MEK inhibitor selumetinib with docetaxel. Here they see

that mice with k-RasG12D/+ and k-RasG12 D/+ p53-/- tumors have a significant

survival advantage when treated with a combination of selumetinib and docetaxel

(102). In contrast, mice with k-RasG12D/+ Lkbf-/- tumors show no response. This

approach predicts that with sufficient pre-clinical mouse-model data, clinicians

may be able to selectively enroll only patients whom they would predict should

see a survival benefit from new therapeutic agents and reduce the incidence of

clinical trials enrolling all patients with a particular disease, which can result in

false-negative reports.
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The k-RasG12 D/+ model of non-small-cell lung cancer and the Ep-myc

lymphoma model have revolutionized how GEM models are used to study

chemotherapy. This success has spurred construction or use of other GEM

models of cancer to study resistance to conventional chemotherapeutics and to

develop novel therapeutic strategies. In all genetically engineered mouse models

of cancer, durable response to therapy is rarely observed, and mice are almost

never cured. This models what is seen in the clinic. Thus, it has been suggested

that a better understanding of where and how tumor cells survive in the various

microenvironments could inform new clinical advances.

A role for organ physiology and normal cells in cancer: discovery of the

tumor microenvironment

A better understanding of how the tumor microenvironment modulates

tumor growth, metastasis and resistance to therapy is a major goal in oncology.

The idea that a tumor is not an autonomous entity originated as early as the

1880's when surgeons realized that patterns of metastasis were not random.

Paget and colleagues interpreted this as meaning that normal tissue

microenvironments modulate tumor cell seeding and growth during metastasis.

(103). Extensive later work used a variety of models to show that tumor cells

have an inherent propensity to metastasize to select tissues independent of

vascular physiology (104-106). This work highlights how tissue-specific physical

or genetic factors, which create a local microenvironment, dictate the ability for a

cancer cell to form a metastasis. This seminal work also proved that there are

22



specific interactions between cancer cells and normal cells required for tumor

progression (107). Thus, normal cells are critical effectors of tumor metastasis

and tumor initiation. In contrast, a frank tumor is not a normal tissue and

untransformed cells within a tumor are thought to be altered (108,109). Thus, the

microenvironment surrounding a cancer cell may actually represent a continuum,

with neoplastic cells in contact with physiologic tissue or within a tumor in a range

of malignant transformation.

Dissection of the soluble microenvironment: growth and survival factors

Soluble paracrine signals emanating from many cell types in the tumor

microenvironment can promote tumor progression, metastasis, and drug

resistance in various tumor types (110). The establishment of cell culture

techniques initially proved that both normal and tumor cells can have diverse

paracrine growth or survival requirements. For example, most cancer cell lines

proliferate robustly in response to soluble factors present in serum (111). Early

research also showed that paracrine factors act in a context-specific manner.

Here, normal human fibroblasts proliferate robustly in response to human serum

combined with chick embryo extract, while human epithelial cell growth is

inhibited by the addition of chick-embryo extract (112). In 1954, Cohen and

colleagues identified the first specific growth factor, Nerve Growth Factor (113).

They identified a soluble protein secreted by a mouse sarcoma cell line that

induced the growth of chick embryo sympathetic ganglia in vivo and in vitro.

Importantly, they also showed that this effect was context-specific, as the
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sarcoma failed to induce chick ganglion outgrowth in vitro if the sarcoma cells

were first grown in a mouse rather than a chick embryo.

In the 1980's many paracrine factors, including interleukins 1-6, were

identified and later cloned as growth factors secreted by non-transformed cells

that induced proliferation of cancer cells (114-118). Work by Orin and colleagues

also showed that in other cell lines these same growth factors, such as IL-6, were

required not for growth but for survival following induction of apoptosis. This early

work suggests that a single protein can have context-specific functions in cancer

cell growth and survival (119). In contrast, other inducible molecules, such as

IFN-A or TRAIL, can strongly inhibit proliferation or induce apoptosis in cells

(120). Thus in vitro, both normal and cancer cells respond to paracrine signaling

with specific and diverse phenotypes depending on the combination of

extracellular cues.

The tumor microenvironment in cancer therapy and tumor development

While seminal in vitro work deconstructing how paracrine and autocrine

signals control cell cycle and apoptosis have advanced our understanding of

cancer, it is important to study paracrine signaling in vivo in an actual tumor

microenvironment. Soluble paracrine factors have been shown to promote

resistance to both conventional cytotoxic chemotherapeutics and to targeted

therapeutics. One type of resistance occurs when non-transformed cells within

the tumor microenvironment secrete factors that prevent tumor cell apoptosis.
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One example of this is multiple myeloma, in which IL-6 secreted by bone marrow

stromal cells promotes tumor cell resistance to dexamethasone, bortezomib and

lenalidomide in the bone marrow microenvironment (121). Multiple myeloma cells

are also reliant on stromal IGF-1, which activates both AKT and NFKB,

suggesting that bone-marrow-stromal cells secrete multiple factors that modulate

tumor-cell survival (122). Paracrine factors can also promote resistance to

targeted therapeutics. In a GEM model of BCR-ABL-positive acute lymphoblastic

leukemia, Williams and colleagues showed that paracrine IL-7 promotes

resistance to imatinib in the bone marrow of mice (123).

An emerging theme in cancer therapy is that damage associated with

conventional chemotherapeutics acutely remodels the tumor microenvironment.

Using the MMTV breast-cancer model, Denardo and colleagues recently showed

that paclitaxel acutely induces tumor cells to secrete Csf1 and IL-34, resulting in

the rapid recruitment of macrophages to the tumor (124). They showed paclitaxel

combined with a Csf1 R antagonist reduced the growth and metastasis of

surviving tumor cells and promoted the anti-tumor activity of CD8' T cells. In

another example, Shaked and colleagues showed that treating mice with

paclitaxel resulted in the rapid mobilization of circulating endothelial progenitor

cells. Here, egress of the endothelial progenitor cells is dependent on SDF1a

released by platelets. This induction is specific, as paclitaxel treatment acutely

increases the serum concentration of SDFla, while it decreases VEGF and GM-

CSF levels in both mice and humans. Using mouse models of lung cancer and
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melanoma they also suggested that circulating endothelial progenitor cells were

able to seed the tumors and promote both angiogenesis and tumor regrowth.

(125-127). Similarly, in humans and mice, Roodhart and colleagues observed

that cisplatin therapy induces mobilization of mesenchymal stem cells from the

bone marrow (128). Here, following administration of cisplatin, mesenchymal

stem cells acutely release two unusual fatty acids, that promote COX1-

dependent resistance to cisplatin in tumor cells.

Contact-dependent interactions between cancer cells and the extracellular

matrix, stromal, immune, or endothelial cells can also promote resistance to

apoptosis (129). Adhesion-mediated survival signaling is required for the survival

of both untransformed cells and cancer cells within the tumor microenvironment

(130). For example, cell adhesion to the extracellular matrix activates integrin-

mediated survival signaling required for normal cell growth and in some tumor

types, such as multiple myeloma, promotes resistance to chemotherapy (131). In

one non-therapy-related example of this, Quintana and colleagues showed that

human melanomas have many more tumor-initiating cells than was previously

appreciated, suggesting in this tumor type that cancer stem cells do not drive

tumor progression (132). To prove this they injected primary human melanoma

cells with human extracellular matrix into NOD/SCID/y-chain-deficient mice, and

they saw that 27% of mice injected with a single melanoma cell developed

tumors.
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Juxtacrine or direct cell-cell-contact-mediated signaling also promotes

tumorigenesis and drug-resistance. For example, juxtacrine Notch signaling

supports tumorigenesis and drug resistance in pancreatic adenocarcinoma,

multiple myeloma and T cell acute lymphoblastic leukemia (133-135). Here, y-

secretase inhibitors have been used in combination with conventional cytotoxic

chemotherapeutic agents to successfully treat GEM models of multiple myeloma

and pancreatic adenocarcinoma.

The tumor microenvironment can also present physical barriers to

effective cancer treatment. Perhaps the most well understood physical barrier

affecting cancer therapy is the blood-brain barrier (BBB). This structure is

composed of endothelial cells joined by extensive tight junctions. Thus, the BBB

is physical barrier within the cerebral capillaries that excludes the transfer of

polar molecules, proteins and cells into the brain (24). The BBB physically

occludes chemotherapeutic agents from brain tumors and brain metastasis,

making tumor cells in the brain highly refractory to systemic chemotherapy.

This classic problem of delivering drugs across the blood-brain barrier is

only one example of a physical aspect of a tumor microenvironment that can

influence cancer therapy. Other examples of physical barriers include negative

interstitial-fluid pressure in the tumor, aberrant tumor vasculature, and fibrosis

(43). Using a k-RasG12D/+ p53' mouse model of pancreatic adenocarcinoma,

Olive and colleagues demonstrated that physical barriers can be targeted for
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therapy. Here the authors showed that inhibition of Hedgehog signaling could

decrease stromal fibrosis and increase vascular permeability and intratumoral

gemcitabine delivery, resulting in increased tumor cell apoptosis and improved

survival (25). This was not a cancer-cell-autonomous effect, as lineage-tracing

experiments showed that expression of activated Smoothened in mesenchymal

but not epithelial cells promotes tumorigenesis (136). In another proof-of-principle

experiment using the same tumor model, enzymatic disruption of this physical

barrier was achieved using PH20, a hyaluronidase (2). Here, tumors treated with

PH20 showed decreased interstitial fluid pressure, vascular normalization and

increased gemcitabine delivery. Thus, the tumor microenvironment dynamically

modulates the response to therapy, suggesting that if we understood how the

tumor microenvironment affects therapy we could promote the efficacy of

conventional chemotherapeutics using novel targeted therapies.

Secretory phenotypes associated with transformation and DNA damage

It has long been appreciated that secretory processes are tightly

controlled during the immune response, as uncontrolled inflammation can lead to

tissue destruction and death (137). More recently, there has been renewed

interest in secretory phenotypes associated with oncogenic transformation and

DNA damage. Early work by Senger and colleagues showed that oncogenic

transformation induces the secretion of specific proteins (138). Here, cells that

are virally transformed at a permissive temperature secrete a phosphorylated

58,000 Dalton protein only at the transforming temperature. High levels of this
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protein, osteopontin, are also secreted by normal fibroblasts following DNA

damage. Pazolli and colleagues later showed that osteopontin acts as a

paracrine mitogen, inducing tumor formation in a cancer model of transformation

(139). Here, in a xenograft model, osteopontin secreted by senescent fibroblasts

induces the transformation of pre-neoplastic immortalized keratinocytes. This

work suggests that both transformation and DNA damage can induce a secretory

phenotype that remodels the tumor microenvironment in vitro and in vivo.

This finding has recently been extended with the discovery that such

inducible secretory responses are a common feature during cancer development

and cancer therapy. During tumor development, oncogene activation can induce

an irreversible state of cell-cycle arrest termed cellular senescence. In four

hallmark papers, Acosta, Coppe, Kuilman and Wajapeyee showed in four

different in vitro models that oncogene-induced senescence is associated with

the induction of a complex secretory phenotype (140-143). Here, senescent cells

secrete very high levels of many growth factors, chemokines and cytokines. In

these papers, IL-6 and IL-8 were shown to be important autocrine tumor

suppressors required for the maintenance of senescence. The senescence

associated secretory phenotype (SASP) is also induced at replicative

senescence and by DNA-damage-mediated senescence associated with

radiation or chemotherapy (144). The question of why IL-6 signaling is activated

in many human cancers but also can act as an autocrine tumor suppressor that

reinforces senescence is unclear. Interestingly, two earlier reports demonstrated
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that IL-6 and IL-8 are rapidly up-regulated during Ras-induced transformation in a

variety of cell types and are required for tumorigenesis and angiogenesis

(145,146). Further complicating the matter is the observation that IL-6 inhibits the

growth of some fully transformed melanoma and breast cancer cell lines (147).

The SASP is postulated to play a variety of roles but has been shown to

promote tumor cell migration, immune infiltration and the clearance of senescent

cells (148,149). While the SASP clearly occurs in vitro it has been difficult to

pinpoint whether this occurs broadly in vivo. A process similar to the SASP has

also been described in a model of liver fibrosis (150). Here chemical insults

induce senescence in hepatic stellate cells, resulting in the up-regulation of

chemokines, cytokines, and natural killer cell ligands. In this case, senescent

cells are rapidly cleared by natural killer cells and macrophages, which may

prevent the accumulation of high levels of these secreted factors. Thus,

senescence induced by oncogene activation or systemic chemotherapy may

result in the dynamic remodeling of normal and tumor microenvironments.

Pro-survival signals in tissue homeostasis, development and cancer: IL-6

as a model cytokine

The concept of pro-survival signaling is well described in developmental

biology and occurs during both adult and embryonic development. For example,

during B-cell development, IL-7 is critically required for cell survival during the

transition of pre-pro to pro B cells (151,152). Other paracrine signals, such as the
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Notch, Wnt, and Hedgehog pathways, similarly support self-renewal and

repopulation of stem or progenitor populations in the skin, blood, gut, and

nervous system (153). In fact, metazoans have developed many evolutionarily

conserved processes to modulate and repair tissues, ensuring the survival of the

organism even when widespread cell death occurs in a tissue (154). For

example, Notch signaling from endothelial cells within the bone marrow is

required for hematopoietic renewal and repopulation of stem cells following

irradiation (155).

These processes can be activated by diverse physiologic stresses,

including ischemia, wounds, and pathogens. Here, recognition by the innate

immune system of pathogen- or damage-associated molecular patterns can

induce the activation of specific inflammasomes that tailor the response to a

given insult. Additionally, it has long been appreciated that wounds or infections

induce inflammation in which numerous cytokines are secreted locally and

systemically (156). Here, IL-6 is a critical pro-survival signal that is induced

acutely following tissue injury and acts primarily to activate immune cells.

Recently it was shown that IL-6 is acutely released from endothelial cells during

influenza infection and that this precedes and is required for immune-cell

recruitment and activation (157). Indeed, this cytokine release is required for

recruitment of immune and stromal cells and activation of processes required for

physiologic tissue restoration.
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Emerging literature suggests that IL-6 can act as a potent pro-survival

signal in many contexts. For example, viral IL-6 encoded by Kaposi sarcoma

herpes virus (KSHV) promotes B-cell survival following KSHV infection (158). IL-

6 promotes T cell survival during development and is critically required for T cell

survival and expansion during chronic viral infections (159,160). IL-6 is also

required for liver regeneration, as shown by the fact that IL-6-'~ mice die due to

massive necrosis following partial hepatectomy (161). Importantly, this survival

signaling must be acute, as mortality occurs within 24 hours of liver damage in

IL-6-/- animals. In the colon, IL-6 is also required for the survival of colonic

epithelial cells and the maintenance of mucosal integrity in mouse models of

colitis (162).

In cancer patients, the IL-6/Jak/Stat signaling pathway is frequently

activated by overexpression or activating mutations. In hepatocellular adenomas,

lymphomas, and all three myeloproliferative disorders; polycythemia vera,

essential thrombocythemia, and idiopathic myelofibrosis, most patients have

activating mutations in gpl 30, MYD88, or Jak2, which induce high levels of

Jak2/Stat3 signaling and drive proliferation (163-165). Mechanistically, our data

and those of others indicate that IL-6 or activation of Jak2/Stat3 signaling can

induce up-regulation of anti-apoptotic Bcl-2 family members. Indeed,

constitutively active Stat3 is an oncogene in mouse models (166). In mouse

models, IL-6 promotes the development of pancreatic adenocarcinomas,

hepatocellular carcinoma, colitis-associated cancer and glioblastomas,
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melanoma and plasmocytomas (145,162,167-171). Thus, IL-6 is a potent pro-

survival factor that can affect both tumorigenesis and response to tissue injury.

Advances in cancer therapy and our understanding of the tumor

microenvironment have opened more questions than they have answered. One

thing is clear: the interplay between normal and tumor cells is complicated and

context-dependent. Efforts to understand these processes will undoubtedly

continue to uncover how survival signals govern tissue homeostasis, the immune

response, and cancer therapy.

This thesis contains my work attempting to understand how the tumor

microenvironment modulates tumorigenesis and response to therapy in the Ep-

myc lymphoma model. It is divided into 6 chapters.

Chapter 1: Introduction

Chapter 2: DNA-damage-mediated induction of a chemoresistant niche

This paper details our discovery of chemoresistant microenvironments and how
they promote minimal residual disease following therapy in the Ep-myc
lymphoma model. We show that DNA damage induces an acute secretory
response required for normal tissue repair, which is co-opted by lymphoma cells.

Chapter 3: DNA damage induces distinct acute and senescence associated
secretory phenotypes in a context-specific manner

This unpublished chapter delves further into the molecular details of the acute
secretory response in an attempt to discover how the senescence-associated
secretory phenotype is related to the acute secretory-associated phenotype. We
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also uncover a role for the unfolded-protein response in the senescence-
associated secretory phenotype.

Chapter 4: BCL-2 family genetic profiling reveals microenvironment-
specific determinants of chemotherapeutic response

In this paper, Justin Pritchard and I developed a novel bead-based hybridization
technique to measure enrichment and depletion of shRNAs within a pool of
shRNAs in a semi-high-throughput manner. We proceeded to use this technique
to ask how the Bcl-2 family modulates therapeutic response in vitro and in vivo.
Here, we uncover a novel role for the extrinsic death pathway in promoting
response to doxorubicin treatment.

Chapter 5: Developmentally specified roles for paracrine IL-6 in
lymphomagenesis

This unpublished chapter is under re-review. Here, we describe how IL-6
modulates tumorigenesis in the Ep-myc lymphoma model. We see that IL-6 loss
actually promotes lymphomagenesis. In the absence if IL-6, we see widespread
changes in the bone-marrow microenvironment which retard B-cell development
in IL-6-' and IL-6 Ep-myc. Here, IL-6 and IL-10 promote the transition between
pro/pre-B cells and immature B cells. Interestingly, we see that IL-6 acts directly
as a survival factor in hematopoietic stem cells but not in developmental
intermediates. Once transformed, the resulting B-cell lymphomas again utilize
paracrine IL-6 signaling as a survival signal, highlighting the ability of tumor cells
to co-opt pathways utilized for stem-cell protection.

Chapter 6: Discussion
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Chapter 2:

DNA-damage-mediated induction of a chemoresistant
niche

Luke A Gilbert' and Michael T Hemannl*

1 The Koch Institute for Integrative Cancer Research at MIT, Massachusetts

Institute of Technology, Cambridge, MA 02139, USA.

Abstract

While numerous cell-intrinsic processes are known to play decisive roles

in chemotherapeutic response, relatively little is known about the impact of the

tumor microenvironment on therapeutic outcome. Here, we use a well-

established mouse model of Burkitt's lymphoma to show that paracrine factors in

the tumor microenvironment modulate lymphoma cell survival following the

administration of genotoxic chemotherapy. Specifically, IL-6 and Timp-1 are

released in the thymus in response to DNA damage, creating a "chemo-resistant

niche" that promotes the survival of a minimal residual tumor burden and serves

as a reservoir for eventual tumor relapse. Notably, IL-6 is released acutely from

thymic endothelial cells in a p38-dependent manner following genotoxic stress,
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and this acute secretory response precedes the gradual induction of senescence

in tumor-associated stromal cells. Thus, conventional chemotherapies can

induce tumor regression while simultaneously eliciting stress responses that

protect subsets of tumor cells in select anatomical locations from drug action.

Introduction

While significant progress has been made in the application of

chemotherapy over the past 40 years, most chemotherapeutic regimens

ultimately fail to cure cancer patients (172). Even tumors that show dramatic

initial responses to therapy frequently relapse as chemoresistant malignancies.

This chemoresistance is thought to arise as a consequence of cell-intrinsic

genetic changes including up-regulation of drug-efflux pumps, activation of

detoxifying enzymes or apoptotic defects (77,173). However, recent data

suggests that resistance to chemotherapy can also result from cell-extrinsic

factors such as cytokines and growth factors (123,174). Additionally, other

studies have suggested that rare cancer stem cells are the source of eventual

tumor relapse following therapy, as these cells are thought to be drug-resistant

due to increased genomic stability, decreased oxidative stress or the presence of

multiple drug-resistance transporters (175).

Modern combinatorial chemotherapeutic regimes can reduce patient

tumor burdens to undetectable levels, yet in many cases these tumors will

relapse (176). Thus, even when a patient is classified as being in complete
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remission, surviving cancer cells can persist in particular anatomical locations.

This remnant population of cancer cells has been described as Minimal Residual

Disease (MRD). MRD, is generally not macroscopic and may not be at the site of

the primary tumor, making this phenomenon difficult to dissect experimentally

(177). While MRD is a significant clinical problem, few models exist to study

residual tumor burden following therapy. Thus, it remains unclear whether the

cancer cells that compose the MRD burden are surviving following chemotherapy

due to stochastic events, intrinsic drug-resistance, or microenvironmental cues.

Efforts to experimentally recapitulate the response of human tumors in

vivo to chemotherapy have generally relied upon xenografts of human tumors

transplanted into immunodeficient mice (48). These models have proven

ineffective in predicting drug efficacy, likely due to a failure to reproduce the

complexity of a tumor with its associated complement of stromal, immune and

endothelial cells. This autochthonous tumor microenvironment includes a

complex mixture of pro- and anti- neoplastic factors (178). Both malignant and

untransformed cells within a tumor influence the balance of growth factors,

chemokines and cytokines found in the tumor microenvironment. These factors

play key roles in regulating tumor-cell proliferation, and survival through the

activation of diverse signaling pathways, including the Jak/Stat, NFwB, Smad,

and P13K pathways (179).
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While numerous studies have addressed the role of tumor-proximal

factors in tumor growth or metastasis, relatively few have addressed the role of

the tumor microenvironment in chemotherapeutic outcome (44). Here we show

that two cytokines, IL-6 and Timp-1, protect lymphoma cells from cell death

induced by genotoxic chemotherapy, such that small-molecule inhibition of

cytokine-induced signaling potentiates chemotherapeutic efficacy. We further

show that IL-6 release occurs as a result of activation of p38 MAP kinase in

tumor-associated endothelial cells acutely following DNA damage. This acute

cytokine release also occurs in treated human endothelial and hepatocellular

carcinoma cells, suggesting that acute secretory responses may occur in

numerous contexts. In the thymus, rapid cytokine release precedes the induction

of senescence - a process recently shown to promote sustained cytokine release

in cultured cells (140-143). Thus, genotoxic drugs can, paradoxically, elicit pro-

survival signaling in select anatomical sites, providing a reservoir of minimal

residual disease that subsequently fuels tumor relapse.

Results

The thymus represents a chemoprotective tumor microenvironment

To investigate the dynamics of lymphoma response and relapse following

chemotherapy, we used a well established preclinical model of human Burkitt's

lymphoma - the Ep-myc mouse (70,78). Tumors from these mice can be

transplanted into immunocompetent, syngeneic, recipient mice, and the resulting

tumors are pathologically indistinguishable from autochthonous tumors (180). Six
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to 8 week-old mice were tail-vein-injected with GFP-tagged Ep-myc p19'- B

lymphoma cells. At tumor onset all mice displayed a characteristic disseminated

pattern of disease with lymphoma cells in the peripheral lymph nodes, spleen

and mediastinum. Mice were treated with the maximum tolerated dose of the

front-line chemotherapeutic doxorubicin at the time of lymphoma manifestation.

Three days after administration of doxorubicin, all mice displayed tumor

regression and peripheral tumor clearance, measured by lymph-node palpation.

These mice were sacrificed at four days post treatment and sites of minimal

residual disease were identified by GFP imaging. Interestingly, the majority of

surviving lymphoma cells were in the mediastinal cavity (Figure 1A), a central

component of the thoracic cavity that encapsulates the heart, esophagus,

trachea and a large amount of lymphatic tissue including the mediastinal lymph

nodes and the thymus.
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Figure 1. The thymus represents a chemoprotective niche that harbors
surviving lymphoma cells following doxorubicin treatment. (A) Lymphoma-
bearing mice were imaged for whole-body fluorescence prior to treatment and 4
days following a single dose of 10mg/kg doxorubicin. Representative mice are
shown. (B) Ratios of live GFP-tagged Ep-myc p19'- B lymphoma cells in the
thymus versus peripheral lymph nodes were quantified by flow cytometry, before
(n=4 mice) and 48 hours after (n=5 mice) doxorubicin treatment. Average ratios
are indicated with a line. (C) Hematoxylin and eosin (H&E) stained sections of
lymph node and thymus from a tumor-bearing mouse 48 hours after doxorubicin
treatment. The dotted line in the thymus demarcates a small region of infiltrating
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lymphocytes neighboring a larger region of surviving lymphoma cells.
Representative fields are shown at 40x magnification. (D) A western blot showing
y-H2AX levels in FACS-sorted, GFP-positive, lymphoma cells from the thymus
and peripheral lymph nodes following doxorubicin treatment. P-Tubulin serves as
a loading control. The untreated sample is a lysate from cultured lymphoma cells.
(E) A Kaplan-Meier curve showing the overall survival of tumor-bearing C57BL/6
(n=8) or C57BL/6 Rag1-- (n=5) mice following doxorubicin treatment. The p value
was calculated using a log rank test. See also Figure S1.

To analyze the effect of drug treatment on specific tumor niches, we

harvested all primary lymphoid organs, including peripheral lymph nodes,

thymus, spleen and bone marrow, following doxorubicin treatment. All tissues

sampled showed extensive lymphoma cell apoptosis and restoration of normal

organ architecture. Peripheral lymph nodes, spleen and bone marrow exhibited

nearly complete tumor clearance with rare surviving lymphoma cells (Figure 1 C

and Supplemental Figure 1A). In contrast, many surviving B lymphoma cells

could be seen in the thymus. To quantify this phenotype, cells were harvested

from peripheral lymph nodes and the thymus following treatment, and the

number of surviving GFP-positive lymphoma cells was assessed by flow

cytometry. The number of viable lymphoma cells in the thymus relative to the

lymph nodes increased 6.5 fold following doxorubicin treatment (Figure 1 B).

Thus, the thymus represents a chemoprotective niche that protects lymphoma

cells from doxorubicin-induced cell death.

To rule out the possibility that the selective survival of tumor cells in the

thymus was due to the specific exclusion of doxorubicin from the mediastinum,

we sorted live GFP-positive tumor cells from the lymph nodes and thymus 12
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hours after doxorubicin treatment and blotted for y-H2AX, a marker of DNA

damage (181). Western blot analysis showed that cells in both anatomical

locations undergo the same amount of DNA damage (Figure 1 D). Additionally,

flow cytometry of mediastinal lymphoma cells failed to identify any sub-population

of lymphoma cells with decreased y-H2AX fluorescence (Supplemental Figure

1 B). These data suggest that the thymus offers no physical barrier to drug

delivery.
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Supplemental Figure 1. Athymic mice show improved tumor-free survival
following treatment with doxorubicin. (A) Hematoxylin and eosin (H&E)
stained sections of lymph node, spleen, bone marrow and thymus from mice
bearing Ep-myc p19w4- tumors. Mice were untreated or treated with a single
dose of 10mg/kg doxorubicin for 72 hours. Surviving lymphoma cells are absent
in the lymph node, spleen and bone marrow but present in the thymus. Scale
bars indicate 35 microns on all panels. (B) A histogram showing yH2AX levels
across a population of Ep-myc p19^*~' lymphoma cells treated in vitro and in vivo
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in the thymus. (C) A Kaplan-Meier curve showing the tumor-free survival of Ep-
myc p19^'* tumor-bearing C57BL/6 (n=8) or C57BL/6 Rag1' (n=5) mice
following treatment with 10mg/kg doxorubicin. The p value was calculated using
a log rank test. (D) A Kaplan-Meier curve showing the tumor-free survival of Ep-
myc p19^'* tumor-bearing C57BL/6 (n=8) or C57BL/6 thymectomized (n=1 1)
mice following treatment with 10mg/kg doxorubicin. The p value was calculated
using a log rank test. (E) A Kaplan-Meier curve showing the overall survival of
Ep-myc p 19 ^t* tumor-bearing C57BL/6 (n=5) or C57BL/6 Rag1' (n=4) mice.
The p value was calculated using a log rank test.

Minimal residual tumor burden in the thymus fuels tumor relapse following

chemotherapy

Given the persistence of tumor cells in the thymus following

chemotherapy, we next sought to determine whether tumor cells in the thymus

contributed to lymphoma relapse. To this end, we examined therapeutic

response in genetically and surgically athymic mice. We injected control or

Ragl-deficient mice, which have severely atrophic thymuses, with lymphoma

cells and then treated tumor-bearing recipient animals with doxorubicin. Overall

survival and tumor-free survival were significantly extended in tumor-bearing

Rag1 deficient mice, relative to control animals, suggesting that the presence of

a functional thymus promotes relapse and disease progression (Figure 1 E and

Supplemental Figure 1C). Similarly, surgically thymectomized tumor-bearing

mice also showed extended tumor-free and overall survival following therapy

relative to control animals (Supplemental Figure 1 D and data not shown).

Notably, overall survival in untreated tumor-bearing Ragl-deficient or

thymectomized mice was indistinguishable from that in control animals

(Supplemental Figure 1 E). Thus, the thymus harbors minimal residual disease

that contributes to tumor relapse following therapy in this model.
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Cultured thymuses secrete pro-survival factors in vitro

Preferential lymphoma cell survival in the thymus following doxorubicin

treatment suggests that specific anatomical microenvironments may contain pro-

survival factors absent in other lymphoid organs. There is precedent for this

phenomenon in multiple myeloma, where the bone-marrow microenvironment

promotes myeloma cell survival (178). To address this possibility, we derived

conditioned media from the thymus (TM, for Thymic Media), bone marrow (BMM)

and lymph nodes (LNM) of mice treated with doxorubicin. Cultured lymphoma

cells were then treated with doxorubicin, along with TM, LNM or BMM. Addition

of TM provided a significant survival advantage, with 10-fold more cells surviving

48 hours following treatment (Figure 2A). This effect was specifically pro-survival,

as opposed to pro-proliferative, as these same conditioned medias had little

effect on lymphoma cell growth (Figure 2B). In contrast, conditioned media

derived from peripheral lymph nodes had only a minimal effect on lymphoma cell

survival (Figure 2A). Thus, soluble pro-survival factor(s) present in the thymic

microenvironment protect tumor cells from genotoxic chemotherapy.
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Figure 2. Thymic conditioned medium contain soluble chemoprotective
factors. (A) A graph showing lymphoma cell survival in the presence of
doxorubicin alone or in the presence of conditioned media. The data are
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treated lymph nodes and thymus. The data are represented graphically as
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normalized signal intensity. Conditioned media were pooled from 3 or 4 mice for
each array.

Cytokine levels vary between tumor-bearing anatomical locations

To identify the factor(s) contributing to survival of lymphoma cells in the

thymus, we performed cytokine arrays analyzing the abundance of 40 cytokines

and chemokines in conditioned media from doxorubicin-treated and untreated

tumors (Figure 2C and data not shown). Analysis of cytokine expression showed

significant differences between the thymic and lymph node tumor

microenvironments. Multiple factors related to cell migration and cell-cycle control

were acutely up-regulated in thymic lymphomas, but not in peripheral lymphomas

or cultured lymphoma cells, following doxorubicin treatment. These included the

cytokines G-CSF, IL-la, IL-1ra, IL-6, IL-16 and the chemokines and growth

factors KC, MCP-1, MCP-5, MIP-2 and Timp-1 (Figure 2C).

Each of the up-regulated factors was tested in vitro for the ability to

promote doxorubicin resistance. Of the 10 recombinant proteins examined, only

two produced a significant effect on survival of lymphoma cells following

doxorubicin treatment in vitro. Recombinant Interleukin-6 (IL-6), as a single

agent, was able to promote a 2.8-fold increase in the number of surviving

lymphoma cells 72 hours following doxorubicin treatment (Figure 3A and

Supplemental Figure 2A). Similarly, addition of Tissue inhibitor of

metalloproteases 1 (Timp-1) resulted in a 3-fold increase in surviving lymphoma

cells following doxorubicin treatment (Figure 3B). These factors had a
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combinatorial effect (Figure 3B), as addition of both recombinant IL-6 and Timp-1

resulted in a 4.5-fold increase lymphoma cell number following treatment (Figure

3B). Importantly, neither factor alone or in combination affected the growth of

lymphoma cells, suggesting that this increase in cell number was not due to

enhanced cell proliferation (Supplemental Figure 2B). Additionally, recombinant

IL-6 had no effect on lymphoma cell motility in this setting (Supplemental Figure

2C).
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Figure 3. IL-6 and Timp-1 are chemoprotective in vitro and in vivo. (A) A
graph showing the fold change in lymphoma cell number 72 hours after treatment
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with doxorubicin as a single agent or doxorubicin plus recombinant IL-6. The data
are represented as mean +/- SEM (n=4 independent experiments). (B) A graph
showing the relative survival of cultured lymphoma cells at 24-hour intervals
following treatment with doxorubicin alone, doxorubicin plus recombinant IL-6 or
Timp-1, or doxorubicin plus both IL-6 and Timp-1. The data are represented as
mean +/- SEM (n=3 independent experiments). (C) A schematic diagram of the
lymphoma transplant experiment, showing injection of IL-6*'/ lymphoma cells into
both IL-6*'/ and /L-6' recipients. (D) A Kaplan-Meier curve showing post-
treatment survival of IL-6+'+ (n=17) or IL-6' (n=5) mice bearing IL-6*
lymphomas. All mice were treated with a single dose of 10mg/kg doxorubicin.
The p value was calculated using a log rank test. (E) H&E stained sections of
lymphomas 72 hours following doxorubicin treatment. The black dotted line
shown in the thymus from the IL-6*'* recipient mouse demarcates a zone of
surviving lymphoma cells that is absent in the other sections. Representative
fields are shown at 20x magnification. See also Figure S2.

While these data suggest that both Timp-1 and IL-6 promote

chemoresistance in the thymus, we decided to focus our efforts on the

contribution of IL-6 to therapeutic response. To determine whether IL-6 was

acting to promote cell survival in an autocrine fashion following release from

lymphoma cells or a paracrine fashion following release from surrounding thymic

cells, we performed lymphoma transplant experiments in the presence or

absence of IL-6. Specifically, IL-6*'* lymphomas were transplanted into IL-6*'* or

IL-6 mice (Figure 3C and Supplemental Figure 2D). Tumor-bearing recipient

mice were then treated with the maximum tolerated dose of doxorubicin and

monitored for tumor-free survival and overall survival. Notably, while IL-6 and

IL-6*'* recipient mice developed pathologically indistinguishable tumors, /L-6i

recipients displayed significantly longer tumor-free survival and overall survival

following treatment than their IL-6*/* counterparts (Figure 3D and Supplemental

Figure 2F-G). Additionally, histological analysis confirmed the lack of surviving

lymphoma cells in the thymus of IL-6 mice following treatment (Figure 3E).
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Thus, IL-6 release from the tumor microenvironment, rather than from the tumor

itself, promotes tumor-cell survival.
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treatment with doxorubicin alone or doxorubicin and recombinant cytokines as
indicated. The data are represented as mean +/- SEM (B) A graph showing
lymphoma cell number at 72 hours. Lymphoma cells are untreated or treated with
IL-6 or Timp-1 as indicated. The data are represented as mean +/- SEM (C) A
graph of Ep-myc p19^-l- lymphoma cell migration in response to no stimulation,
IL-6 or SDF-1. SDF-1 serves as a positive control. The data are represented as
mean +/- SEM (D) A histogram showing surface IL6r expression on Ep-myc
p19^'w lymphoma cells. (E) A Kaplan-Meier curve showing the tumor-free
survival of Ep-myc p19^'w tumor-bearing C57BL/6 (n=17) or C57BL/6 IL-6-
(n=5) mice following treatment with 10mg/kg doxorubicin. (F) A Kaplan-Meier
curve depicting overall survival of Ep-myc p 19^d* tumor-bearing C57BL/6 (n=5)
or C57BL/6 IL-6' (n=5) mice. (G) A Kaplan-Meier curve showing the tumor-free
survival of Ep-myc p19^'* tumor-bearing C57BL/6 (n=5) or C57BL/6 /L-6" (n=4)
mice following treatment with a fractionated dose of 20mg/kg doxorubicin. The p
values for all Kaplan-Meier curves were calculated using a log rank test.

To further investigate the source of thymic IL-6, IL-6 levels were examined

in thymic lymphomas from doxorubicin-treated IL-6*'* and IL-6' recipient mice, as

well as doxorubicin-treated lymphoma cells in vitro (Figure 3C). No IL-6 was

detected in either /L-6*'*lymphoma cells in vitro or in thymic or peripheral tumors

from IL-67' lymphoma-bearing mice (data not shown). This result strongly

suggests that the IL-6 present in the tumor microenvironment following genotoxic

stress is secreted in a paracrine manner from resident thymic cells.

Genotoxic chemotherapy induces the release of pro-survival cytokines in

vivo

Recent work has shown that DNA damage can induce a secretory

phenotype in cultured cells (144). To determine whether IL-6 is similarly induced

as a consequence of genotoxic chemotherapy in vivo, we treated mice lacking

tumors with the maximally tolerated dose of doxorubicin. 18 hours later we

assayed IL-6 levels by ELISA in untreated and doxorubicin-treated mice. As
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suggested by the cytokine array data, IL-6 was present at a constitutively higher

level in the thymus versus the lymph nodes of mice (Figure 4A). Additionally,

doxorubicin treatment significantly increased the amount of IL-6 in the thymus but

not in peripheral lymph nodes or the spleen (Figure 4A and Supplemental Figure

3A). Thus, genotoxic chemotherapy induces a stress response in the thymus that

includes the release of IL-6, a pro-survival cytokine. Notably, IL-6 induction in

the thymus occurred within 18 hours of treatment, much more acutely than has

been reported for secretory phenotypes in cultured cells (144).
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doxorubicin (n27). Values were normalized by tissue weight. The data are
represented as mean +/- SEM. (B) Quantification of IL-6 levels in conditioned
media derived from tumor-bearing thymuses or lymph nodes of doxorubicin-
treated (n=3) or untreated (n=3) mice. The data are represented as mean +/-
SEM. (C) A bar graph showing the fold change in number of live cells following
treatment with doxorubicin alone or in combination with conditioned media plus
or minus a Jak2 inhibitor. The data are represented as mean +/- SEM (n=3). (D)
A Kaplan-Meier curve showing tumor-free survival of lymphoma-bearing mice
treated with doxorubicin (n=9) or doxorubicin plus two doses of 50mg/kg AG-490
m-CF3 (n=4). The p value was calculated using a log rank test. (E) H&E sections
of lymphomas 72 hours after treatment with doxorubicin or doxorubicin plus AG-
490 m-CF 3. Black dotted lines distinguish surviving lymphoma cells, which are
largely absent in the presence of AG-490 m-CF 3, from infiltrating immune cells.
Representative fields are shown at 20x magnification. See also Figure S3.

To confirm that this acute DNA-damage-induced secretory response also

occurs in thymuses with substantial lymphoma infiltration, we examined IL-6

levels in tumor-bearing mice. Again, IL-6 was constitutively present at a higher

level in the thymic tumor microenvironment versus the peripheral tumor

microenvironment, and treatment with doxorubicin resulted in a rapid and

significant increase in IL-6 levels in thymic lymphomas but not in peripheral

lymphomas (Figure 4B). As chemotherapy rapidly induces apoptosis in lymphoid

malignancies, these data are consistent with the idea that acute cytokine release

following DNA damage may directly impact therapeutic response.
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Supplemental Figure 3. Inhibition of cytokine signaling sensitizes
lymphoma cells to doxorubicin but does not affect growth. (A) IL-6 levels
were quantified by ELISA for conditioned media from spleen of untreated mice
(n=3) or mice treated for 18 hours with 10mg/kg doxorubicin (n=3). Values were
normalized by tissue weight. The data are represented as mean +/- SEM (B) A
Kaplan-Meier curve depicting tumor-free survival of Ep-myc p194"* tumor-
bearing C57BL/6 mice treated with either a single dose of 10mg/kg doxorubicin
(n=6) or a single dose of both 10mg/kg doxorubicin and 50mg/kg AG-490 m-CF 3
(n=1 1). (C) A Kaplan-Meier curve showing overall survival of Ep-myc p194""
tumor-bearing C57BL/6 mice treated with either a single dose of 10mg/kg
doxorubicin (n=6) or a single dose of both 10mg/kg doxorubicin and 50mg/kg
AG-490 m-CF3 (n=1 1). (D) A Kaplan-Meier curve showing overall survival of Ep-
myc p19"" tumor-bearing C57BL/6 mice treated with vehicle control (n=5) or
50mg/kg AG-490 m-CF3 (n=6). The p values for all Kaplan-Meier curves were
calculated using a log rank test.
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Jak2 signaling is required for lymphoma cell survival following doxorubicin

treatment in vivo and in vitro

Both IL-6 and Timp-1 have been shown to signal through Jak2 and Stat3

(182,183), suggesting that doxorubicin efficacy could be potentiated if Jak

signaling were chemically inhibited. We tested this hypothesis by treating

lymphoma cells with doxorubicin and TM or doxorubicin and TM plus a Jak2/Jak3

inhibitor. Addition of the Jak inhibitor completely ablated the protective effect of

TM (Figure 4C). Importantly, the Jak inhibitor had a minimal effect on lymphoma

cell growth in the presence of TM (data not shown). Thus, Jak2/Jak3 signaling

promotes the chemoprotective effect of TM in vitro.

To determine whether this effect could be recapitulated in vivo, we treated

lymphoma-bearing mice with either doxorubicin, Ag490 (a Jak2/3 inhibitor

previously used in murine in vivo studies) (184), or with a combination of both

doxorubicin and Ag490. Mice treated with doxorubicin and Ag490 showed

significantly longer tumor-free survival and overall survival than mice treated with

doxorubicin alone (Figure 4D and Supplemental Figure 3B and C). Histological

analysis of the thymus in mice treated with both drugs showed few surviving

lymphoma cells, in sharp contrast with those treated with doxorubicin alone

(Figure 4E). Importantly, this was not due to a simple additive effect of

doxorubicin and Ag490-induced cytotoxicity, as mice treated with Ag490 alone

exhibited no tumor-free survival or extended overall survival when compared to

mice treated with a vehicle control (Supplemental Figure 3D and data not
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shown). Thus, Jak2/Jak3 inhibition can eliminate pro-survival signaling in the

thymic niche and potentiate doxorubicin cytotoxicity.

IL-6 is released from thymic endothelial cells

To identify the cell type(s) responsible for IL-6 release from the thymic

stroma, we disassociated thymuses from untreated mice and sorted known

resident cells by characteristic surface markers. Sorted cells were then plated in

normal growth media, and IL-6 levels were assessed after 48 hours. Notably, the

vast majority of IL-6 secreted following thymic disassociation was released from

thymic endothelial cells, while B, T, dendritic and thymic epithelial cells failed to

produce any IL-6 levels above background (Figure 5A). Resident macrophages

produced trace levels of IL-6 (Figure 5A and Supplemental Figure 4A). However,

they did so at a level that was more than ten-fold less than endothelial cells.

Similar results were seen for Timp-1, which was released almost exclusively from

thymic endothelial cells (Figure 5B).

Importantly, in mice treated with doxorubicin, IL-6 levels were significantly

induced in thymic endothelial cells (Figure 5F). While IL-6 levels were also

elevated in treated macrophages (Supplemental Figure 4A), this increase was

not significant and represented less than one tenth of the amount released from

treated endothelial cells - even when adjusted for total cell number. Additionally,

no significant increase in infiltrating macrophages or dendritic cells was seen

acutely following treatment (data not shown). Consistent with the central role of
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endothelial cells in this secretory response, pretreatment of mice with an inhibitor

of VEGFR1/2 - receptors necessary for endothelial cell proliferation - partially

inhibited doxorubicin-induced IL-6 release (Supplemental Figure 4B). These data

suggest that resident endothelial cells are largely responsible for the

accumulation of pro-survival factors following chemotherapy in this model. To

directly assess the relevance of endothelial cells to tumor cell survival, we co-

cultured purified endothelial cells and lymphoma cells in the presence of

doxorubicin (Figure 5C). The presence of endothelial cells dramatically increased

lymphoma cell survival following treatment, with a 15-fold increase in lymphoma

cell number in co-cultured populations relative to lymphoma cell-only populations

72 hours post-treatment.

Several studies have indicated that cytokines, including IL-6, may exert a

pro-survival benefit in target cells through induction of anti-apoptotic Bcl2 family

members, including Bcl2, Bcl-XL and Mcl-1 (185). Thus, we examined the protein

levels of Bcl2 family members in lymphoma cells treated with thymic conditioned

media. While Bcl2 and McI-1 levels were unaffected (data not shown), Bcl-XL

was consistently induced 2-4 fold (Figure 5D). To further examine whether Bcl-

XL contributes to cell survival in this context, we treated cells expressing a Bcl-

XL shRNA with doxorubicin alone or doxorubicin plus IL-6 (Figure 5E).

Suppression of Bcl-XL blocked the ability of IL-6 to promote doxorubicin

resistance, suggesting that IL-6 mediated induction of Bcl-XL may be necessary

for its role in cell survival. This does not, however, preclude that other factors
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may contribute to cell survival following exposure to IL-6, as cytokines are known

to activate numerous pro-survival pathways.
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Figure 5. Endothelial cells secrete IL-6 and Timp-1 in response to DNA
damage in a p38 MAP kinase dependent manner. (A) IL-6 and (B) Timp-1
levels were quantified by ELISA in conditioned media derived from sorted thymic
cell populations. The data are represented as mean +/- SEM (n>3 independent
experiments). Values were normalized to the number of cells sorted. (C) A graph
showing lymphoma cell survival in response to 20nM doxorubicin, with or without
endothelial cell co-culture. Fold change in cell number was assessed at 48 and
72 hours post treatment. The data are represented as mean +/- SEM (n=6
independent experiments) (D) A western blot for Bcl-XL levels in lymphoma cells
in the presence or absence of TCM for 24 hours. The blot is representative of
three independent experiments. (E) A graph showing the results of a GFP
competition assay in cells partially transduced with a Bcl-XL shRNA or a control
vector. Fold change in GFP percentage was assessed 48 hours following
treatment with 20nM doxorubicin. The data are represented as mean +/- SEM
(n=3). (F) A bar graph showing the amount of IL-6 in conditioned media from
endothelial cells sorted from the thymus of untreated mice (n=5), mice treated
with doxorubicin (n=8) or mice treated with doxorubicin plus SB203580 (n=4).
Values were normalized to cell number. The data are represented as mean +/-
SEM. (G) A graph showing the amount of IL-6 present in conditioned media from
untreated and treated human vascular endothelial cells (HUVECs). The data are
represented as mean +/- SEM (n=3). (H) A graph showing the amount of IL-6
present in conditioned media from HUVECs 48 hours after treatment with
doxorubicin alone or doxorubicin plus either SB203580 or KU55933. The data
are represented as mean +/- SEM (n=3). See also Figure S4.

IL-6 is release from endothelial cells is dependent upon p38 MAP Kinase

activity

The p38 MAP Kinase (p38) is known to be a key regulator of the

expression of inflammatory cytokines, including IL-6 (186). To determine whether

p38 is required for DNA-damage-induced IL-6 release, treated and untreated

thymic endothelial cells were purified and probed by immunofluorescence for the

presence of activated p38. Notably, treated endothelial cells showed significantly

higher phospho-p38 levels than their untreated counterparts (Supplemental

Figure 4C). To examine the functional relevance of this p38 activation, we plated

thymic endothelial cells from mice treated with doxorubicin in the presence or
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absence of a p38 inhibitor (Figure 5F). Strikingly, the addition of a p38 inhibitor

not only prevented IL-6 induction, but actually reduced the level of secreted IL-6

to below the level in untreated cells. To investigate whether this DNA-damage-

induced IL-6 release is a conserved characteristic of endothelial cells, we

performed similar experiments in human vascular endothelial cells (HUVECs).

Cultured HUVECs were treated with doxorubicin and conditioned media were

collected 24 hours after treatment. Here, doxorubicin elicited a threefold

increase in the amount of secreted IL-6 (Figure 5G). This process was also

dependent upon p38 activity, as concurrent treatment of HUVECs with

doxorubicin and a p38 inhibitor blocked IL-6 induction (Figure 5F and Figure 5H).

Cell-based studies have implicated the ATM checkpoint kinase in

senescence-associated secretory phenotypes (SASP) (144). To examine the

relevance of ATM to endothelial IL-6 release, we treated HUVECs with

doxorubicin and an ATM inhibitor (Figure 5H). Surprisingly, as opposed to

blocking cytokine secretion, ATM inhibition significantly increased the level of

endothelial IL-6 release. These data suggest that the biology of acute cytokine

release may be distinct from SASP.
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Supplemental Figure 4. Endothelial cells release IL-6 via p38 activation in
response to DNA damage. (A) IL-6 levels were quantified by ELISA for
conditioned media from macrophages sorted from the thymus of untreated mice
or mice treated with 10mg/kg for 18 hours. The data are represented as mean +/-
SEM. (B) IL-6 levels were quantified by ELISA for conditioned media from
untreated mice (n=8), mice treated with 10mg/kg doxorubicin for 18 hours (n=15)
or mice treated with 100mg/kg vatalanib for 4 days and then 100mg/kg vatalanib
and 10mg/kg doxorubicin for 18 hours (n=12). Values displayed are pg/mL per
thymus. The data are represented as mean +/- SEM. (C) A representative
fluorescent image of pospho-p38 levels in endothelial cells from untreated mice
or mice treated with 10mg/kg doxorubicin for 18 hours.

Cytotoxic chemotherapy induces senescence in thymic stromal cells in

vivo

Recent studies have shown that an autocrine IL-6 signaling loop is

induced upon oncogene activation and that this autocrine loop reinforces

oncogene-induced senescence (01S) (141,142). This observation led us to

investigate whether IL-6 secretion in the thymus is accompanied by drug-induced
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senescence. To determine whether doxorubicin induces senescence in vivo, we

harvested the thymus and lymph nodes from mice 6 days following treatment

with doxorubicin. Tissues were frozen, sectioned and stained for P-Galactosidase

activity - a marker of cellular senescence (187). Tissues from untreated mice

showed no senescent cells (Figure 6A). In sharp contrast, 1-Galactosidase-

positive cells were abundant in the thymus, but not the lymph nodes, of

doxorubicin-treated mice (Supplemental Figure 5A). Notably, this "senescent"

state was transient, as p-Galactosidase-positive cells were no longer present at

twelve days following treatment (Supplemental Figure 5B). While the mechanism

underlying the transient presence of senescent cells in this context is unclear,

these data are consistent with the recognition and removal of senescent cells by

the innate immune system (149,150). Thus, doxorubicin can elicit the acute

release of pro-survival cytokines from non-tumor cells in the thymus, coincident

with a more gradual induction of senescence.

To confirm that a similar "senescent" state also occurs in the thymic tumor

microenvironment, lymphoma-bearing mice were treated with doxorubicin. Six

days following treatment, mice were sacrificed and tumors were harvested.

Again, thymic tumor sites showed the presence of disseminated senescent cells,

while the lymph nodes lacked any P-galactosidase positivity (Figure 6A and

Supplemental Figure 5A). At least a component of this treatment-induced

senescent population was comprised of endothelial cells, as purified

CD31+/CD34+ cells showed senescent phenotypes - including P-galactosidase
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activity (Supplemental Figure 5C). Notably, tumor-bearing thymuses and lymph

nodes showed similar numbers of macrophages and dendritic cells, suggesting

that the p-galactosidase-positive cells in the thymus were resident stromal cells

as opposed to infiltrating immune cells (Supplemental Figure 5D).
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Figure 6. Genotoxic damage promotes cellular senescence in thymic
stromal cells and subsequent IL-6 mediated thymic rebound. (A) p-
galactosidase staining of normal and tumor-bearing thymuses and lymph nodes
in the presence or absence of doxorubicin-induced DNA damage. Representative
fields are shown at 20x magnification. (B) A graph showing relative thymic and
splenic weight following genotoxic damage in the presence (n=14) and absence
(n=6) of IL-6. Organ weights are shown as the ratio of individual irradiated
thymus or spleen weights relative to the average un-irradiated thymic or spleen
weight for each genotype. The data are represented as mean +/- SEM. See also
Figure S5.

IL-6 modulates a general response to DNA damage in the thymus

The presence of a pro-survival secretory response in the thymus following

chemotherapy led us to investigate whether IL-6 is involved more generally in

stress-induced thymic homeostasis. Whole-body irradiation, such as that

occurring prior to bone-marrow transplantation, induces thymocyte cell death,

peripheral leucopenia and thymic involution. This acute wave of thymocyte death

is followed by an acute regrowth of the thymus, termed "thymic rebound" (188).

To assess whether IL-6 induced by DNA damage is similarly cytoprotective in

this setting, we irradiated wild-type and IL-6 mice. 5 or 12 days later, all mice

were sacrificed and the spleen and thymus were harvested and weighed. Thymic

regrowth in IL-6 mice was significantly reduced when compared to wild-type

control mice (Figure 6B), while no difference was seen in the spleen. Therefore,

IL-6 secretion in the thymus may be critical for thymic growth and repopulation

following diverse genotoxic stresses.
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Supplemental Figure 5. Genotoxic damage promotes cellular senescence in
thymic stromal cells (A) p-galactosidase staining of peripheral lymphoma and
thymic lymphoma 6 days following doxorubicin-induced DNA damage.
Representative fields are shown at 20x magnification. (B) p-galactosidase
staining of Ep-myc p19^w-- thymic lymphomas at 6 or 12 days following
doxorubicin-induced DNA damage. Representative fields are shown at 20x
magnification. (C) p-galactosidase staining and quantification of p-galactosidase
staining in thymic endothelial cells sorted from untreated mice or mice treated
with 10mg/kg doxorubicin for 4 days. The data are represented as mean +/-
SEM. (D) Immunohistochemistry showing infiltration of CD 1C and CD206
positive dendritic cells and macrophages into the tumor following treatment with
doxorubicin. Representative fields are shown at 20x magnification.

Genotoxic damage promotes acute IL-6 release and chemoprotection in

human liver cancer cells

Previous descriptions of secretory phenotypes have reported a gradual

induction of cytokine release following the onset of stress-induced cellular

senescence. This suggests that the release of pro-survival cytokines may not

occur rapidly enough to impact chemotherapeutic response. The finding that

doxorubicin can induce an acute secretory response led us to investigate

whether IL-6 induction might be relevant to therapeutic response in contexts

other than the thymic microenvironment. Recent reports have implicated IL-6 as

a major contributor to the pathogenesis of hepatocellular carcinoma (HCC)

(168,189). In humans, activating mutations in gpl 30, the obligate signal-

transducing subunit of the IL-6 receptor, have been recently identified (163).

Additionally recent expression profiling identified the presence of an IL-6-induced

transcriptional signature in the tumor stroma that is associated with poor

prognosis in hepatocellular carcinoma (73).
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We treated an HCC cell line, Focus cells, with doxorubicin - a front-line

therapy for HCC - and measured the levels of secreted IL-6 after 24 hours.

Consistent with our endothelial cell data, IL-6 secretion was increased over 3-fold

acutely following treatment (Figure 7A). Notably, treated cells lacked any markers

of senescence at this time point, indicating that senescence is not required for

acute cytokine release. In contrast with endothelial cells, IL-6 secretion could be

partially inhibited by either a p38 or an ATM inhibitor (Figure 7B). Thus, pathway

requirements for acute secretory phenotypes may be somewhat variable

between cell types.

We then investigated whether inhibition of IL-6 signaling could enhance

doxorubicin-induced cell death in HCC cells. We treated Focus cells with

doxorubicin alone, Ag490 alone or doxorubicin in combination with Ag490.

Treatment with both doxorubicin and Ag490 resulted in more apoptosis and

fewer surviving cells in acute survival assays than either single agent alone

(Figure 7C). The combination treatment of doxorubicin and Ag490 was also more

effective than single-agent therapy when measured in a colony-formation assay

(Figure 7D). These data suggest that acute drug-induced IL-6 release is

chemoprotective in HCC and may contribute to the intrinsic chemoresistance of

these tumors.
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Figure 7. DNA damage acutely induces IL-6 in human hepatocellular
carcinoma, promoting both cellular survival and senescence. (A) IL-6 levels
were quantified in conditioned media derived from Focus cells treated with
200nM doxorubicin for 24 hours. The data are represented as mean +/- SEM
(n=3). (B) A graph showing the amount of IL-6 present in Focus cells following
treatment with either SB203580 or KU55933, in the presence or absence of
doxorubicin. The data are represented as mean +/- SEM (n=3). (C) A graph
showing the results of an acute cell survival assay in which Focus cells were
treated with doxorubicin and increasing doses of Ag490, as indicated, for 4 days.
The data are represented as mean +/- SEM (n=3 independent experiments) (D)
A colony formation assay showing Focus cells that were treated with doxorubicin,
Ag490 or both for 24 hours before replating. Results are representative of 3
independent experiments.
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Discussion

The persistence of minimal residual disease following anti-cancer therapy

is strongly correlated with decreased survival in patients (190). However, the

mechanisms by which cells survive in select contexts following chemotherapy are

unclear. In a mouse model of Burkitt's lymphoma, we show that a specific

anatomical location, the thymus, confers a potent cytoprotective benefit to

lymphoma cells treated with genotoxic chemotherapy. This surviving cell

population is functionally relevant to disease progression, as ablation of the

thymus prolongs both tumor-free survival and overall survival following treatment

with chemotherapy. While the importance of the thymic microenvironment to

tumor cell survival in human malignancy remains unclear, we expect that factors

contributing to drug resistance at this site may also underlie MRD persistence at

analogous locations in human cancers.

The establishment of the thymic pro-survival microenvironment occurs,

paradoxically, as a response to genotoxic chemotherapy. Specifically, pro-

survival chemokines and cytokines are acutely released following DNA-damage.

While the complete signaling network leading from a DNA damage response to

cytokine release remains unclear, it involves the activation of stress-responsive

kinases - most notably the MAP kinase p38. Thus, cells exposed to genotoxic

damage in vivo can engage well-described cell-cycle arrest and apoptotic

programs, as well as a physiological stress-response pathway leading to survival
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signaling. Importantly, the resulting secretory response occurs not in the tumor

cells themselves, but in proximal endothelial cells. Drug-treated endothelial cells

release IL-6 and Timp-1, which promote the induction of Bcl-XL in proximal

lymphoma cells. As a result, pro-apoptotic signaling induced by the direct action

of chemotherapy on tumor cells is countered by anti-apoptotic signaling

emanating from the treated vascular compartment in the tumor

microenvironment.

Recent literature has shown that the induction of oncogene-induced

cellular senescence elicits a secretory response (141,142). Here we find that IL-

6 is induced acutely following DNA damage, prior to the onset of senescence.

This difference between a pro-survival response that occurs within one day of

treatment and a SASP that is detectable only after 3-4 days is critical.

Chemotherapy-induced cell death generally occurs with 48 hours of treatment.

Thus, a SASP simply cannot effectively alter treatment response, as it occurs

well after tumor cell death decisions are made. However, our data does not

preclude a role for senescence in overall tumor survival following therapy. Given

that significant levels of senescence occur in the thymus days after doxorubicin

treatment, it is possible that elevated IL-6 levels are maintained through the

establishment of a SASP. Thus, acute cytokine release and subsequent

senescence-related secretory phenotypes may represent a general strategy to

promote paracrine cell survival in response to genotoxic stress in select

microenvironments.
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Secretory and inflammatory processes have been shown to be critical for

tissue repair and regeneration (150,162). Thus, chemotherapy in the thymic

setting may activate physiological mechanisms of tissue homeostasis.

Consistent with this idea, the thymus is known to engage pro-survival and growth

mechanisms in response to other cellular stresses. Following radiotherapy and

subsequent thymic atrophy (191), the thymus re-grows and replenishes the

peripheral T-cell population, leading to significant thymic hyperplasia - even in

adults with limited remaining thymic tissue (192). Factors that govern this

process have not been previously identified. Here we show that IL-6 modulates

thymic recovery in response to DNA damage. This suggests that lymphomas,

and perhaps other malignancies, can co-opt organ-specific pro-survival

mechanisms.

Interestingly, serum IL-6 levels are elevated in many types of cancer

(193), and high IL-6 levels are strongly correlated with poor overall survival and

accelerated disease progression in a variety of cancers, including lymphomas

(194). Furthermore, IL-6 levels are greatly increased in metastatic disease versus

non-metastatic disease (195). Consequently, stromal or tumor up-regulation of

IL-6 may contribute to the intrinsic chemoresistance commonly found in both

primary and metastatic malignancies. Additionally, tumor-directed inflammatory

responses that result in IL-6 release may similarly limit the efficacy of genotoxic

agents. These data suggest that both intrinsic genetic alterations as well as
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chemoprotective microenvironments can play decisive roles in the cellular

response to genotoxic insults. Thus, improved chemotherapeutic regimes may

require a combination of cytotoxic agents, which target tumor cells, and targeted

therapeutics that inhibit pro-survival signaling from the tumor-adjacent cells.

Apoptotic
stimuli

Secretory Endothelial
stress cells

response

. - 0

Survival ,
0 (IL-6, TIMPI)

Immune
cells

Sensitive Resistant
Microenvironment Microenvironment

Figure 8. A diagram showing microenvironment-specific responses to
chemotherapy. Left, systemic chemotherapy can effectively clear the majority of
lymphoid tumor cells. Right, genotoxic damage can also induce organ- and cell-
type-specific stress responses. Paracrine prosurvival signaling in select tumor
microenvironments can counter the efficacy of anticancer agents, leading to the
persistence of MRD.

Experimental Procedures

Cell culture and chemicals

Ep-Myc;p19'" mouse B cell lymphomas were cultured in B cell medium

(45% DMEM/45% IMDM/10% FBS, supplemented with 2mM L-glutamine and
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5pM p- mercaptoethanol). y-irradiated NIH 3T3 cells were used as feeder cells.

Focus cells were cultured in MEM with 10% FBS. HUVEC cells were cultured in

Endothelial Cell Growth Medium 2 (Lonza). Doxorubicin, Jak Inhibitor 1 and

Ag490 mCF 3 were purchased from Calbiochem. SB203580 and KU55933 were

purchased from Tocris Bioscience. Gefitinib was purchased from LC labs. For in

vivo studies, Ag490 m-CF3 was dissolved in DMSO and then diluted 3:2 in

DMEM plus 10% FBS.

Conditioned media

Conditioned media was made from mouse tissues 18 hours after

doxorubicin treatment. Conditioned media for viability assays and cytokine arrays

was derived from organs from 3-4 pooled mice, while media for ELISAs was

generated from individual mice. All tissues were dissociated manually in B cell

media. Thymic, bone marrow and lymph node conditioned media were

conditioned for 6 hours at 370C. To isolate single cell types from the thymus,

tissue was manual dissociated and washed two times in serum free DMEM,

followed by incubation for 1 hour at 370C with LiberaseTM (Roche, 1.3 Wunsch

units/mL) and Dnase 1 (0.15 mg/mL). To aid in dissociation, samples were

manually pipetted at 15-minute intervals. Single cell populations were sorted

using FITC conjugated antibodies to the following cell surface markers: CD45,

CD19, CD11 b, CD11c, MHC II, CD31/CD34 for T cells, B cells, macrophages,

dendritic cells, epithelial and endothelial cells, respectively. Cells were plated and

allowed to condition media for 48 hours at 37 0C and 5% CO 2. All conditioned
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medias were cleared of tissue and cells by centrifugation. All values shown for

viability assays, ELISAs and cytokine arrays are normalized to the weight of the

dissected tissue or the number of sorted cells. For the viability assays,

conditioned medias were diluted one to three. IL-6 ELISA kits were purchased

from eBioscience. The Timp-1 ELISA kit and mouse cytokine arrays were

purchased from R&D Biosystems.

In vitro viability, competition and cell growth assays.

For viability, competition and growth assays Ep-Myc;p194-/- lymphoma

cells were split into replicate wells of =500,000 cells in 24-well plates or =125,000

cells in a 48-well plate. Every 24 hours, cultured cells were resuspended by

pipeting and half of the culture was replaced with fresh medium. Viability and cell

number were determined by propidium iodide exclusion. For the competition

assay, lymphoma cells were partially infected with the indicated retroviruses. The

fold change for the competition assay is calculated by dividing the percentage of

GFP positive lymphoma cells in the treated population by the percentage in

untreated populations. Murine Timp-1 was purchased from R&D Biosystems and

used at 100ng/mL. All other cytokines were purchased from Peprotech and used

at 1 Ong/mL. Jak Inhibitor 1 was used at a final concentration of 500nM, and

Gefitinib was used at a final concentration of 3[tM.

In vivo response to chemotherapy
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All mice were purchased from Jackson Laboratory. For survival assays, 1

x 106 Ep-Myc;p19^'w mouse lymphoma cells were injected by tail-vein injection

into syngenic C57BL/6J, C57BL/6J IL-6' or C57BL/6J Rag1l mice. Lymphoma

burden was monitored by palpation of the axillary and brachial lymph nodes. At

the presentation of a substantial tumor burden (12-13 days after injection), mice

were treated with doxorubicin and/or Ag490 m-CF 3. Tumor free survival was

monitored by palpation and in vivo GFP imaging using a NightOwl imaging

system (Berthold).

Thymic rebound in response to radiation

Untreated 6 to 8 week old C57BL/6J or C57BL/6J IL-6' mice were

sacrificed to establish basal spleen and thymic weight. 6 to 8 week old C57BL/6J

or C57BL/6J IL-6' mice were irradiated with 4 or 5 Gray. 5 or 12 days later all

mice were sacrificed and the spleen and thymus were weighed.

Immunohistochemistry

Frozen sections of mouse lymphoid tissue were acetone fixed at -20 0C for

20 minutes. Endogenous peroxidases were quenched using 0.3% H20 2 for 30

minutes. Non-specific antibody binding was blocked with 10% goat serum 1%

BSA in PBS for 30 minutes. Samples were then incubated overnight at 40C in 1%

BSA PBS with anti-CD 11 c (hampster anti-mouse 1:100 BD Pharmingen) or anti-

CD206 (rat anti-mouse 1:75 AbD Serotec). Secondary antibodies were

horseradish peroxidase-conjugated anti-rat/hampster IgG (Abcam; 1:5,000).
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Samples were incubated with secondary antibodies for 1 hour at room

temperature. Immune complexes were visualized using the DAB method.

Sections were counterstained with hematoxylin. Images were collected on an

Axioplan2 (Zeiss) microscope equipped with Openlab software from Improvision.

Flow cytometry

Lymphoma cells were incubated with anti-IL6r (purified rat anti mouse

1:100 BioLegend) or isotype control (rat anti mouse IgG2b 1:100 Ebioscience) in

1 % FBS for 30 minutes at room temperature. Cells were washed once in 1 %

FBS and then stained at 40C for 30 minutes with Alexaflour 488 conjugated

secondary (goat anti rat 1:500 Invitrogen). Cells were washed twice in 1 % FBS

PBS. Samples were then examined by FACS on a BD Bioscience FACS Scan

machine. FloJo was used to further analyze the data.

To assess phospho Serine 139 H2AX levels in vivo, mice bearing GFP

positive tumors were treated with 10mg/kg doxorubicin. Lymphoma cells (GFP+

PI- cells) were harvested 12 hours later and sorted by FACS using a MoFlo

FACS sorting machine. All samples were fixed in 70% ethanol. Cells were

washed and rehydrated in 2% FBS PBS. Samples were then stained for 5 hours

with anti-yH2AX (monoclonal clone JBW301, 1:1000; Upstate/Millipore) in 2%

FBS PBS at 40C. Cells were washed once in 2%FBS PBS and then stained with

Alexaflour 488 secondary antibody (goat anti-mouse 1:500 Invitrogen) for 30

minutes at 40C. Cells were washed twice in 2% FBS PBS. Samples were then
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acquired by FACS on a BD Bioscience FACS Scan machine. FloJo was used to

further analyze the data.

Migration Assay

Recombinant murine SDF-1a and IL-6 (Peprotech) were used for

migration assays. Lymphoma cells were placed in B-cell medium containing

2.5% FBS for 2 h. Lymphoma cells (250,000) resuspended in low-serum B-cell

medium were added to the upper chamber of 24-well Transwell inserts (5-mum

pore size, Millipore), and 100ng/mL SDF-1a or 1Ong/mL IL-6 was added to the

lower chamber. The percentage of lymphoma cells that migrated to the lower

chamber was quantified after 5 h by flow cytometry on a BD Bioscience FACS

Scan machine.

In vivo inhibition of endothelial cell function

All mice were purchased from Jackson Laboratory. Vatalanib was

purchased from LC labs. Vatalanib was dissolved in water with 3% DMSO.

Immunoflourescence

Endothelial cells were fixed in 4% paraformaldeyde at 37*C for 10

minutes. Cells were then chilled on ice for 1 minute and then fixed in 90% ice

cold methanol for 30 minutes. Endothelial cells were then washed twice in 10%

FBS /PBS, cytospun onto glass slides and allowed to dry overnight. Samples

were blocked for 1 hour in 5% goat serum/PBS at room temperature. Samples
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were then incubated overnight at 4*C using an anti-phospho-p38 antibody (Clone

3D7 Rabbit anti-mouse 1:50 Cell Signaling). Cells were then stained with

Alexaflour 488 secondary antibody (donkey anti-rabbit 1:3000 Invitrogen) for 60

minutes at room temperature, prior to incubation in 0.3ug/mL DAPI for 20

minutes. Images were collected on an Axioplan2 (Zeiss) microscope equipped

with Openlab software from Improvision.

Clonogenic survival assay

To address clonogenic survival, 400,00 Focus HCC cells were plated in a

6 well plate. Cells were untreated, treated with 90nM doxorubicin, 6[iM Ag490

mCF 3 or both. After 24 hours of treatment, cells were washed three times with

growth media and three times with PBS, trypsinized and re-plated at a

concentration of 100,000 cells/1 0cm 2 culture dish. For Ag490 mCF 3 treated cells,

fresh Ag490 mCF 3 was added for an additional 24 hours, at which point the

growth media was changed. After 10 days cells were fixed and surviving colonies

were stained with 0.1% crystal violet (Sigma-Aldrich).

Histological analysis and p-galactosidase activity staining.

Formalin fixed, paraffin-embedded tissue sections were stained with

hematoxylin and eosin for routine examination. Detection of SA-P-galactosidase

activity in vivo was performed as described previously (78). Briefly, frozen

sections of mouse lymphoid tissue or sorted endothelial cells were fixed with

0.5% gluteraldehyde in PBS for 15 min, washed with PBS supplemented with 1
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mM MgCl 2 , and stained for 5 hours in pH 5.5 PBS containing 1 mM MgCl 2 ,

1mg/ml X-Gal, and 5 mM each of potassium ferricyanide II and potassium

ferrocyanide 111. Images were collected on an Axioplan2 (Zeiss) microscope

equipped with Openlab software from Improvision.

shRNA constructs

shRNA constructs were designed and cloned as previously described

(86). The hairpin targeting sequence for Bcl-XL is

AGGAGAGCGTTCAGTGATCTAA.

Protein analysis

Protein lysates were run on a 12% SDS-PAGE gel, transferred to PVDF

(Millipore) and detected with the following antibodies: anti-yH2AX (monoclonal

clone JBW301, 1:1000; Upstate/Millipore), anti-Bcl-XL (monoclonal clone 4/Bcl-

XL 1:1000 BD Bioscience) and anti-vinculin (V9131 1:10,000; Sigma). Secondary

antibodies were horseradish peroxidase-conjugated anti-mouse/rabbit/human

IgG (GE Healthcare; 1:5,000).

Statistical analysis

Statistical analysis was performed using GraphPad Prism4 software. Two-

tailed Student's t-tests were used, as indicated. Error bars represent mean +/-

standard error of the mean. For comparison of survival curves, a Kaplan-Meier

test was used.
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Abstract

Cancer therapy occurs in the context of a tissue with cancer cells

surrounded by a diverse complement of normal cells. How DNA damage induced

in normal cells modulates response to therapy is unclear. Recently it has been

observed that DNA damage induces a secretory program in both cancer cells

and normal cells. Here, we see that DNA damage actually induces two distinct

secretory responses. The acute secretory response is dynamic and is required

for tissue repair and cellular survival, while the senescence-associated secretory

phenotype (SASP) is delayed and is required for the clearance of damaged cells.

These two secretory responses differ kinetically, mechanistically and functionally

suggesting they are distinct processes. We also show that DNA damage can
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activate the unfolded protein response (UPR), an ancient stress response

pathway. Once fully activated, the UPR represses both the SASP and

senescence. This suggests there may be a balance between survival at a cellular

level and tumor suppression at an organismal level.

Introduction

Systemic chemotherapy induces damage in both tumor cells and normal

cells. Tumor cells are inherently more sensitive to cell death induced by damage

due to increased cell proliferation or oncogenic stress (196). This clinical reality

provides a therapeutic window for conventional cytotoxic chemotherapeutic

agents. Clinically, it is widely appreciated that chemotherapy also induces normal

cell death. In one example of this, modern chemotherapeutic regimens have

been designed to avoid overlapping organ-specific toxicity (197). Thus, it has

been known for many years that chemotherapy induces stress in normal cells

and tissues.

While mammals have not evolved to survive damage associated with

cancer therapy, all metazoans have evolved to survive tissue injury and infection

(198). During inflammation associated with sterile injury or infection, various cell

types release context-specific soluble factors required for tissue repair (137).

Here, activation of cells of the innate immune system, fibroblasts, epithelial cells,

and endothelial cells are important in the repair process (199). It has been shown

that the resolution of inflammation is as important for tissue repair as is the
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induction of inflammation (200). Here, the failure to resolve inflammation leads to

fibrosis; tissue destruction and can lead to tumor development (201,202).

Recently, it has been realized that in normal fibroblasts, epithelial and

endothelial cells, DNA damage induces the production of a secretory response in

vitro and in vivo (142,203). Mechanistically, DNA damage activates NFKB or

p38a MAP kinase resulting in the secretion of many proteins including IL-6

(203,204). These secretory phenotypes have been shown to promote resistance

to chemotherapy, tumor metastasis and primary tumor growth (142,203,205).

DNA damage can also induce secretory responses in cancer cells (124,203).

Thus, chemotherapy remodels the tumor microenvironment by inducing secretory

phenotypes in both cancer cells and normal cells.

It is unclear whether all DNA-damage-mediated secretory phenotypes are

the same. In both cancer cells and normal cells, DNA damage induces apoptosis,

cell cycle arrest, and senescence. The onset of senescence has been shown to

be associated with a complex secretory phenotype (140-143). The senescence-

associated secretory phenotype (SASP) occurs following the onset of classic

markers of senescence including P-galactosidase activity, heterochromatic

nuclear foci, and the induction of p16, p53, and p21. This process requires 5-7

days to occur. Whether this process occurs in vivo is unclear. Other models have

shown that damaged senescent cells activate a secretory phenotype that induces

the recruitment of cells of the innate immune system resulting in the clearance of
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senescent cells (149). In contrast, we have observed a secretory phenotype

induced by DNA damage that occurs rapidly following therapy. The acute

secretory associated phenotype (ASAP) occurs both in vivo and in vitro within 18

hours. Thus, these two secretory phenotypes differ significantly in the kinetics of

activation. Previous work has shown that while both the ASAP and SASP require

p38a activation these two secretory phenotypes differ in their requirement for

ATM signaling following DNA damage. Thus, it remains unclear how these two

secretory processes are related.

Here, we have investigated how the ASAP and SASP are regulated and

related. We see that both in vivo and in vitro, DNA damage induces an acute

secretory phenotype in endothelial cells. This secretory process is dynamic and

is resolved within 72 hours. We find that endothelial cells undergo senescence

but find no evidence for the SASP. Mechanistically we find that the ASAP is

NFKB-independent while the SASP critically relies on NFKB signaling. In addition,

we see that DNA damage acutely induces the unfolded protein response.

Interestingly, the unfolded protein response restrains the SASP but not the

ASAP, suggesting the ASAP may be a physiologically normal process. Thus, the

SASP and ASAP differ in their regulation and kinetics suggesting they may

represent fundamentally distinct processes.

Results

DNA damage transiently induces IL-6 release in endothelial cells
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We had previously shown that IL-6 secretion is acutely induced in the

thymus following administration of doxorubicin to mice (203). In the thymus,

endothelial cells secrete IL-6. To more closely examine the dynamics of IL-6

release following DNA damage in the thymus, we derived conditioned media

from the thymus of mice at different intervals following doxorubicin treatment. Six

to 8 week-old female mice were treated with the maximally tolerated dose of

doxorubicin. 18 hours, 4 and 8 days later we measured the level of IL-6 in the

thymus of untreated and doxorubicin-treated mice by ELISA. Here, as previously

published, IL-6 is induced in the thymus acutely following treatment with

doxorubicin. Interestingly, 4 or 8 days following treatment, the amount of IL-6 in

the thymus is reduced below basal physiologic levels (Figure 1A). Thus, IL-6

induction is transient, suggesting active regulation of IL-6 secretion or clearance

of IL-6-producing endothelial cells.
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Figure 1. DNA damage induces acute IL-6 release from endothelial cells
independent of NFKB activation. (A) Quantification of IL-6 levels in conditioned
media from the thymus or lymph nodes of untreated mice (n=10) or mice treated
for 18 hours with 10mg/kg doxorubicin (n23). Values were normalized by tissue
weight. The data are represented as mean +/- SEM. (B) A graph showing the
amount of IL-6 present in conditioned media from untreated and doxorubicin
treated human vein endothelial cells (HUVECs). The data are represented as
mean +/- STDEV (n26). (C) p-galactosidase staining and quantification of p-
galactosidase staining in HUVEC and FOCUS cells. Cells were fixed untreated or
at 6 days following doxorubicin-induced DNA damage. The data are represented
as mean +/- SEM. (D) p-galactosidase staining of HUVEC and FOCUS cells at 6
days following doxorubicin-induced DNA damage. Representative fields are
shown at 20x magnification. (E) A graph showing the amount of IL-6 present in
conditioned media from HUVECS expressing a vector control or an IKBa
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dominant negative allele either untreated or treated with doxorubicin. The data
are represented as mean +/- SEM (n=3). (F) A graph showing the amount of IL-6
present in conditioned media from HUVECS expressing a vector control or an
IKBa dominant negative allele either untreated or treated with doxorubicin. The
data are represented as mean +/- SEM (n=3).

DNA damage also induces acute IL-6 release in human vein endothelial

cells (HUVEC) in vitro. To ask whether IL-6 release is also transient in vitro,

HUVECs were treated with doxorubicin for 24, 72 hours or 5 days. We collected

IL-6 in conditioned media for each time point for only 24 hours. The amount of

secreted IL-6 was then measured by ELISA. As shown previously, doxorubicin

acutely induces a three-fold increase in the amount of secreted IL-6. In contrast,

IL-6 secretion had returned to basal levels at later time points (Figure 1 B). This is

not merely a consequence of cell killing as the IL-6 concentration at each time

point was normalized to the number of cells present at the end of the assay.

Thus, in vivo and in vitro, endothelial cells acutely and transiently release IL-6 in

response to DNA damage. We have termed this process the acute secretory

associated phenotype (ASAP).

IL-6 release is not a hallmark of senescence induced by DNA damage

Recent work has shown that DNA damage can induce a senescence-

associated secretory phenotype (SASP) the timing of which coincides with the

acquisition of classic markers of senescence including p-galactosidase staining,

p21, and p16 accumulation, and senescence-associated heterochromatic foci

(142). The SASP prominently features IL-6. To ask whether our endothelial

ASAP is similar to or different from the SASP, we sought to re-capitulate the
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SASP. We asked whether HUVECs and a control cancer cell line, FOCUS cells,

senesce following the administration of doxorubicin. HUVECs and FOCUS cells

were treated with doxorubicin and 6 days later fixed and stained for senescence-

associated P-galactosidase activity. Both cell types exhibited strong p-

galactosidase staining indicative of senescence (Figure 1C-D). While the

endothelial cells stain p-galactosidase-positive, they assume a less classic "fried

egg" senescent cell morphology and do not exhibit significant cytoplasmic

expansion, nuclear abnormality, or a highly vacuolated cytoplasm (Figure 1 D).

To further understand the SASP and ASAP, we asked whether FOCUS

cells, a liver cancer cell line, underwent a SASP-like process using IL-6 release

as a proxy. We had previously shown these cells secrete IL-6 in response to

DNA damage. FOCUS cells were treated with doxorubicin and conditioned media

were collected as before. As described previously, doxorubicin induces the acute

release of IL-6 from FOCUS cells. However, this IL-6 release is significantly less

than that which is secreted by these cells at the onset of senescence

(Supplemental Figure 1). Thus, FOCUS cells release very large amounts of IL-6

at the onset of senescence while endothelial cells do not.
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Supplemental Figure 1. IL-6 is secreted acutely and at senescence in
FOCUS cells. A graph showing the amount of IL-6 present in conditioned media
from untreated and doxorubicin treated FOCUS cells. The data are represented
as mean +/- STDEV (n>6).

IL-6 release from endothelial cells is independent of NFKB

NFKB activation is required for cytokine release in diverse settings

including the SASP and in sterile induction of the inflammasome (85,206). To ask

if endothelial cells require activation of NFKB for IL-6 release following DNA

damage, we infected HUVECs with a vector control or a non-phosphorylatable

dominant negative form of IKBa (IKBa-DN). HUVECs were treated with

doxorubicin and conditioned media were collected after 24, 72 hours, and 5 days.

We see no differences in IL-6 induction following treatment with doxorubicin in

HUVEC expressing IKBa-DN compared to the control, strongly suggesting that

activation of NFKB is not required for the ASAP (Figure 1 E). We see the same

results treating HUVEC with doxorubicin and the NFKB inhibitor BAY 11-7085

(Data not shown). In contrast, FOCUS cells require NFKB activity for all forms of

IL-6 secretion (Figure 1F).

Endothelial cells do not undergo a SASP
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To more formally address whether endothelial cells undergo a SASP-like

process, we used a quantitative bead-based ELISA assay to measure the

secretion of 65 cytokines, chemokines, and growth factors following doxorubicin

treatment. HUVECs treated with doxorubicin for 24 hours or 5 days. Conditioned

media were collected for 24 hours for each time point and subjected to analysis.

Here, we see acute up-regulation of FLT-3 ligand, Fractalkine, G-CSF, GM-CSF,

IL-6, MCP1, PDGF-A, PDGF-B and VEGF (Figure 2A). However, we see no

evidence for a pattern indicating a delayed general up-regulation of cytokine

secretion indicative of the SASP at senescence. As a control, we performed the

same experiment using FOCUS cells. In the FOCUS cells we observe the

induction of a potent SASP at the onset of senescence (Figure 2B). Importantly,

the lack of a SASP in endothelial cells can not be explained by an inability to up-

regulate secreted factors at senescence, as one factor PDGF-B is up-regulated

by 3-fold acutely following administration of doxorubicin but 100-fold upon

senescence (Supplemental Figure 2).
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Figure 2. The ASAP and SASP are temporally distinct. (A) A heat map
displaying the relative concentration of 65 growth factors, cytokines and
chemokines secreted by HUVECs untreated or treated with doxorubicin. The
data are displayed as log2 of the fold change comparing doxorubicin-treated cells
over untreated cells (n=3). (B) A heat map displaying the relative concentrations
of 65 growth factors, cytokines and chemokines secreted by FOCUS cells
untreated or treated with doxorubicin. The data are displayed as 1092 of the fold
change comparing doxorubicin-treated cells over untreated cells (n=3).
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Supplemental Figure 2. PDGF-B is secreted acutely and at senescence in
endothelial cells. A graph showing the amount of PDGF-B present in
conditioned media from untreated and doxorubicin-treated HUVECs. The data
are represented as mean +/- SEM (n=3).

The unfolded protein response is activated following DNA damage

While the SASP and the ASAP differ mechanistically in a number of

signaling pathways, one physical aspect that distinguishes them quantitatively is

the magnitude of the secretory response. In normal cell types that have high

levels of protein secretion, such as exocrine cells and B cells, the unfolded

protein response (UPR) is activated (207-209). We reasoned that very high

levels of protein secretion associated with the SASP but not ASAP might activate

the unfolded protein response at senescence. To test this hypothesis, we

measured XBP1 activation in FOCUS and HUVECs treated with doxorubicin over

a time course of 6 days. XBP1 is normally expressed as a mature mRNA

containing an intron. This mRNA is not translated until IRE1, a nuclease, is

activated during the unfolded protein response resulting in XBP1 splicing and

translation. Surprisingly, we see that DNA damage induces XBP1 splicing within
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48 hours in both FOCUS and HUVEC cells (Figure 3A-B). This timing suggests

that the unfolded protein response is activated prior to the onset of senescence

or the SASP. Importantly, doxorubicin is a specific topoisomerase Il poison which

induces DNA double-strand breaks, strongly suggesting that induction of the

UPR is not due to damage in the endoplasmic reticulum.
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Figure 3. The unfolded protein response is induced by DNA damage. (A)
Total RNA from FOCUS cells untreated or treated with doxorubicin for 1-6 days
was used for RT-PCR analysis. Primers spanning the splice junction of murine
XBP1 were used to amplify products of un-spliced and spliced mRNA. PCR
products were separated by electrophoresis on a 3% agarose gel and visualized
by ethidium bromide staining. (B) Total RNA from HUVECs untreated or treated
with doxorubicin for 1-6 days was used for RT-PCR analysis. Primers spanning
the splice junction of murine XBP1 were used to amplify products of un-spliced
and spliced mRNA. PCR products were separated by electrophoresis on a 3%
agarose and visualized by ethidium bromide staining. (C) A graph showing the
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amount of IL-6 present in conditioned media from FOCUS cells expressing a
vector control or shRNAs targeting ATF6 or XBP1. Cells were untreated or
treated with doxorubicin. The data are represented as mean +/- STDEV (n25).
(D) A graph showing the amount of IL-6 present in conditioned media from
HUVEC cells expressing a vector control or shRNAs targeting ATF6 or XBP1.
Cells were untreated or treated with doxorubicin. The data are represented as
mean +/- STDEV (n=6).

Here we do see a major distinction between FOCUS, which undergo a

SASP, and HUVEC, which do not, in the resolution of unfolded protein stress and

XBP1 splicing. FOCUS cells continue to accumulate an increasing ratio of

spliced to un-spliced XBP1 such that at the onset of the SASP, nearly all of the

XBP1 present is spliced. Thus, at the onset of the SASP, FOCUS cells undergo

very high levels of UPR stress (Figure 3A). In contrast, in endothelial cells we

see acute activation and then resolution of XBP1 splicing at later time points.

This suggests that senescence does not induce the UPR but the SASP does

(Figure 3B).

To determine whether the UPR functionally modulates secretory

phenotypes, we generated shRNAs to both XBP1 and ATF6, two main branches

of the mammalian UPR. Here, FOCUS cells expressing a vector control, shATF6

or shXBP1 were treated with doxorubicin for 24 hours or 5 days. We see that

suppression of ATF6 or XBP1 has no effect on IL-6 release basally or at 24

hours. In contrast, we see that suppression of either ATF6 or XBP1 results in

much higher levels of secreted IL-6 upon senescence (Figure 3C). This suggests

that activation of both of these branches of the UPR reduces the secretory

response associated with senescence. We also performed this same experiment

96



in endothelial cells. Here we see that suppression of ATF6 or XBP1 has no effect

on IL-6 secretion basally, acutely or at senescence (Figure 3D). This suggests

that while the UPR is activated in endothelial cells it does not functionally

modulate IL-6 release. A future goal of this project is to interrogate how the UPR

is rapidly activated in both endothelial and cancer cells following DNA damage. It

is also unclear why the UPR is activated before it functionally restrains a

secretory phenotype.

The UPR represses senescence through the SASP

To more broadly measure whether the UPR represses the entire SASP,

conditioned media from FOCUS cells expressing a vector control or shATF6

were collected from untreated cells or cells treated with doxorubicin for 24 hours

or 5 days. Soluble factors present in these conditioned media were analyzed

using a quantitative bead-based ELISA assay. We see no major differences

between control and shATF6 FOCUS cells acutely following damage or at a

basal level. In contrast, we see that suppression of ATF6 results in increased

secretion of many factors upon senescence. This suggests that ATF6 and the

UPR repress the SASP (Figure 4A).
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Figure 4. The unfolded protein response restrains the SASP and
senescence. (A) A heat map displaying the relative change in concentrations of
65 growth factors, cytokines and chemokines secreted by FOCUS cells
expressing sh-ATF6 or a vector control, untreated or treated with doxorubicin.
The data are displayed as log2 of the fold change comparing sh-ATF6 FOCUS
cells over vector control FOCUS cells (n=3). (B3) P-galactosidase staining and
quantification of P-galactosidase staining in FOCUS cells, expressing a vector
control, sh-ATF6 or sh-XBPI. Cells were fixed untreated or at 6 days following
doxorubicin-induced DNA damage. The data are represented as mean +/- SEM.
(C) p-galactosidase staining of FOCUS cells expressing a vector control or sh-
ATF6. Cells were fixed untreated or at 6 days following doxorubicin-induced DNA
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damage. Representative fields are shown at 20x magnification. (D) A colony-
formation assay showing FOCUS cells expressing a vector control, sh-ATF6 or
sh-XBP1. FOCUS cells were treated with doxorubicin as indicated. Results are
representative of 3 independent experiments.

Previous reports suggested that two SASP factors, IL-6 and IL-8, are

autocrine tumor suppressors during oncogene-induced senescence. To test

whether the SASP can promote DNA-damage-mediated senescence in cancer

cells, we utilized the fact that suppression of ATF6 or XBP1 in FOCUS cells

increases the SASP compared to vector control cells. We treated shATF6 and

shXBP1 or vector control FOCUS cells with a low dose of doxorubicin and

measured the amount of senescence 6 days later. Here, we see a significant

increase in the percentage of p-galactosidase-positive cells following

suppression of either ATF6 or XBP1 (Figure 4B). Escape from senescence was

clearly increased in the vector controls where clonal populations of growing cells

could be seen adjacent to senescent cells (Figure 4C and data not shown). Using

a colony formation assay to measure escape from senescence, we see that

suppression of ATF6 or XBP1 promotes the re-enforcement of senescence

(Figure 4D). These data suggest that the UPR represses the SASP and

functionally reduces senescence following DNA damage.

Discussion

DNA damage induces cell-intrinsic changes such as cell death, cell-cycle

arrest, and senescence. Recently, it has also been shown that DNA damage can

indirectly function as a paracrine effector. Here, DNA damage induces the

activation of secretory phenotypes that have diverse effects on various cell types
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including the induction of cell migration, activation of the immune system, and the

induction of local pro-survival microenvironments. We see that depending on the

cellular context DNA damage induces two distinct secretory phenotypes. These

secretory phenotypes differ in their functions, their timing, and their molecular

mechanism.

The acute secretory response in endothelial cells is dynamic. We see,

both in vitro and in vivo, this response is rapidly activated and then shut off. The

kinetics of such a response are consistent with normal inflammatory processes.

This rapid activation is a key temporal requirement for survival factors. Survival

factors must pre-exist or be induced rapidly following DNA damage as the DNA-

damage-induced cellular life/death decision process generally occurs within 48

hours of damage. Here, we see induction of the ASAP in endothelial cells by 18

hours following the administration of doxorubicin. This suggests that kinetically

the acute secretory phenotype could function as a survival process in vivo.

In contrast, the senescence-associated secretory phenotype is primarily a

tumor suppressor mechanism. Senescence induces up-regulation of natural killer

cell ligands and the SASP. Together this process recruits and activates the

innate immune system resulting in the rapid clearance of damaged senescent

cells (149,150). This process is suggested to be important in clearing pre-

neoplastic cells. Importantly, the SASP begins at 6-8 days following the induction

of senescence both in vivo and in vitro. The induction of the SASP is significantly
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delayed relative to secretory processes with described roles in tissue repair (210-

216). Here diverse models of tissue injury including excisional wounds, GI

syndrome induced by radiation, chemical ablation of the bone marrow, ischemia,

or surgical ablation of the liver or lung show induction of many factors including

EPO, FGF2, GM-CSF, HGF, IL-6, MIP'ca, MMP9, MMP14, SDF1a, sKitL, Wnt-2.

The common feature in each of these models is that the induction of proteins

involved in tissue repair occurs between 12 and 72 hours following injury and

then decreases rapidly as repair occurs. In contrast, in senescent cells the SASP

continues to increase in magnitude over time. Here the SASP doubles in

magnitude between 6 and 10 days following the induction of senescence by DNA

damage (144). In some settings it may be that the SASP is involved not in tissue

repair but in the resolution of tissue-repair processes, as tissue repair can lead to

fibrosis if unchecked. Here, in a model of liver injury, clearance of senescent

hepatic stellate cells by natural killer cells reduces fibrosis (150). Thus the SASP

and ASAP are distinct DNA-damage-induced secretory responses and their

function as a damage response in vivo may be distinct.

The unfolded protein response is an ancient stress response pathway

present in all eukaryotes. This pathway is activated by dysfunction in the

endoplasmic reticulum, which can result from protein misfolding, toxic

compounds, or improper post-translational processing. Here we see that DNA

damage acutely activates XBP1 splicing and the UPR. How this occurs is an

active area of research. We see that senescence does not activate the UPR but
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the SASP does. Thus the UPR seems to be activated by both an acute process

related to DNA damage and the SASP however this acute activation of the UPR

does not seem to affect the ASAP. Whether the UPR is induced by DNA damage

in vivo is also unclear. In Caenorhabditis elegans the UPR functions to balance

the activation of an innate secretory immune response with basal ER

homeostasis (217,218). This suggests there is a conserved role for the UPR in

balancing metazoan secretory phenotypes induced by stress and ER

homeostasis.

Experimental Procedures

Cell culture and chemicals

FOCUS cells were cultured in 45%DMEM/45% IMDM/10% FBS,

supplemented with 2mM L-glutamine and 5pM p-mercaptoethanol. HUVEC cells

were cultured in Endothelial Cell Growth Medium 2 (Lonza). Doxorubicin was

purchased from Tocris Bioscience.

Conditioned media and drug treatments

Conditioned media was made from the thymus of individual mice 18 hours

after doxorubicin treatment. All tissues were dissociated manually in FOCUS cell

media. Soluble factors in the thymus were allowed to conditioned media for 6

hours at 37*C. All conditioned medias were cleared of tissue and cells by

centrifugation. Conditioned medias for HUVEC and FOCUS cell experiments

were made by collecting the secreted proteins for each time point for 24 hours
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from 50,000 or 150,000 cells seeded into 24 well or 6 well plates respectively.

Endothelial cells were untreated or treated with 200nM doxorubicin. FOCUS cells

were untreated or treated with 200nM doxorubicin for 24 hour time points or 50-

1 OOnM for 5 day time points. The media was changed after 24 hours for the 5

day FOCUS cell experiments.

ELISA and Luminex Cytokine Measurements

All values shown for ELISAs and cytokine arrays are normalized to the

weight of the dissected tissue or the number cells at the end of the assay. IL-6

ELISA kits were purchased from eBioscience. Multiplexed luminex assays for

growth factor, chemokine and cytokine levels were preformed as described by

the manufacturer by Eve Technologies.

p-galactosidase activity staining

Detection of SA-p-galactosidase activity was performed as described

previously. Briefly, cells were fixed with 0.5% gluteraldehyde in PBS for 15 min,

washed with PBS supplemented with 1 mM MgCl2 , and stained for 5 hours in pH

5.5 PBS containing 1mM MgCl 2 , 1mg/mi X-Gal, and 5mM each of potassium

ferricyanide 11 and potassium ferrocyanide Ill. Images were collected on an

Axioplan2 (Zeiss) microscope equipped with Openlab software from Improvision.

XBP1 splicing assay

Total mRNA was isolated from cells using Qiashredder and RNeasy kits

from Qiagen. cDNA was made from 1 Ong or 1 pg of RNA using random
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hexamers and M-MLV reverse transcriptase from Invitrogen. The XBP1 PCR was

preformed as previously described (207).

shRNA constructs

shRNA constructs were designed and cloned as previously described

(86). The hairpin targeting sequence for shATF6 is

AAGGAGTTGGATTTGTCTTCT. The hairpin targeting sequence for shXBP1 is

CCAGCAAGTGGTAGATTTAGA.

Clonogenic survival assay

To address clonogenic survival, 100,000 Focus HCC cells were plated in a

10cm 2 well plate. Cells were treated with 50-100nM doxorubicin. After 24 hours

of treatment, the media was changed to remove the doxorubicin. After 8-10 days

cells were fixed and surviving colonies were stained with 0.1% crystal violet

(Sigma-Aldrich).

Statistical Analysis

Statistical analysis was performed using GraphPad Prism4 software. Two-

tailed Student's t tests were used, as indicated. Error bars represent mean +

SEM or STDEV as noted.
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Abstract

The BcI-2 family represents a diverse set of pro and anti-apoptotic factors

that are dynamically activated in response to a variety of cell-intrinsic and

extrinsic stimuli. While in vitro experiments have identified growth factor-,

cytokine-, and drug-dependent effects on utilization of BCL-2 family members, in

vivo studies have typically focused on the role of one or two particular members

in development and organ homeostasis. Thus, the ability of complex

physiologically relevant contexts to modulate canonical dependencies has yet to

be systematically investigated. Here, we have developed a pool-based shRNA

measurement assay to systematically interrogate the functional dependence of
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leukemia and lymphoma cells upon the various BCL-2 family members

comprehensively across diverse in vitro and in vivo settings. Using this

approach, we report the first in vivo loss-of-function screen for modifiers of

response to a frontline chemotherapeutic. Notably, our data reveal an

unexpected role for the extrinsic death pathway as a tissue-specific modifier of

therapeutic response. Our findings demonstrate that particular sites of tumor

dissemination can play critical roles in demarcating cancer-cell vulnerabilities and

mechanisms of chemoresistance.

Introduction

Chemotherapy represents a major treatment modality for cancer, and

numerous genetic screens have probed the mechanisms underlying cell-intrinsic

resistance or sensitivity to front-line chemotherapy (180,219-223). However,

these studies, while informative, have not been adapted to relevant tumor

microenvironments, which may contain diverse stromal and/or immune cell types,

are subject to immune surveillance, and harbor physical barriers to drug delivery

(48). Additionally, the native tumor microenvironment comprises a diverse

mixture of chemokines and cytokines that may impact responses to genotoxic

agents (178,203). Thus, the central determinants of therapeutic outcome may be

highly dependent upon paracrine survival or stress signals. Indeed, it is well

documented that gene function and relevance can vary dramatically when

compared in vivo versus in vitro (178,179). Consequently, studying the impact of

defined genetic alterations on therapeutic response in native tumor
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microenvironments is critical for effective drug development, personalized cancer

regimens, and the rational design of combination therapies.

Recent advances in the development of tractable mouse models of cancer

have, for the first time, enabled the examination of complex sets of defined

alterations in individual mice. For example, retroviral infection of murine

hematopoietic stem cells or primary embryonic hepatocytes with small pools of

short hairpin RNAs (shRNAs), followed by adoptive transfer into lethally,

irradiated, recipient mice, has been used to screen for suppressors of B cell

lymphomagenesis or hepatocellular carcinoma (79,224). Additionally, ex vivo

manipulation of lymphoma cells followed by transfer into syngeneic recipient

mice has permitted the interrogation of thousands of shRNAs for modulators of

tumor growth and dissemination (87). These screens provide powerful proofs of

principle that diverse alterations can be introduced in chimeric tumor models in

vivo and that these systems might permit the simultaneous examination of the

relevance of a whole set of genes to therapeutic response in relevant

physiological contexts.

Front-line cancer therapies generally exert their effects by modulating the

proportion of pro- to anti- apoptotic death regulators, most notably members of

the Bcl-2 family (225,226). Thus, we reasoned that interrogating Bcl-2 family

functionality might provide a high-resolution focus on a crucial facet of cytotoxic

cellular responses to chemotherapy in a variety of distinct settings. Notably,
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previous studies using recombinant BH3 peptides in reconstituted mitochondrial

suspensions have systematically identified cellular states associated with the

loss of function of one of the BH3-only Bcl-2 family members, the loss of function

of a multi-domain pro-apoptotic Bcl-2 family member, or the enhanced function of

an anti-apoptotic family member; these states characterize the potential range of

dysregulation that the Bcl-2 family can acquire during tumorigenesis and

demarcate central cell-fate decisions that are susceptible to therapeutic

intervention (227,228). However, this approach, while quite powerful, does not

allow the comprehensive examination of the role and relevance of individual Bcl-

2 family members to cell death following chemotherapy. Here we describe a

complementary in vivo screening approach that provides a detailed assessment

of the role of each Bcl-2 family member in the response to chemotherapy in

heterogeneous tumor environments.

Results

A bead-based assay for the direct measurement of pooled shRNA

representation

The Bcl-2 family consists of 16 pro- and 6 anti-apoptotic proteins that

regulate programmed cell death in response to a diverse set of intrinsic and

extrinsic death stimuli (229,230). To assess how these genes modulate

chemotherapy-induced cell death across multiple in vivo contexts, as well as

across diverse in vitro conditions in a multiplexed manner, we adapted a

validated set of shRNAs targeting all 22 Bcl-2 family members to Luminex bead-
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based analysis (Figure 1A and (231)). This technology has previously been used

to quantify diverse sets of microRNAs in solution with improved accuracy relative

to classic microarray approaches (232). Thus, we reasoned that this approach

could be modified to perform reproducible quantification of sub-genome-sized

shRNA pools.

Briefly, we covalently coupled an amino-modified oligonucleotide that is

the reverse complement of the unique guide-strand section of each shRNA to

fluorescently labeled Luminex beads. Our PCR strategy uses a forward primer

complementary to the microRNA loop sequence present in all hairpins and a

biotinylated reverse primer complementary to the flanking microRNA sequence

(Figure 1 B). Thus, all shRNA guide strands can be amplified using common

primers, and the quantity of individual shRNAs can be visualized with

streptavidin-PE after bead hybridization. Notably, this approach is distinct from

barcoded shRNA libraries, in which shRNAs are identifiable by a flanking DNA

sequence. In this case, we used the unique portion of the shRNA, itself, as the

barcode. This allows for multiplexed shRNA quantification in any vector

backbone.
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Figure 1. Examining the role of the entire Bcl-2 family in therapeutic
response. (A) A schematic depicting the difference between single and pool-
based evaluation of shRNA composition. (B) A diagram illustrating the Luminex-
based shRNA PCR strategy. PCR primers were designed from constant regions
flanking all hairpins. After PCR amplification, a biotinylated primer is used to
measure hairpin abundance, and the unique fluorescence of the luminex bead
distinguishes hairpin identity. (C) A comparison of the bead-based quantification
of hairpin representation following doxorubicin treatment with single-cell flow
cytometry measurements (231). (Left) Bead-based measurements are plotted
against each corresponding single-hairpin measurement. (Right) Heat maps
comparing shRNA enrichment and depletion using bead-based and flow
cytometry approaches. (D) A heat map comparing the impact of depleting each
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BcI-2 family hairpin on the response to doxorubicin treatment in Ep-myc p19^'w
lymphomas and p185 BCR-Ab/+ p19^'r B-ALLs. The asterisk demarcates the
differential impact of suppressing the BH3-only protein Bim on doxorubicin
sensitivity in these two cell types. (E) p185 BCR-Ab/+ p19^' cells were treated
for 12 hrs at an LD90 of the indicated compounds and analyzed for Bim levels by
western blot.

As an initial proof-of-principle experiment, we confirmed that each Bcl-2

shRNA could be quantified by Luminex bead hybridization when starting with

similar concentrations of dsPCR product (Supplemental Figure 1A). Importantly,

while each PCR product with a cognate bead was readily detectable, a control

probe exhibited no significant signal with any of the 22 shRNAs in the plasmid

library. In fact, the average maximum signal for an shRNA present in the pool

was approximately 100-fold higher than the control probe signal. While this

negative control ruled out any large magnitude non-specific hybridization, we

wanted to rule out smaller amounts of cross-hybridization as the source of the

variation in the maximum fluorescence intensity of the various probes

(Supplemental Figure 1B). To this end, we noted a strong relationship between

probe GC content and maximum signal intensity. Oligonucleotides deviating

from this relationship were analyzed for local sequence alignments across the

entire shRNA library utilizing the dynamic programming method of Smith-

Waterman (233). The variation in the average local alignment bit scores for all

"outlier" probes was highly similar (Supplemental Figure 1C), indicating that

cross-hybridization is an unlikely contributor to overall signal intensity. Thus,

oligonucleotide sequences chosen for optimal siRNA performance are well suited

for hybridization-based sequence identification.
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We next performed mock enrichment experiments in which known

concentrations of genomic DNA from single hairpin-infected Ept-myc p19'"

lymphoma cells were combined at distinct ratios (Supplemental Figure 1 D).

These lymphoma cells were derived from a well-established pre-clinical mouse

model of Burkitt's lymphoma and represent a tractable setting to investigate the

genetics of therapeutic response (70,97). Using these cells, we observed a linear

and highly reproducible change in measured fluorescence intensity that tightly

correlated with the known fold enrichment of the control sample across 8-fold

changes in relative DNA abundance.
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measurement for shRNAs targeting multiple members of the BCL-2 family in a
22-plex experiment with pooled plasmid DNA. A control sequence that is not in
the 22-plasmid mixture shows little signal. (B) A graph showing the relationship
between GC content and the variation maximum fluorescence intensity for a
given probe. (C) A graph in which outliers deviating significantly above and below
the relationship depicted in (A) were analyzed for local sequence alignments with
the entire shRNA library. These values were compared to values for probes with
high local sequence alignments (self-aligned probes) and the negative control
probe from Figure 1C. (D) Purified single hairpin DNA mixed at known ratios was
used to examine the measurement resolution of single hairpins in a complex
shRNA pool. shPuma DNA was introduced at 10-80% of the total pool
composition. The fluorescence readings of hairpin abundance are plotted
against the known fold enrichment. The different linear fits encompass analogous
measurements across an 8-fold range of sample concentrations (increasing
bottom to top).

The BCL-2 family differentially modulates therapeutic response in distinct

B-cell tumors

The initial validation of our measurement technology led us to benchmark

this approach against an established single shRNA flow cytometry based assay.

In this assay, GFP was used as a surrogate marker for the presence of each of

16 distinct Bcl-2 family member shRNAs, and the impact of gene suppression

was determined by the relative change in the percent of GFP-positive cells

following treatment (231). In each case, we examined the effect of BcI-2 family

gene knockdown on the in vitro response of Ep-myc p19w-" lymphoma cells to

the front-line chemotherapeutic doxorubicin (Figure 1C). A linear relationship

(r2=0.89) was observed between multiplexed bead-based measurements and

single shRNA flow cytometry measurements of shRNA enrichment and depletion

following doxorubicin treatment. Thus, a bead hybridization assay can rapidly

and accurately measure shRNA pool composition following drug selection.
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A key advantage of shRNA pool-based approaches lies in their inherent

adaptability to diverse experimental systems and conditions. In order to test the

flexibility of our system, we examined the effects of Bcl-2 family member

suppression on doxorubicin response in a distinct cell line. In this case, we

examined cells derived from a BCR-Abl-driven murine model of B cell acute

lymphoblastic leukemia (B-ALL) (80). As observed in the Burkitt's lymphoma

model, we could identify a robust Bcl-2 family shRNA drug resistance and

sensitivity profile in these cells. However, the shRNA signatures were distinct

between cell types. The most obvious feature differentiating the two cell lines

was the critical role for the BH3-only member Bim in doxorubicin-induced cell

death in B-ALL (Figure 1 D). Since Bim levels are known to increase in response

to environmental but not genotoxic stress, the involvement of Bim in the

response to a DNA-damaging agent in this context was unexpected. In order to

explore the mechanism of Bim-induced cell death, we examined Bim levels in

p185+ BCR-AbI ALL cells treated with genotoxic agents (doxorubicin and

chlorambucil) and a histone deacetylase inhibitor known to promote significant

Bim induction (SAHA) in B cell malignancies (234). Notably, protein levels of Bim

were induced acutely following treatment with DNA-damaging agents in B-ALL

cells (Figurel E). These data highlight the potential of pool-based shRNA

approaches to identify tumor cell-specific determinants of therapeutic response.

An in vivo screen for microenvironment-specific modifiers of therapeutic

response
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A central challenge in the development of effective anti-cancer

approaches is to understand the impact of the tumor microenvironment on

therapeutic response. To test whether our system could be used to examine

cancer therapy in vivo, we performed a screen to identify Bcl-2 family members

that modulate the response of lymphomas to doxorubicin. Here, all Bcl-2 family

shRNAs were simultaneously co-transfected into viral packaging cells to produce

a multi-construct viral pool (Figure 2A). The resulting pool was used to infect

primary Ep-myc p19-'- lymphoma cells ex vivo, and transduced cells were tail-

vein injected into syngeneic recipient mice. A cohort of 8 mice was sacrificed

following tumor onset, and a second cohort was treated with 8mg/kg doxorubicin.

Following tumor relapse, lymphoma cells were harvested from lymph nodes and

the thymus, two common sites of lymphoma manifestation in the Ep-myc mouse

(70), and the relative shRNA content was compared between untreated and

treated tumors in these distinct tumor microenvironments.
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Figure 2. An in vivo shRNA screen for modulators of doxorubicin response.
(A) A diagram depicting the in vivo screening strategy. Pooled shRNAs targeting
Bcl-2 family members were retrovirally transduced into Ep-myc p19'"-
lymphomas. shRNA composition was measured either following the presentation
of palpable tumor burden or following tumor relapse after treatment with 8mg/kg
doxorubicin. (B) A comparison of the coefficient of variation (CV) for hairpins
targeting the Bcl-2 family in cell culture versus in vivo screens using a Luminex
measurement methodology. (C) An analysis of the distribution of shRNA CV
values for a large in vitro versus in vivo screening data set generated by high-
throughput sequencing. The vertical line represents the CV threshold used to
filter in vivo data. The arrows denote averages for validated hairpins relative to
all hairpins (D) Bcl-2 family "hits" following filtering for CV and enrichment criteria
and separated by anatomical niche. The asterisk denotes a Bcl-w shRNA that
scored as enriched in the thymus, but was excluded due to the lack of Bcl-w
expression in this context.

A striking feature of the resulting data was the mouse-to-mouse variability

in hairpin composition following drug treatment. This suggests that the complexity

of the in vivo microenvironment can substantially influence the measured effect
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of a relatively neutral shRNA. Further inspection of this variation suggested that

a subset of shRNAs exhibited a level of variation comparable to the in vitro data

while the remainder showed significantly higher fluctuation (Figure 2B). If

otherwise neutral hairpins exhibit larger variation in in vivo datasets, the size of

this variation may represent a meaningful discriminator to focus on hairpins

whose effects are large and reproducible enough to overcome this variability. To

determine whether such variation is a consistent feature of in vivo data sets, we

made use of a comprehensive in vivo versus in vitro shRNA screening data set

(87). Indeed, most shRNAs exhibited high mouse-to-mouse CVs in vivo (Figure

2C). However, when we focused on shRNAs shown to exert a biological effect in

subsequent validation experiments, we saw a significant decrease in shRNA CVs

(p<0.01). Thus, variation present in this established data set can be used to

generate a CV threshold that identifies shRNAs with a high probability of exerting

a relevant biological effect. This cutoff was then employed to filter data

generated using our Luminex approach (Figure 2D). As a test of the relevance of

this variation cutoff to other drug screens, we examined the stochastic variation

in the representation of Ep-myc tumor cells infected with a vector control

following treatment with the microtubule poison vincristine in vivo. Here, we

transplanted tumor cells into recipient mice at a defined infection efficiency, as

monitored by GFP expression, and examined the variation in the percentage of

GFP-positive cells in distinct mice following treatment. Importantly, these

controls exhibited an in vivo CV that was greater than the doxorubicin variation
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cutoff (Supplemental Figure 2), suggesting that the CV threshold established in

this study may be broadly applicable to other data sets.
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Supplemental Figure 2. An analysis of the variation in the population of
cells expressing a control vector following vincristine treatment in vivo (A)
A graph showing the percentage of GFP-positive Ep-myc p53-' lymphoma cells
following treatment with 1.5mg/kg vincristine in vivo. The input population was
infected to (A) 1.5% or (B) 15%. At the presentation of palpable disease, tumors
were harvested and analyzed in triplicate. The CV is indicated above each graph
and the mean is demarcated with a dashed line.

As additional criteria for examining in vivo screening data, we required that

shRNA target mRNAs be present in un-transduced lymphoma cells and that the

representation of a "scoring" shRNA be significantly enriched or depleted as a

consequence of doxorubicin treatment (see methods). The resulting list of

scoring shRNAs included Bcl-2 family members previously described to influence

therapeutic response (228) (Figure 2D and Supplemental Table 1). For instance,

we found that suppression of the BH3-only protein Puma promoted doxorubicin

resistance in both the lymph node and thymus compartments, consistent with

previous reports examining either B lymphoma cells or thymocytes (97,235).
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Thus, this approach can readily identify important regulators of drug-induced cell

death.

The extrinsic death pathway is a thymus-specific mediator of therapeutic

response

Interestingly, in contrast with Puma and other general cell death

regulators, we identified the pro-apoptotic Bcl-2 family member Bid as a specific

mediator of doxorubicin cytotoxicity in the thymus but not in the lymph nodes. To

validate and extend the genetic result in light of this finding, we performed an in

vivo GFP competition assay in the spleen, bone marrow, peripheral lymph nodes

and thymus. In this assay, GFP positivity is used as a surrogate marker for the

presence of a Bid shRNA, and the impact of Bid suppression is determined by

the relative change in the percent of GFP-positive tumor cells. Consistent with

the initial screening data, Bid loss impaired lymphoma cell death in the thymic

tumor microenvironment, but not other tumor microenvironments (Figure 3A and

B). This tissue specificity was not due to the selective expression of these

proteins in specific tumor microenvironments, as we observed similar levels of

Bid and its upstream regulator Caspase 8 in the tumor-bearing lymph node and

thymus (Supplemental Figure 3A and B). Notably, Bid is unique among BcI-2

family members in that it translocates to the mitochondria following extrinsic

activation of death receptors (236,237). Thus, these data are consistent with a

mechanism whereby constitutively present Bid is activated following the release
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of secreted factors or tumor-stromal cell interactions that are specific to the

treated thymic microenvironment.
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Figure 3. Bid potentiates doxorubicin efficacy in the thymus. (A) A graph
depicting an in vivo GFP competition assay in Ep-myc p 19A- lymphoma cells
partially transduced with shBid-1. Mice were injected with partially transduced
lymphoma populations. At tumor onset all mice were treated with 10mg/kg
doxorubicin. 72 hours after treatment, mice were sacrificed and surviving
lymphoma populations were harvested. Fold change in GFP percentage was
assessed 48 hours later (na4). (B) H&E stained sections from mice bearing
vector control or shBid thymic lymphomas. Mice were treated with 10mg/kg
doxorubicin and sacrificed 48 hours later. Representative fields from treated and
untreated are shown at 25x magnification. Dark patches in treated vector control
tumors indicate sites of normal lymphocyte infiltration.
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Supplemental Figure 3. Western blots showing protein levels in distinct
tumor sites. (A) A western blot showing Bid levels in Ep-myc p19'w1 lymphoma
cells from tumor-bearing lymph node and thymus. (B) A western blot for Caspase
8 levels in Ep-myc p1 9^-l lymphoma cells from tumor-bearing lymph node and
thymus. (C) Examination of the protein knockdown conferred by two shRNAs
targeting Caspase 8 in Ep-myc p19^*- lymphoma cells.

The relevance of Bid to DNA-damage-induced death remains a subject of

debate (238,239). To confirm the importance of Bid to doxorubicin-induced cell

death in vivo, we injected three cohorts of syngeneic mice with Eu-myc p19^'w

lymphoma cells expressing one of two validated shRNAs targeting Bid or a

vector control. At tumor onset, all mice were treated with 10mg/kg doxorubicin

and monitored for tumor regression and relapse. Suppression of Bid resulted in

decreased tumor-free survival and tumor-cell clearance compared to control

tumors (Figure 4A). Furthermore, in mice bearing shBid-transduced lymphomas,

50% of the mice showed no tumor-free survival while 90% of control mice

exhibited a period of tumor-free survival. Notably, in the case of the lymphoma

cells used in this study, suppression of Bid in vitro had minimal effect on
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lymphoma cell survival following doxorubicin treatment (Figure 4B). Thus,

treatment of these tumors in their native microenvironment reveals genetic

dependencies that are not present in cultured cells.
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Figure 4. Bid status affects therapeutic outcome in vivo, but not in vitro.
(A) A Kaplan-Meier curve showing tumor-free survival in mice bearing vector or
shBid lymphomas. All mice were treated with a single dose of 10mg/kg
doxorubicin (n21 0). (Inset) A western blot showing Bid protein levels in the
presence of Bid shRNAs. (B) A dose-response curve showing the relative
viability of lymphoma cells treated with doxorubicin in vitro for 48 hours.
Lymphoma cells were transduced with either a vector control or an shRNA
targeting Bid.

These data suggest that activation of components of the extrinsic cell

death pathway potentiate chemotherapeutic efficacy in the thymus. To further

interrogate the role of death receptor signaling in therapeutic response in this

setting, we targeted Caspase 8, the direct activator of Bid by generating hairpins

targeting Caspase 8 (Supplemental Figure 3C). Suppression of Caspase 8 in

transplanted lymphomas phenocopied the effect of Bid silencing as measured by

tumor-free survival (Figure 5A), suggesting an upstream induction of death

receptor signaling in the thymus following doxorubicin treatment.
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Figure 5. The extrinsic death pathway mediates doxorubicin response in
the thymus. (A) A Kaplan-Meier curve showing tumor free survival of mice
bearing vector, shBid or shCaspase 8 expressing lymphomas. All mice were
treated with a single dose of 10mg/kg doxorubicin (na1 0). (B) A Kaplan-Meier
curve showing the tumor-free survival of thymectomized mice transplanted with
pure populations of lymphoma cells transduced with shBid or a vector control. All
mice were treated with a single dose of 10mg/kg doxorubicin (n=6 for both
cohorts).

Finally, to confirm the specificity of Bid-induced cell death in the thymus

relative to whole organism chemotherapeutic response, we examined the effect

of Bid suppression on tumor-free survival following doxorubicin treatment in

athymic mice. Pure populations of either shBid or vector control transduced

lymphoma cells were transplanted into surgically thymectomized recipient mice.

Upon the presentation of a palpable disease burden, mice were dosed with

10mg/kg of doxorubicin and monitored for tumor-free and overall survival. In this

context, chemotherapeutic response was indistinguishable in the presence or

absence of Bid (Figure 5B).

Discussion
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We have presented a tractable methodology for pooled shRNA screens

that can be rapidly adapted to diverse vector systems and gene families. The

value of this system is exemplified by the rapid manner in which drug function

can be interrogated in multiple cell types in vitro and in diverse anatomical

contexts in vivo. Importantly, while numerous cell-culture-based loss-of-function

screens have been performed to identify modulators of therapeutic response, this

is the first report to describe an in vivo loss-of-function therapy screen - the

relevance of which is apparent in light of the discordant in vitro and in vivo

phenotypes resulting from Bid suppression. While the set of shRNAs probed in

this work is restricted to a particular aspect of cell biology, recent advances in

bead-based DNA hybridization now permit the simultaneous resolution of as

many as 500 distinct oligonucleotides so that multiple facets can be explored

simultaneously. We have recently shown that as many as 1000 distinct shRNAs

can be introduced into individual mice (87), suggesting that large shRNA libraries

can be combined with this technology to probe the impact of myriad genetic

lesions in diverse pathophysiological contexts.

In this study we systematically examined shRNAs targeting the entire Bcl-

2 family in multiple in vitro and in vivo settings. In all therapeutic contexts, we

identified a specific BH3 "activator" gene essential for mediating the effects of

frontline chemotherapy. Biochemical studies have previously defined critical

roles for the BH3 only family members Bid, Puma and Bim. Furthermore, the

recent development of a Bid, Puma, and Bim triple knockout mouse confirmed
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the essential role of these proteins in developmentally regulated apoptosis (240).

Interestingly, our data suggest that the relevant "activator" protein can vary quite

significantly in neoplastic cells. While an "activator" is always necessary for cell

death, the cellular environment or driving oncogene can dramatically shift the

precise BH3-only family member that is most relevant for therapy-induced

apoptosis. This context-dependent relevance of apoptotic regulators may

underlie the significant challenge in eradicating disseminated malignancies and

highlights the need to understand the relationship between intrinsic and paracrine

signals and Bcl-2 family regulation.

An unexpected finding from this work is that while Caspase 8 and Bid are

expressed at similar levels in diverse tumor-bearing locations in vivo, they are

specifically required for drug efficacy in the thymus. Examined in isolation, this

result would suggest that the thymus is a pro-death microenvironment. However,

previous studies in thymectomized mice have shown that the thymus can exert a

net protective effect on tumor cells following doxorubicin treatment (203). This

cytoprotective effect is mediated in a paracrine fashion by thymic endothelial

cells that secrete multiple pro-survival cytokines in response to DNA damage.

Cytokine induction subsequently upregulates BCL-xL and promotes the survival

of target tumor cells. Thus, the unique role of death receptor activity in this

context may function to counterbalance unchecked survival signaling following

cellular stress in the thymic microenvironment. Notably, however, the precise

mechanism of death receptor engagement in this context remains to be
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determined. Addition of recombinant death receptor ligands, such as FASL, TNF,

and TRAIL in vitro fails to induce lymphoma cell death. Consequently, the

engagement of death receptor signaling, like survival signaling, may require a

more complex concerted action of secreted factors and cell-cell or cell-stromal

interactions.

Experimental Procedures

shRNA generation

shRNAs targeting the Bcl-2 family (231) were designed using Biopredsi

from Novartis. shRNAs were cloned into the MLS (86) retroviral vector containing

a Mir30 expression cassette under the transcriptional control of the MSCV LTR

and coexpressing GFP. Plasmids were verified for mRNA target knockdown

using standard qRT-PCR techniques. Western blots were performed to analyze

total protein knock down for a subset of Bcl-2 family members. Bim, Bax, and

Bak knockdown are shown in Supplemental Figure 4. The shRNA library was

constructed by evenly pooling individual minipreps of each individual shRNA.

This mixture was co-transfected into Phoenix retroviral packaging cells and

pooled virus was collected.

Western Blots

SDS-PAGE was performed according to standard protocols, and gels were

transferred to PVDF membranes. The antibodies used were as follows; Bid

(polyclonal antisera from Honglin Li), BAX (Cell Signaling Technologies #2772),
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BAK (Upstate #06-536), BIM (Cell Signaling Technologies #C34C5), Caspase 8

(Cell Signaling Technologies #D35G2), beta-Actin (Cell Signaling Technologies

#4967L), and Tubulin (ECM Biosciences #TM1541).

Luminex bead-based assay

Carboxylated Luminex beads were purchased from Mirai biosystems.

Probe oligonucleotides comprised of the shRNA anti-sense strand modified with

C12-amine were conjugated to the beads using EDC in a pH 4.5 MES hydrate

buffer. Coupling efficiency was validated with sense oligonucleotides. 3500

beads were added to a 50[d reaction volume in a 3M Tetra-methyl ammonium

chloride (TMAC) buffer to reduce the differences in Tm that accompany

differences in GC content. DNA loading concentrations are as indicated (2-

200ng per well were added). Blocking oligos that corresponded to the

biotinylated PCR product but lacked the sense portion of the shRNA were added

at 100-fold molar excess to compete out the dsPCR product and reduce the

preferential re-hybridization of the PCR product. Samples were denatured for 3

min at 950C and hybridized for 30 minutes at 52 0C. Streptavidin-PE

(Invitrogen)/TMAC was then added to the wells and incubated for 5 minutes at

520C. All samples were incubated at 52 0C to ensure they stayed at equilibrium,

and the PMT setting on the Luminex machine was approximately 520 volts (low

calibration).

Polymerase Chain Reaction
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Three individual 25[d PCR reactions were performed using a 5' primer

targeting the constant hairpin loop region and a 3' primer targeting the vector

backbone. The PCR buffer was 2x Failsafe Buffer B (Epicentre Biotechnologies)

and we ran 35 cycles with an extension time of 1 minute at 72*C and a

hybridization temperature of 520C for 35 seconds. The 3' primer was biotinylated.

Pooled PCR product was column purified and resuspended in 36[d water prior to

serial dilution and subsequent measurement.

Cell culture

All lymphoma and leukemia cells were isolated directly from tumor-bearing

animals and cultured at 5% C02 at 37 0C. Ep-myc p 1 9ARF-/ cells were isolated

and maintained as described (180). B-ALL cells were maintained as described

(123). All in vitro viral transduction was performed by co-infecting 1 million cells

per 10cm plate. Infection efficiency was quantified by flow cytometry for GFP+

cell populations. Infection efficiencies under 50% were utilized to ensure an MOl

of approximately one. Pool composition was measured at the beginning of the

experiment, as well as following recovery from an LD90 doxorubicin drug dose.

Untreated cells that had grown in culture for the duration of the experiment were

used as controls. Hairpin 97mer sequences in the Mir30 context were:

shBid-1-
TGCTGTTGACAGTGAGCGCCACAGAAGATTCCATATCAAATAGTGAAGCCA
CAGATGTATTTGATATGGAATCTTCTGTGATGCCTACTGCCTCGGA,
shBid-2-
TGCTGTTGACAGTGAGCGCCACAGAAGATTCCATATCAAATAGTGAAGCCA
CAGATGTATTTGATATGGAATCTTCTGTGATGCCTACTGCCTCGGA.
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shCaspase 8-
TGCTGTTGACAGTGAGCGAAACTATGACGTGAGCAATAAATAGTGAAGCCA
CAGATGTATTTATTGCTCACGTCATAGTTCTGCCTACTGCCTCGGA

Background distribution analysis for in vivo screening data

454 sequencing data used to determine CV thresholds is available from

the GEO database (accession number GSE16090). Coefficients of variation

were calculated by dividing the standard deviation of the fold change in read

number (for any hairpin with >4 reads) by the mean of the fold change. To be

included in this analysis hairpins had to be present at high enough quantities to

have at least 4 reads. Previously validated hit CVs (87) included IL-6, Lyn,

Rac2, Twf, and CrkL and were compared to the background distribution by t-test.

Cumulative distributions were plotted in Matlab using the dfittool.

In vivo screening

6-week old C57BL/6J mice (Jackson Laboratories) were tail vein injected

with 2 million Ep-myc p 1 9 ARF-/- lymphoma cells expressing the 22 shRNAs

targeting the Bcl-2 family. Infection was optimized such that each tumor cell

expressed a single shRNA. We sampled pool composition before injection, upon

the development of a palpable tumor burden, and upon relapse following IP

injection of 8mg/kg of doxorubicin. For in vivo screen validation, pure populations

of cells expressing shRNAs were isolated by GFP sorting using a FACS ARIA

cell sorter. 2 million cells transduced with a vector control or specific shRNAs

were injected into syngeneic recipient mice. At the presentation of palpable
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lymphomas, mice were treated with 10mg/kg doxorubicin and disease free

survival/tumor free progression were monitored.

Screening analysis

Luminex intensities for serial dilutions of PCR samples from pooled hairpin

libraries were compared by calculating a curve fit for a given sample using the

equation (Y=a*(1-exp(-b*x)). Sample integrals were then calculated, and these

integral scores were compared after subtracting the initial from the final integral

score. All independent Luminex runs were normalized to the maximum signal

intensity and all runs performed on different days contained internal standards for

day-to-day normalization. Scoring shRNAs were identified following a three-step

process. First, in order to eliminate a systematic error for depleting hairpins, we

transformed all the data by adding the hairpin mean to all in vivo measurements.

We then applied two filters. The first filter was based upon a comparison of the

distribution of a given shRNA with the variation of neutral hairpins. We required

our "hits" to have a coefficient of variation that was equal to or less than 0.4. This

allowed us to threshold out approximately 80% of neutral hairpins. The second

filter was based upon a comparison of treated samples with untreated hairpin

samples. To progress to further validation efforts, we required our treated

sample to be different at the 0.10 significance level versus untreated controls.

Data analysis
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Linear fits were calculated using a least squares algorithm. Sequences

were compared for overlap using the local alignment method of Smith-Waterman

in the Matlab function localalign.m. Heat maps were generated in Matlab.

Kaplan Meier analyses were performed using Graph Pad Prism software.
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Supplemental Figure 4. Western blots showing shRNA-induced protein
knockdown for three pro-apoptotic Bcl-2 family members. (A) Western blots
of Ep-myc lymphoma cells expressing the indicated shRNAs. (B) A western blot
showing Bim suppression in B-ALL cells.

shNoxa 8.3 32.7 41 0.2
shPuma 8 26.9 34.9 0.24
shBax 5.1 25.9 31 0.4
shMule -3.5 16.5 13 0.3
shMil1 -4.3 24 19.7 0.25

shBid 11 13.1 24.1 0.4
shBim 10.3 18.7 29 0.25

shPuma 5.4 15.7 21.1 0.33

Supplemental Table 1. A list of top scoring shRNAs meeting the hit criteria
separated by anatomical location. The change versus untreated represents the
level of enrichment/depletion, and the coefficient of variation is the mean divided
by the standard deviation for the doxorubicin treated cohort.
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Chapter 5:
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Abstract

A basic requirement for the development of complex organ systems is that

the cellular response to identical environmental cues can vary significantly

between distinct cell types and developmental stages. While it is well

established that paracrine signaling can similarly elicit diverse responses in

distinct tumor types, the relevance of developmental stage-specific signaling

responses to tumor development remains unclear. Here, we show that the same

microenvironmental factor, IL-6, can both promote and prevent lymphoma

development by acting on cells at distinct stages of hematopoietic development.

Specifically, paracrine IL-6 signaling promotes the survival of transplanted

hematopoietic stem cells following lethal irradiation, allowing the persistence and

expansion of progenitor cells bearing a cancer-promoting alteration. Conversely,
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IL-6 signaling also initiates a paracrine secretory program in the bone marrow

that promotes B cell differentiation and inhibits the development of B cell

malignancies. Thus, stage-specific responses to cytokines may promote

progenitor cell expansion while also inhibiting neoplastic development within a

single developmental lineage. Once transformed, the resulting B cell lymphomas

again utilize paracrine IL-6 signaling as a survival signal, highlighting the ability of

tumor cells to co-opt pathways utilized for stem cell protection. These data not

only suggest a complex regulation of tumor development by the pre-neoplastic

microenvironment, but also suggest that this regulation can decisively impact the

outcome of well-established tumor modeling approaches.

Introduction

Maintaining tissue homeostasis requires the ability to replace damaged

cells. In many organs, this regenerative potential is maintained by long-lived

tissue-specific adult stem cells. These cells are largely quiescent, enabling more

efficient DNA repair and suppression of apoptosis (241,242). In response to

cellular stress, adult stem cells are induced to both proliferate and differentiate to

reconstitute organ systems (243). However, the mechanisms promoting stem

cell re-entry into the cell cycle following tissue injury are less understood. Recent

evidence suggests that in some tissues paracrine survival factors promote

normal stem cell homeostasis and also modulate stem cell survival and tissue

repair in response to DNA damage (155,244,245).
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The activation of adult stem cells to promote tissue homeostasis is

particularly important in the hematopoietic system. All differentiated

hematopoietic cells have a transient lifespan, thus each of these cell types needs

to be regenerated on an ongoing basis. Additionally, exogenous stresses from

insults like hemorrhage and chemotherapy require the stimulation of progenitor

cells to reconstitute the hematopoietic compartment. This requirement for

paracrine signaling is not specific to bona fide hematopoietic stem cells, as

differentiated hematopoietic cell types also require ongoing paracrine signaling to

complete terminal steps of differentiation (246). For example, in the B cell

lineage, BAFF and IL-21 synergize to activate and differentiate memory B cells

into plasma cells (247-249). Additionally, emerging evidence suggests that the

requirement for specific paracrine growth factor signaling is highly context-

specific during development. For example, mice that express constitutively active

Stat5b, a central mediator of IL-7 receptor signaling, show a dramatic expansion

of pro/pre-B cells and mature T cells but not mature B cells or pro-T cells (250).

This suggests that during hematopoiesis, the activation of a given receptor may

exert dramatically distinct effects depending on cell type or stage of

differentiation.

Paracrine survival factors are also important in the growth and survival of

transformed cells. For example, in multiple myeloma, multiple factors emanating

from the bone marrow microenvironment are essential for tumor progression

(178). Additionally, we have recently shown that survival signals important for
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tissue homeostasis can be co-opted by hematopoietic malignancies to promote

tumor cell survival and fuel tumor progression (203). Specifically, DNA damage

induces the acute release of pro-survival cytokines, including IL-6, from tumor-

associated endothelial cells, and these paracrine factors act to prevent

lymphoma cell apoptosis and promote tumor relapse. Thus, survival signaling

promotes normal tissue repair but can also promote tumor persistence in select

microenvironments.

While stem and tumor cells are receptive to paracrine signaling, it remains

unclear whether pre-neoplastic cells can utilize these same survival signals to

bypass apoptotic barriers early in tumor development (251). Tumor development

is a multi-step process in which normal growth and differentiation control is lost

(44). This process, at its most basic level requires the activation of a proto-

oncogene to drive proliferation. For example, deregulated expression of c-Myc as

a result of aberrant VDJ recombination, resulting in the t(8; 14) translocation,

provides the initiating lesion in Burkitt's lymphoma (89,252). Paradoxically,

however, this initiating lesion also represents a crucial barrier to tumor

development, as oncogenic signaling in pre-neoplastic cells can promote

apoptosis or senescence (253-256). Thus, it remains unclear how rare pre-

neoplastic cells survive during the period after oncogene activation but prior to

the loss of a tumor suppressor.
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Given the role of IL-6 in promoting lymphoma cell survival in a therapeutic

context, we wondered whether the pro-survival cytokine, IL-6, potentiates early

lymphoma development by promoting cellular survival following oncogene

activation. Surprisingly, we found that IL-6 could either promote or inhibit tumor

development, depending on the target pre-neoplastic cell type. While IL-6

facilitates the expansion of HSCs bearing oncogenic alterations - a tumor

promoting activity, it also stimulates the maturation of pro/pre- B cells to more

mature B cells. As pro/pre B cells are more susceptible than mature B cells to

oncogenic transformation, IL-6 supports a differentiation process that inhibits

lymphoma development (257-260). Thus, paracrine signaling can either support

or inhibit tumor progression within a given lineage, depending upon the

developmental stage of the target cell - a process that balances the beneficial

effects of tissue regeneration with the detrimental effects of neoplastic

development. Additionally, IL-6 promotes the survival of HSCs and B-lymphoma

cells, but not B cell precursors, suggesting that tumors cells re-acquire the ability

to respond to stem cell survival signals following transformation.

Results

Paradoxical roles for IL-6 in lymphoma development

To examine the role of paracrine IL-6 signaling in B-cell

lymphomagenesis, we utilized an adoptive transfer approach in which Ep-myc

hematopoietic stem cells derived from fetal liver were transplanted into lethally

irradiated wild-type or IL-6' recipient mice (Figure 1A). This approach is
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frequently used to interrogate the role of cell-intrinsic alterations in normal or

tumor development within the hematopoietic system. Following transplantation,

all recipient mice developed B cell lymphomas as assessed by tumor pathology

and immunophenotype (Supplemental Figure 1A-B). However, tumor latency

varied considerably with recipient IL-6 status. Notably, IL-6~' recipient mice

showed significantly delayed tumor onset when compared with control recipient

mice (/L-6-' mean survival of 415 ± 49 days versus IL-6*' mean survival of 182 ±

49 days p=0.0093) (Figure 1A). As IL-6 has previously been shown not to play a

role in mature lymphoma cell proliferation, these data suggest that paracrine IL-6

may support the survival of tumor cell progenitors in vivo (203).
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Figure 1. IL-6 status modulates Ep-Myc lymphomagenesis in a context-
specific manner. (A) (above) A schematic diagram depicting the adoptive
transfer approach for transplantation of Ep-Myc fetal liver hematopoietic stem
cells into IL-6*'* (n=8) or IL-6- (n=9). (below) A Kaplan-Meier curve displaying
tumor free survival for both cohorts of mice. The p value was calculated using a
log rank test. (B) (above) A schematic diagram depicting the generation of germ-
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line IL-6-' Ep-Myc and IL-6*'* Ep-Myc mice. (below) A Kaplan-Meier curve
displaying tumor free survival for IL-6' Ep-Myc (n=50) and IL-6*/* Ep-Myc mice
(n=37). The p value was calculated using a log rank test.

As a complementary strategy to examine the role of IL-6 in lymphoma

development, IL-6 mice were crossed with Ep-myc mice to generate germ line

IL-6' Ep-myc mice (Figure 1 B). Again, all Ep-myc mice developed B cell

lymphomas regardless of IL-6 status (Figure 2A and Supplemental Figure 1A).

However, in this context, IL-6 Eu-myc mice developed B cell lymphomas more

rapidly than control Eu-myc mice (IL-6' mean survival of 110 ± 8 days versus /L-

6+'* mean survival of 184.5 ± 18 days p=0.0001). Thus, paradoxically, IL-6 loss

can either accelerate or delay lymphomagenesis in Ep-myc mice, depending on

the specific construction of the mouse model.
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Supplemental Figure 1. Ep-Myc transplant and germline mouse models
develop B cell lymphomas regardless of IL-6 status. (A) Hematoxylin and
Eosin (H&E) staining of tumors from mice of the indicated genotype. Tumors
were harvested at an end stage of disease. Representative fields are shown at
20X. (B) A pie chart displaying the IgM status of IL-6*'* Ep-Myc transplant (n=2)
and IL-6- Ep-Myc transplant (n=6) B cell lymphomas. (C) A representative flow
cytometry plot from wild type and Ep-Myc mice prior to tumor onset. This gating
scheme was used to define IgM status for tumor immunophenotyping and B cell
percentages throughout the paper.

IL-6 promotes B cell maturation

To begin to reconcile these opposing roles for IL-6 in tumor development,

we first examined lymphoma cell differentiation status in germ-line Ep-myc mice
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in the presence and absence of IL-6. Notably, IL-6- Ep-myc tumors were more

immature and polyclonal, as assessed by surface IgM expression, than control

Ep-myc tumors (Figure 2A and Supplemental Figure 1 C). This observation

suggested that /L-6 deficiency might result in aberrant B cell maturation. B cell

development is a complex process, during which B cells pass through a series of

developmental stages characterized by distinct patterns of surface markers. For

B cells to develop, they require multiple survival signals from the bone marrow

microenvironment, including IL-7, SCF, and adhesion-mediated survival signaling

(261). As it is well established that IL-6 is required for T cell development and

plasma cell maturation and to better understand the results of our

lymphomagenesis experiments, we examined whether IL-6 is involved in early B

cell development or growth (159,262). Here, we measured the percentage of

pro/pre- and immature B cells (defined here as CD19+/lgM- and CD19+/lgM+,

respectively) in the bone marrow of wild-type and IL-6-' mice. IL-6' mice showed

a similar overall B cell number but the ratio of pro/pre- to immature B cells is

increased compared to wild-type bone marrow. Specifically, we observed

decreased numbers of immature B cells and increased numbers of pro/pre-B

cells in IL-6' mice (Figure 2B and Supplemental Figure 2A). We also observed a

decreased relative percentage of mature B cells (Hardy Fraction F) in IL-6~' Ep-

myc compared to Ep-myc mice (Supplemental Figure 2B) (263). To further

characterize this developmental defect, we measured surface IgM, CD24, CD43

and BP-1 expression, which are canonical cell surface markers associated with

the pro-pre B-cell transition, by flow cytometry in B cells from wild-type, IL-6,
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Ep-myc and IL-6~ Ep-myc mice. Here we observed changes associated with the

presence of the Ep-myc transgene, but no significant differences associated with

IL-6 status (Supplemental Figure 1C and data not shown). Together, these

results suggest that IL-6 deficiency results in a block early in the transition from

pre to immature B cells in wild-type and Ep-myc mice.
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Figure 2. IL-6 promotes the differentiation of normal and neoplastic B cells.
(A) A pie chart displaying the IgM status of IL-6*'* Ep-Myc (n=32) and IL-6~' Ep-
Myc (n=36) B cell lymphomas. The hatched area represents multi-clonal tumors
that were partially IgM positive and negative. (B) A graph showing the
percentage of CD19*/lgM* cells within the bone marrow of IL-6*'* (n=1 1) and /L-

6~1 (n=39) mice. Each dot represents an individual mouse, with a line
demarcating the mean for each cohort. (C) A graph showing the fold change in
the number of live pro/pre or immature B cells after 72 hours in culture in the
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presence or absence of 1Ong/mL recombinant IL-6. The data are represented as
mean ± SD (n 6 for 2 independent experiments). (D) A bar graph displaying the
number of B cell colonies in a methylcellulose colony formation assay for B cell
progenitor number. Bone marrow from IL-6*'* and IL-6-' mice was treated with IL-
7 and SCF in the presence or absence of IL-6 for 7 days, at which point colonies
were counted. The data are shown as mean ± SEM (n=6 for 2 independent
experiments).

Many paracrine survival signals such as IL-7, SCF, Notch and TPO act at

specific stages of hematopoietic development (264). To determine whether IL-6

directly promotes B cell maturation we isolated pro/pre and immature B cells from

the bone marrow of wild-type mice. Pure populations of B cells were then plated

in vitro in B cell medium containing IL-7 and SCF with or without IL-6. 72 hours

later, we measured cell number and the percentage of pro/pre and immature B

cells in all samples using flow cytometry. Here we see that IL-6 has no direct

effect on pro/pre B cells in vitro, while it promoted the survival or proliferation of

immature B cells. (Figure 2C).
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Supplemental Figure 2. IL-6 promotes specific B cell development
transitions. (A) A bar graph representing the percentage of IgM- B cells as a
fraction of the total B cell population in IL-6*'* (n=15) and IL-6- (n=44) mice. The
data are represented as mean ± SEM. (B) A graph showing the percent of Hardy
Fraction F (CD19+/B22OHi) within the bone marrow of IL-6 /+ Ep-Myc (n=6) and
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IL-6 Ep-Myc (n=4) mice. The data are represented as mean ± SEM.

To more formally address the possibility that the B cell maturation defect

we see in IL-6 mice results from a defect in the B cell progenitor population, we

performed a pre-B cell methylcellulose colony formation assay. In this assay,

cells from IL-6- or wild-type bone marrow are tested for their ability to form

colonies of pre/pro-B cells in the presence or absence of recombinant IL-6. Here,

we observed that bone marrow cells from IL-6 and wild-type mice produced the

same number of colonies, suggesting that there is no defect in B cell progenitor

cell number or function in IL-6- mice (Figure 2D). The addition of recombinant IL-

6 to either IL-6- or wild-type bone marrow resulted in a two-fold increase in

colony number, demonstrating that paracrine IL-6 can directly promote a minor

survival benefit to B cell progenitor cells in vitro. Together these data suggest

that IL-6 promotes B cell differentiation and survival, and that the accelerated

tumorigenesis seen in /L-6 Ep-myc mice may occur due to defects in B cell

development. These data are consistent with multiple reports showing that the

predominant cell of origin in the Ep-myc mouse is a committed B cell progenitor

(257-260).

IL-6 loss results in systemic changes to the bone marrow

microenvironment which indirectly block B cell development

The minimal survival benefit conferred by IL-6 on immature B cells in vitro

suggested that perhaps other factors that promote B cell development in the

bone marrow microenvironment were altered in IL-6 mice. To determine
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whether IL-6 deficiency could indirectly affect B cell development we measured

the levels of 32 cytokines, chemokines and growth factors within the bone

marrow of wild-type and IL-6 mice. Interestingly, IL-6 mice showed

significantly decreased levels of IL-1a, IL-1p, IL-10, IL-12, IL-13, IL-15, G-CSF

and GM-CSF when compared with control mice, while the levels of the remaining

24 factors were unchanged (Figure 3A and Supplemental Table SI). This

suggests that IL-6 acts as a key upstream regulator of the bone marrow

microenvironment and promotes expression of diverse molecules implicated in

many biological processes, including monocyte development, T and B cell

development or effector function, and the regulation of inflammation.
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sorted and grown for 72 hours with IL-7 and SCF in the presence or absence of
the 8-factor cocktail. The data are represented as mean ± SD (n=9 for 3
independent experiments). (C) A graph depicting the percentage of maturing
CD1 9*/lgM* B cells in a FACS sorted population of CD1 9*/lgM~ B cells after 72
hours in vitro with IL-7 and SCF, with or without the 8-factor cocktail. The data
are represented as mean ± SEM (n =3 independent experiments). (D) A graph
showing the percent of basal apoptosis in pure populations of CD19*/lgM- and
CD19*/lgM* B cells, FACS sorted and grown for 72 hours with IL-7 and SCF in
the presence or absence of the 8-factor cocktail. The data are represented as
mean ± SEM (n =9 for 3 independent experiments). (E) Two bar graphs showing
the fold change in cell number for pure populations of CD19*/IgM- (left) and
CD19*/lgM* (right) B cells, FACS sorted and grown for 72 hours with IL-7 and
SCF with the indicated recombinant proteins. The data are represented as mean
i SD (n 3 for 3 independent experiments * denotes p50.005).

Since several of the eight factors depleted in the absence of IL-6 are

reported to regulate B cell biology, we next examined whether these factors

affect B cell development or survival in vitro. Whole bone marrow from wild-type

mice was harvested and plated with IL-7 and SCF on a bone marrow stromal cell

feeder population (BMSC). Cells were then either left untreated or treated with

recombinant IL-1a, IL-1p, IL-10, IL-12, IL-13, IL-15, G-CSF and GM-CSF, as an

eight factor cocktail. 72 hours later, we measured both pro/pre- and immature B

cell percentage within the culture, as well as the total cell number, to determine

the absolute change in B cell representation. Notably, the eight-factor cocktail

robustly reduced the number of pro/pre-B cells, while increasing the number of

immature B cells (Supplemental Figure 3A). Thus, IL-6 deficiency results in

profound changes in the bone marrow microenvironment that both directly and

indirectly prevent B cell maturation.
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To determine whether B cell maturation defects were due to a direct effect

of these eight factors on B cells, we sorted pro/pre- or immature B cells from the

bone marrow of wild type mice and plated cells with IL-7 and SCF either with or

without a BMSC layer. Cells were then either left untreated or treated with the 8

factors in combination. Interestingly, in both assays, the eight-factor cocktail

directly promoted both immature B cell survival and an increased immature to

pro/pre B cell ratio (Figure 3B and Supplemental Figure 3B). As this phenotype

could result either from changes in B cell survival or differentiation status we

examined B cell maturation following addition of the eight-factor cocktail to

pro/pre-B cells in vitro. In this context, the eight-factor cocktail directly promoted

pro/pre-B cell maturation into immature B cells (Figure 3C). Notably, we also

observed that addition of the eight-factor cocktail directly promoted pro/pre-B cell

death, while reducing basal immature B-cell death (Figure 3D). Thus, the eight-

factor cocktail promotes the survival of immature B cells, while it promotes cell

death and differentiation of pro/pre-B cells.
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Supplemental Figure 3. B cells rely on distinct sets of survival factors at
the pre/pro to immature B cell transition. (A) A bar graph showing the fold
change in live CD19*/lgM- and CD19*/IgM* B cells in whole bone marrow from
wild type mice harvested and grown for 72 hours with IL-7 and SCF in the
presence or absence of the 8-factor cocktail on a BMSC feeder layer. The data
are represented as mean ± SD (n=9 for 3 independent experiments). (B) A graph
depicting the fold change in live CD1 9*/lgM~ and CD19*/lgM* B cells FACS
sorted and grown for 72 hours with IL-7 and SCF in the presence or absence of
the 8-factor cocktail on a BMSC feeder layer. The data are represented as mean
± SD (n=12 for 4 independent experiments). (C) A graph showing the fold change
in live cell number in CD19*/IgM- B cells FACS sorted and grown for 72 hours
with the indicated cytokines. The data are represented as mean ± SD (n210 for 3
independent experiments). (D) A bar graph of the fold change in live cell number
in CD19*/lgM* B cells FACS sorted and grown for 72 hours with the indicated
cytokines. The data are represented as mean ± SD (n23).

To examine which of these eight factors was responsible for these B cell

phenotypes, we again sorted pro/pre- or immature B cells and plated cells in
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recombinant IL-7 and SCF. Cells were then treated with each component from

the eight-factor cocktail as individual recombinant proteins. 72 hours later, we

measured the effect of each protein on pro/pre- or immature B cell growth and

survival. Here we observed that IL-1a, IL-1p and IL-10 decreased pre/pro-B cell

survival, but, interestingly, IL-10 alone was able to phenocopy the effects of the

eight-factor cocktail on both pre/pre- and immature B cells (Figure 3E). Thus, IL-

10 exerts distinct effects on cells at different stages of B cell development,

promoting pro/pre-B cell death and immature B cell survival. Further, we

observed that IL-6 and IL-10 promote immature B cell survival but not pre/pro B

cell survival in vitro in an additive manner, suggesting that these two proteins

may activate distinct downstream survival pathways (Supplemental Figure 3C-D).

Thus, IL-6 deficiency results in decreased levels of multiple factors, some of

which promote B cell maturation and survival at the pre/pro- to immature B cell

transition.

Impaired B cell development promotes the survival of premalignant B cells

Previous work in the Eu-myc model has shown that precursor B cells

show enhanced resistance to Myc-induced apoptosis and are the cells of origin

for many Eu-myc lymphomas (257-260). In the Eu-myc model, induction of myc

transcription in pro/pre B cells following rearrangement of the heavy chain locus

results in a drastic increase in the number of pro/pre B cells and large decrease

in the number of immature B cells due to apoptosis. Thus, we reasoned that if the

combination of IL-1a, IL-1p, IL-6 and IL-10 promotes pro/pre B-cell differentiation
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into immature B cells, then IL-6- Eu-myc mice should have fewer apoptotic B

cells than /L-6-proficient Eu-myc mice. To test this hypothesis, we examined

basal cell death in the B cell compartment of pre-malignant mice. Using flow

cytometry, we observed that IL-6-' Ep-myc mice display, on average, two-fold

fewer apoptotic B cells than /L-6-proficient Eu-myc mice, while there was no

difference in the steady-state levels of B cell death between wild-type and IL-6-

mice (Figure 4A). These data are consistent with a model by which impaired B

cell development, associated with the combined loss of IL-6 and a decrease in

IL-1a, IL-1P and IL-10 levels, leads to increased numbers and enhanced survival

of early B cells and accelerated lymphomagenesis.
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Figure 4. IL-6 induces B-cell apoptosis during Ep-Myc lymphomagenesis. A
graph depicting the percentage of Annexin V+ B cells in vivo in the bone marrow
of IL-6*/* (n=18), IL-6' (n=20), IL-6*/* Ep-Myc (n=14) and IL-6/ Ep-Myc (n=7)
mice. The data are represented as mean ± SEM.

IL-6 promotes hematopoietic stem cell survival in vitro and in vivo
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Given a role for IL-6 in B cell differentiation and tumor suppression, we

next sought to investigate the mechanism underlying delayed tumor development

following adoptive transfer of Eu-myc stem cells into IL-6-' recipient mice. A

major experimental difference between germ line and adoptive transfer models is

the requirement for hematopoietic stem cells (HSC) to engraft and expand in the

transplant model. Recent work has shown paracrine factors such as TNFa are

important modulators of HSC reconstitution, although they have no effect on

steady state HSCs (265). Since IL-6 has been shown to promote cell survival in

vivo in multiple experimental models, we asked whether IL-6 promotes HSC

survival under stress in vitro. (159,161,203,262,266). Whole bone marrow from

wild type mice was plated in culture in the presence or absence of recombinant

IL-6. Cells were then either left untreated or treated with four Gray irradiation. 24

hours following irradiation, all samples were analyzed by flow cytometry for

hematopoietic stem and progenitor cell number (HSPC - here defined as Lin-

Sca1*c-kit*). Here, IL-6 promoted the acute survival of HSPC in response to both

culture stress and DNA damage associated with irradiation (Figure 5A-B).

To determine whether IL-6 similarly promotes HSC survival in vivo, we

administered a sub-lethal dose of irradiation to wild type and IL-6~' mice. Mice

were then monitored for signs of bone marrow failure. While wild type mice

survived irradiation, 60% of IL-6-' mice developed terminal illness due to bone

marrow failure (Figure 5C). Thus, IL-6 promotes HSPC survival in vitro and in

vivo. Interestingly IL-6 also regulates basal HSPC homeostasis in vivo, as IL-6-
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mice displayed an expanded HSPC pool relative to wild type mice. This

expansion is characteristic of HSPC dysfunction and eventual exhaustion (Figure

5D). Interestingly, it has previously been reported that IL-6~ HSCs show impaired

renewal capacity in a serial competitive HSC reconstitution assay (267). These

data suggest that IL-6 deficiency results in impaired HSC engraftment and

expansion - a defect that likely impairs the outgrowth of tumor-promoting stem

cells following adoptive transfer.
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Figure 5. IL-6 status impacts hematopoietic stem cell survival in vitro and
in vivo. (A) A graph depicting the percent of Lineage- Sca-1* Kit' (LSK) cells
within a population of whole bone marrow cells treated with or without IL-6 for 24
hours. The data are represented as mean ± SEM (n=6 independent experiments).
(B) A graph depicting the percent of LSK cells within a population of whole bone
marrow cells irradiated with 4gy and treated with or without IL-6 for 24 hours. The
data are represented as mean ± SEM (n=6 independent experiments). (C) A
Kaplan-Meier curve showing post irradiation survival of IL-6*'* (n=21) and IL-6
(n= 16) mice. All mice were treated with 7.2 Gray of irradiation in a single dose.
The p value was calculated using a log rank test. (D) A dot plot showing the
percent of LSK cells in the bone marrow of IL-6'* (n=22) and IL-6 (n=20) mice.
Each dot represents an individual mouse, with a line demarcating the mean for
each cohort. (E) A graph showing the fold change in live LSK, Ep-Myc p19-l,
CD19*/lgM~ and CD1 9*/lgM* B cells at 48 hours following irradiation with or

154

E.
4,

o g 3'

2-
04

- 1
L-
IL-6 - -1

LSK

Lymphoma

Resistance
to therapy



without 1Ong/mL IL-6. The data are represented as mean ± SEM (n 2 3 for 2
independent experiments). (F) A model for the stage-specific effects of IL-6
during normal and neoplastic B cell development. IL-6 promotes the survival of
stem and tumor cells, the lineage commitment choice of bi-potential committed
progenitor cells (268) and the differentiation of pre/pro B cells.

Cancer cells co-opt stem cell survival signals

Numerous studies have described similarities between adult stem cells

and tumor-initiating cells. Factors such as Wnt, Hedgehog and Notch promote

self-renewal in adult stem cells within adult stem cell niches and in tumor-

initiating cells within certain tumor microenvironments. It is less well understood

whether most cancer cells co-opt survival factors important for stem cell survival

and tissue regeneration following damage. To more carefully examine contexts in

which IL-6 functions as a survival factor, we sorted HSPC, pro/pre-B cells,

immature B cells and Ep-Myc lymphoma cells. Each cell type was plated in

normal growth media with or without IL-6 and then left untreated or irradiated at a

dose in which 95% of each cell type dies in the absence of IL-6. Notably, IL-6

promoted HSPC and lymphoma cell survival following irradiation, while normal B

cells were equally sensitive to irradiation in the presence and absence of IL-6

(Figure 5E). Thus, transformed cells can gain responsiveness to survival signals

used by stem cells, while this protective buffer is lost during normal B cell

development. This suggests that a balance of tumor suppression and tissue

regeneration occurs in which IL-6 promotes stem cell expansion, B cell

differentiation and tumor cell survival.

Discussion
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IL-6 is a pro-inflammatory cytokine critically required to orchestrate the

immune response to viral and bacterial pathogens and for induction of the acute

phase response (157,160,269,270). It is less well understood how IL-6 promotes

normal tissue homeostasis and response to non-infectious tissue damage. IL-6

has been shown to promote T cell survival, both basally and in response to DNA

damage (159,203). IL-6 is also a critical survival factor for plasma cell maturation

and for the pathogenesis of plasma cell tumors (171,178,262,271,272). In non-

hematopoietic tissues, IL-6 similarly promotes both cellular survival and tissue

repair. For example, IL-6 plays a critical role in liver regeneration, fibrosis and

hepatocellular carcinoma tumorigenesis and has recently been implicated in

resistance to therapy in both hepatocellular carcinoma and non-small-cell lung

cancer (73,150,161,168,169,273).

Here, we have uncovered a new role for IL-6 as a paracrine signal

required for the survival and development of multiple hematopoietic cell types. IL-

6 deficient mice are dramatically more sensitive to bone marrow failure following

irradiation than their wild-type counterparts, and IL-6 acts to directly promote

HSPC survival in vitro. IL-6 also promotes immature B cell and B cell progenitor

cell survival, but not the survival of the intermediates between these two cell

types. This suggests that cells within the same developmental lineage vary in

their responsiveness to IL-6 as a pro-survival cue. Furthermore, in the bone

marrow, IL-6-deficient mice show a dramatic decrease in key molecules that

promote myeloid development, B cell maturation and inflammation. Our work and

156



recent work from others suggest that normal and malignant development within

the myeloid and lymphoid lineages is dynamically controlled by IL-6 in a stage-

and oncogene-specific manner (268,274). Thus, IL-6 signaling is significantly

more complex than anticipated, with context-specific information dictating how

this pleiotropic cytokine affects the survival and maturation of hematopoietic

cells.

Proper differentiation and survival of developing hematopoietic cells within

the bone marrow microenvironment requires the input of multiple paracrine

signals. For example, during B cell development paracrine IL-7, SCF and Flt-3

ligand are required for pro-B cell differentiation (261). To ensure directional

development, paracrine developmental factors often form positive feed-forward

loops during differentiation. IL-7 induces the transcription of EBF1 and, indirectly,

Pax5, and these transcription factors together induce and maintain their own

expression and B cell lineage commitment (152,275). Here, we identify IL-10 as

a key pro-differentiation factor critically important for the pro/pre to immature B

cell transition and for survival of immature B cells in vitro. IL-6-deficient mice

have a developmental block in the B cell lineage, in part due to loss of IL-6, but

also due to dramatically decreased IL-10 levels. Thus, the absence of a

pleiotropic extracellular ligand such as IL-6 causes widespread changes in the

bone marrow, resulting in multiple direct and indirect survival and differentiation

defects.
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In all stages of B cell development, genetic alterations that inhibit

developmental progression can promote tumorigenesis. Deregulation of genes

encoding B cell transcription factors such as Ikaros, Ebf1, Pax5, Bcl-6 and

Blimp1 all inhibit B cell development and promote leukemia or lymphoma

development (276-280). Here, we show that cell non-autonomous alterations to

the tumor microenvironment that block B cell maturation can also promote

lymphoma development. Thus, normal B cell development requires integration of

multiple paracrine signals that promote feed-forward transcriptional commitment

to the B cell lineage, and alterations to this process accelerate tumor

development (281). Notably, while IL-6 does not directly affect B cell survival

during the developmental stage associated with transformation in this model, we

see that B lymphoma cells can evolve to co-opt tissue-specific stem cell survival

factors. Specifically, following transformation, IL-6 signaling can promote survival

in response to apoptotic stress. Thus, tumor cells can co-opt mechanisms of

stem cell survival. This result is consistent with previous work showing that

lymphomas readily adapt stem cell characteristics, including high engraftment

rates in transplant experiments (282).

Mouse models of hematopoietic malignancy have provided deep insight

into the biology of leukemias and lymphomas (283). These models are

experimentally tractable, as stem cells and tumors can be transplanted into large

cohorts of syngeneic recipient mice to study both tumor development and

response to therapy. Here we have used both autochthonous and transplant
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experiments to interrogate whether IL-6 affects lymphomagenesis in E -myc

mice. Surprisingly, these two tumor approaches yielded apparently conflicting

results - providing a unique example of a paracrine factor that can either

promote or delay tumor onset in the same tumor model. These data support the

idea that cell non-autonomous factors can have indirect and unexpected roles in

shaping the tumor microenvironment, particularly if they act on multiple cell types

or at multiple stages during development. Additionally, this work suggests that

chimeric or transplant-based mouse models need to be viewed with particular

caution in dissecting the role of paracrine factors during oncogenic

transformation.
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Experimental Procedures

Mice

C57BL/6 Ep-Myc and C57BL/6 IL-6-/- mice were purchased from Jackson
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Laboratories. Ep-Myc and IL-6' mice were crossed to generate Ep-Myc IL-6

mice. For the Ep-Myc fetal HSC transplant model, C57BL/6 female mice were

mated to C57BL/6 Ep-Myc males. At E13.5 pregnant female mice were sacrificed

and individual fetal livers were manually dissociated and frozen. 5 hours prior to

transplantation, C57BL/6 /L-6*'*and C57BL/6 IL-6' recipient mice were irradiated

with 8.5 Gray. All mice were then tail vein injected with 2 million freshly thawed

Ep-Myc fetal liver cells. All mice were monitored for tumor onset by palpation. For

the bone marrow failure assay, 6-8 week old C57BL/6 IL-6*'* and C57BL/6 IL-6~

mice were irradiated with 7.2 Gray using a 137 cs irradiator (Gamma cell 40) at a

dose rate of approximately 70 cGy/min. All mice were closely monitored for signs

of bone marrow failure. The MIT Department of Comparative Medicine approved

all procedures described in this work.

Cell culture and chemicals

B cells, Ep-Myc and Ep-Myc;p19A-'~ mouse B cell lymphomas were cultured

in B cell medium (45%DMEM/45% IMDM/10% FBS, supplemented with 2mM L-

glutamine and 5pM p-mercaptoethanol). B cell cultures also contained 1Ong/mL

of IL-7 and SCF (Peprotech). Bone marrow derived stromal cells were used as

feeder cells for the B cells. HSPC's were cultured in X-VIVO 10/10% FBS

(Lonza). IL-6 and all other recombinant proteins were used at 1Ong/mL

(Peprotech).

Hematopoietic Cell Sorting and Analysis by Flow Cytometry
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Whole bone marrow (BM) from the tibia and femur of 6-8 week old C57BL/6

IL-6*'* or C57BL/6 IL-6~' mice was flushed into B cell media or X-VIVO 10 media

and manually dissociated. BM was filtered through a 35pM cell strainer and

washed once in PBS/10% FBS. BM was then stained in PBS/10% FBS for 1 hour

at room temperature. HSPCs were analyzed and sorted as the

Scal*/cKit*/Lineage- fraction of bone marrow. The lineage cocktail of antibodies

included a-B220, a-CD3, a-CD4, a-CD8, a-CD11b, a-CD11c, a-CD19, a-GR-1,

a-Ter1 19. To sort and analyze B cells, whole bone marrow was stained with a-

CD19 and a-IgM. The CD19'fraction was used to define all B cells and then

gated as IgM* or IgM- to separate immature B cells from pro/pre B cells. This

same designation was used to define B cell lymphoma developmental status. All

antibodies for flow cytometry were purchased from BD Bioscience or eBioscience

and used at 0.05mg/mL. To analyze apoptosis rates in vivo annexin V staining

(eBioscience) was performed on whole bone marrow from individual mice

according to the manufacturers protocol. All flow cytometry cell sorting was

performed using either a FACS Aria 11 or MoFlo II (BD Biosciences and Beckman

Coulter). All flow cytometry analysis was performed using a FACS Scan or LSR II

(BD Biosciences).

In Vitro Viability and Cell Growth Assays

For the pre-B cell methylcellulose colony formation assay, BM from 6-8

week old female C57BL/6 IL-6*'* or C57BL/6 IL-6-/- mice was isolated, and the

colony formation assay was performed as described by the manufacturer
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(Stemcell Technologies). For all in vitro cell growth and survival assays, BM from

6-8 week old female C57BL/6 /L-6*'*or C57BL/6 IL-6~' mice was isolated and

FACS sorted as described above. For all B cell assays, 250,000 FACS sorted

CD19*/IgM- or CD19*/lgM~ cells were plated and treated in vitro as described and

analyzed 72 hours later for cell number and developmental status. For the

comparative irradiation experiment HSPC, pro/pre and immature B cells were

sorted from the BM of wild type mice as described above. 10,000 of each of the 4

cell types were plated in a 96 well plate and irradiated with 2.5 (HSPC and B

cells) or 3.5 Gray(Ep-Myc;p19-/-). Live cell number was measured by FACS

analysis 48 hours following irradiation.

Luminex Cytokine Measurements

Bone marrow from individual mice was flushed from a single femur and tibia

into B cell media. Bone marrow was manually dissociated and allowed to

condition media for 3 hours at 370C. Samples were concentrated using Amicon

Ultracel 3k centrifugal filters. All sample values were normalized by weight and

concentration factor. Multiplexed luminex assays for chemokine and cytokine

levels were preformed as described by the manufacturer by Eve Technologies.

Statistical Analysis

Statistical analysis was performed using GraphPad Prism4 software. Two-

tailed Student's t tests were used, as indicated. Error bars represent mean +

SEM or STDEV as noted. For comparison of Kaplan-Meier survival curves, a log-
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rank test was used. A Chi-squared test was used to evaluate Ep-Myc and IL-6--

Ep-Myc differentiation status.
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IL-6+/+ IL-6-/-
Average Standard Average Standard
(pg/mL) Deviation (pg/mL) Deviation

Eotaxin 21.36 7.77 15.60 6.36
G-CSF 883.83 380.25 600.60 183.97
GM-CSF 9.42 4.25 2.10 3.38
IFN-y n.d. n.d.
IL-1a 59.94 31.41 21.15 12.89
IL-1 P 13.68 4.34 6.09 2.71
IL-2 3.72 1.36 2.97 1.57
IL-3 n.d. n.d.
IL-4 17.64 7.34 18.30 9.35
IL-5 8.58 5.26 6.09 2.08
IL-6 927.57 595.29 n.d.
IL-7 n.d. n.d.
IL-9 198.24 150.21 134.82 82.04
IL-10 7.02 2.27 3.21 2.19
IL-12 (p40) n.d. n.d.
IL-12 (p70) 65.37 19.09 2.85 5.03
IL-13 6.78 7.94 n.d. 0
IL-15 30.69 15.41 11.58 12.56
IL-17 n.d. n.d.
IP-10 667.83 681.44 558.27 385.23
KC 103.44 61.24 84.45 42.98
LIF 9.9 4.46 9.48 6.72
LIX 1161.6 595.09 1079.91 549.41
MCP-1 42.57 13.864 32.76 13.89
M-CSF 3.15 2.38 2.19 2.318
MIG 50.94 23.41 53.76 28.45
MIP-lalpha 107.28 35.81 104.58 21.76
MIP-1beta 161.67 59.61 167.07 41.18
MIP-2 34.50 19.88 20.28 18.05
RANTES 12.06 3.99 9.45 2.40
TNF-alpha 4.50 2.37 3.87 1.38
VEGF 17.49 7.84 12.51 5.78

Supplemental Table SI. A table showing the average concentration and
standard deviation (in pg/mL) for each protein measured by luminex in
conditioned media derived from the bone marrow of IL-6*'* (n=16) and IL-6--
(n=18) mice. n.d. indicates not detectable.
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Chapter 6:

Discussion

Most cancers are clonal in origin with the primary tumor originating in a

single organ (44). At later stages this primary tumor often disseminates to other

organs where these cancer cells can form macro or micro metastases. In

leukemia and lymphoma, cancer cells are detected in both hematopoietic and

non-hematopoietic organs (284). This results in a clinical reality in which cancer

patients can present with not one but many tumor microenvironments, each with

an organ-specific tumor microenvironment comprised of a unique composition of

immune, stromal and endothelial cells (285). It is well established that the

presence of detectable metastases correlates with poor prognosis. Yet, how the

initial presentation of tumor cells in many tumor microenvironments can so

adversely affect the ultimate response to conventional chemotherapies is poorly

understood. This thesis has attempted to use the Ep-Myc mouse as a mouse

model of disseminated disease to model drug resistance to the conventional

chemotherapeutic agent doxorubicin. We see that the tumor microenvironment

can promote drug resistance in unexpected ways. Here endothelial cells are

activated by DNA damage to induce a cytoprotective secretory phenotype.

Stress-Induced Secretory Phenotypes
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In settings where chemotherapies show efficacy, drug-induced antitumor

activity occurs rapidly following therapeutic administration. Thus, for a secretory

response to affect therapeutic response, it must occur acutely. This is particularly

true for hematopoietic malignancies, where tumor clearance frequently occurs

within 24 to 48 hours of treatment. In this thesis I have presented our work on an

acute secretory phenotype that is induced following DNA damage. In the thymus,

doxorubicin induces the acute release of at least 10 cytokines and chemokines.

We chose to focus on two proteins, IL-6 and Timp-1, which promote lymphoma

cell drug resistance both in vitro and in vivo. Here we see that both human and

mouse endothelial cells secrete IL-6 and Timp-1 within 24 hours of treatment,

suggesting that this secretory response is engaged rapidly enough to influence

tumor response to therapy. As a proof of this concept, I have shown that IL-6

release induced by doxorubicin promotes the survival of Ep-Myc lymphoma cells

in the thymus. We do not fully understand the specificity of IL-6 induction in the

thymus. We do see IL-6 induction in other organs such as the kidney and blood

but not the spleen or liver. Why organ specific endothelial cells might respond to

DNA damage and release IL-6 in some contexts but not others is unclear. The

field of vascular biology is just now beginning to understand the functional

diversity in vascular and lymphatic endothelial cells. As a conceptual advance in

cancer therapy, we would place less emphasis on the Ep-Myc lymphoma model,

the thymus and IL-6 or Timp-1, but instead emphasize that our work is only one

example of the idea that normal cells respond to damage associated with

systemic chemotherapy to remodel normal and tumor microenvironments.
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Mechanistically, in all conditions tested, induction of DNA double-strand

breaks causes acute IL-6 release from endothelial cells, suggesting this process

is not specific to doxorubicin. However, it is unclear which DNA-damage-

responsive kinases activate p38a and induce IL-6 release. We see that activation

of ATM, the canonical DNA-damage kinase activated by double-strand breaks, is

dispensable for this process, suggesting that signaling downstream of DNA-PK,

ATR or ATX must be required. Not all cytotoxic compounds induce IL-6 release

from endothelial cells, suggesting this is not a general stress or apoptotic

response. Here we see that spindle poisons, which do not induce DNA double-

stranded breaks, do not induce IL-6 release. Accordingly, if we treat the Ep-Myc

lymphoma model with vincristine we do not see surviving lymphoma cells in the

thymus. Thus, endothelial cells sense DNA double-strand breaks and induce a

secretory response.

We also provide evidence that this acute secretory response is a

physiologic stress response to damage. Here we see that the induction of IL-6

promotes the survival of both T cells in the thymus and hematopoietic stem cells

in the bone marrow. The process of T cell recovery following induction of

thymocyte cell death has been named thymic rebound. To our knowledge, IL-6 is

the first factor identified to promote thymic survival and rebound following

irradiation. Two other reports have shown that Flt-3 ligand and IL-22 are induced

in the thymus following irradiation and promote the proliferation of newly
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immigrated thymic progenitor cells, but the kinetics of this process are much

slower than the survival phenotype we see for IL-6 (286, 287). This suggests that

in the thymus there may be two temporally distinct processes that promote

survival and regeneration, respectively. While many factors have been shown to

be required for adult stem cell maintenance, few have been identified that

promote adult stem cell survival following tissue damage. Here we identify IL-6

as one such factor, which directly promotes hematopoietic stem cell survival

following DNA damage both in vitro and in vivo.

The acute-stress-associated phenotype (ASAP) is distinct from reported

secretory phenotypes that are more indirectly engaged in response to DNA

damage, such as the senescence-associated secretory phenotype (SASP).

Diverse forms of stress induce senescence in untransformed cells, including

oncogene activation, telomere erosion and DNA damage. Senescence is best

defined functionally as a permanent cell-cycle arrest (288). Processes

resembling senescence have been observed in many settings in vivo and

senescence occurs during the aging process, tumorigenesis and chemotherapy

(78,253,289). Recently, several groups have identified a secretory process

associated with both oncogene and DNA-damage-induced senescence (140-

143). Here IL-6 and IL-8 function as autocrine tumor suppressors, as they are

required to maintain senescence. The SASP develops gradually over the course

of 5 to 8 days and occurs only after established markers of senescence are

detected. However, because apoptosis in treated hematopoietic cancers occurs
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within 72 hours of treatment, a more rapid release of pro-survival factors would

likely be essential to affect therapeutic outcome. This does not preclude a SASP

from influencing therapeutic efficacy, but its relevance may be restricted to

settings such as metronomic chemotherapy or fractional radiotherapy, in which

therapy is applied in an ongoing manner over a period of days (290, 291).

Thus, the ASAP represents a microenvironment-specific stress response

in which endothelial cells sense DNA damage and acutely activate a

cytoprotective secretory program, protecting both normal and tumor cells in the

thymus from apoptosis. Of note, distinct chemotherapeutics have been shown to

engage in acute pro-tumorigenic processes in other settings. For example,

treatment with paclitaxel, but not gemcitabine, can promote tumor angiogenesis

through the mobilization and recruitment of bone marrow-derived endothelial

cells to tumors (125,126). This process is mediated by an acute drug-mediated

release of systemic SDF-1 a. Thus, tumor cells can co-opt general stress-induced

secretory responses that presumably have evolved to promote normal tissue

repair and regeneration, to survive and progress after administration of frontline

chemotherapy.

Our understanding of how the ASAP is regulated in endothelial cells is

incomplete. This process is dynamic, suggesting negative regulation of IL-6

release and possibly the repression of a SASP-like process following the onset of

senescence in endothelial cells. To better understand these processes we are
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performing a chemical screen and a genetic screen in an arrayed format, which

will measure IL-6 levels and cell death in endothelial cells untreated or treated

with doxorubicin. Here we will use a 40,000 compound chemical library and a

validated 2500 shRNA lentiviral library. We are also performing the same

screens in the FOCUS cells to better understand the SASP. We hope this

approach will allow us to integrate new genetic and chemical data with our

existing data and that of others to better understand both the ASAP and SASP.

The end goal of this work is to provide candidate genes for the development of

novel therapeutic agents targeting pro-survival signaling within the tumor

microenvironment.

The relevance of thymic tumor persistence in the Ep-Myc model to

therapeutic response in human tumors remains unclear. Of note, a subset of

lymphoma patients do present with primary BCLs in the thymus. Mediastinal

(thymic) diffuse large BCL (Med-DLBCL) is a highly aggressive disease that

accounts for 5% to 10% of all DLBCLs (284). Med-DLBCL is treated with

conventional chemotherapeutic regimens, all of which include anthracyclines

such as doxorubicin. Although the question of how Med-DLBCLs respond to

frontline chemotherapy relative to other DLBCLs remains somewhat

controversial, our data suggest that counteracting IL-6 function may improve

Med-DLBCL patient outcome (292). Below I will discuss our hypotheses on how

our work understanding pro-survival signaling in the Ep-Myc model can be

applied to other types of cancer.
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Enhancing Chemotherapeutic Efficacy by Targeting Pro-survival Signaling

The idea that tissue damage associated with chemotherapy can activate

paracrine pro-survival secretory programs suggests that inhibition of local pro-

survival signaling pathways might potentiate the therapeutic efficacy of

conventional anticancer agents. In the Ep-Myc model, we tested whether

chemical inhibition of Jak kinase activity, a downstream mediator of both IL-6 and

Timp-1 signaling, could potentiate the action of doxorubicin. Mice treated with a

pan-JAK inhibitor and doxorubicin showed significantly longer tumor-free and

overall survival than mice treated with doxorubicin alone. Of importance, mice

subjected to IL-6 pathway inhibition alone showed no tumor regression or

difference in overall survival when compared with vehicle control. Thus, simply

blocking a pro-survival signal may not be an effective therapy in the absence of

DNA damage. Consequently, determining whether a microenvironment-specific

cytokine functions as a mitogen or a survival factor is critical for determining

whether a targeted agent should be used as a mono-therapy or applied in

combination with conventional chemotherapies.

Such combination therapies may be particularly important in cancers such

as multiple myeloma (178). IL-6 is a tonic pro-survival factor for cultured multiple

myeloma cells, such that IL-6 inhibition leads to cell death. However, clinical trials

that used IL-6-neutralizing antibodies alone showed no survival benefit (293). In

this malignancy, exogenous stress (culture stress or DNA damage) may be
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required to reveal a dependency on pro-survival signaling. Thus, although IL-6

neutralizing antibodies are not effective as single agents, combining them with

high-dose chemotherapeutic regimens could improve tumor clearance in a

variety of tumor types. The value of such combination regimens may hold true for

both conventional chemotherapeutics and emerging targeted therapies. For

example, recent work showed improved antitumor activity when IL-6 inhibition

was combined with the administration of targeted therapy for the treatment of a

mouse model of lung cancer (273). Here, TGF-1-mediated IL-6 release promotes

resistance to erlotinib. Additionally, inhibition of pro-survival cytokine signaling

was shown to improve the efficacy of the Bcr-Abl inhibitor imatinib in the

treatment of B-cell acute lymphoblastic leukemia (123). This suggests that in the

future, increased mechanistic insight into local resistance could provide rational

combinations of targeted medicines with increased clinical efficacy.

Clues to additional tumor types that may similarly co-opt IL-6 signaling

following systemic DNA damage may come from an examination of non-

transformed tissues that respond to IL-6 signaling. The IL-6 receptor is only

expressed on hematopoietic cells and hepatocytes, and it is these two cell types

that activate the majority of physiologic responses to IL-6 induction during

inflammation (294). Furthermore, IL-6 promotes the pathogenesis of

hepatocellular carcinoma (HCC) in response to chemical carcinogenesis in mice

and underlies the gender disparity observed in HCC in humans (168). It has been

observed that male humans and mice have a higher incidence of HCC. It was

recently shown that in female mice but not males, estrogen signaling suppresses
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MyD88-dependent activation of IL-6 release following administration of carbon

tetrachloride. This same group also demonstrated that in male mice IL-6

promotes tumorigenesis. Here, IL-6 deficient male mice develop HCC at the

same rate as female mice following administration of carbon tetrachloride. Of

note in both mice and humans, HCCs are highly treatment-refractory, yet until

recently doxorubicin treatment was the major treatment modality in unresectable

disease. Additionally, a poor prognosis in HCC is strongly associated with a

paracrine stromal IL-6 signature (295). These data suggest that perhaps, as in

the Ep-myc model, inhibition of IL-6 signaling could promote drug sensitivity in

this tumor type.

Interestingly, the new standard of care for advanced hepatocellular

carcinoma is twice daily treatment with sorafenib, a multi-kinase inhibitor that has

been shown, amongst other things, to effectively inhibit IL-6 signaling (20,296).

Additionally, sorafenib was suggested to work in part by inhibiting VEGF and

tumor angiogenesis. In a conceptual extension of our work on damage-mediated

induction of IL-6/Timp-1 in the thymus, we see that doxorubicin treatment rapidly

induces an 8-fold increase in VEGF levels in the liver. This suggests that treating

patients with both sorafenib and doxorubicin could have synergistic effects by

inducing apoptotic stress while at the same time inhibiting both IL-6 and VEGF

signaling. We intend to test this hypothesis using an orthotopic transplantable

model of liver cancer. Here, using an intra-splenic injection, we can derive either

k-RaSG12 D/+ p53i, c-myc p53' and c-myc sh-p16/p19 hepatocellular carcinoma

tumors in IL-6*/* and IL-6 recipient mice. We intend to treat mice with
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doxorubicin at tumor onset and interrogate whether paracrine IL-6 promotes

resistance to doxorubicin in vivo. Additionally, we intend to carry out similar

experiments to test therapeutic efficacy by treating this model with a combination

of doxorubicin and sorafenib or doxorubicin and a VEGF blocking antibody in IL-

6+1+ and IL-6-' recipient mice.

Thus, it remains to be tested whether inhibition of acute pro-survival

secretory phenotypes can promote the cytotoxic activity of conventional

chemotherapeutic agents in a variety of cancers in humans. In the future, a

central component of investigating this process will be rapid examination of post-

treatment tumor microenvironments. Most studies that examine cytokine and

chemokine levels in tumor biopsies report on steady-state concentrations in the

absence of treatment, an environment that may be drastically altered in the

presence of chemotherapy. Here, the analysis of tumor samples subjected to

neoadjuvant treatment prior to surgery may provide key information regarding the

impact of chemotherapy on the tumor microenvironment. Additionally, the

application of frontline therapies to a range of existing genetically engineered

mouse models of cancer would allow a temporal analysis of dynamic changes in

the tumor microenvironment that accompany drug treatment.

Conclusions

Tumors can relapse despite months to years of sustained remission

following therapy. Thus, understanding how subsets of cancer cells survive

treatment and where they persist during this period of remission are fundamental
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questions in cancer biology. It has long been appreciated that tumor initiation and

progression involve a complex set of interactions between tumor cells and their

associated stroma. The work described in this thesis suggests that the tumor

microenvironment also plays an integral role in overall therapeutic response and

tumorigenesis. This is perhaps not surprising given the striking difficulties of

treating tumors in their native setting versus treating tumor cells in culture.

Nevertheless, this work highlights the emerging relevance of developmental

biology and tissue homeostasis to the response to anticancer therapies.

Understanding how cancers co-opt developmental survival cues will be essential

for the development of combination therapies that can achieve effective and

durable treatment outcomes.
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