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Amplitude analysis and measurement of the time-dependent $CP$ asymmetry of $B^0 \rightarrow K_S^0 K^0 \bar{K}^0$ decays
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We present the first results on the Dalitz-plot structure and improved measurements of the time-dependent CP-violation parameters of the process $B^0 \rightarrow K_S^0 K^+ K^-$ obtained using $468 \times 10^6$ $B \bar{B}$ decays collected with the BABAR detector at the PEP-II asymmetric-energy $B$ factory at SLAC. The Dalitz-plot structure is probed by a time-integrated amplitude analysis that does not distinguish between $B^0$ and $\bar{B}^0$ decays. We measure the total inclusive branching fraction $\mathcal{B}(B^0 \rightarrow K_S^0 K^+ K^-) = (6.19 \pm 0.48 \pm 0.15 \pm 0.12) \times 10^{-6}$, where the first uncertainty is statistical, the second is systematic, and the third represents the Dalitz-plot signal model dependence. We also observe evidence for the intermediate resonant states $f_0(980)$, $f_0(1710)$, and $f_2(1016)$. Their respective product branching fractions are measured to be $(2.70^{+1.25}_{-1.19} \pm 0.36 \pm 1.17) \times 10^{-6}$, $(5.05^{+0.46}_{-0.46} \pm 0.04 \pm 0.10) \times 10^{-6}$, and $(0.54^{+0.21}_{-0.20} \pm 0.03 \pm 0.52) \times 10^{-6}$. Additionally, we determine the mixing-induced CP-violation parameters to be $S = -0.94^{+0.24}_{-0.24} \pm 0.06$ and $C = -0.17 \pm 0.18 \pm 0.04$, where the first uncertainty is statistical and the second is systematic. These values are in agreement with the standard model expectation. For the first time, we report evidence.
of CP violation in \(B^0 \to \bar{K}_S^0K^0K^0\) decays; CP conservation is excluded at 3.8 standard deviations including systematic uncertainties.
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I. INTRODUCTION

Over the past ten years, the B factories have shown that the Cabibbo-Kobayashi-Maskawa paradigm in the standard model (SM), with a single weak phase in the quark mixing matrix, accounts for the observed CP-symmetry violation in the quark sector. However, there may be other CP-violating sources beyond the SM. Charmless hadronic B decays, like \(B^0 \to K_S^0K^0K^0\), are of great interest because they are dominated by loop diagrams and are thus sensitive to new physics effects at large energy scales [1]. In the SM, the mixing-induced CP-violation parameters in this decay are expected to be the same, up to \(\sim 1\%\) [2], as in the tree-diagram-dominated modes such as \(B^0 \to J/\psi K^0\). Both BABAR [3] and Belle [4] have previously performed time-dependent CP-violation measurements of the inclusive mode \(B^0 \to K_S^0K^0K^0\), which is permissible because the final state is CP definite [5].

The structure of the Dalitz plot (DP), however, is of interest; although the time-dependent CP-violation parameters \(S\) and \(C\) [see Eq. (33)] can be measured inclusively without taking into account the phase space, different resonant contributions may have different values of these parameters in the presence of new physics. The statistical precision is not sufficient to perform a time-dependent amplitude analysis, but as we show below, it is possible to extract branching fractions from resonant contributions to the decay using a time-integrated amplitude analysis. Additionally, the amplitude analysis could shed light on the controversial \(f_{X}(1500)\) resonance: recent measurements of \(B^0 \to K^+K^-K^0_S\) and \(B^0 \to K^+K^-K^0\) from BABAR [6–8] and Belle [9,10] have shown evidence of a wide structure in the \(m_{K^+K^-}\) spectrum around 1.5 GeV. In these measurements, it was assumed that this structure is a single scalar resonance; however, a vector hypothesis could not be ruled out. The BABAR measurement of \(B^+ \to K^+K^-\pi^+\) [11] appears to show an enhancement around 1.5 GeV, while the BABAR analysis of \(B^\pm \to K_S^0K^0\pi^\pm\) [12] finds no evidence of a possible \(f_{X}(1500)\), suggesting that the structure is either a vector meson or something exotic. An amplitude analysis of \(B^0 \to K_S^0K^0K^0\) will provide further insight into the nature of this structure, as only intermediate states of even spin are permitted due to Bose-Einstein statistics; an observation of the \(f_{X}(1500)\) decaying to \(K_S^0K^0\) would require an even-spin state. Finally, the amplitude analyses of \(B \to K\pi\pi\) and \(B \to KK\) modes may be used to extract the Cabibbo-Kobayashi-Maskawa angle \(\gamma\) [13].

This paper presents the first amplitude analysis and the final BABAR update of the time-dependent CP-asymmetry measurement of \(B^0 \to K_S^0K^0K^0\) using the full \(Y(4S)\) data set. The amplitude analysis is time-integrated CP averaged (i.e., it does not use flavor-tagging information to distinguish between \(B^0\) and \(B^{\pm}\) mesons). It takes advantage of the interference pattern in the DP to measure relative magnitudes and phases for the different resonant modes using \(B^0 \to K_S^0K^0K^0\) decays with \(K_S^0 \to \pi^+\pi^-\), denoted by \(B^0 \to 3K_S^0(\pi^+\pi^-)\). The magnitudes and phases are then translated into individual branching fractions for the resonant modes. The time-dependent analysis extracts the \(S\) and \(C\) parameters by modeling the proper-time distribution. This part of the analysis uses both \(B^0 \to 3K_S^0(\pi^+\pi^-)\) events and events where one of the \(K_S^0\) mesons decays to \(\pi^0\pi^0\), denoted by \(B^0 \to 2K_S^0(\pi^+\pi^-)K_S^0(\pi^0\pi^0)\).

In Sec. II we briefly describe the BABAR detector and the data set. The amplitude analysis is described in Sec. III and the time-dependent analysis in Sec. IV. Finally we summarize the results in Sec. V.

II. THE BABAR DETECTOR AND DATA SET

The data used in this analysis were collected with the BABAR detector at the PEP-II asymmetric-energy \(e^+e^-\) storage ring at SLAC. The sample consists of an integrated luminosity of \(426.0\) fb\(^{-1}\), corresponding to \((467.8 \pm 5.1) \times 10^6\) \(B\bar{B}\) pairs collected at the \(Y(4S)\) resonance ("on-resonance"), and \((44.5 \pm 1)\) fb\(^{-1}\) collected below \(40\) MeV below the \(Y(4S)\) ("off-resonance").

A detailed description of the BABAR detector is presented in Ref. [14]. The tracking system used for track and vertex reconstruction has two components: a silicon vertex tracker and a drift chamber, both operating within a 1.5 T magnetic field generated by a superconducting solenoidal magnet. A detector of internally reflected Cherenkov light associates Cherenkov photons with tracks for particle identification. The energies of photons and electrons are determined from the measured light produced in electromagnetic showers inside a CsI crystal electromagnetic calorimeter. Muon candidates are identified with the use of the instrumented flux return of the solenoid.

III. AMPLITUDE ANALYSIS

In Secs. III A and III B we describe the DP formalism and introduce the signal parameters that are extracted from data. In Sec. III C we describe the requirements used to select the signal candidates and suppress backgrounds. In Sec. III D we describe the fit method and the approach used to account for experimental effects such as resolution. In Sec. III E we present the results of the fit, and finally, in Sec. III F we discuss systematic uncertainties in the results.
A. Decay amplitudes

The \( B^0 \rightarrow K_S^0 K_S^0 K_S^0 \) decay contains three identical particles in the final state and therefore the amplitude needs to be symmetrized. We consider the decay of a spin-zero \( B^0 \) into three daughters, \( K_S^0(1), K_S^0(2), \) and \( K_S^0(3), \) with four-momenta \( p_1, p_2, \) and \( p_3. \) The decay amplitude is given by [2]

\[
\mathcal{A}[B^0 \rightarrow K_S^0(1)K_S^0(2)K_S^0(3)] = \Lambda^3/2\Lambda_1[B^0 \rightarrow \bar{K}^0(1)K^0(2)K^0(3)]
\]

where \( i \) and \( j \) are the \( K_S^0 \) indices. We use as independent (Mandelstam) variables the minimum and the maximum of the squared masses \( s_{\text{min}} \) and \( s_{\text{max}}: \)

\[
s_{\text{min}} = \min(s_{12}, s_{23}, s_{13}), \quad s_{\text{max}} = \max(s_{12}, s_{23}, s_{13}).
\]

The third (median) invariant squared mass \( s_{\text{med}} \) can be obtained from energy and momentum conservation:

\[
s_{\text{med}} = m_F^2 + 3m^2_{K_S^0} - s_{\text{min}} - s_{\text{max}}.
\]

The differential \( B \) meson decay width with respect to the variables defined in Eq. (3) (i.e., the DP variables) reads

\[
\frac{d\Gamma(B \rightarrow K_S^0 K_S^0 K_S^0)}{(2\pi)^3} = \frac{|\mathcal{A}|^2}{4s_{\text{max}}^2} ds_{\text{min}} ds_{\text{max}},
\]

where \( \mathcal{A} \) is the Lorentz-invariant amplitude of the three-body decay. This amplitude does not take into account any flavor tagging or time dependence; thus it is \( CP \) averaged and time integrated. The term \( |\mathcal{A}|^2 \) is therefore simply the average of squares of the contributions \( \mathcal{A}[B^0 \rightarrow K_S^0 K_S^0 K_S^0] \) and \( \mathcal{A}[B^0 \rightarrow K_S^0 K_S^0 K_S^0] \).

The choice of the variables \( s_{\text{min}} \) and \( s_{\text{max}} \) gives a uniquely defined coordinate in the symmetrized DP. Therefore only one-sixth of the DP is populated; i.e., the event density is 6 times larger compared to an amplitude analysis involving three distinct particles.

We describe the distribution of signal events in the DP using an isobar approximation, which models the total amplitude as resulting from a coherent sum of amplitudes from the \( N \) individual decay channels of the \( B \) meson, either into an intermediate resonance and a bachelor particle or in a nonresonant manner:

\[
\mathcal{A}(s_{\text{min}}, s_{\text{max}}) = \sum_{j=1}^{N} c_j F_j(s_{\text{min}}, s_{\text{max}}).
\]

Here \( F_j \) (described in detail below) are DP-dependent amplitudes containing the decay dynamics and \( c_j \) are complex coefficients describing the relative magnitudes and phases of the different decay channels. This description, which contains a single complex number \( c_j \) for each decay channel regardless of the \( B^- \) flavor (\( B^0 \) or \( B^0 \)), reflects the assumptions of no direct \( CP \) violation and of a common weak phase for all the decay channels. With this description we cannot extract any weak phase information; this would require using per-\( B \) flavor complex amplitudes. The factor \( F_j \) contains strong dynamics only, and thus does not change under \( CP \) conjugation.

Intermediate resonances decay to \( K^0\bar{K}^0 \). In terms of the isobar approximation, the amplitude in Eq. (1) for a resonant state \( j \) becomes

\[
\mathcal{A}[B^0 \rightarrow K_S^0(1)K_S^0(2)K_S^0(3)] \propto c_j F_j(s_{12}-s_{13}) + F_j(s_{12}-s_{23}) + F_j(s_{13}-s_{23}).
\]

This reflects the fact that it is impossible to associate a given \( K_S^0 \) to a flavor eigenstate \( K^0 \) or \( \bar{K}^0 \). In practice, this sum of three \( F_j \) terms, corresponding to an even-spin resonance, is implicitly taken into account by the description in terms of \( s_{\text{min}} \) and \( s_{\text{max}} \).

The \( F_j \) terms are represented by the product of the invariant mass and angular distributions; i.e.,

\[
F_j(s_{\text{min}}, s_{\text{max}}, L) = R_j(m)X_L(|\tilde{p}^*| r')X_L(|\bar{q}| r)T_j(L, \tilde{p}, \bar{q}),
\]

where

(i) \( m \) is the invariant mass of the decay products of the resonance,

(ii) \( R_j(m) \) is the resonance mass term or “line shape,” e.g., relativistic Breit-Wigner (RBW),

(iii) \( L \) is the orbital angular momentum between the resonance and the bachelor particle,

(iv) \( \tilde{p}^* \) is the momentum of the bachelor particle evaluated in the rest frame of the \( B \),

(v) \( \bar{q} \) and \( \bar{q} \) are the momenta of the bachelor particle and one of the resonance daughters, respectively, both evaluated in the rest frame of the resonance,

(vi) \( X_L(|\tilde{p}^*| r') \) and \( X_L(|\bar{q}| r) \) are Blatt-Weisskopf barrier factors [15] with barrier radii of \( r \) and \( r' \), and

(vii) \( T_j(L, \tilde{p}, \bar{q}) \) is the angular distribution:

\[
L = 0: T_j = 1,
\]

\[
L = 2: T_j = \frac{3}{2}(\tilde{p} \cdot \bar{q})^2 - (\tilde{p} \bar{q})^2.
\]
The helicity angle of a resonance is defined as the angle between \( \vec{p} \) and \( \vec{q} \). Explicitly, the helicity angle \( \theta \) for a given resonance is defined between the momenta of the bachelor particle and one of the daughters of the resonance in the resonance rest frame. Because of the identical final-state particles this definition is ambiguous, but the ambiguity disappears because of the description of the DP in terms of \( s_{\text{min}} \) and \( s_{\text{max}} \). There are three possible invariant-mass combinations: \( s_{\text{min}} \), \( s_{\text{med}} \), and \( s_{\text{max}} \). We denote the corresponding helicity angles as \( \theta_{\text{min}} \), \( \theta_{\text{med}} \), and \( \theta_{\text{max}} \). The three angles are defined between 0 and \( \pi/2 \).

As the present study is the first amplitude analysis of this decay, we use the method outlined in Sec. III D 3 to determine the contributing intermediate states. The components of the nominal signal model are summarized in Table I.

For most resonances in this analysis the \( R_j \) are taken to be RBW [17] line shapes:

\[
R_j(m) = \frac{1}{(m_0^2 - m^2) - im_0 \Gamma(m)},
\]

where \( m_0 \) is the nominal mass of the resonance and \( \Gamma(m) \) is the mass-dependent width. In the general case of a spin-\( J \) resonance, the latter can be expressed as

\[
\Gamma(m) = \Gamma_0 \left( \frac{q}{q_0} \right)^{2J+1} \left( \frac{m_0}{m} \right)^{X_J(\lambda q | r)} X_J(\lambda q_0 | r).
\]

The symbol \( \Gamma_0 \) denotes the nominal width of the resonance. The values of \( m_0 \) and \( \Gamma_0 \) are listed in Table I. The symbol \( q_0 \) denotes the value of \( q \) when \( m = m_0 \).

For the \( f_0(980) \) line shape the Flatté form [18] is used. In this case the mass-dependent width is given by the sum of the widths in the \( \pi\pi \) and \( KK \) systems:

\[
\Gamma(m) = \Gamma_{\pi\pi}(m) + \Gamma_{KK}(m),
\]

where

\[
\Gamma_{\pi\pi}(m) = g_\pi \left( \frac{1}{3} \sqrt{1 - 4m_{\pi\pi}^2/m^2} + \frac{2}{3} \sqrt{1 - 4m_{\pi\pi}^2/m^2} \right),
\]

\[
\Gamma_{KK}(m) = g_K \left( \frac{1}{3} \sqrt{1 - 4m_{KK}^2/m^2} + \frac{2}{3} \sqrt{1 - 4m_{KK}^2/m^2} \right).
\]

The fractional coefficients arise from isospin conservation and \( g_\pi \) and \( g_K \) are coupling constants for which the values are given in Table I. The nonresonant (NR) component is modeled using an exponential function:

\[
R_{\text{NR}}(m) = e^{am^2}.
\]

As in the resonant case, here \( m \) is the invariant mass of the relevant \( K^0\bar{K}^0 \) pair. The parameter \( a \) is taken from the \( \text{BABAR} \) \( B^+ \rightarrow K^+ K^- K^+ \) analysis [7,8] and is given in Table I. This value was found to be compatible with the one resulting from varying \( a \) in the maximum-likelihood fit in the present analysis. There is no satisfactory theoretical description of the NR component; it has to be determined empirically. The exponential function of Eq. (16) was used by other amplitude analyses of \( B \)-meson decays to three kaons [6–10]. Adopting the same parametrization for the NR term allows the comparison of results for other components.

**B. The square Dalitz plot**

We use two-dimensional histograms to describe the phase-space dependent reconstruction efficiency and to model the background over the DP. When the phase-space boundaries of the DP do not coincide with the histogram bin boundaries this may introduce biases. We therefore define \( h_{\text{min}} \) and \( h_{\text{max}} \) as \( \cos \theta_{\text{min}} \) and \( \cos \theta_{\text{max}} \), respectively, and apply the transformation

**TABLE I.** Parameters of the DP model used in the fit. The Blatt-Weisskopf barrier parameters \( (r \text{ and } r') \) of the \( f_2(2010) \), which have not been measured, are varied by \( \pm 0.5 \text{ GeV}^{-1} \) for the model uncertainty.

<table>
<thead>
<tr>
<th>Resonance</th>
<th>Parameters</th>
<th>Line shape</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_0(980) )</td>
<td>( m_0 = (965 \pm 10) \text{ MeV}/c^2 )</td>
<td>Flatté</td>
<td>[16]</td>
</tr>
<tr>
<td></td>
<td>( g_\pi = (165 \pm 18) \text{ MeV}/c^2 )</td>
<td>Eq. (13)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( g_K = (695 \pm 93) \text{ MeV}/c^2 )</td>
<td>Eq. (11)</td>
<td></td>
</tr>
<tr>
<td>( f_0(1710) )</td>
<td>( m_0 = (1724 \pm 7) \text{ MeV}/c^2 )</td>
<td>RBW</td>
<td>[17]</td>
</tr>
<tr>
<td></td>
<td>( \Gamma_0 = (137 \pm 8) \text{ MeV}/c^2 )</td>
<td>Eq. (11)</td>
<td></td>
</tr>
<tr>
<td>( f_2(2010) )</td>
<td>( m_0 = (2011^{+69}_{-60}) \text{ MeV}/c^2 )</td>
<td>RBW</td>
<td>[17]</td>
</tr>
<tr>
<td></td>
<td>( \Gamma_0 = (202 \pm 60) \text{ MeV}/c^2 )</td>
<td>Eq. (11)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( r = r' = 1.5 \text{ GeV}^{-1} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NR decays</td>
<td>( \alpha = (-0.14 \pm 0.02) \text{ GeV}^{-2}c^4 )</td>
<td>Exponential NR</td>
<td>[8]</td>
</tr>
<tr>
<td>( \chi_0 )</td>
<td>( m_0 = (3414.75 \pm 0.31) \text{ MeV}/c^2 )</td>
<td>RBW</td>
<td>[17]</td>
</tr>
<tr>
<td></td>
<td>( \Gamma_0 = (10.2 \pm 0.7) \text{ MeV}/c^2 )</td>
<td>Eq. (11)</td>
<td></td>
</tr>
</tbody>
</table>
AMPLITUDE ANALYSIS AND MEASUREMENT OF THE...

\[ (s_{\text{min}}, s_{\text{max}}) \rightarrow (h_{\text{min}}, h_{\text{max}}). \]  

The \((h_{\text{min}}, h_{\text{max}})\) plane is referred to as the square Dalitz plot (SDP), where both \(h_{\text{min}}\) and \(h_{\text{max}}\) range between 0 and 1 due to the convention adopted for the helicity angles (see Fig. 1). Explicitly, the transformation is

\[ h_{\text{min}} = \frac{s_{\text{med}}(s_{\text{max}} - s_{\text{min}})}{\sqrt{s_{\text{min}}^2 - 4m_{K_S}^2 s_{\text{min}}} \left( \frac{1}{\sqrt{(m_{K^0}^2 - m_{K_S}^2 - s_{\text{min}})^2 - 4m_{K_S}^2 s_{\text{min}}}} \right)}, \]

\[ h_{\text{max}} = \frac{s_{\text{med}}(s_{\text{min}} - s_{\text{med}})}{\sqrt{s_{\text{med}}^2 - 4m_{K_S}^2 s_{\text{med}}} \left( \frac{1}{\sqrt{(m_{K^0}^2 - m_{K_S}^2 - s_{\text{med}})^2 - 4m_{K_S}^2 s_{\text{med}}}} \right)}, \]

where the numerators may easily be expressed in terms of \(s_{\text{min}}\) and \(s_{\text{max}}\) using Eq. (4). The differential surface elements of the DP and the SDP are related by

\[ ds_{\text{min}}ds_{\text{max}} = |\det J| dh_{\text{min}} dh_{\text{max}}, \]

where \(J = J(h_{\text{min}}, h_{\text{max}})\) is the appropriate Jacobian matrix. The backward transformations \(s_{\text{min}}(h_{\text{min}}, h_{\text{max}})\) and \(s_{\text{max}}(h_{\text{min}}, h_{\text{max}})\), and therefore the Jacobian \(|\det J|\), cannot be found analytically; they are obtained numerically. The variables \(h_{\text{min}}\) and \(h_{\text{max}}\) as a function of the invariant masses are shown in Fig. 1 together with the Jacobian.

C. Event selection and backgrounds

We reconstruct \(B^0 \rightarrow K^0_S K^0_S K^0_S\) candidates from three \(K_S \rightarrow \pi^+ \pi^-\) candidates that form a good quality vertex; i.e., the fit of the \(B^0\) vertex is required to converge and the \(\chi^2\) probability of each \(K_S^0\) vertex fit has to be greater than \(10^{-6}\). Each \(K^0_S\) candidate must have \(\pi^+ \pi^-\) invariant mass within 12.1 MeV/c^2 of the nominal \(K^0_S\) mass \([17]\), and decay length with respect to the \(B\) vertex between 0.22 and 45 cm. The last criterion ensures that the decay vertices of the \(B^0\) and the \(K^0_S\) are well separated. In addition, combinatorial background is suppressed by selecting events for which the angle between the momentum vector of each \(K^0_S\) candidate and the vector connecting the beamspot and the \(K^0_S\) vertex is smaller than 0.0185 radians. We ensure a good \(B\) vertex fit quality by requiring that the charged pions of at least one of the \(K^0_S\) candidates have hits in the two inner layers of the vertex tracker.

A \(B\) meson candidate is characterized kinematically by the energy-substituted mass \(m_{ES} = \sqrt{(s/2 + \vec{p}_1 \cdot \vec{p}_B)^2/E_1^2 - p_B^2}\) and the energy difference \(\Delta E = E_1 - \frac{1}{2} \sqrt{s}\), where \((E_B, \vec{p}_B)\) and \((E_i, \vec{p}_i)\) are the four-vectors in the laboratory frame of the \(B\)-candidate and the initial electron-positron system, respectively, and \(p_B\) is the magnitude of \(\vec{p}_B\). The asterisk denotes the \(Y(4S)\) frame, and \(s\) is the square of the invariant mass of the electron-positron system. We require \(5.27 < m_{ES} < 5.29\) GeV/c^2 and \(|\Delta E| < 0.1\) GeV. Following the calculation of these kinematical variables, each of the \(B\) candidates is refitted with its mass constrained to the world average value of the \(B\) meson mass \([17]\) in order to improve the DP position resolution, and ensure that Eq. (4) holds. The sideband used for background studies is in the range \(5.20 < m_{ES} < 5.27\) GeV/c^2 and \(|\Delta E| < 0.1\) GeV.

Backgrounds arise primarily from random combinations in continuum \(e^+e^- \rightarrow q\bar{q}\) events (\(q = d, u, s, c\)). To enhance discrimination between signal and continuum background, we use a neural network (NN) \([19]\) to combine four discriminating variables: the angles with respect
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FIG. 1 (color online). Lines of constant helicity angle in the Dalitz plot of \(s_{\text{min}}\) versus \(s_{\text{max}}\) (left), and the magnitude of the Jacobian (gray scale on the right) mapping \((s_{\text{min}}, s_{\text{max}})\) to \((h_{\text{min}}, h_{\text{max}})\). For the latter see Eq. (20).
to the beam axis of the $B$ momentum and $B$ thrust axis in the $Y(4S)$ frame, and the zeroth- and second-order monomials $L_{0,2}$ of the energy flow about the $B$ thrust axis. The monomials are defined by $L_n = \sum_{i} p_i \times |\cos \theta_i|^n$, where $\theta_i$ is the angle with respect to the $B$ thrust axis of track or neutral cluster $i$ and $p_i$ is the magnitude of its momentum. The sum excludes the $B$ candidate and all quantities are calculated in the $Y(4S)$ frame. The NN is trained with off-resonance data, sideband data, and simulated signal events that pass the selection criteria. Approximately 0.5% of resonance data, sideband data, and simulated signal events are misreconstructed, and assign a systematic uncertainty (see Sec. III F). We use MC events to study the background from other $B$ decays ($B$ background). We estimate from this MC that 1.4% of the selected signal events are normalization factors, computed analytically using the same DP model and parameters as obtained from the data fit results. We estimate from this MC that 1.4% of the selected signal events are misreconstructed, and assign a systematic uncertainty (see Sec. III F). We use MC events to study the background from other $B$ decays ($B$ background). We expect fewer than 6 such events in our data sample. As these events are wrongly reconstructed, the $m_{ES}$ and $\Delta E$ distributions are continuumlike and as a result the events are mostly absorbed in the continuum background category. We assign a systematic uncertainty for $B$ background contamination in the signal.

D. The maximum-likelihood fit

We perform an unbinned extended maximum-likelihood fit to extract the $B^0 \rightarrow K_S^0 K_S^0 K_S^0$ event yield, as well as the resonant and nonresonant amplitudes. The fit for the amplitude analysis uses the variables $m_{ES}$ and $\Delta E$, the NN output, and the SDP variables to discriminate signal from background. The selected on-resonance data sample is assumed to consist of signal and continuum background. The feed-through from $B$ decays other than the signal is found to be negligible. Misreconstructed signal events are not considered as a separate event species, but are taken into account as a part of the signal. The likelihood function $L_i$ for event $i$ is the sum

$$ L_i = \sum_j N_j \mathcal{P}^j_i(m_{ES}, \Delta E, NN, h_{min}, h_{max}), \quad (21) $$

where $j$ stands for the species (signal, continuum background) and $N_j$ is the corresponding yield. Each probability density function (PDF) $\mathcal{P}^j_i$ is the product of four individual PDFs:

$$ \mathcal{P}^j_i = \mathcal{P}^j_{ES}(m_{ES})\mathcal{P}^j_{\Delta E}(\Delta E)\mathcal{P}^j_{NN}(NN)\mathcal{P}^j(h_{min}, h_{max}). \quad (22) $$

A study with fully reconstructed MC samples shows that correlations between the PDF variables are small and therefore we neglect them. However, possible small discrepancies in the fit results due to these correlations are accounted for in the systematic uncertainty (see Sec. III F). The total likelihood is given by

$$ L = \exp \left( -\sum_j N_j \right) \prod_i L_i, \quad (23) $$

1. The $m_{ES}$, $\Delta E$, and NN PDFs

The $m_{ES}$ and $\Delta E$ distributions of signal events are parametrized by an asymmetric Gaussian with power-law tails:

$$ \mathcal{P}_i(x; m_0, \sigma_l, \sigma_r, \alpha_l, \alpha_r) = \exp \left( -\frac{(x - m_0)^2}{2\sigma_l^2} + \alpha_l(x - m_0)^2 \right) \frac{x - m_0 < 0}{\sigma_l} \frac{x - m_0 \geq 0}{\sigma_r}, \quad (24) $$

where $x = (NN - NN_{min})/(NN_{max} - NN_{min})$ and the $\mathcal{N}$ are normalization factors, computed analytically using the standard $\Gamma$ function,

$$ \mathcal{N}(\alpha, \beta) = \frac{\Gamma(\beta + 2 + \alpha)}{\Gamma(\alpha + 1)\Gamma(\beta + 1)}. \quad (25) $$

The parameters for all the continuum PDFs are determined by a fit to sideband data and then fixed for the fit in the signal region.

2. Dalitz-plot PDFs

The SDP PDF for continuum background is a histogram obtained from $m_{ES}$ sideband on-resonance events. The SDP signal PDFs require as input the DP-dependent selection efficiency, $e = e(h_{min}, h_{max})$, that is described by a histogram and is taken from MC simulation. For each event we define the SDP signal PDF:

$$ E(x; c_1, c_2, c_3) = \cos^2(c_1)\cos^2(a)\mathcal{N}(b_0, b_1)x^{b_0}(1 - x)^{b_1} + \sin^2(a)\mathcal{N}(b_2, b_3)x^{b_2}(1 - x)^{b_3} + \sin^2(c_1)\mathcal{N}(c_2, c_3)x^{c_2}(1 - x)^{c_3}. \quad (26) $$
The normalization of the PDF is implemented by numerical integration. To describe the experimental resolution in the SDP variables, we use an ensemble of two-dimensional histograms that represents the probability to reconstruct at the coordinate \((h_{\text{min}}, h_{\text{max}})\) an event that has the true coordinate \((h_{\text{min}}', h_{\text{max}}')\). These histograms are taken from MC simulation and are convolved with the signal PDF.

\[
P_{\text{sig}}(h_{\text{min}}, h_{\text{max}}) \propto e(h_{\text{min}}, h_{\text{max}})|A(h_{\text{min}}, h_{\text{max}})|^2. \tag{27}
\]

The normalization of the PDF is implemented by numerical integration. To describe the experimental resolution in the SDP variables, we use an ensemble of two-dimensional histograms that represents the probability to reconstruct at the coordinate \((h_{\text{min}}, h_{\text{max}})\) an event that has the true coordinate \((h_{\text{min}}', h_{\text{max}}')\). These histograms are taken from MC simulation and are convolved with the signal PDF.

### 3. Determination of the signal Dalitz-plot model

Using on-resonance data, we determine a nominal signal DP model by making likelihood scans with various combinations of isobars. We start from a baseline model that includes \(f_0(980), \chi_{c0},\) and NR components. We then add another scalar resonance described by the RBW parametrization. We scan the likelihood by fixing the width and mass of this additional resonance at several consecutive values, for each of which the fit to the data is repeated. All isobar magnitudes and phases are floating in these fits. From the scans we observe a significant improvement of the fit around a width and mass that are compatible with the values of the \(f_0(1710)\) resonance [17]. After adding the \(f_0(1710)\) to the nominal model we repeat the same procedure for an additional tensor particle. We find that the \(f_2(2010)\) has a significant contribution. The results of the likelihood scans are shown in Fig. 2 in terms of \(-2 \Delta \ln \mathcal{L} = -2 \ln \mathcal{L} - (-2 \ln \mathcal{L})_{\text{min}}\), where \((-2 \ln \mathcal{L})_{\text{min}}\) corresponds to the minimal value obtained in the particular scan. To conclude the search for possible resonant contributions we add all well established resonances [17] and check if the likelihood increases. We do not find any other significant resonant contribution, but as we cannot exclude small contributions from the \(f_0(1370), f_2(1270), f_2'(1525),\)

![FIG. 2. Two-dimensional scans of \(-2 \Delta \ln \mathcal{L}\) (gray scale) as a function of the mass and the width of an additional resonance. These scans were performed to look for an additional scalar resonance (left) and an additional tensor resonance (right). The baseline model of the scans for additional scalar resonances contains \(f_0(980), \chi_{c0},\) and NR intermediate states. The baseline model of the scans for additional tensor resonances contains \(f_0(980), \chi_{c0},\) NR, and \(f_0(1710)\) intermediate states. The ellipses indicate the world average parameters [17] for the \(f_0(1710)\) and \(f_2(2010)\) resonances that are added to the model.](image)

![FIG. 3. Symmetrized (left) and square (right) DP for MC simulated signal events using the amplitudes obtained from the fit to data. The low population in bins along the edge of the symmetrized DP is due to the fact that the phase-space boundaries do not coincide with the histogram bin boundaries.](image)
and $f_0(1500)$ resonances, we assign model uncertainties (see Sec. III F) due to not taking these resonances into account.

### E. Results

The maximum-likelihood fit of 505 candidates results in a $B^0 \rightarrow K_S^0 K_S^0 K_S^0$ event yield of $200 \pm 15$ and a continuum yield of $305 \pm 18$, where the uncertainties are statistical only. The symmetrized and square Dalitz plots of a signal DP-model MC sample generated with the result of the fit to data are shown in Fig. 3. Figure 4 shows plots of $\Delta E$, $m_{ES}$, and the NN for isolated signal and continuum background events obtained by the $s$-Plots [21] technique. Figure 5 shows projections of the data onto the invariant masses $s_{\text{min}}$ and $s_{\text{max}}$.

When the fit is repeated with initial parameter values randomly chosen within wide ranges above and below the nominal values for the magnitudes and within the $[-\pi, \pi]$ interval for the phases, we observe convergence towards two solutions with minimum values of the negative

![Graphical representation of the results](image-url)
The magnitude and phase of the NR amplitude are fixed to the resonances, where both solutions can be noticed. Each of these scans is obtained by fixing the corresponding isobar parameter at several consecutive values, for each of which the fit to the data is repeated. The measured relative amplitudes $c_\mu$ are used to extract the fit fraction (FF) defined as

$$\text{FF}(k) = \frac{\sum_{\mu=3k-2}^{3k-2} c_\mu c_\nu^* \langle F_\mu F_\nu^* \rangle}{\sum_{\mu, \nu} c_\mu c_\nu^* \langle F_\mu F_\nu^* \rangle},$$

(28)

where $k$, which varies from 1 to 5, represents an intermediate state. Each fit fraction is a sum of three identical contributions, one for each pair of $K_0^0$. The indices $\mu$ and $\nu$ run from 1 to 15, as each of the five resonances contributes to three pairs of $K_0^0$, which correspond to the three terms $(3k - 2, 3k - 1, 3k)$ in each sum in the numerator of Eq. (28). The dynamical amplitudes $F$ are defined in Sec. III A and the terms

$$\langle F_\mu F_\nu^* \rangle = \int F_\mu F_\nu^* ds_{\text{min}} ds_{\text{max}}$$

(29)

are obtained by integration over the DP. The total fit fraction is defined as the algebraic sum of all fit fractions. This quantity is not necessarily unity due to the potential presence of net constructive or destructive interference.

In order to estimate the statistical significance of each resonance, we evaluate the difference $\Delta \ln \mathcal{L}$ between the log-likelihood of the nominal fit and that of a fit where the magnitude of the amplitude of the resonance is set to 0 (this difference can be directly read from the likelihood scans as a function of magnitudes in Fig. 6). In this case the phase of the resonance becomes meaningless, and we therefore account for 2 degrees of freedom removed from the fit. The value $2\Delta \ln \mathcal{L}$ is used to evaluate the $p$-value for 2 degrees of freedom; we determine the equivalent one-dimensional significance from this $p$-value.

The results for the phase and the fit fraction are given in Table II for the two solutions; the change in likelihood when the amplitude of the resonance is set to 0 and the resulting statistical significance of each resonance is given for Solution 1.

As the fit fractions are not parameters of the PDF itself, their statistical errors are obtained from the 68.3% coverage intervals of the fit-fraction distributions obtained from a large number of pseudoexperiments generated with the corresponding solution (1 or 2). As observed in other three-kaon modes [6–10], the total FF significantly exceeds unity.

In Table II it can be seen that the two solutions differ mostly in the fraction assigned to the NR and the $f_0(980)$ components. Solution 1 corresponds to a small FF of the $f_0(980)$ and a large value for the NR, and Solution 2 has a large $f_0(980)$ fraction and a smaller NR fraction. Other three-kaon modes [6–10] favor the behavior of Solution 1.

Generalizing Eq. (28), we obtain the interference fractions among the intermediate decay modes $k$ and $j$:

$$\text{FF}(k, j) = \frac{\sum_{\mu=3k-2}^{3k-2} \sum_{\nu=3j-2}^{3j-2} c_\mu c_\nu^* \langle F_\mu F_\nu^* \rangle}{\sum_{\mu, \nu} c_\mu c_\nu^* \langle F_\mu F_\nu^* \rangle},$$

(30)

which are given in Table III for Solution 1. Unlike the total FF defined above, the elements of this matrix sum to unity. The large destructive interference between the $f_0(980)K_0^0$ and the NR components appears clearly in the table. This is possible due to the large overlap in phase space between...
FIG. 6 (color online). One-dimensional scans of $-2\Delta \ln \mathcal{L}$ as a function of magnitudes (left) and phases (right) of the resonances $f_{0}(980)$, $f_{0}(1710)$, $f_{2}(2010)$, and $\chi_{c0}$ (top to bottom). The horizontal dashed lines mark the one and two standard deviation levels.
the exponential NR term and the broad tail of the \(f_0(980)\) resonance above the \(K\bar{K}\) threshold.

Using the relative fit fractions, we calculate the branching fraction \(B\) for the intermediate mode \(k\) as

\[
B(k) \times \mathcal{B}(B^0 \rightarrow K_S^0 K_S^0 K_S^0),
\]

where \(\mathcal{B}(B^0 \rightarrow K_S^0 K_S^0 K_S^0)\) is the total inclusive branching fraction:

\[
\mathcal{B}(B^0 \rightarrow K_S^0 K_S^0 K_S^0) = \frac{N_{\text{sig}}}{\bar{e}N_{\text{BB}}}. \tag{32}
\]

We estimate the average efficiency \(\bar{e} = 6.6\%\) using a fully reconstructed DP-model MC sample generated with the parameters found in data. The results of the branching fraction measurements are shown in Table IV. As a cross-check we attempt to compare our measured branching fractions to results from other measurements; however, many of the branching fractions for the decay into kaons of the resonances included in our model are not (or are only poorly) measured (marked as “seen” in Ref. [17]). An exception is the charmonium state \(\chi_{c0}\), for which the measured value is \(\mathcal{B}(\chi_{c0} \rightarrow K_S^0 K_S^0) = (3.16 \pm 0.18) \times 10^{-3}\). We can then use the \(\bar{B}\bar{A}\bar{R}\) measurement of \(\mathcal{B}(B^0 \rightarrow \chi_{c0} K^0_S) = (142_{-44}^{+55} \pm 8 \pm 16 \pm 12) \times 10^{-6}\) [22] to calculate \(\mathcal{B}(B^0 \rightarrow \chi_{c0} K_S^0) \times \mathcal{B}(\chi_{c0} \rightarrow K_S^0 K_S^0) = (0.224 \pm 0.078) \times 10^{-6}\), which is consistent with our measured branching fraction, given in Table IV.

An interesting conclusion from this first amplitude analysis of the \(B^0 \rightarrow K_S^0 K_S^0 K_S^0\) decay mode is that we do not need to include a broad scalar \(f_X(1500)\) resonance, as has been done in other measurements [6–10], to describe the data. The peak in the invariant mass between 1.5 and 1.6 GeV/\(c^2\) can be described by the interference between the \(f_0(1710)\) resonance and the nonresonant component. However, minor contributions from the \(f_2(1525)\) and \(f_0(1500)\) resonances to this structure cannot be excluded.

### F. Systematic uncertainties

Systematic effects are divided into model and experimental uncertainties. Details on how they have been estimated are given below and the associated numerical values are summarized in Table V.

#### 1. Model uncertainties

We vary the mass, width, and any other parameter of all isobar fit components within their errors, as quoted in Table I, and assign the observed differences in our observables as the first part of the model uncertainty (“model” in Table V). To estimate the contribution to \(B^0 \rightarrow K_S^0 K_S^0 K_S^0\) from resonances that are not included in our signal model but cannot be excluded statistically, namely, the \(f_0(1370), f_2(1270), f_2(1525), a_0(1450),\) and \(f_0(1500)\) resonances, we perform fits to pseudoexperiments that include these resonances. The masses and the widths are taken from [17], except for the \(f_0(1370)\) for which we take the values from [23]. We generate pseudoexperiments with the additional

Table III. The interference fractions \(FF(k, j)\) among the intermediate decay amplitudes for Solution 1. Note that the diagonal elements are those defined in Eq. (28) and detailed in Table II. The lower diagonal elements are omitted since the matrix is symmetric.

<table>
<thead>
<tr>
<th>(f_0(980)K_S^0)</th>
<th>(f_0(1710)K_S^0)</th>
<th>(f_2(1525)K_S^0)</th>
<th>NR</th>
<th>(\chi_{c0}K_S^0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_0(980)K_S^0)</td>
<td>0.44</td>
<td>0.07</td>
<td>-0.20</td>
<td>-0.80</td>
</tr>
<tr>
<td>(f_0(1710)K_S^0)</td>
<td>0.07</td>
<td>0.01</td>
<td>-0.17</td>
<td>-0.0003</td>
</tr>
<tr>
<td>(f_2(1525)K_S^0)</td>
<td>0.09</td>
<td>0.02</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>2.16</td>
<td>-0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\chi_{c0}K_S^0)</td>
<td>0.07</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
resonances, where the isobar magnitudes and phases have been determined in fits to data, and fit these data sets with the nominal model. We assign the induced shift in the observables as a second part of the model uncertainty.

2. Experimental systematic uncertainties

To validate the analysis procedure, we perform fits on a large number of pseudoexperiments generated with the measured yields of signal events and continuum background. The signal events are taken from fully reconstructed MC that has been generated with the fit result to data. We observe small biases in the isobar magnitudes and phases. We correct for these biases by shifting the values of the parameters and assign to this procedure a systematic uncertainty, which corresponds to half the correction combined in quadrature with its error. This uncertainty accounts also for correlations between the signal variables, wrongly reconstructed events, and effects due to the limited sample size (“fit bias” in Table V).

From MC we estimate that there are six B background events in our data sample. To determine the bias introduced by these events, we add B background events from MC to our data sample, and fit it with the nominal model. We then assign the observed differences in the observables as a systematic uncertainty (“B background” in Table V). We assign a systematic uncertainty for all fixed PDF parameters by varying them within their uncertainties according to the covariance matrix.

We vary the histogram PDFs, i.e., the SDP PDF for continuum and the NN PDF for signal (“discriminating variables” in Table V). The m_{KS} dependence of the SDP PDF for continuum was found to be negligible. We account for differences between simulation and data observed in the control sample B^0 \rightarrow J/\psi K_S^0 (“MC data” in Table V). These differences were estimated by propagating the differences, in the control sample, between background-subtracted data and signal MC, into the fit PDFs.

For the branching fraction measurement, we assign a systematic uncertainty due to the error on the calculation of N_{BB} (“N_{BB}” in Table V) and to the K_S^0 systematic uncertainty (“K_S^0 reconstruction” in Table V).

IV. TIME-DEPENDENT ANALYSIS

In Sec. IVA we describe the proper-time distribution used to extract the time-dependent CP asymmetries. In Sec. IVB we explain the selection requirements used to obtain the signal candidates and suppress backgrounds. In Sec. IVC we describe the fit method and the approach used to account for experimental effects. In Sec. IVD we present the results of the fit, and finally, in Sec. IVE we discuss systematic uncertainties in the results.

A. Proper-time distribution

The time-dependent CP asymmetries are functions of the proper-time difference \Delta t = t_C - t_{\text{tag}} between a fully reconstructed B^0 \rightarrow K_S^0 K_S^0 K_S^0 decay (B_C) and the other B meson decay in the event (B_{\text{tag}}), which is partially reconstructed. The observed decay rate is the physical decay rate modified to include tagging imperfections, namely, \langle D \rangle_c
and \( \Delta D_c \); the former is the rate of correctly assigning the flavor of the \( B \) meson, averaged over \( B^0 \) and \( \bar{B}^0 \), and the latter is the difference between \( D_c \) for \( B^0 \) and \( \bar{B}^0 \). The index \( c \) denotes different quality categories of the tag-flavor assignment. Furthermore the decay rate is convolved with the per-event \( \Delta t \) resolution \( \mathcal{R}_{\text{sig}}(\Delta t, \sigma_{\Delta t}) \), which is described by the sum of three Gaussians and depends on \( \Delta t \) and its error \( \sigma_{\Delta t} \). For an event \( i \) with tag flavor \( q_{\text{tag}} \), one has

\[
\mathcal{P}_{\text{sig}}(\Delta t, \sigma_{\Delta t}; q_{\text{tag}}, c) = \frac{e^{-|\Delta t|/\tau_{q_{\text{tag}}}}}{4\tau_{q_{\text{tag}}}} \left[ 1 + q_{\text{tag}} \frac{\Delta D_c}{2} + q_{\text{tag}} \langle D \rangle_c \left[ S \sin(\Delta m_d \Delta t) - C \cos(\Delta m_d \Delta t) \right] \right] \otimes \mathcal{R}_{\text{sig}}(\Delta t, \sigma_{\Delta t}).
\]  

where \( q_{\text{tag}} \) is defined to be \(+1 \) (\(-1 \)) for \( B_{\text{tag}} = B^0 \) (\( B_{\text{tag}} = \bar{B}^0 \)). \( \tau_{q_{\text{tag}}} \) is the mean \( \bar{B}^0 \) lifetime, and \( \Delta m_d \) is the mixing frequency [17]. The widths of the \( B^0 \) and the \( \bar{B}^0 \) are assumed to be the same.

### B. Event selection and backgrounds

We reconstruct \( B^0 \to K_S^0 K_S^0 K_S^0 \) candidates either from three \( K_S^0 \to \pi^+ \pi^- \) candidates or from two \( K_S^0 \to \pi^+ \pi^- \) and one \( K_S^0 \to \pi^0 \pi^0 \), where the \( \pi^0 \) candidates are formed from pairs of photons. The vertex fit requirements are the same as in the amplitude analysis, and also the requirement that the charged pions of at least one of the \( K_S^0 \) have hits in the two inner layers of the vertex tracker. The \( K_S^0 \) candidates in the \( B^0 \to 3K_S^0(\pi^+ \pi^-) \) submodule must have mass within 12 MeV/\( c^2 \) of the nominal \( K_S^0 \) mass [17] and decay length with respect to the \( B \) vertex between 0.2 and 40 cm. In addition, combinatorial background is suppressed in both submodules by imposing that the angle between the momentum vector of each \( K_S^0(\pi^+ \pi^-) \) candidate and the vector connecting the beamspot and the \( K_S^0(\pi^+ \pi^-) \) vertex is smaller than 0.2 radians. Each \( K_S^0 \) decaying to charged pions in the \( B^0 \to 2K_S^0(\pi^+ \pi^-)K_S^0(\pi^0 \pi^0) \) submodule is required to have decay length between 0.15 and 60 cm and \( \pi^+ \pi^- \) invariant mass less than 11 MeV from the world average \( K_S^0 \) mass [17]. The \( K_S^0 \) decaying to neutral pions in the \( B^0 \to 2K_S^0(\pi^+ \pi^-)K_S^0(\pi^0 \pi^0) \) submodule must have \( \pi^0 \pi^0 \) invariant mass between 0.48 and 0.52 GeV/\( c^2 \).

<table>
<thead>
<tr>
<th>Submode</th>
<th>Background mode</th>
<th>Varied</th>
<th>( \mathcal{B} ) ( \times 10^{-\text{6}} )</th>
<th>Number of events</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B^0 \to 3K_S^0(\pi^+ \pi^-) )</td>
<td>( K_S^0 K_S^0 K_S^0 )</td>
<td>No</td>
<td>2.4</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>( K_S^0 K_S^0 K^{\star} )</td>
<td>No</td>
<td>27.5</td>
<td>9.55</td>
</tr>
<tr>
<td></td>
<td>( K_S^0 K_S^0 K^+ )</td>
<td>No</td>
<td>11.5</td>
<td>4.27</td>
</tr>
<tr>
<td>( B^0 \to {\text{neutral generic decays}} )</td>
<td>Yes</td>
<td>Not applicable</td>
<td>21.7</td>
<td></td>
</tr>
<tr>
<td>( B^+ \to {\text{charged generic decays}} )</td>
<td>Yes</td>
<td>Not applicable</td>
<td>15.5</td>
<td></td>
</tr>
<tr>
<td>( B^0 \to 2K_S^0(\pi^+ \pi^-)K_S^0(\pi^0 \pi^0) )</td>
<td>( K_S^0 K_S^0 K_S^0 )</td>
<td>No</td>
<td>2.4</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>( K_S^0 K_S^0 K^{\star} )</td>
<td>No</td>
<td>27.5</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>( K_S^0 K_S^0 K^+ )</td>
<td>No</td>
<td>27.5</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>( K_S^0 K_S^0 K^{\star +} )</td>
<td>No</td>
<td>11.5</td>
<td>2.9</td>
</tr>
<tr>
<td>( B^0 \to {\text{neutral generic decays}} )</td>
<td>Yes</td>
<td>Not applicable</td>
<td>73.6</td>
<td></td>
</tr>
<tr>
<td>( B^+ \to {\text{charged generic decays}} )</td>
<td>Yes</td>
<td>Not applicable</td>
<td>73.8</td>
<td></td>
</tr>
</tbody>
</table>

Additionally, the neutral pions are selected if they have \( \gamma \gamma \) invariant mass between 0.100 and 0.141 GeV/\( c^2 \) and if the photons have energies greater than 50 MeV in the laboratory frame and a lateral energy deposition profile in the electromagnetic calorimeter consistent with that expected for an electromagnetic shower (lateral moment [24] less than 0.55). The fact that we do not model any PDF using sideband data allows a loose requirement on \( m_{\text{ES}} \) and \( \Delta E \) in the time-dependent analysis, namely, \( 5.22 < m_{\text{ES}} < 5.29 \) GeV/\( c^2 \) and \( -0.18 < \Delta E < 0.12 \) GeV. In case of multiple candidates passing the selection, we proceed in the same way as in the amplitude analysis. We use the same NN as in the amplitude analysis to suppress continuum background.

With the above selection criteria, we obtain signal reconstruction efficiencies of 6.7% and 3.1% for the \( B^0 \to 3K_S^0(\pi^+ \pi^-) \) and \( B^0 \to 2K_S^0(\pi^+ \pi^-)K_S^0(\pi^0 \pi^0) \) submodules, respectively. These efficiencies are determined from a DP-model MC sample generated using the results of the amplitude analysis. We estimate from MC that 2.1% of the selected signal events are misreconstructed for \( B^0 \to 3K_S^0(\pi^+ \pi^-) \), while the figure is 2.4% in \( B^0 \to 2K_S^0(\pi^+ \pi^-)K_S^0(\pi^0 \pi^0) \), and we do not treat these events differently from correctly reconstructed events. Because of the loose requirements, there are more background events from \( B \) decays than in the amplitude analysis, in particular, in the \( B^0 \to 2K_S^0(\pi^+ \pi^-)K_S^0(\pi^0 \pi^0) \) submodule. These backgrounds are included in the fit model and are summarized in Table VI.

### TABLE VI. Summary of \( B \) background modes included in the fit model of the time-dependent analysis. The expected number of events takes into account the branching fractions (\( \mathcal{B} \)) and efficiencies. In case there is no measurement, the branching fraction of an isospin-related channel is used. All the fixed yields are varied by \pm 100% \ for systematic uncertainties.

<table>
<thead>
<tr>
<th>Submode</th>
<th>Background mode</th>
<th>Varied</th>
<th>( \mathcal{B} ) ( \times 10^{-\text{6}} )</th>
<th>Number of events</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B^0 \to 3K_S^0(\pi^+ \pi^-) )</td>
<td>( K_S^0 K_S^0 K_S^0 )</td>
<td>No</td>
<td>2.4</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>( K_S^0 K_S^0 K^{\star} )</td>
<td>No</td>
<td>27.5</td>
<td>9.55</td>
</tr>
<tr>
<td></td>
<td>( K_S^0 K_S^0 K^+ )</td>
<td>No</td>
<td>11.5</td>
<td>4.27</td>
</tr>
<tr>
<td>( B^0 \to {\text{neutral generic decays}} )</td>
<td>Yes</td>
<td>Not applicable</td>
<td>21.7</td>
<td></td>
</tr>
<tr>
<td>( B^+ \to {\text{charged generic decays}} )</td>
<td>Yes</td>
<td>Not applicable</td>
<td>15.5</td>
<td></td>
</tr>
<tr>
<td>( B^0 \to 2K_S^0(\pi^+ \pi^-)K_S^0(\pi^0 \pi^0) )</td>
<td>( K_S^0 K_S^0 K_S^0 )</td>
<td>No</td>
<td>2.4</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>( K_S^0 K_S^0 K^{\star} )</td>
<td>No</td>
<td>27.5</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>( K_S^0 K_S^0 K^+ )</td>
<td>No</td>
<td>27.5</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>( K_S^0 K_S^0 K^{\star +} )</td>
<td>No</td>
<td>11.5</td>
<td>2.9</td>
</tr>
<tr>
<td>( B^0 \to {\text{neutral generic decays}} )</td>
<td>Yes</td>
<td>Not applicable</td>
<td>73.6</td>
<td></td>
</tr>
<tr>
<td>( B^+ \to {\text{charged generic decays}} )</td>
<td>Yes</td>
<td>Not applicable</td>
<td>73.8</td>
<td></td>
</tr>
</tbody>
</table>
in Table VI. As the analysis is phase-space integrated, we cannot model the \( \chi_{\ell,0} \) resonance separately, and its contribution to the CP asymmetry could cloud deviations in the charmless contributions. We therefore apply a veto around the invariant mass of this charmonium state.

### C. The maximum-likelihood fit

We perform an unbinned extended maximum-likelihood fit to extract the \( B^0 \to K^0_S K^0_S K^0_S \) event yields along with the \( S \) and \( C \) parameters of the time-dependent analysis.

The fit uses as variables \( m_{ES}, \Delta E, \Delta t, \) and \( \sigma_{\Delta t} \). The selected on-resonance data sample is assumed to consist of signal, continuum background, and backgrounds from \( B \) decays. Wrongly reconstructed signal events are not considered separately. The likelihood function \( \mathcal{L}_i \) for event \( i \) is the sum

\[
\mathcal{L}_i = \sum_j N_j \mathcal{P}_j(m_{ES}, \Delta E, \Delta t, \sigma_{\Delta t}, NN; q_{tag}, c, p),
\]

where \( j \) stands for the species (signal, continuum background, one for each \( B \) background category) and \( N_j \) is the corresponding yield; \( q_{tag}, c, \) and \( p \) are the tag flavor, the tagging category, and the physics category, respectively.

To determine \( q_{tag} \) and \( c \) we use the \( B \) flavor-tagging algorithm of Ref. [25]. This algorithm combines several different signatures, such as charges, momenta, and decay angles of charged particles in the event to achieve optimal separation between the two \( B \) flavors. This produces six mutually exclusive tagging categories. We also retain untagged events in a seventh category; although these events do not contribute to the measurement of the time-dependent CP asymmetry, they do provide additional sensitivity for the measurement of direct CP violation [26].

The two physics categories correspond to \( B^0 \to 3K^0_S(\pi^+\pi^-) \) and \( B^0 \to 2K^0_S(\pi^+\pi^-)K^0_S(\pi^0\pi^0) \) decays. The PDF for species \( j \) evaluated for event \( i \) is given by the product of individual PDFs:

\[
\mathcal{P}_j(m_{ES}, \Delta E, \Delta t, \sigma_{\Delta t}, NN; q_{tag}, c, p) = \mathcal{P}_{ij}(m_{ES}; p) \mathcal{P}_{ij}(\Delta E; p) \mathcal{P}_{ij}(NN; c, p) \mathcal{P}_{ij}(\Delta t, \sigma_{\Delta t}; q_{tag}, c, p).
\]

To take into account the different reconstruction of the two submodes, we use separate PDFs for the two physics categories. Separate NN and \( \Delta t \) PDFs are included for each tagging category within each physics category. The separate \( \Delta t \) PDFs for the two physics categories allow us to fit the \( S \) and \( C \) parameters either separately for the two submodes, or together. The total likelihood is given by

\[
\mathcal{L} = \exp\left(-\sum_j N_j\right) \prod_i \mathcal{L}_i.
\]

### 1. \( \Delta t \) PDFs

The signal PDF for \( \Delta t \) is given in Eq. (33). Parameters that depend solely on the tag side of the events (namely, \( \langle D \rangle_c \) and \( \Delta D_c \)) are taken from the analysis of \( B \to c\bar{c}K^{(*)} \) decays [27]. On the other hand, parameters that depend on the signal-side reconstruction, due to the absence of direct tracks from the \( B \) decay, cannot be taken from modes that include such direct tracks. This is the case for the parameters that describe the resolution function, which are found in a fit to simulated events. A systematic uncertainty for data-MC differences is assigned using the control sample \( B^0 \to J/\psi K^0_S \), as explained in Sec. IV E.

For continuum events we use a zero-lifetime component. This parametrization is convolved with the same resolution function as for signal, with different parameters that are varied in the fit to data. The parameters of this PDF are not separated in the tagging categories. The small contribution from \( e^+e^- \to c\bar{c} \) events is well described by the tails of the resolution function. For \( B \) background events we use the signal PDF, with resolution parameters from the BABAR \( B \to c\bar{c}K^{(*)} \) analysis [27]. The parameters \( S \) and \( C \) are set to zero and varied to assign a systematic uncertainty.

### 2. Description of the other variables

The \( m_{ES} \) and \( \Delta E \) distributions of signal events are parametrized by an asymmetric Gaussian with power-law tails, as given in Eq. (24), and, for \( m_{ES} \), a small additional component, parametrized by an ARGUS shape function [20], to correctly describe misreconstructed events. The means in these two PDFs for \( B^0 \to 3K^0_S(\pi^+\pi^-) \) events are allowed to vary in the fit to data, and the other parameters are taken from MC simulation. For the NN distributions of signal we use histogram PDFs taken from MC simulation for each physics and tagging category. The \( m_{ES}, \Delta E, \) and NN PDFs for continuum events are parametrized by an ARGUS shape function, a straight line, and the sum of power functions from Eq. (25), respectively. All continuum parameters, except for \( c_2 \) and \( c_3 \) of the NN PDF, are allowed to vary in the fit. All the fixed parameters are varied, within the uncertainties found in a fit to sideband data, to estimate systematic errors.

All the \( B \) background PDFs are described by fixed histograms taken from MC simulation.

### D. Results

The maximum-likelihood fit of 3261 candidates in the \( B^0 \to 3K^0_S(\pi^+\pi^-) \) submode and 7209 candidates in the \( B^0 \to 2K^0_S(\pi^+\pi^-)K^0_S(\pi^0\pi^0) \) submode results in the event yields detailed in Table VII.

The fit result for the time-dependent CP-violation parameters \( S \) and \( C \) is

\[
S = -0.94^{+0.24}_{-0.21}, \quad C = -0.17 \pm 0.18.
\]
where the uncertainties are statistical only. The correlation between $S$ and $C$ is $-0.16$. We use the fit result to create $s_P$ lots of the signal distributions of $\Delta t$, the time-dependent asymmetry, and the discriminating variables. Figure 7 shows the $\Delta t$ $s_P$ lots for the combined fit result and for the individual submodes. Figure 8 shows the signal distributions and Fig. 9 the continuum background distributions of the discriminating variables. The distributions shown in these three figures illustrate the good agreement between the data and the fit model.

We scan the statistical-only likelihood of the $S$ parameter for both submodes and for the combined fit. The result, on the left-hand side of Fig. 10, shows a sizable difference between the $S$ values for the two submodes; the level of

<table>
<thead>
<tr>
<th>Species</th>
<th>$3K_0^0(\pi^+\pi^-)$</th>
<th>$2K_2^0(\pi^+\pi^-)K_0^0(\pi^0\pi^0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>$201^{+16}_{-15}$</td>
<td>$62^{+13}_{-12}$</td>
</tr>
<tr>
<td>Continuum</td>
<td>$3086^{+54}_{-54}$</td>
<td>$7086^{+85}_{-83}$</td>
</tr>
<tr>
<td>$B^+B^-$ background</td>
<td>$-54^{+29}_{-24}$</td>
<td>$45^{+34}_{-30}$</td>
</tr>
<tr>
<td>$B^0\bar{B}^0$ background</td>
<td>$9^{+31}_{-30}$</td>
<td>$4^{+38}_{-29}$</td>
</tr>
</tbody>
</table>

**TABLE VII.** Event yields for the different event species, resulting from the maximum-likelihood fit for the time-dependent analysis. “$B^+B^-$ ($B^0\bar{B}^0$) background” represents background from charged (neutral) $B$ decays. Quoted uncertainties are statistical only.
consistency, conservatively estimated from the sum of the two individual likelihood scans, is approximately 2.6$^\pm$0.6/C27 (a $p$-value of 1.0% with 2 degrees of freedom). This value is obtained including only the dominant statistical uncertainty and neglecting the small correlation between the CP-violation parameters. The results obtained when $S$ and $C$ are allowed to vary individually for each of the submodes are $S = -1.42^{+0.27}_{-0.24}$, $C = -0.14^{+0.13}_{-0.12}$ for $B^0 \rightarrow 3K^0_S(\pi^+\pi^-)$ and $S = 0.40^{+0.56}_{-0.57}$, $C = 0.19^{+0.42}_{-0.43}$ for $B^0 \rightarrow 2K^0_S(\pi^+\pi^-)K^0_S(\pi^0\pi^0)$. In both cases the quoted uncertainties are statistical only.

As there is some correlation between the $S$ and $C$ parameters, we perform a two-dimensional statistical likelihood scan of the combined likelihood, which is then convolved by the systematic uncertainties on $S$ and $C$ (systematic uncertainties are discussed in Sec. IV E). The result is shown on the right-hand side of Fig. 10. We find that CP conservation is excluded at 3.8 standard deviations, and thus, for the first time, we measure an evidence of CP violation in $B^0 \rightarrow K^0_S\bar{K}^0_SK^0_S$ decays. The difference between our result and that from $B^0 \rightarrow c\bar{c}K(\pi)$ is less than 2 standard deviations. The scan also shows that the result is close to the physical boundary, given by the constraint $S^2 + C^2 \leq 1$.

### E. Systematic uncertainties

The systematic uncertainties are summarized in Table VIII. The “MC stat” uncertainty accounts for the limited size of the simulated data samples used to create the PDFs. The “$B$ reco” uncertainty propagates the experimental uncertainty in the measurement of tag-side-related quantities taken from [27] to our measurement. The “$B$ background” contribution results from the uncertainty in the $CP$ content and the branching fractions of fixed yields in the model of background from $B$ decays. The dominant “MC data: $\Delta t$” systematic uncertainty is due to possible

---

FIG. 8 (color online). Signal $\mathcal{P}$lots (points with error bars) and PDFs (histograms) of the discriminating variables: $m_{ES}$ (top), $\Delta E$ (middle), and the NN output (bottom) for the $B^0 \rightarrow 3K^0_S(\pi^+\pi^-)$ submode (left) and for the $B^0 \rightarrow 2K^0_S(\pi^+\pi^-)K^0_S(\pi^0\pi^0)$ submode (right). Below each bin are shown the residuals, normalized in error units. The horizontal dotted and full lines mark the one and two standard deviation levels, respectively.
differences between data and simulation concerning the procedure used to obtain the signal $B$ decay vertex from tracks originating from $K^0_S$ decays. We quantify this uncertainty using the control sample $B^0 \rightarrow J/\psi K^0_S$ by comparing the difference between $\Delta t$ values obtained with and without the $J/\psi$ in data and simulation. We then propagate the observed differences and their uncertainties to the resolution function. We use this new resolution function to refit the data and obtain an estimate of the effect on $S$ and $C$. We also use the samples $B^0 \rightarrow J/\psi K^0_S(\pi^+\pi^-)$ and $B^0 \rightarrow J/\psi K^0_S(\pi^0\pi^0)$ to estimate simulation-data differences for the other variables in the submodes $B^0 \rightarrow 3K^0_S(\pi^+\pi^-)$ and $B^0 \rightarrow 2K^0_S(\pi^+\pi^-)K^0_S(\pi^0\pi^0)$, respectively. This contribution is referred to as “MC data:
We have identified the dominant contributions to the DP to the first uncertainty is statistical, the second is systematic, and the third represents the signal DP-model dependence. The success of this project also relies critically on the expertise and dedication of the computing organizations that support BABAR. The collaborating institutions...
wish to thank SLAC for its support and the kind hospitality extended to them. This work is supported by the U.S. Department of Energy and National Science Foundation, the Natural Sciences and Engineering Research Council (Canada), the Commissariat à l’Energie Atomique and Institut National de Physique Nucléaire et de Physique des Particules (France), the Bundesministerium für Bildung und Forschung and Deutsche Forschungsgemeinschaft (Germany), the Istituto Nazionale di Fisica Nucleare (Italy), the Foundation for Fundamental Research on Matter (The Netherlands), the Research Council of Norway, the Ministry of Education and Science of the Russian Federation, Ministerio de Ciencia e Innovación (Spain), and the Science and Technology Facilities Council (United Kingdom). Individuals have received support from the Marie-Curie IEF program (European Union), the A. P. Sloan Foundation (USA), and the Binational Science Foundation (USA-Israel).