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Constrained Density-Functional Theory—Configuration

Interaction

by

Benjamin James Kaduk

Submitted to the Department of Chemistry
on May 10, 2012, in partial fulfillment of the

requirements for the degree of
Doctor of Philosophy in Chemistry

Abstract

In this thesis, I implemented a method for performing electronic structure calculations, “Con-
strained Density Functional Theory–Configuration Interaction” (CDFT-CI), which builds
upon the computational strengths of Density Functional Theory and improves upon it by
including higher level treatments of electronic correlation which are not readily available
in Density-Functional Theory but are a keystone of wavefunction-based electronic structure
methods. The method involves using CDFT to construct a small basis of hand-picked states
which suffice to reasonably describe the static correlation present in a particular system,
and efficiently computing electronic coupling elements between them. Analytical gradients
were also implemented, involving computational effort roughly equivalent to the evaluation
of an analytical Hessian for an ordinary DFT calculation. The routines were implemented
within Q-Chem in a fashion accessible to end users; calculations were performed to assess
how CDFT-CI improves reaction transition state energies, and to assess its ability to pro-
duce conical intersections, as compared to ordinary DFT. The analytical gradients enabled
optimization of reaction transition-state structures, as well as geometry optimization on
electronic excited states, with good results.

Thesis Supervisor: Troy Van Voorhis
Title: Associate Professor

5



6



Acknowledgments

I would like to thank my officemate for these past five years, Timothy Daniel Kowalczyk,

for all the time we had together, and the great support and advice he has provided me with

during our lasting friendship.

I also thank all of my family, for their support and understanding as my work occasionally

grew to swallow up all of my time.

My coworker Jiahao Chen proved to be a valuable resource, providing solid answers and

pointers to my sometimes-esoteric questions and musings.

7



8



Contents

1 Theory 15

1.1 Electronic structure fundamentals . . . . . . . . . . . . . . . . . . . . . . . . 15

1.2 Constrained Density Functional Theory . . . . . . . . . . . . . . . . . . . . . 19

1.2.1 Original CDFT Equations . . . . . . . . . . . . . . . . . . . . . . . . 19

1.2.2 Constrained Observables . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.2.3 Choosing a Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.2.4 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

1.3 Configuration interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.4 CDFT–configuration interaction . . . . . . . . . . . . . . . . . . . . . . . . . 39

1.4.1 Evaluating CDFT Couplings . . . . . . . . . . . . . . . . . . . . . . . 39

1.4.2 The CDFT-CI Equations . . . . . . . . . . . . . . . . . . . . . . . . . 44

2 Transition States 49

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.2.1 CDFT-CI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.2.2 Configurations and constraints . . . . . . . . . . . . . . . . . . . . . . 53

2.2.3 Promolecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.3 Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.3.1 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.3.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 60

9



2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3 Conical Intersections 67

3.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.3 H3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.4 H2O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4 Efficient Geometry Optimization 77

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2.2 Assembling a matrix element/coupling derivative . . . . . . . . . . . 81

4.2.3 Promolecule contribution . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.2.4 Constraint potential contribution . . . . . . . . . . . . . . . . . . . . 94

4.2.5 Final assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.3.1 Transition State Optimization . . . . . . . . . . . . . . . . . . . . . . 101

4.3.2 Excited-state optimizations . . . . . . . . . . . . . . . . . . . . . . . 105

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5 Conclusion 111

A GMRES 113

10



List of Figures

1-1 Energies and constraint potentials for charge separation in N2 with different

charge prescriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1-2 The energy dependence on bridge length for ammonia-solvated sodium ions

separated by n-alkyl diamines, using various constraint schemes . . . . . . . 28

1-3 Electronic couplings for zinc dimer cation from different coupling prescriptions 43

1-4 Dissociation curve of LiF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

1-5 Weights of configurations in the ground state of LiF . . . . . . . . . . . . . . 47

2-1 Construction of promolecule densities for [F · · ·CH3 · · ·Cl]−. . . . . . . . . . 57

2-2 Computation of reactant- and product-like states for [F · · ·CH3 · · ·Cl]−. . . . 58

3-1 Triangular trihydrogen energy manifolds . . . . . . . . . . . . . . . . . . . . 74

3-2 Symmetric water energy manifolds . . . . . . . . . . . . . . . . . . . . . . . 75

4-1 Flowchart for CDFT-CI energy gradient evaluation . . . . . . . . . . . . . . 82

11



12



List of Tables

1.1 Diabatic coupling for electron transfer between benzene and Cl . . . . . . . . 26

1.2 The electronic coupling element |Hab| for Q-TTF-Q anion . . . . . . . . . . . 44

2.1 Energy change of reaction transition states due to CDFT-CI . . . . . . . . . 61

2.2 Summary of mean and mean absolute errors in reaction barrier heights for

various functionals, with and without CDFT-CI . . . . . . . . . . . . . . . . 62

2.3 Improvement factors for CDFT-CI over stock DFT in computing reaction

barrier heights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.1 CPU time for CDFT-CI gradients and DFT Hessians . . . . . . . . . . . . . 100

4.2 Reaction barrier heights from CDFT-CI compared with reference values . . . 104

4.3 CDFT-CI barrier height mean and mean absolute errors . . . . . . . . . . . 105

13



14



Chapter 1

Theory

In this chapter, we introduce the relevant background in electronic structure theory, with

a heavy focus on density-functional theory leading up to the constrained density-functional

theory which features prominently in this thesis. We also discuss wavefunction theory as it

leads to excited-state treatments, and close with an outline for the remainder of the thesis.

1.1 Electronic structure fundamentals

Electrons are light, fleeting particles, and as such require a wavelike treatment within quan-

tum mechanics; in this work we only consider electrons bound by the Coulomb potential

of nuclear charge into molecules. As such, the Born-Oppenheimer approximation with non-

relativistic electrons interacting in a fixed nuclear potential is appropriate, and we begin

with the time-independent molecular Schrodinger equation

ĤΨ = EΨ (1.1)

where the electronic wavefunction Ψ is an eigenstate of the molecular Hamiltonian Ĥ which

includes the nuclear potential, electronic kinetic energy, and electron-electron repulsion

terms. Textbook1 electronic structure proceeds to Hartree-Fock (HF) theory, perhaps the

conceptually simplest explicit wavefunction theory. A one-particle basis is introduced, from
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which one-particle orbitals φi are constructed as linear combinations of basis functions.

The full N -electron wavefunction is a Slater determinant (antisymmetrized product) of

the single-particle orbitals, Φ = A (φ1(r) · · ·φN(r)) to preserve the fermionic nature of the

multi-electron wavefunction. Within the Born-Oppenheimer approximation, the (electronic)

Hamiltonian is (in atomic units)

Ĥ =
∑
i

−1

2
∇2
i + v̂n(r) +

∑
i

∑
j>i

1

r̂ij
(1.2)

where i and j index the electrons and v̂n is the nuclear potential. Hartree-Fock theory

assumes an orbital representation and applies a mean-field treatment to this Hamiltonian,

folding the two-electron Coulomb interaction into an average potential experienced by each

electron. Introducing the one-electron Hamiltonian ĥ = −1
2
∇2 + v̂n, Ĵ the classical Coulomb

repulsion

Ĵφi(r1) =
∑
j

∫
dr2φj(r2)

1

r̂12

φj(r2)φi(r1) (1.3)

and K̂ the quantum-mechanical exchange:

K̂φi(r1) =
∑
j

∫
dr2φj(r2)

1

r̂12

φi(r2)φj(r1) (1.4)

we write to the Hartree-Fock equations for the orbitals and energies

(
ĥ+ Ĵ − K̂

)
φi = εiφi (1.5)

These equations are coupled to each other, and must be solved self-consistently. Within

the Hartree-Fock framework, the total energy of the state Φ is the expectation value of the

Hamiltonian, E = 〈Φ|Ĥ|Φ〉. The exact Hamiltonian can be partitioned into kinetic energy,

nuclear attraction, Coulomb repulsion, and exchange terms, leading to a natural partitioning

16



of the energy as EHF = ET + En + EJ + Ek, with

ET = −1

2

∑
i

∫
φ†i (r1)∇2φi(r1)dr1 (1.6)

En =
∑
i

∫
φ†i (r1)v̂n(r1)φi(r1)dr1 (1.7)

EJ =
1

2

∑
i,j

∫
φ†i (r1)φ†j(r2)

1

|r1 − r2|
φi(r1)φj(r2)dr1dr2 (1.8)

EJ = −1

2

∑
i,j

∫
φ†i (r1)φ†j(r2)

1

|r1 − r2|
φj(r1)φi(r2)dr1dr2 (1.9)

Hartree-Fock is not of particular interest to this work in its own right, but rather as a

structural framework in which other methods may be developed and understood.

We will return to such methods later; however, we now turn to density-functional theory

(DFT). The Hohenberg-Kohn theorem2 shows that the electronic energy E from equation

(1.1) may be determined solely from the (exact) electronic density (by extracting the nu-

clear geometries and charges from the density and solving the Schrodinger equation), which

reduces the dimensionality of the system from 3N to just 3. This theoretical breakthrough

prompted interest in methods to determine an approximate energy E from an approximate

electronic density, that is, density functional methods seeking density functionals E[ρ(r)].

There is some work in this space directly, working either by approximating ρ on a grid or by

other methods, but we ignore it in favor of the Kohn-Sham (KS) flavor of density functional

theory.

We again only repeat those portions of the textbook3 material which will be useful for later

discussions, eliding the importance of the kinetic energy approximations involved, among

other things. KS DFT is strikingly similar to HF theory, again involving a one-particle

basis set and one-particle orbitals φi(r) which are assembled into a Slater determinant Φ for

evaluating various properties. The orbitals are determined from the Kohn-Sham equations,

which bear a striking parallel to the Hartree-Fock equations

(
−1

2
∇2 + vn(r) +

∫
ρ(r′)

|r− r′|
d3r′ + vxc(r)

)
φi = εiφi (1.10)
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The orbitals again must be determined self-consistently, but other than the kinetic energy,

the interactions involved arise from effective potentials of noninteracting particle averaged

over all the electrons, including the one being acted upon (leading to the so-called “self-

interaction error”). The orbitals from the Kohn-Sham equations are used to construct a

density ρ(r) = φi(r)φ†i (r), which is then used as input for the energy functional E[ρ]. All

current density functionals are approximate, but seek to come close to the exact (“universal”)

functional G[ρ] whose existence is guaranteed by the Hohenberg-Kohn theorem. The total

energy can again be decomposed, now as E = ET ′ + En + EJ + Exc, with

ET ′ = −1

2

∑
i

∫
φ†i (r)∇2φi(r)dr (1.11)

En =

∫
vn(r)ρ(r)dr (1.12)

EJ =
1

2

∫
ρ(r1)ρ(r2)

|r1 − r2|
dr1dr2 (1.13)

Exc[ρ] = G[ρ]− ET ′ [ρ]− En[ρ]− EJ [ρ] (1.14)

which makes it clear that the exchange-correlation energy is merely defined to be the dif-

ference between the exact energy and the pieces that have a closed-form expression. The

exchange-correlation potential vxc which appears in equation (1.10) is just the functional

derivative of the exchange-correlation energy, vxc = δExc/δρ; as such, KS DFT development

therefore focuses on improving the approximations in the linked Exc[ρ] and vxc(r) functions,

leading to an abundance of functionals to choose from. In KS-DFT, then, the electronic

states are affected by the kinetic energy functional, the nuclear potential, Coulomb repul-

sion, this effective potential vxc, and any other external potentials that may be applied.

We began this discussion by assuming a one-particle basis but have been referring exten-

sively to orbitals φi throughout. These orbitals are of course just linear combinations of the

one-particle basis functions, and the expansion coefficients are referred to as the MO coef-

ficients. The potentials and interactions described above are assembled into a Fock matrix

in the original one-particle basis, whose eigenvectors are the MO coefficient vectors to be

18



used for the next iteration of the self-consistency algorithm, with corresponding eigenvalues

as orbital energies. The self-consistency problem is then written in matrix form,

Fc = Scε (1.15)

where F is the overall Fock matrix, c are the MO coefficients, S is the overlap matrix between

the one-particle basis functions, and ε the orbital energies.

1.2 Constrained Density Functional Theory

CDFT is directly involved in the rest of this thesis, and so we give a substantially more

thorough introduction than was needed for HF and KS-DFT.

We now proceed to outline the working equations of CDFT and describe how they can be

solved efficiently. External applied potentials can come into play in many sorts of situations;

in particular constrained density functional theory (CDFT) may be thought of as applying

external potentials to achieve the target constraint values. Development of modern CDFT

has benefitted greatly from the foresight of the original presentation of CDFT, which fully

anticipated all manner of applications and formalisms.4 In modern molecular usage, the the-

ory of CDFT has been refined so that constraints are typically phrased in terms of the charge

and spin on arbitrary molecular fragments, which are defined in terms of an atomic charge

prescription.5–9 This portrayal allows for multiple constrained fragments, analytical gradi-

ents, and efficient determination of the self-consistent constraint potential. In this section

we introduce the general theory with emphasis on the formulation in terms of populations.

We close the section with a few illustrations of best practices in using constraints to solve

chemical problems.

1.2.1 Original CDFT Equations

The first presentation of a constrained DFT formalism is due to Dederichs et al.4 and

proceeds as follows. Suppose we seek the ground electronic state of a system subject to
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the constraint that there are N electrons in a volume Ω. One can accomplish this by

supplementing the traditional DFT energy functional, E[ρ(r)], with a Lagrange multiplier:

E(N) = min
ρ

max
V

[
E[ρ(r)] + V

(∫
Ω

ρ(r)d3r −N
)]

(1.16)

The addition of a single Lagrange multiplier term V
(∫

Ω
ρ(r)d3r −N

)
is sufficient to effect

a constrained optimization that yields the lowest-energy state with exactly N electrons in

the volume Ω. This would clearly be useful, for example, in looking at the localization of

charge around an impurity. Continuing along these lines, one can easily come up with other

interesting constraint formulations.4 One could constrain local d (or f) charge variation in

transition (or rare-earth) metals:

E(N) = min
ρ

max
Vd

[
E[ρ(r)] + Vd

(∫
ρd(r)d3r −Nd

)]
(1.17)

or the (net) magnetization:

E(N) = min
ρ

max
H

[
E[ρ(r)] +H

(∫
Ω

m(r)d3r −M
)] [

m(r) ≡ ρα(r)− ρβ(r)
]
. (1.18)

One could go even further and note that the magnetization in a given system need not have

a uniform orientation throughout, so that one could partition the system into magnetization

domains with different axes of magnetization. In this case, the magnetization on each domain

would become an independent parameter, with the energy E( ~M1, . . . , ~MN) being a function

of the constrained parameters.

All of the constraints above can be cast in a unified notation:5

W [ρ, V ;N ] ≡ E[ρ] + V

(∑
σ

∫
wσ(r)ρσ(r)d3r −N

)
(1.19)

E(N) = min
ρ

max
V

W [ρ, V ;N ]. (1.20)

Here, one introduces a (spin-dependent) weight function, wσ(r), that defines the property of
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interest. For example, to match equation (1.16), wα(r) = wβ(r) would be the characteristic

function of Ω. To match equation (1.18), wα(r) = −wβ(r) would again be the characteristic

function of Ω. In this way, we think of the various constraints as specific manifestations of

a single unified formalism.

These core equations have been widely used for determining the U parameter in LDA+U ,

Anderson, and Hubbard models,10–25 frequently in combination with the Hund’s rule ex-

change parameter J .26–40 A survey of the results based upon CDFT finds that virial and

Hellmann-Feynman theorems have been given for CDFT,41 and the theory has been gener-

alized for application to the inverse Kohn-Sham problem.42 CDFT has found use examining

charge localization and fluctuation in the d density of bulk iron,43 studying localized exci-

tons on the surface of GaAs(110),44 and constraining core orbital occupations to obtain core

excitation energies.45 Combining Janak’s theorem and its integrated version the Slater for-

mula with CDFT yields an efficient method for determining the charge on quantum dots,46

and using CDFT to constrain orbitals to a fixed atomic form provides a projection operator

for use in self-interaction correction (SIC) calculations;47 the CDFT equations have been

reformulated for use with DFTB+ tight-binding models.48 With this slew of varied applica-

tions, the theory of constraining properties of DFT states has proven quite versatile, being

applied to study a wide variety of phenomena. In this thesis, we will focus on simultaneously

constraining the charge and spin on a particular fragment or fragments of a molecular sys-

tem, as needed in combination with the promolecule approach (section 2.2.3) for modifying

constraint values.

1.2.2 Constrained Observables

There is a great deal of flexibility available for constraining the ground-state density in

equation (1.19), since in an unrestricted KS DFT framework an arbitrary constraint may be

applied to the integrated population of each spin, over any number of arbitrary regions of

space, subject to an arbitrary weighting scheme. In practice, this degree of flexibility is simply

overwhelming, and requires some way to streamline the choice of appropriate constraints.
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In this spirit, real-space atomic charge schemes have driven much of the modern work with

CDFT: they are flexible enough to define a variety of states in accord with chemical intuition,

but at the same time compact enough that the number of reasonable constraints is not too

large.

First, it is important to note that a variety of commonly used prescriptions for computing

the charge on atom A can be cast in the form

NA ≡
∫
wA(r)ρ(r)d3r. (1.21)

Thus, constraining the charge or spin using one of these population prescriptions is just a

special case of equation 1.19. The easiest to understand is probably the Voronoi method,49

which partitions space up into cells ΩI consisting of all points closest to atom I. The number

of electrons on atom A is then

NA ≡
∫

ΩA

ρ(r)d3r (1.22)

which is obviously a special case of equation (1.16). The Becke population scheme is similar:50

here one defines a weight function, wBecke
A , that is nearly unity inside the Voronoi cell, nearly

zero outside and smoothly connects the two limits. The number of electrons on atom A is

then

NA ≡
∫
wBecke
A (r)ρ(r)d3r. (1.23)

In a completely different fashion, the Hirshfeld (or Stockholder) partitioning can also be

written in terms of atomic weight functions.51 In the Hirshfeld scheme, one constructs a pro-

molecule density, ρ̃(r) that is just the sum of (usually spherically averaged) atomic densities,

ρA(r). One then defines an atomic weight function and number of electrons respectively by:

wHirshfeld
A (r) ≡ ρA(r)

ρ̃(r)
NA ≡

∫
wHirshfeld
A (r)ρ(r)d3r. (1.24)

Similar constructions apply to the variations on this theme — including Hirshfeld-I52 and

iterated Stockholder53 — with mild adjustments to the definitions of wA. It is also in
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principle possible to phrase more sophisticated schemes — such as partition theory54–56 and

Bader’s atoms-in-molecules approach57 — in terms of a weight function wA, although to our

knowledge these connections have never been made in the context of CDFT. Finally, there

are charge prescriptions (including the popular Mulliken,58 Löwdin59 and NBO60 schemes)

that can not be written in terms of the density. In these cases, the charge is defined by

partitioning the one-particle density matrix (1PDM) which technically goes outside the scope

of constrained density functional theory. However, in practice it is a simple matter to apply

constraints to the 1PDM within the same formalism5,6 and thus when one constrains Löwdin

or Mulliken populations it is still colloquially referred to as CDFT.

With a prescription for atomic charges in hand, one can easily build up a weight, wF ,

for the charge on a fragment F , consisting of any group of atoms within a molecule or solid.

The charge on the fragment is just the sum of the atomic charges, so that

NF ≡
∑
I∈F

NI =
∑
I∈F

∫
wI(r)ρ(r)d3r

=

∫ ∑
I∈F

wI(r)ρ(r)d3r ≡
∫
wF (r)ρ(r)d3r [wF (r) ≡

∑
I∈F

wI(r)]. (1.25)

We can thus constrain the number of electrons on any fragment by adding the Lagrangian

term

VF

(∫
wF (r)ρ(r)d3r −NF

)
(1.26)

to the energy expression. Here NF is the total number of electrons on the fragment, though

for practical calculations the nuclear charge is subtracted off and only the net number of

electrons on the fragment (−qF ≡ NF − ZF ) need be specified as input to the calculation.

For magnetic systems, we would also like to be able to constrain the local spin using

population operators. That is, we would like the equivalent of equation (1.18) for subsets

of the entire system. To accomplish this, we note that the number of electrons of spin σ

(σ = α, β) on F is just

Nσ
F ≡

∫
wF (r)ρσ(r)d3r. (1.27)
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The net spin polarization (i.e. the local MS value) is (Nα − Nβ)/2, where the factor of

1/2 reflects the fact that electrons are spin-1/2 particles. We can thus constrain the net

magnetization of any fragment by adding the Lagrangian term:

HF

(∫
wF (r)(ρα(r)− ρβ(r))d3r −MF

)
(1.28)

MF is then the net number of spin up electrons on the fragment, which is the same as twice

the MS value.

Finally, we can apply any number of spin and charge constraints by adding a number of

such terms:

W [ρ, VF , HF ′ ;NF ,MF ′ ] ≡ E[ρ] +
∑
F

VF

(∫
wF (r)ρ(r)d3r −NF

)
(1.29)

+
∑
F ′

HF ′

(∫
wF ′(r)(ρα(r)− ρβ(r))d3r −MF ′

)
E(NF ,MF ′) = min

ρ
max
VF ,HF ′

W [ρ, VF , HF ′ ;NF ,MF ′ ]. (1.30)

The actual form of wF (and thus the constraint) will depend on the choice of target pop-

ulations as described above. But it is a trivial matter to write the equations in a manner

that is independent of the population, and we will maintain this level of abstraction in what

follows.

1.2.3 Choosing a Constraint

Even if we restrict our attention only to charge and spin constraints, in any given application

one still has several choices to make about how an appropriate constraint should be defined.

What atomic population should be used? Which atoms should be included in the fragment?

Does the basis set matter? For the most part, the answers to these questions must be

determined on a case-by-case basis either by trial and error or using chemical intuition.

However, the literature does contain a number of empirically determined guidelines that can

be helpful in practice:
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Figure 1-1: The energy and constraint potential as a function of charge separation in N2 with
different charge prescriptions. Squares: Becke population; triangles: Löwdin population;
dots: Mulliken population. Calculations performed using B3LYP in a 6-31G* basis set.
Reprinted with permission from reference 6. Copyright 2006 American Chemical Society.

• Mulliken populations are not reliable. One abiding rule is that Mulliken pop-

ulations are unrealistic in CDFT. For example, in Figure 1-1, Mulliken populations

spuriously predict that separating charge in dinitrogen to obtain the N+N− configu-

ration should only require a fraction of an eV, whereas all other prescriptions predict

energies on the order of 5-10 eV. This failure can be linked to the ability of Mulliken

populations to become negative in some regions of space.61
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• When diffuse functions are involved, density based prescriptions are more

stable. Here again, the observation is tied to a known weakness of an atomic popula-

tion scheme: AO-based schemes (like Löwdin, Mulliken or NBO) tend to get confused

when diffuse functions are added.62 In the worst cases, this fault keeps Löwdin-CDFT

energies and properties from converging as the size of the basis set is increased. Such

a case is illustrated in Table 1.1, which presents the electronic coupling (discussed in

section 1.4.1) between benzene and chlorine at two different separations for a variety

of basis sets. Clearly the Löwdin result shows an unreasonably large increase as the

basis size increases, while the density-based Becke prescription shows fast convergence.

Real-space population schemes such as the Becke weighting scheme and Hirshfeld par-

titioning correct for the broad spread of diffuse basis functions, giving good results for

CDFT.6,63

Table 1.1: Diabatic coupling (in mHartree) for electron transfer from benzene to Cl.7

d (Å) 0.604 1.208
Löwdin Becke Löwdin Becke

6-31G 21.3 58.2 30.1 65.9
6-31G(d) 21.0 56.9 29.9 64.8
6-31+G(d) 39.6 46.7 46.1 53.9
VDZ-ANO 95.3 48.8 94.0 56.1

• Larger fragments give more consistent results. This conclusion has mainly

been drawn from the application of CDFT to predict exchange couplings in magnetic

organometallic compounds, where there is a wealth of experimental data to compare

to.64 The qualitative picture is that all excess spin resides on the metal atoms. How-

ever, in practice, constraining the net spin of the metal atoms alone using any of the

standard schemes gives unreasonable exchange couplings. The most reliable results

are obtained if the fragments are made as large as possible; if there are two metals (A

and B) then every atom in the molecule is assigned either to fragment A or fragment

B, even if there is thought to be no net magnetization on that fragment. Likewise,
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for charge transfer, making the fragments large helps stabilize the excess charge, e.g.

constraining a metal center and its ligands (instead of just the metal), or not leaving an

unconstrained “bridge” in a fully conjugated aromatic charge-transfer system. Making

the constrained region too small can cause the constraint to be artificially too strong;

a charged metal center really will delocalize charge to its ligands (Figure 1-2), and a

charge-transfer state in a conjugated system will delocalize the electron and hole as

much as possible to stabilize itself. By making the CDFT constraint region as large as

possible, the minimum perturbation needed to enforce the constraint can be applied,

with the system naturally seeking the correct level of localization. It is important to

emphasize that adding “spectator” atoms to a fragment does not necessarily place any

charge or spin on the spectator; adding the atom to the fragment merely means that

the variational CDFT optimization can place additional charge or spin on that atom,

not that it will. For example, in Figure 1-2, when half of the bridge is added to each

fragment, not all of the bridge carbons will have extra charge.

• When possible, constrain charge and spin together. Suppose you were inter-

ested in charge transfer between C60 and C70 (i.e. C+
60 · · ·C−70). You could generate this

state in one of two ways: either constrain only the charge (e.g. qC60 = +1) or the charge

and spin (e.g. qC60 = +1 and MC60 = 1). In many cases these two routes will give

nearly identical answers (as long as the calculations are spin-unrestricted). However,

in the cases where they differ significantly, it can often be the case that constraining

the charge leads to a state that still has significant overlap with the ground state. This

phenomenon is known as “ground state collapse” and generally leads to erroneous re-

sults for energetics.66 Thus, to be on the safe side, it seems best to constrain both

charge and spin rather than just charge alone.

• There can be many equivalent ways of specifying the same state. Returning

to the C+
60...C−70 example, because the overall charge on the system is fixed, specifying

qC60 = +1 or qC70 = −1 would obtain exactly the same answer in CDFT. Alternatively,

requiring that qC60−qC70 = +2 would also give the same result. These observations are
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Figure 1-2: The energy behavior of [Na(NH3)3]+H2N(CH2)nNH2[Na(NH3)3]− with the con-
straint applied to just the metal atoms (•), the Na(NH3)3 groups (+), the metal and ammo-
nias and the amine group of the bridge (×), splitting the complex in two down the middle of
the bridge (×+), or with a promolecule-modified constraint applied to the Na(NH3)3 groups
(�). Energy differences are measured with respect to the ground-state DFT energy for each
system, and plotted as a function of the number of carbons in the alkyl amine. Geometries
are constructed with bond lengths and angles corresponding to the optimized geometry of
the eight-carbon system. The metal-only constraint is comically overstrong (note the bro-
ken y-axis), while expanding the constraint region to include the ligands or the ligands plus
bridge leads to physically plausible results. The constraint in (×+) is a weaker constraint
than all the other curves except the promolecule-corrected constraint on the sodium and
ammonias; this is because when the system is literally divided in two, only one constraint
region is needed — the other partitionings require that one region is constrained to +1 charge
and the other to −1, with an implicit constraint that the bridge is neutral. Reprinted with
permission from reference 65. Copyright 2012 American Chemical Society.
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general: it is always mathematically equivalent to describe the system with constraint

NA on A and with constraint NB ≡ N − NA on a B defined as the set complement

of A. The ability to add and subtract constraints in this manner is reminiscent of

the elementary row operations of linear algebra, allowing for different presentations of

equivalent physical constraints. The charge difference constraint illustrated above has

been used rather extensively6,63 because, in cases where the constraint regions do not

cover all of space, the charge difference constraint is insensitive to fluctuations in the

overall charge.

• When donor and acceptor are very close to one another, CDFT may fail.

When atoms are bound together in molecules, there is no perfect prescription for

assigning atomic charges: at some point any method for dividing delocalized charge

becomes arbitrary. It is particularly challenging when atoms are very close to each

other, e.g. the two nitrogen atoms in N2, illustrated in Figure 1-1. Here, even when

two reasonable charge prescriptions (Löwdin and Becke) are used, the energy of the

N+N− state varies by more than 3 eV. This is clearly an unacceptably large error for

chemical purposes and trying more population prescriptions will not fix the problem.

There is simply no unambiguous way to apportion the charge in N2 to the different

nitrogen atoms. In section 2.2.3 we will discuss how these problems can be mitigated

somewhat by using fragment densities, but they cannot be entirely ignored.

Thus, while defining an appropriate constraint is not a trivial task, in practice we at least

have some empirical guidelines of what to do and what not to do when we approach a new

problem with CDFT.

1.2.4 Implementation

A full implementation of CDFT needs to find the density which obeys the specified charge/spin

constraints at SCF convergence. That is to say, it needs to solve for the stationary points

of the Lagrangian in equation (1.30). Ideally, we would like to solve these equations with
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approximately the same computational cost as a regular KS-DFT calculation. Toward that

end, we re-write equation 1.30 as

E(Nk) = min
ρ

max
Vk

W [ρ, Vk;Nk]

= min
ρ

max
Vk

[
E[ρ] +

∑
k

Vk

(∫ ∑
σ

wσk (r)ρσ(r)d3r −Nk

)]
(1.31)

where the index k indexes charge and spin constraints: for charges Vk ≡ VF and wαk = wβk =

wF , while for spins Vk ≡ HF and wαk = −wβk = wF . This notation obfuscates the meaning

somewhat, but makes the equations uniform. Recall that the DFT energy expression is

defined by

E[ρ] =
∑
σ

Nσ∑
i

〈
φiσ

∣∣∣∣−1

2
∇2

∣∣∣∣φiσ〉+

∫
vn(r)ρ(r)d3r + J [ρ] + Exc[ρ

α, ρβ] (1.32)

where the terms on the right hand side are, in order, the electronic kinetic, electron-nuclear

attraction, Coulomb and exchange-correlation energies. Requiring that equation (1.31) be

stationary with respect to variations of the orbitals, subject to their orthonormality, yields

the equations:(
−1

2
∇2 + vn(r) +

∫
ρ(r′)

|r− r′|
d3r′ + vσxc(r) +

∑
k

Vkw
σ
k (r)

)
φiσ = εiσφiσ (1.33)

with Hermitian conjugate for φ∗iσ. These equations are just the standard Kohn-Sham equa-

tions with the addition of some new potentials, which may be thought of as the external

applied potentials needed to enforce the constraints of CDFT. These potentials are propor-

tional to the Lagrange multipliers, which illustrates the physical mechanism by which CDFT

controls charges and spins: it alters the potential in such a way that the ground state in the

new potential satisfies the desired constraint. Another way to say it is that the excited state

of the unperturbed system can be approximated by the ground state of the system in the

presence of the constraining potential. Thus, CDFT takes the fact that the KS approach is
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exact for any potential and exploits it to obtain information about nominally inaccessible

excited states.

However, these constraint potentials are not yet fully specified — though the wk are given

as parameters, the Lagrange multipliers Vk are only implicitly defined by the constraints on

the fragment charges and spins. These constraints become clear when we attempt to make

W stationary with respect to the Vi:

dW

dVk
=
∑
σ

Nσ∑
i

(
δW

δφ∗iσ

∂φ∗iσ
∂Vk

+ cc

)
+
∂W

∂Vk
(1.34)

=
∑
σ

∫
wσk (r)ρσ(r)d3r −Nk (1.35)

= 0 (1.36)

where the eigencondition δW/δφ∗iσ = 0 has been used. Note that only the constraint with

index k remains after differentiation, even when multiple constraints are imposed on the sys-

tem, and the stationary condition of the derivative being zero enforces the desired charge/spin

constraints.

The separate conditions of equations (1.33) and (1.36) imply that Vk and ρ must be

determined self-consistently to make W stationary. This is somewhat daunting, as the

Lagrangian optimization is typically only a stationary condition — that is, it is not typically

a pure maximization or minimization. As a practical matter, it is much more difficult to

locate indefinite stationary points than maxima or minima. For example, it is significantly

harder to find a transition state (an indefinite stationary point) than an equilibrium structure

(a minimum). However, even though the CDFT stationary point is not a maximum or a

minimum, it is easy to locate, because one can show that the desired solution is a minimum

with respect to ρ and a maximum with respect to Vk.
5,6 Thus, the stationary point can be

solved for via alternating between minimization along one coordinate (the density) followed

by maximization along the others (the potentials).

To see this, note that for any fixed Vk, equations (1.33) determine a unique set of orbitals,
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φi[Vk]. These orbitals define a density ρ[Vk], which can then be used as input to W . In this

manner, one can think of W as a function only of Vk: W (Vk). We can work out the second

derivatives of this function:6

∂2W

∂Vk∂Vl
=
∑
σ

Nσ∑
i

∫
wσk (r)φ∗iσ(r)

δφiσ(r)

δ[Vlwσl (r′)]
wσl (r′)d3rd3r′ + cc (1.37)

=
∑
σ

Nσ∑
i

∫
wσk (r)φ∗iσ(r)

∑
a6=i

φ∗aσ(r′)φiσ(r′)

εiσ − εaσ
φaσ(r)wσl (r′)d3rd3r′ + cc (1.38)

= 2
∑
σ

Nσ∑
i

∑
a>Nσ

〈φiσ|wσk |φaσ〉〈φaσ|wσl |φiσ〉
εiσ − εaσ

(1.39)

where first-order perturbation theory has been used in the evaluation of the functional deriva-

tive δφiσ(r)/δ[Vlw
σ
l (r′)]. The index i only covers the occupied orbitals of the constrained

state, whereas the index a need only cover the virtual orbitals, as the summand is antisym-

metric in i and a. This Hessian matrix is nonpositive definite because6

m∑
k,l

Vk
∂2W

∂Vk∂Vl
Vl = 2

∑
σ

Nσ∑
i

∑
a>Nσ

|〈φiσ|
∑m

k=1 Vkw
σ
k |φaσ〉|

2

εiσ − εaσ
≤ 0 (1.40)

This holds because the KS method chooses the lowest-energy eigenstates as the occupied

orbitals, so for every occupied orbital i and virtual orbital a, εiσ ≤ εaσ. Thus, the overall

Hessian product is nonpositive, as desired, giving a stationary point as a maximum.

Having worked out the second derivatives, we see two features that simplify the CDFT

optimization procedure. First, the condensed version of W is globally concave in the Vk,

giving a unique fixed point which satisfies all the applied constraints. Thus, there can be no

confusion about local versus global maxima. Second, since both the first and second deriva-

tives of W (Vk) are easily computed, rapidly converging algorithms such as Newton’s method

can be used to locate its stationary point. Convergence to the constrained SCF minimum

can thus be achieved by means of a nested-loop algorithm with outer SCF loop and inner

constraint loop. The outer loop closely resembles a normal DFT calculation, with SCF itera-

tions being performed to optimize the orbitals. Within each step of the outer loop, a second
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loop of microiterations is performed to determine the Lagrange multipliers Vk that make the

density satisfy the charge and spin constraints (equations (1.25) and (1.27)). Because the

Vk contribute to the Fock matrix, the orbitals must be redetermined by diagonalization of

the Fock matrix at each microiteration step. Fortunately, the Vk contribution to the Fock

matrix is easy to calculate and a full build with exchange and correlation contributions is not

necessary, making the microiterations relatively cheap for atom-centered basis sets. After

the first few iterations of the outer loop, it is common for the inner loop to converge after

only two or three microiterations. Essentially all available SCF codes use a convergence

accelerator, such as direct inversion in the iterative subspace (DIIS).67,68 Since CDFT in-

troduces an extra layer of microiterations at each SCF step, care is needed in incorporating

CDFT into existing SCF codes so as to not interfere with these accelerators. DIIS keeps

historical Fock matrices for several SCF iterations, and extrapolates a new Fock matrix from

them in order to generate MO coefficients for the next SCF iteration. Since the CDFT

microiterations add a constraint potential to the Fock matrix to determine MO coefficients,

but use the unconstrained Fock matrix for energy determination, both unconstrained and

constrained Fock matrices must be retained. The extrapolation coefficients determined from

the constrained Fock matrices are then applied to the unconstrained matrices to yield an

initial unconstrained Fock matrix for the next round of CDFT microiterations.

It is important to note that at stationarity, the Lagrangian, W (equation (1.31)), is equal

to the physical energy of the system, E (equation (1.32)). The energy in the presence of the

constraining potentials Vkwk is then a form of free energy,

F = E + VtotNtot + VspinMspin. (1.41)

In accord with this free energy picture, we obtain the thermodynamic relations

dE(Nk)

dNk

= −Vk and
dF (Vk)

dVk
= Nk (1.42)

reflecting that E is a natural function of Nk but F is a natural function of Vk. It also follows
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that d2E/dN2
k = −(d2W/dV 2

k )−1, so that the concavity of W (Vk) implies convexity of E(Nk),

an important physical condition.

In addition to energy derivatives with respect to the internal parameters Vi and Ni, we

may also wish to compute derivatives of the energy with respect to external parameters such

as nuclear position. Such analytical gradients have been implemented for CDFT, making

possible ab initio molecular dynamics on charge-constrained states and parameterizations of

Marcus electron transfer theory therefrom.5,6, 63,65,69–71 Implementation of analytical gradi-

ents for the CDFT-CI method which underlies this thesis will be presented as chapter 4;

CDFT-CI gradients of course rely on CDFT gradients. Consider the problem of computing

the derivative of the electronic energy (equation (1.32)) with respect to the position of nu-

cleus A. In addition to obeying E[ρCDFT] = W [ρCDFT, V
CDFT
k , NCDFT] at convergence, W has

the additional property that it is variational with respect to both ρ and the Vi (in contrast

to E[ρCDFT] which is not even a stationary point of the energy), which allows the use of the

Hellmann-Feynman theorem, writing

∇AW = ∇AE +
∑
i

Viρ∇Awi (1.43)

The first term is the standard gradient for unconstrained calculations, which includes the

Hellmann-Feynman force, Pulay force, and terms from change in DFT integration grid with

nuclear displacement; the second term represents the extra force due to the constraint con-

dition on the density. The form of this term is necessarily dependent on the form of the

population operator w used to define the constraint; for the Becke population scheme, these

terms have been computed in reference 72. With a Mulliken or Löwdin treatment of pop-

ulation, which depends on the AO overlap matrix, this term has a more complicated form;

reference 8 performs the calculation for the Löwdin scheme. Oberhofer and Blumberger’s

plane-wave CDFT implementation using Hirshfeld’s population scheme has also implemented

analytical gradients; their expressions for the weight constraint gradient is in Appendix B of

reference 63.

Finally, we note that we have focused here on the implementation of CDFT in localized
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orbital codes, but the method can equally well be implemented in plane-wave codes.63 The

primary difference is in the cost tradeoff — whereas diagonalization of the KS Hamiltonian

is cheap in localized orbitals it is expensive for plane waves. Thus the relative cost of the

microiterations is somewhat higher in a plane-wave-based scheme, but the SCF iterations can

be significantly faster, particularly for pure functionals applied to condensed phase problems.

1.3 Configuration interaction

We previously gave some basic introduction to HF and KS-DFT, but of course there are

many more-modern methods which have been developed (and are still being developed) on

top of the basic structures. Since CDFT-CI is a configuration interaction method, we take

some time to talk about the more standard CI methods and mention briefly other related

techniques which we will use as references for comparing numerical results.

To give a sense of the evolution of these methods, we note that the difference between

the exact energy and the Hartree-Fock energy is defined to be the “correlation energy”,

corresponding to the correlations between different electronic coordinates which are present

in the exact wavefunction but not describable in the Slater determinant form of the Hartree-

Fock wavefunction. This correlation energy is sometimes further divided into “static” and

“dynamic” pieces as we describe shortly, though there is no rigorous separation or definition

of these terms. The Hartree-Fock wavefunction is used as a starting point for higher-level

methods which endeavor to recover more and more of the correlation energy; its structure

as a Slater determinant Ψ of single-particle orbitals φi makes such extensions relatively

straightforward. We introduce a slight change of notation, calling the Hartree-Fock ground

state Ψ0, for reasons that will shortly become clear, and note that this Slater determinant is

just a single configuration; in some cases, a multiconfigurational wavefunction is necessary

to describe the system correctly. This is the case during (homolytic) bond dissociation,

and in general a multiconfigurational treatment is quite beneficial when there are multiple

states low-lying in energy; such cases are generally considered to be examples of static

correlation; dynamic correlation is then “everything else”. Extensions to HF add more
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configurations to the effective wavefunction, using the one-particle orbitals determined from

the HF calculation to construct a new configuration basis of many-particle wavefunctions,

and constructing a multiconfigurational wavefunction Ψ =
∑

k ckΨk from that basis. For

ground states, the variational theorem guarantees that this will result in an improved energy,

though the situation for excited states is a bit more complicated.

In the extreme case the configuration basis would consist of all possible combinations of

one-particle orbitals into N-particle Slater determinants; the number of such configurations

is on the order of
(
M
N

)
where M is the size of the original one-particle basis and N is the

number of electrons. For a particular basis set, this quantity scales exponentially with the

number of atoms, which imposes a strict limit on the size of systems for which this treatment

is reasonable (a bit over 10 atoms, with current technology).

Given that the HF ground state is expected to be a reasonable approximation to the

exact wavefunction (or at least not too bad), it is reasonable to use it as a reference state

from which to describe other configurations in the multi-particle-wavefunction basis. These

other configurations are then represented as the HF wavefunction with one or more orbitals

φi replaced in the Slater determinant by previously unoccupied orbitals φa, a “substitution”

from orbital i to orbital a. This configuration can then be written as Ψa
i , a “double sub-

stitution” with orbital a replacing i and b replacing j as Ψab
ij , and so forth.a The set of

all possible combinations of one-particle orbitals into N -particle configurations would then

include the HF solution, as well as single, double, . . . substitutions up to the total number of

electrons in the system. This case is known as full configuration interaction, since it includes

all possible configurations of the one-particle orbitals (precisely the
(
M
N

)
from above); it will

in this sense give the exact energy within a particular one-particle basis set.

Having described the configuration portion, it remains to describe the interactions in the

CI method. With a general form for the wavefunction being written as

Ψ = C0Ψ0 +
∑
ia

CiaΨ
a
i +

∑
ijab

CijabΨ
ab
ij + · · · (1.44)

aWe are perhaps fortunate that methods involving octuple substitutions have not come into common use.
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(here Ψ0 is the HF wavefunction), the energy will be 〈Ψ|Ĥ|Ψ〉 (presuming the expansion co-

efficients C are such to give a normalized wavefunction). The variational theorem guarantees

that the minimum-energy wavefunction will be an eigenstate of the Hamiltonian; however, it

is conceptually useful to rephrase the energy problem as an explicit eigenvalue problem. We

already referred to the configurations Ψ0, Ψa
i , . . . as a “configuration basis”, and thus it is

natural to expect to write the Hamiltonian in this basis. This representation of the Hamil-

tonian has interesting sparseness properties in its off-diagonal elements; Ψ0 only couples to

states Ψab
ij (but not Ψa

i ), and in general two configurations will only couple if they differ by

two or fewer orbitals (since the Hamiltonian is a two-electron operator and the orbital basis

is orthonormal). That is, the element 〈Ψa
i |Ĥ|Ψabcd

ijkl 〉 is always zero, and so forth. Thinking of

the Hamiltonian as having block structure, with the Ψ0 block, single substitutions, double

substitutions, triples, etc., this makes the Hamiltonian a banded matrix with two bands aside

the diagonal. With these interactions in place, the CI energy is just the lowest eigenvalue of

the Hamiltonian in this basis of configurations.

Taking a brief excursion away from the ground state, we note that since the single sub-

stitutions do not couple directly to the Ψ0, one can then approximate the energy of the first

excited state as the lowest eigenvalue of just the singles-singles block of the Hamiltonian.

This is known as configuration-interaction singles (CIS), and is an old and fairly inexpen-

sive method for approximating excited-state energies — we will refer back to CIS results

when we investigate excited-state PESs in chapter 4. Returning to the ground state, the

non-interaction of the singles with Ψ0 means that the first correction to the ground-state

energy comes when double substitutions are included. (〈Ψab
ij |Ĥ|Ψa

i 〉 is nonzero, though, so

the single substitutions are included as well.) This is known as CISD, with obvious extension

to CISDT, CISDTQ, etc.. However, since only the double substitutions couple directly to

Ψ0 and including the triple substitutions is more computationally expensive, CISD remains

the most popular.

Since this class of CI methods includes all substitutions of a given form, the compu-

tational burden can be quite substantial. One might question the physical relevance of
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substitutions from orbitals deep in the core, or substitutions to very-high energy orbitals.

As such, an alternate CI method to those mentioned above exists, which labels some or-

bitals as being always occupied and some orbitals as being always unoccupied, and considers

only configurations within the remaining orbitals, which are said to form an “active space”.

Because the set of possible substitutions is thus drastically reduced, it becomes possible to

consider all possible configurations within the active space, thus making this a “complete

active space” method. With the limited active space, though, the orbitals should be opti-

mized simultaneously with the expansion coefficients, leading to the CASSCF (or just CAS)

method. Calculations are described by the number of electrons and the number of orbitals

in the active space, as in a CAS(3,4) calculation of three electrons in four orbitals. Because

CAS only includes a relatively small number of configurations, it treats static correlation

better than dynamic correlation; therefore a perturbation theory correction to the CASSCF

energy (very similar to Møller-Plesset perturbation theory) is frequently added to include

dynamic correlations, leading to the CASPT2 method.

However, all of these CI methods (except full CI) share a common systematic deficiency:

they are not size consistent. That is, if the energy of system A is EA, then considering a

system B which consists of two identical copies of A at infinite separation from each other,

the energy EB will not adhere to EB = 2EA for these methods! Though this particular

situation does not actually occur in practice (and if it did, CAS could be adapted to use an

appropriately scaled active space and remain size consistent), it is still enough to indicate a

systematic problem as these methods are applied to larger and larger systems. To address

the issue, coupled-cluster methods have been developed73 which are similar to CI methods

in including various levels of substitution but have the necessary size-consistency property.

The particular structure of coupled-cluster methods is not relevant to the rest of this thesis,

merely that they should be more accurate versions of CI methods, so we do not further treat

coupled-cluster theory in this introduction.
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1.4 CDFT–configuration interaction

These configuration-interaction methods which originate from HF theory all involve a com-

mon set of orbitals, and as such they are obliged to use a fairly large number of N -electron

basis states in order to extract accurate energies from the CI matrix. CDFT provides a route

for the chemist to explicitly specify particular N -electron states to be included as a basis for

the CI matrix, and to phrase these N -electron states in terms of chemically relevant charge

and spin distributions. These basis states include dynamic correlation directly through their

DFT XC functional, and because each state has its own distinct set of orbitals, they may

be fully relaxed in a self-consistent fashion above and beyond the linear response of orbital

substitution.

More concretely, CDFT-CI is constructed as follows: Given a system with inherent mul-

ticonfigurational nature, e.g., a dissociating system with significant ionic and covalent char-

acter such as LiF, we introduce multiple configurations Φionic and Φneutral corresponding to

those different limiting cases. The intermediate regime might then be described as

Ψstretched = C1Φionic + C2Φneutral (1.45)

C2
1 + C2

2 = 1 (1.46)

The Ci form the CI vector of a Hamiltonian matrix, in the basis of the (as-yet unspecified)

Φionic and Φneutral. CDFT provides an easy framework to produce these chemically intuitive

states by enforcing a combination of charge and spin constraints to the system. The CDFT

energies then form the diagonal elements of this Hamiltonian, whilst the off-diagonal elements

are populated by the coupling elements between the states, section 1.4.1.7,9, 74–76

1.4.1 Evaluating CDFT Couplings

Given two electronic states |Ψ1〉 and |Ψ2〉, the coupling between them is just the matrix

element of the Hamiltonian,

H12 = 〈Ψ1|Ĥ|Ψ2〉 (1.47)
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It is a bit difficult to see how equation (1.47) can be computed in the context of CDFT.

The exact expression is written in terms of the wavefunctions for donor and acceptor, but

KS theory only gives us the density of each state. The KS wavefunctions, |ΦI〉, are fictitious

determinants that are constructed to give the correct density. Hence, in practice we need

some approximate (but hopefully accurate) prescription for computing the coupling between

two CDFT states. The most common prescription for this task was provided in reference 7.

Here, we note that if the diabatic states are defined by constraints, then neither of the exact

wavefunctions, |ΨI〉, is an eigenstate of the Hamiltonian. Rather they are eigenstates of Ĥ

plus the relevant constraining potential VIwI(r):

[
Ĥ + VIwI(r)

]
|ΨI〉 = FI |ΨI〉. (1.48)

where Fi are considered as the free energy in the presence of the constraining potential per

equation (1.41). We can therefore manipulate equation (1.47) to read:

H12 =
〈

Ψ1

∣∣∣Ĥ∣∣∣Ψ2

〉
(1.49)

=

〈
Ψ1

∣∣∣∣∣Ĥ + V1ŵ1(r) + Ĥ + V2ŵ2(r)

2
− V1ŵ1(r) + V2ŵ2(r)

2

∣∣∣∣∣Ψ2

〉
(1.50)

=

〈
Ψ1

∣∣∣∣F1 + F2

2
− V1ŵ1(r) + V2ŵ2(r)

2

∣∣∣∣Ψ2

〉
(1.51)

=
F1 + F2

2
S12 −

〈
Ψ1

∣∣∣∣V1ŵ1(r) + V2ŵ2(r)

2

∣∣∣∣Ψ2

〉
(1.52)

Thus, the coupling only requires the free energies FI , the overlap between the states and

the matrix elements of a one-electron potential between the states. This is certainly simpler

than the many electron matrix element we started with, but it still requires the (unknown)

wavefunctions |ΨI〉. Hence, at this point we approximate the true wavefunctions by their

KS surrogates (|ΨI〉 ≈ |ΦI〉) to arrive at a formula for the CDFT diabatic coupling:

H12 ≈
F1 + F2

2
SKS

12 −
〈

Φ1

∣∣∣∣V1ŵ1(r) + V2ŵ2(r)

2

∣∣∣∣Φ2

〉
(1.53)
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Approximating the exact wavefunction with the appropriate KS determinant is an uncon-

trolled approximation and it must be tested in practice. As a whole the approximation holds

up well, but it is obvious that a more rigorous definition of the diabatic coupling in CDFT

would be a significant discovery.

CDFT is not unique in providing a prescription for the diabatic coupling, and we can

use some of these other coupling prescriptions to attempt to assess the accuracy of the

CDFT coupling formula. The square of the electronic coupling is proportional to the rate of

transitions between the two diabatic states via Fermi’s golden rule. When considering charge

transfer between a spatially separated donor and acceptor, the rate is primarily governed

by tunneling, which is expected to decay exponentially with the separation. Thus, one

sanity check for any coupling prescription is to verify that it decays exponentially at large

separations.

Directly computing the coupling element between diabatic states is far from a unique

route to couplings; on the other end of the spectrum are methods that compute diabatic

couplings directly from a set of adiabatic states. There are a large number of such meth-

ods;77–83 the generalized Mulliken-Hush (GMH) prescription84,85 is perhaps the most widely

used, seeing heavy use for electron transfer problems. It is often taken as the definitive ref-

erence method for computing diabatic couplings (see Figure 1-3). The GMH method defines

diabatic states as the eigenstates of the dipole moment operator in the basis of the low-lying

adiabatic states. This makes physical sense: the eigenvalues of the dipole will be the extreme

values and the desired neutral and CT states will have very small and very large dipole mo-

ments, respectively. Thus, given a set of N adiabatic states (e.g. from CASSCF theory),

GMH first constructs matrix elements of the dipole operator and then diagonalizes this ma-

trix in the basis of the adiabatic states.84,85 GMH also allows for multiple diabats to have

charge localized on a given site, which are forced to be locally adiabatic with respect to each

other as the assumption of zero transition dipole moment is not reasonable in that case.85

The GMH diabats are automatically orthogonal, and so the diabatic coupling is obtained

by transforming the diagonal adiabatic Hamiltonian into the basis of dipole eigenstates; the
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physical coupling(s), Hab, are just the off-diagonal elements of the transformed Hamiltonian.

The GMH and CDFT couplings are very different in execution: the former requires

some pre-existing route to adiabatic excited states (e.g. TD-DFT) while the latter only

requires ground state calculations in alternative potentials. In GMH, diabatic states and

their couplings are deduced from the adiabats, while in CDFT diabatic states are constructed

directly. Finally, in GMH there is a clear route toward exact diabatic couplings (by improving

the adiabatic excited states) while in the latter the route toward exact couplings is somewhat

murky. The primary reason GMH (and related methods) deserve mention here is that, like

CDFT, GMH defines the diabatic states with relation to an operator. That is to say, in

GMH one chooses diabatic states as eigenstates of the dipole moment, much as in CDFT

one chooses diabats as states with defined charge. Thus, while the technical operations

involved are quite distinct, the two methods share a common picture of diabatic states as

being “special” with respect to some physical operator.

In contrast to GMH, the fragment orbital (FO-DFT) method does not use adiabatic

states to produce diabatic states and couplings; it computes diabatic couplings directly.

However, it uses a very severe approximation that only the HOMO and LUMO participate

in the coupling, and furthermore it requires non-interacting fragments for those HOMO and

LUMOs to be meaningful concepts. The requisite fragment calculations are quite similar

to the “promolecule” fragments of section 2.2.3. In practice, the LUMO of the acceptor is

computed as the HOMO of the reduced acceptor, so that occupied orbitals are used on both

sides of the matrix element.76 Figure 1-3 shows the behavior of the FO-DFT coupling as a

function of internuclear separation for the standard electron transfer Zn/Zn+ dimer cation

system, as well as CDFT couplings and the Generalized Mulliken-Hush (GMH) method

described previously. The FO-DFT method performs somewhat more poorly than the other

methods, and the CDFT and GMH couplings are comparable.76

It is important to note that the diabatic picture does not always predict an exponential

decay — it also lends itself to the Condon approximation that the coupling is insensitive to

(transverse) nuclear motion (e.g. relaxation within the donor or acceptor fragment).86 The

42



4 6 8 10 12

Distance [Å]

0.0001

0.01

1

|H
ab

| [
m

H
]

CDFT
FO-DFT
CDFT (Wu & Van Voorhis)
GMH (CASSCF)

Figure 1-3: GMH, CDFT (plane-wave), CDFT (AO), and FO-DFT methods compared for
diabatic coupling elements decaying with separation for the zinc dimer cation. Reprinted
with permission from reference 76. Copyright 2010 American Institute of Physics.

availability of CDFT couplings permits investigation of the validity of this approximation

for intramolecular electron transfer, by computing the coupling element as a function of the

reaction coordinate. Table 1.2 shows the variation in the electronic coupling along the re-

action coordinate for intramolecular charge transfer in the mixed-valence tetrathiafulvalene-

diquinone (Q-TTF-Q) anion.7 In the anion, the excess electron localizes on one of the

quinone rings, causing some out-of-plane distortion of the structure. Here, as the reaction

coordinate moves from q=1 to q=-1 the conformation changes from “electron on left” to

“electron on right”. As the data make clear, the electronic coupling changes very little

over the full domain of the reaction coordinate, showing that the Condon approximation is

reasonable for this system.
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q(±) |Hab|
1.0 2.89
0.8 2.95
0.6 3.00
0.4 3.03
0.2 3.05
0.0 3.06
-0.2 3.05
-0.4 3.03
-0.6 3.00
-0.8 2.95
-1.0 2.89

Table 1.2: The electronic coupling element |Hab| (kcal/mol) for Q-TTF-Q anion as a function
of the charge-transfer reaction coordinate. q = −1 corresponds to charge fully localized on
the left quinone, and q = 1 to charge localized on the right.7.

Having given ourselves some reassurance that the CDFT coupling of equation (1.53) pro-

duces reasonable coupling values, we will move forward and use it as the off-diagonal coupling

elements in our CDFT-CI Hamiltonian. Combined with the diagonal CDFT state energies,

this gives the matrix to be diagonalized, and the CDFT-CI energies as the eigenvalues.

1.4.2 The CDFT-CI Equations

This formalism can be readily generalized to the case of N states generated by arbitrary

constraints:
H11 H12 · · · H1N

H21 H22 H2N

...
. . .

...

HN1 HN2 · · · HNN




c1

c2

...

cN

 = E


1 S12 · · · S1N

S21 1 S2N

...
. . .

...

SN1 SN2 · · · 1




c1

c2

...

cN

 (1.54)

where the S terms incorporate the non-orthogonality of generic CDFT states. By analogy to

conventional configuration-interaction (CI) methods which build and diagonalize an inter-

action matrix between Hartree-Fock determinants, this method is termed CDFT-CI, using
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interactions between CDFT Kohn-Sham determinants to produce better approximations to

the true energy eigenvalues of the Hamiltonian.9 CDFT-CI is quite remarkable in its gen-

erality — it is a framework for constructing custom models for particular systems. There

is flexibility to use an arbitrary set of constrained states as the basis for the Hamiltonian

of the system in question. Choosing these basis states (tailored for the particular system of

interest) then defines the Hamiltonian, which CDFT-CI computes and diagonalizes to yield

energies, CI vectors, and other one-electron properties.

The reasons why CDFT-CI is so successful are relatively clear: by using CDFT states as

the basis for the CI we are able to effectively control the impact of SIE on the calculations

and include dynamic correlation through the CDFT energies. By performing a CI calculation

on top of the CDFT states, we add back in the static correlation that is artificially missing

from the localized CDFT solutions. As a result, CDFT-CI seems like a well-balanced tool

for the description of static correlation in molecular systems.

In a sense, the CDFT-CI basis is a diabatic basis, holding the charge/spin on various

portions of the system to be fixed irregardless of the nuclear configuration. Diabatic states

such as these have a long history in chemistry, being incorporated into valence bond theories

of bonding and models for molecular energy surfaces, with a strong continuing presence in

the diverse spread of methods for their determination.77–85,87–97 The diabatic picture proves

itself quite useful in various circumstances, producing PESs for dynamics that vary slowly

with nuclear coordinates and thus avoid sharp changes where errors can accumulate.

To confirm with actual calculations our expectations from theory, we return to the system

whose discussion began this section, LiF. The dissociation curve for LiF using CDFT-CI is

shown in Figure 1-4, within a four-state basis of Li+F−, Li−F+, Li↑F↓, and Li↓F↑. Results are

presented for CDFT-CI using two different functionals; both perform well, with the hybrid

B3LYP yielding the best results. As expected, passing through the dissociation region shows

a smooth transition from ionic to neutral for all three curves, as tracked quantitatively by

following the CI vectors, shown in Figure 1-5. The crossover between ionic and neutral

basis states occurs at 6.6 Å, as expected from where the Coulombic attraction of the ions
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Figure 1-4: Dissociation curve of LiF as computed with various CDFT-CI prescriptions in
a 6-311G++(3df,3pd) basis set. Optimized-orbital coupled cluster doubles calculations98,99

with a second-order correction [OD(2)] results are included as a reference. Reproduced with
permission from reference 9. Copyright 2007 American Institute of Physics.
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equals the difference of electron affinity and ionization potentials.9 Unlike conventional DFT,

all the CDFT-CI curves show the correct dissociation limit in Figure 1-4. The accuracy of

BLYP and B3LYP around the equilibrium geometry is preserved, indicating that the CDFT-

CI prescription does not spoil conventional DFT in regions with little static correlation.

The PESs are accurately described everywhere — at the equilibrium geometry, at infinite

separation, and in the troublesome region in-between where static correlation is strongest.

Having introduced the methods and basic equations needed and shown that the CDFT-

CI couplings, energies, and descriptions of systems are accurate, we are ready to build a

thesis atop of CDFT-CI. As such, the outline of the rest of this thesis is as follows. First,

we will will show how CDFT-CI can be used at reaction transition states to improve the

barrier heights calculated by DFT by a factor of three for a benchmark test suite. We

then proceed to use CDFT-CI for electronic excited states, locating conical intersections

between the ground and first excited state of some test systems. The next chapter returns

to the reaction barrier height test suite, implementing analytical gradients for CDFT-CI

and using them to optimize the transition-state geometries of the reactions in the test suite.

The analytical gradients are also used on the electronic excited state, locating optimized

geometries for the excited states of a few molecules. We conclude with a summary of the

applications of CDFT-CI and a perspective on its future.

The bulk of this chapter has been published in reference 65.
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Chapter 2

Transition States

In this chapter, CDFT-CI is applied to calculating transition-state energies of chemical

reactions that involve bond forming and breaking at the same time. At a given point along

the reaction path, the configuration space is spanned by two diabatic-like configurations:

reactant and product. Each configuration is constructed self-consistently with spin and

charge constraints to maximally retain the identities of the reactants or the products. Finally,

the total energy is obtained by diagonalizing an effective Hamiltonian constructed in the

basis spanned these two configurations. By design, this prescription does not affect the

energies of the reactant or product species, but will affect the energy at intermediate points

along the reaction coordinate, most notably by modifying the reaction barrier height. When

tested with a large set of reactions that include hydrogen transfer, heavy-atom transfer and

nucleophilic substitution, CDFT-CI is found to improve the prediction of barrier heights

by a factor of 2 to 3 for some commonly used local, semi-local and hybrid functionals.

Thus, just as CDFT can be used to cure energy errors in charge localized states, so CDFT-

CI can recover the correct energy for charge delocalized states by approximating the true

wavefunction as a linear combination of localized configurations (e.g. reactant and product).

The well-defined procedure and the promising results of CDFT-CI suggest that it could

broaden the applicability of traditional DFT methods for reaction barrier heights.
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2.1 Introduction

Commonly used density functional theory (DFT) approximations have enjoyed great success

in predicting equilibrium thermochemical properties, but have proven less reliable in pre-

dicting the energies of transition states. A chemical reaction often involves the breaking of

one chemical bond and the formation of another. Its transition state has the characteristics

of strong electron correlation due to bond breaking and electron delocalization, where the

same electron is shared between different molecular fragments. It is understood that local

or semi-local functionals cannot describe the transition states at the same accuracy as the

equilibrium states because these functionals have a magnified self-interaction error (SIE) for

systems with delocalized electrons.100,101 The potential curve of H+
2 exemplifies this defect

most clearly, as the DFT energy of the stretched bond configuration is pathologically too

low102 due to the fractional charges on the two hydrogen atoms. Recent studies have also

analyzed the SIE in many-electron systems.103,104 The conclusion is that, even though DFT

gives a reasonable electron distribution for the transition state, the energy is severely wrong.

Since Hartree-Fock (HF) is known to overestimate barrier heights, the errors in transition-

state energy can be largely reduced by including a fraction of the HF exchange into the

exchange-correlation functional. However, to obtain accurate kinetics, over 50% of HF ex-

change is often needed, which forms hybrid functionals that unfortunately deteriorate ther-

mochemistry results.105 To make a fixed fraction of HF exchange to work for all cases, one

can empirically fashion complementary local exchange-correlation functionals that cover var-

ious situations.106,107 While giving excellent kinetics by design, the large number of fitted

parameters in these functionals can make it difficult to grasp the underlying physics. In a

very different fashion, HF exchange can be built into the functional nonlinearly.108–110 These

novel functionals have only a few parameters to fit and can offer improved understanding

of fundamental issues in DFT.111–113 They also have excellent performance for both ther-

mochemistry and kinetics.111,114,115 The disadvantage of these functionals is the difficulty

of implementing them self-consistently. Taken together, recent progress in functional devel-

opments gives great hope that a unique functional can be found to apply to all chemical
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problems,116 though the best choice for this purpose is still far from clear. For that reason,

traditional functionals remain in widespread use.

In addition to ongoing functional development, there is a steady effort to combine the

success of DFT and traditional wave function based quantum chemistry methods, such as

valence bond (VB)117 , perturbation theory,118 and configuration interaction (CI).119–121 The

challenge here is three-fold. First, one wants to retain the simplicity of DFT methods so as

not to significantly increase the computational cost. Second, one must cope with the issue

of double-counting, so that the component present in the wavefunction calculation is absent

in the DFT simulation. Finally, one must be careful not to use DFT in situations where it

is known to be inaccurate. For example, as detailed above, one should avoid using DFT in

situations with strong electron delocalization.

CDFT-CI has shown promise to meet these challenges by successfully correcting some

fundamental DFT issues in the dissociation energy curves of diatomic molecules. The basic

idea is to avoid unreliable DFT calculations on delocalized electronic states by forcing the

bonding electrons to localize using constraint potentials.5 After obtaining reliable localized

states, the delocalized nature of the original states is restored with a CI calculation based

on only a few CDFT configurations. As long as the number of configurations is small, the

computational cost of this method is not significantly different from normal DFT methods

and thus it can be applied to very large systems.

In this section, we extend the application of CDFT-CI to the prediction of reaction

barrier heights in simple chemical reactions. In particular, we set up a simple scheme for the

specification of the localized states based on a user-specified separation of the atoms into

reactant and product. We test this automated scheme on a set of reactions that include

hydrogen transfer, heavy atom transfer and nucleophilic substitution using a variety of local,

semi-local and hybrid functionals. We find the new method improves barrier heights by

factors of as much as two to three. We close the section with some discussion of the prospects

of this prescription for other reaction properties.
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2.2 Method

2.2.1 CDFT-CI

Our implementation of constrained DFT and CDFT-CI has been described in detail previ-

ously5–7,9 and in chapter 1. We need only repeat the few key equations used herein.

Like all CI techniques, CDFT-CI produces eigenstates by diagonalizing a Hamiltonian in

a basis of configurations, i.e., H11 H12

H21 H22

 c1

c2

 = E

 1 S12

S21 1

 c1

c2

 . (2.1)

Here H is the Hamiltonian matrix, S12 is the overlap, c1, c2’s are coefficients and we have

assumed for simplicity that there are only two important configurations. In our method,

configurations |1〉 and |2〉 are the exact ground states of the system under two different

potentials, V1 and V2, and thus are not orthogonal to each other. All the matrix elements

(H11, H12, S12, · · · ) are obtained from CDFT calculations.

CDFT determines lowest energy electronic state that satisfies certain constraints on the

electron density.4 Each constraint is generally expressed as

∫
wC(r)ρ(r)dr−NC = 0, (2.2)

where wC is a weighting function, ρ is the electron density, and NC is the constraint value.

Such constraints can be applied to both α and β densities. If wαC = wβC , equation 2.2 puts

a charge constraint on the system; if wαC = −wβC , the constraint is on the spin density.

Thus we can choose wC and NC to constrain the molecule to be in different local charge or

spin configurations. Minimizing the Kohn-Sham122 energy functional under the constraint

of equation 2.2 is equivalent to solving an effective KS equation

[−1

2
∇2 + vn(r) +

∫
ρ(r′)

|r− r′|
dr′ + vxc(r) + VCwC(r)]φi = εiφi, (2.3)
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where an extra external potential VCwC is applied. Here VC is a unique variable to be deter-

mined simultaneously with KS orbitals to satisfy equation 2.2. We5,6 and other groups123–125

have developed similar methods to solve these coupled equations efficiently.

In CDFT-CI, the configurations |1〉 and |2〉 are constrained states. If the exact exchange-

correlation functional were known, one could compute the energies of these states (E1 and

E2) exactly. Their interaction, i.e. the off-diagonal elements of the Hamiltonian matrix,

cannot be directly calculated from DFT because the true wavefunctions of these states are

not available. We elect to use the following approximation for the off-diagonal elements. An

exact expression for H12 can be written as:

H12 =
1

2
[〈1|H + VC1wC1 − VC1wC1|2〉+ 〈1|H + VC2wC2 − VC2wC2|2〉]

=
1

2
[(E1 + VC1NC1 + E2 + VC2NC2)〈1|2〉 − VC1〈1|wC1|2〉 − VC2〈1|wC2|2〉]. (2.4)

Equation 2.4 is exact because the constrained state |i〉 is obtained as the ground state of

H + VCiwCi with an eigenvalue of Ei + VCiNCi, where i =1 or 2. But the wavefunction

overlap S12 = 〈1|2〉 and the coupling of weighting functions 〈1|wCi|2〉 in equation 2.4 still

cannot be directly calculated from DFT. However, the coupling of the two-electron operator

in the original Hamiltonian is now absent. Thus equation 2.4 should be less sensitive to

the presence (or absence) of correlation in the wavefunctions, which might make it easier

to apply approximations. We therefore use the Slater determinants of Kohn-Sham orbitals

in equation 2.4 to obtain S12, 〈1|wCi|2〉 and H12. Our previous experience shows that this

approximation is successful.7,9

2.2.2 Configurations and constraints

The configurations in CDFT-CI are not based on orbital occupations, but on local charges

and spins of different molecular fragments. Previous work9 has made the connection between

the configurations in CDFT-CI and valence bond (VB) configurations. This connection

means that CDFT-CI can borrow many well-developed ideas from VB, which will be very
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helpful in the choice of configurations. At the simplest level, a VB model for a chemical

reaction includes two states R and P , corresponding to the reactant and product states,

respectively. This idea forms the basis, for example, of the empirical VB (EVB) approach

commonly used in molecular dynamics.87,126 This picture can be directly adopted in CDFT-

CI.

The reactions we focus on in this work are generally expressed as

AX + B ↔ {A · · ·X · · ·B} ↔ A + XB (2.5)

Hence the whole system is divided into three fragments A, B and X, where the bonds that

are breaking and forming in the reaction are between A and X, and B and X, respectively.

The electrons in X participate in both bonds, thus are delocalized at the transition state.

Note that A, B or X represents the nuclear conformation of an entire molecular fragment.

We identify reactant and the product electronic states according to the bonding patterns

of the reactant and product configurations. These states are diabatic-like configurations:

regardless of the nuclear configuration, the reactant (product) state retains the electronic

structure appropriate for AX+B (A+XB). We illustrate this point by using the following

nucleophilic substitution reaction:

ClCH3 + F− ↔ {[Cl · · ·CH3 · · ·F]−} ↔ Cl− + CH3F. (2.6)

According to the reactants and the products, the two configurations used to span the tran-

sition state are ClCH3(N=0,S=0)+F(N=-1,S=0) and Cl(N=-1,S=0)+CH3F(N=0,S=0),

where the charge N and the total spin S are defined for each fragment and will be enforced

with constrained DFT.

The charge and spin values for fragments in each configuration are well-defined formally.

But they are only exact when the fragments are completely separate. At the transition state,

the density overlap between fragments makes the formal charges and spins less realistic as

constraint values. This problem has been discussed in our previous work, and addressed
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with a promolecule density approach.9 We will use this approach again to obtain practical

constraint values for reactant and product.

2.2.3 Promolecules

CDFT is designed to construct electronic states of fixed character at arbitrary geometries,

even those where fragments overlap, but sometimes it does not perform as well as might

be hoped in such close-contact geometries. One of the sorest impediments to its ability

to do so is the choice of atomic population prescription. In cases of close approach, the

real-space constraint potentials must distinguish between fragments in regions where the

density is nonzero, so that assignment of density in that transition region to fragment “A”

or fragment “B” is ambiguous, a clear weakness of the available charge prescriptions. The

simplest example that shows this ambiguity is H+
2 , with a single electron and two protons.

Formally, we can constrain the electron to lie only on one proton (“A”), but when the two

protons begin to approach each other, any real-space-based atomic population scheme will

begin to assign some fraction of this electron to the second nucleus (“B”), for any physically

reasonable density corresponding to a constrained H − H+ configuration. Thus, the formal

charge constraint putting a full electron on atom A is unattainable with present charge

prescriptions, and the numerical value of the constraint must be adjusted to accommodate

their failings.

This failure of formal charge/spin constraint values extends to the case of arbitrary

fragments, coming into play when constrained molecular fragments come in close approach,

as in nucleophilic substitution reactions; the promolecule formalism was pioneered to allow

CDFT to be used in precisely these types of situations.74 The sequence of steps involved in

the promolecule formalism is a bit complex and probably best understood with our example

of equation (2.6). The overlap between states is strongest at the reaction transition state,

and the formal charges and spins simply do not represent realistic constraint values for

any population scheme at that closest approach. The promolecule treatment corrects for

these errors by modifying the formal integer charge (spin) constraints into values that are
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appropriate for a given charge prescription. The basic steps involved are illustrated in Figure

2-1.

The first step in the calculation is to break the system into the appropriate fragments —

e.g. F− and CH3Cl for the reactant configuration — maintaining the internal geometry of

each fragment (Figure 2-1a). One then performs separate calculations on each fragment with

the relevant total charge and total spin (Figure 2-1b). These converged fragment densities

are the fragment promolecule densities — they approximate what an F− or CH3Cl density

should look like. The fragment promolecule densities are then arranged in the original

molecular geometry and summed to obtain the total promolecule density, ρ̃ (Figure 2-1c).

For the example SN2 system in the reactant configuration, we obtain

ρ̃σr (r) = ρσClCH3
(r) + ρσF−(r) (σ = α or β) (2.7)

With this full promolecule density ρ̃(r), the actual constraint values used for the final reactant

CDFT calculation are

Ntot =

∫
w(r)

[
ρ̃αr (r) + ρ̃βr (r)

]
dr (2.8)

Mspin =

∫
w(r)

[
ρ̃αr (r)− ρ̃βr (r)

]
dr (2.9)

as depicted in Figure 2-2. These modified constraint values reflect the expectation that a

molecule constrained to be in the “reactant state” should, within the limits of the charge

prescription in use, look as much as possible like the superposition of the reactants brought

from infinite separation to the geometry in question. In many cases, the correction from the

promolecule density is small and can safely be omitted, particularly when the constrained

regions are on different molecules (as for charge transfer in organic semiconductors71,127–129)

or widely separated (as for molecular sensors130). In other cases, though, the correction is

essential, as for the very small fragments illustrated in Figure 1-1, or for reaction transition

states that enter into the CDFT-CI barrier height calculations under consideration in this

chapter. As the fragments come from being well-separated into closer approach, the effect of
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Figure 2-1: Construction of reactant and product promolecule densities for
[F · · ·CH3 · · ·Cl]−. (a) The system is divided into fragments, with atoms being apportioned
to the fragments corresponding to reactant (product) and the internal fragment geometry
held fixed at the transition-state values. (b) The ground-state density of the isolated reac-
tant (product) fragments is determined. (c) The fragment densities are superimposed to form
the reactant (product) promolecule density. Reproduced with permission from reference 74.
Copyright 2009 American Institute of Physics.
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Figure 2-2: Computation of reactant- and product-like states for [F · · ·CH3 · · ·Cl]−. The
total promolecule density is integrated against the charge prescription function w(r) of the
reactant (product) fragment to obtain target constraint values. CDFT calculations with
these updated constraints produce the final reactant and product states. Reproduced with
permission from reference 74. Copyright American Institute of Physics.
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the correction grows smoothly, owing to the continuity of all functions involved. By the time

the reacting fragments reach the transition-state geometry, the correction can be larger than

half an electron! Nonetheless, the constraining potentials continue to enforce a consistent

physical picture throughout the entire reaction, and allow higher-level methods to be built

atop that picture.

To describe the product, an analogous procedure is used: the promolecule density ρ̃p is

formed by superimposing the densities of Cl− and CH3F,

ρ̃σp(r) = ρσCl−(r) + ρσCH3F(r) (σ = α or β)

where the calculation on CH3F is performed at the internal geometry of CH3F in the full

calculation, and the final Ntot and Mspin values determined accordingly.

Now consider applying CDFT-CI to the equilibrium of the reactant state. At this point,

for a bimolecular reaction, the reactants are well separated from each other. Using the

reactant promolecule density will effectively put no constraints on the system. Thus with

the two-state model, the ground-state energy at the reactant equilibrium will simply be that

of the unconstrained reactants. The analogous argument also applies the product. Therefore,

a CDFT-CI calculation of this type will not affect the energies of the reaction endpoints and

will have no effect on thermochemistry. However, the energy at intermediate points along

the reaction coordinate (such as the transition state) will be affected by this prescription,

and thus CDFT-CI shows promise for kinetics.

2.3 Tests

2.3.1 Computational details

We have selected for our tests a set of reactions from the HTBH38/04 and NHTBH38

databases prepared by Truhlar and coworkers.131 Table 2.1 lists all the reactions. Specifically,

we have used 18 hydrogen transfer (HT), 6 heavy atom transfer (HAT) and 8 nucleophilic
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substitution (SN) reactions. We have limited our test to intermolecular group transfer re-

actions in this work because they have well-defined subsystems for reactants and products.

(Note that the SN reactions are viewed as group transfer, here.) Hence Reaction 19 in the

HTBH38/04 set,131 i.e., the intramolecular HT of cis-1,3-pentadiene, and the unimolecular

and association reactions in the NHTBH38 set131 are not used. Geometries for all reactants,

products and transition states are taken from the databases, and so are the reference barrier

heights, which represent the best estimates from experimental and theoretical kinetics data.

All our calculations are performed with a development version of Q-Chem. Four com-

monly used exchange and correlation functionals are tested; they are Slater exchange132 with

Vokso-Wilk-Nusair (VWN)133 correlation, Becke exchange134 with Lee-Yang-Parr (LYP) cor-

relation,135 Perdew-Burke-Ernserhof (PBE) exchange and correlation,136 and the hybrid func-

tionals B3LYP137 and B97-2.138,139 These functionals represent the spectrum of exchange-

correlation functionals from the local spin density approximation (LSDA), to generalized

gradient approximation (GGA), to the classical hybrid functional, and new parameterized

functionals. The 6-311+G(3df ,2p) basis set and the SG-1 standard quadrature grids140 are

used in all calculations. The original Becke weighting function50 without atomic size adjust-

ment is used for integration as well as for the definition of wC in constraint DFT.

For each reaction, the energies of the reactant and product states are calculated in normal

SCF procedures. In this work, the transition-state energy is calculated in both the traditional

way and with the CDFT-CI method.

2.3.2 Results and discussion

Our main computational results can be found in Table 2.1 and 2.2. In Table 2.1, we have

listed the transition-state energy shifts of CDFT-CI relative to traditional DFT with the

same functional for all the tested reactions. In Table 2.2, the mean errors (ME) and mean

absolute errors (MAE) in barrier heights are enumerated for CDFT-CI and traditional DFT.

It is clear from Table 2.1 that CDFT-CI consistently shifts the transition-state energy

upwards for all functionals. There are two causes for this shift. The first relates to SIE.
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Table 2.1: Energy change (in kcal/mol) of the transition state for each reaction due to
CDFT-CI.

LSDA PBE BLYP B3LYP B97-2
1. H+HCl↔C1+H2 11.7 11.9 12.4 12.2 11.8
2. OH+H2↔H+H2O 14.0 13.4 13.6 9.8 10.5
3. CH3+H2↔H+CH4 4.4 4.1 4.3 4.0 4.5
4. OH+CH4↔CH3+H2O 11.0 10.9 11.1 11.3 12.0
5. H+H2↔H2+H 3.6 3.3 3.8 3.4 3.8
6. OH+NH3↔H2O+NH2 7.1 5.8 5.9 5.8 5.9
7. HCl+CH3↔Cl+CH4 8.5 7.3 7.2 7.7 8.4
8. OH+C2H6↔H2O+C2H5 10.6 10.7 10.9 11.4 11.9
9. F+H2↔H+HF 12.7 11.0 11.2 9.4 9.6

10. O+CH4↔OH+CH3 9.3 9.3 9.4 10.0 8.7
11. H+PH3↔PH2+H2 4.3 3.8 4.3 4.2 4.3
12. H+HO↔H2+O 27.5 8.4 8.8 5.4 6.4
13. H+H2S↔H2+HS 13.4 6.2 6.8 6.7 6.7
14. O+HCl↔OH+Cl 3.2 3.6 3.5 4.6 4.8
15. NH2+CH3↔CH4+NH 4.6 4.3 4.4 4.2 4.6
16. NH2+C2H5↔C2H6+NH 4.5 4.3 4.4 4.3 4.6
17. C2H6+NH2↔NH3+C2H5 4.7 4.5 4.5 4.5 4.8
18. NH2+CH4↔CH3+NH3 4.8 4.6 4.6 4.5 4.9
19. H+N2O↔OH+N2 8.8 8.1 8.4 8.6 8.8
20. H+FH↔HF+H 6.3 6.1 6.4 6.0 5.9
21. H+ClH↔HC1+H 7.0 6.9 7.3 7.1 7.5
22. H+FCH3↔HF+CH3 6.0 5.5 5.8 5.4 5.5
23. H+F2↔HF+F 10.5 9.3 9.8 8.8 8.3
24. CH3+FCl↔CH3F+Cl 11.6 8.4 8.5 7.7 8.8
25. F−+CH3F↔FCH3+F− 6.5 6.1 5.6 5.2 5.6
26. F−· · ·CH3F↔FCH3· · ·F− 6.5 6.1 5.6 5.2 5.6
27. Cl−+CH3Cl↔ClCH3+Cl− 3.6 3.4 3.0 2.8 3.0
28. Cl−· · ·CH3Cl↔ClCH3· · ·Cl− 3.6 3.4 3.0 2.8 3.0
29. F−+CH3Cl↔FCH3+Cl− 4.6 4.3 3.9 3.5 3.7
30. F−· · ·CH3Cl↔FCH3· · ·Cl− 4.6 4.3 3.9 3.5 3.7
31. OH−+CH3F↔HOCH3+F− 5.4 5.1 4.6 4.3 4.6
32. OH−· · ·CH3F↔HOCH3· · ·F− 5.4 5.1 4.6 4.3 4.6

In CDFT-CI only energies of localized electron configurations are directly calculated. Thus,

the large overstabilization of delocalized transition states is avoided, resulting in an overall
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Table 2.2: Summary of the mean error (ME) and mean absolute error (MAE) of barrier
heights. The numbers in parenthesis represent the total number of barrier heights in each
data set. Numbers in bold are CDFT-CI results. All energies are in kcal/mol.

LSDA PBE BLYP B3LYP B97-2
hydrogen transfer (36)

ME -18.2 -9.3 -9.7 -2.6 -8.0 -0.7 -4.6 2.3 -3.4 3.7
MAE 18.2 10.9 9.7 3.8 8.0 3.1 4.6 3.0 3.6 4.0

heavy atom transfer (12)
ME -23.5 -15.1 -14.9 -7.6 -14.7 -7.0 -8.5 -1.2 -3.1 4.3
MAE 23.5 15.1 14.9 7.6 14.7 7.0 8.5 2.3 3.4 4.7

nucleophilic substitution (16)
ME -8.4 -3.4 -6.9 -2.2 -7.3 -3.0 -3.4 0.6 -1.4 2.9
MAE 8.4 4.2 6.9 2.3 7.3 3.0 3.4 1.3 1.4 2.9

all (64)
ME -16.7 -8.9 -10.0 -3.4 -9.1 -2.5 -5.0 1.2 -2.8 3.6
MAE 16.7 10.0 10.0 4.2 9.1 3.8 5.1 2.5 3.0 3.9

upward shift in the barrier. Clearly this systematic trend will tend to improve the quality of

CDFT-CI reaction barriers, as it removes one of the well-known deficiencies of commonly used

functionals. However, there is a second factor at work here. CDFT-CI makes the assumption

that the electronic state at any point along the reaction coordinate can be represented exactly

as a linear combination of reactant-like and product-like configurations. Ignoring any other

approximations made in constructing Exc or computing the coupling between reactant and

product, this assumption will introduce some bias into the results. Further, it is easy to see

Table 2.3: Factors of improvement that are calculated as the MAE ratio between the tra-
ditional DFT and constrained DFT results. The columns list different types of reactions ,
where HT is hydrogen transfer; HAT is heavy atom transfer; SN is nucleophilic substitution.

LDA PBE BLYP B3LYP B97-2
HT 1.7 2.5 2.6 1.5 0.9

HAT 1.6 2.0 2.1 3.7 0.7
SN 2.0 3.0 2.4 2.7 0.5
all 1.7 2.4 2.4 2.1 0.8
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that this bias will tend to push the transition state higher in energy. One can always get the

correct answer out of CI by including enough configurations, and any approximation that

reduces the number of configurations will always result in a higher energy. Thus, this trend

will introduce an uncontrolled error in our calculations. One must hope that either this error

is small or that it cancels with some other error in the calculation (e.g. due to the choice of

functional).

Examining the results from Table 2.1 shows that the CDFT-CI energy shifts of a given

transition state for different functionals are generally in a close range, although there is a

clear decrease in the shift in the order LSDA > GGA > Hybrid. This is consistent with

the observations above: the functional-independent shift can be largely associated with the

approximations inherent to CDFT-CI, while the functional dependence must be associated

with the reduction of SIE as the quality of the functional is improved. The large functional-

independent piece suggests that the pragmatic success of CDFT-CI (in the simplest two-state

model) will rely in part on cancellation of errors and that a particular approximate functional

will have the best performance when coupled with CDFT-CI. As we shall see shortly, this

turns out to be the case as CDFT-CI/B3LYP gives the best barrier heights, despite the fact

that B3LYP does not give the best kinetic data among the unconstrained functionals.

Table 2.2 displays the mean errors (ME) and mean absolute errors (MAE) of CDFT-CI

and traditional DFT for various reaction barrier heights. As a more direct comparison of

the two approaches, we also list in Table 2.3 the factors of improvement, which is calculated

as the ratio of the MAE between traditional DFT and CDFT-CI. Clearly, the CDFT-CI

calculations offer significant improvements over their unconstrained counterparts. We note,

for example, that C-PBE-CI gives reaction barrier heights competitive with unconstrained

hybrid functionals. This is significant because in many program packages — most notably,

those formulated in a plane-wave basis — Hartree-Fock exchange is several times more

expensive than semilocal DFT exchange. PBE contains no Hartree-Fock exchange, and thus

the ability to obtain relatively accurate barrier heights from PBE without modifying the

functional is intriguing. The error reduction is especially dramatic for functionals from older
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generations, such as LSDA, PBE and BLYP. Even for the arguably most popular functional

— the simple hybrid B3LYP — there is significant improvement that brings its mean absolute

errors for barrier heights to approximately 2 kcal/mol. The situation is different for the newer

parameterized functional B97-2, in which case its error in barrier heights is already small

and the CDFT-CI method gives slightly worse results. In this latter case, one assumes that

the inherent errors of the CDFT-CI procedure are large enough that they outstrip the errors

present in the functional, resulting in slightly worse predictions. Nonetheless, the CDFT-CI

procedure seems promising, in particular for the simpler functionals.

The result presented above were all performed using the 6-311+G(3df,2p) basis set. We

have verified that, for the properties considered here, this is functionally a complete basis.

For example, in the much larger aug-cc-pVQZ basis the MAE of B3LYP for our test set is

4.9 kcal/mol, as compared to 5.1 kcal/mol in the smaller basis. Meanwhile, CB3LYP-CI in

the larger basis gives an MAE 2.5 kcal/mol, precisely the same as in the smaller basis. Thus

the results above are not appreciably affected by the finiteness of our basis.

2.4 Conclusions

CDFT-CI9 has been successfully applied to calculating energies of transition states that have

bonds breaking and forming simultaneously. Traditional DFT approximations are known to

underestimate the barrier heights for these reactions due to their large errors for electron

delocalization. With CDFT-CI, the transition state is represented by a simple two-state

model, involving the reactant and product configurations as in EVB theory.87,126 Each state

represents a localized electronic configuration, whose DFT energy is easily predicted using

semilocal functionals. Thus, the transition state and equilibrium states are treated more

consistently in CDFT-CI than in traditional DFT. When tested over a suite of 32 reactions,

CDFT-CI is found to consistently raise the transition-state energy, and the energy shift

for the same reaction is very similar for different functionals. Among the functionals tested,

B3LYP is found to give the best overall performance in the CDFT-CI method, giving a mean

absolute error of 2.5 kcal/mol for barrier heights. This good accuracy is very promising, but
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probably relies in part on a cancellation of errors between the inherent approximations in

CDFT-CI and the limitations of the B3LYP functional. Our results suggest that comparable

accuracy for kinetics as for thermochemistry is now possible using the traditional functionals

within the CDFT-CI framework. In this sense, the self-consistent CDFT-CI has the desired

features discussed in a recent paper141 where Hartree-Fock orbitals are used in local and

semi-local functionals to obtain better barrier heights.

Within the two-state model, the procedures for a CDFT-CI calculation are well defined.

The entire calculation can be started from a single input file like a usual DFT routine. The

only additional required information is the nature of the fragments, including their charges

and multiplicities, defined by the reactants and products. Subsequent work has made CDFT-

CI calculations straightforward (chapter 3) and implemented analytic gradients (chapter 4),

enabling access to a fairly wide range of chemistry. Notably, the results presented here take

as input transition-state structures obtained at higher levels of theory, and it is not a priori

clear that these structures are close to the saddle point structures that would be predicted

by CDFT-CI. In many chemical applications, these transition-state structures can be more

valuable than the barrier height, and determining to what extent CDFT-CI improves the

prediction of transition-state geometries is an important part of the work presented in chapter

4.

Looking forward in additional directions, there are two more obvious paths for extending

this work. On the one hand, one would like to assess this CDFT-CI prescription to more

complex situations, involving, for example, more than two fragments or more than two active

electronic states. Steps towards this have been taken, e.g., in chapter 3, but the field remains

only minimally explored. Such improvements could potentially mitigate the overestimation

of energies that arises from restricting attention to two electronic configurations. We have

shown previously that CDFT-CI can be applied to more than two state systems,9,75 but the

challenge lies in selecting larger configuration spaces in an automated way. The selection

of “reactant” and “product”, while somewhat arbitrary, has a certain amount of chemical

appeal to it, and some further intuition and experimentation were used to obtain correct
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results in reference 75. As one pushes toward larger active spaces in CDFT-CI, one would

like to maintain this intuitive feel.

At the same time, one would like to extend CDFT-CI to a broader range of chemical

applications. CDFT-CI presents a unique paradigm to study chemical reactions. It is a

molecular orbital (MO) method. However, its connection to valence bond theory can offer

insights that are not obvious from MO results but nonetheless are familiar to chemists.142 In

fact it is exactly CDFT-CI’s capability of incorporating chemical intuition readily into quan-

tum chemistry computations that makes it so effective in describing interesting chemistry

such as bond breaking and forming. We will see it used to study excited states in chapters

3 and 4. Yet there are many venues left to explore: what about using CDFT-CI to describe

localized excited states at a defect, or near an interface? Further applications of CDFT-CI

will elucidate its advantages and disadvantages as a framework for describing all sorts of

systems.

The bulk of this chapter has been published in reference 74.
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Chapter 3

Conical Intersections

Excited states, whether at an interface or just general low-lying accessible excited states, are

of great interest to chemistry as we seek to make matter do our bidding. Time-Dependent

Density Functional Theory (TD-DFT) is now well-established as an efficient method to cal-

culate excited-state energies of many chemical systems, being frequently used to investigate

photochemistry and compute vertical excitation energies.143–146 The manifold of ground and

excited electronic states for almost all molecular systems is rife with conical intersections

(CIs) — seams of true degeneracy between electronic states. These intersections are fre-

quently important for photochemical dynamics, as an intersection provides an easy pathway

for nonradiative decay, and CIs are usually quite accessible to photoexcited systems.147 Even

on the ground electronic state, and even in cases where the actual intersection is not ener-

getically accessible, CIs can still have a dramatic effect on quantum dynamics, as evidenced

in the phenomenon of geometric phase.147 Over the entire many-dimensional manifold of

states, CIs are actually quite prevalent, and accurate excited-state or dynamics treatments

must account for them.147 Unfortunately, despite its many successes, TD-DFT completely

fails to describe conical intersections between excited states and the ground state.148 In

most cases, TD-DFT only produces one direction of degeneracy-splitting, and the S1 state

frequently has an ill-behaved ∂E
∂R

in the vicinity of the intersection.148 In order to get a

qualitatively correct treatment of CIs, multi-reference methods such as Complete Active
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Space (CAS), MRCI, and CASPT2 must be used.148 Unfortunately, existing multi-reference

treatments are almost universally wavefunction-based, and the computationally reasonable

methods (such as CAS) have been shown to give only qualitatively-correct descriptions of

multi-state energy-surface manifolds;149 more accurate methods such as MRCI are frequently

too expensive for use on real systems. We have developed a multi-reference DFT method,

Constrained Density Functional Theory–Configuration Interaction (CDFT-CI), in previous

works;6,9 it has been shown to be effective at calculating ground-state energies and barrier

heights,74 but its treatment of electronic excited states has yet to be presented. In this

chapter, we present CDFT-CI as a method for obtaining qualitatively-correct energy-surface

manifolds encompassing both ground and excited electronic states, producing well-behaved

conical intersections at appropriate geometries.

3.1 Methods

CDFT-CI is designed to be a DFT-based method that can robustly treat systems with both

dynamic and static correlation. Existing DFT functionals can perform well for systems with

dynamic correlation, but tend to do poorly when static correlation is present (such as when

multiple near-degenerate states are accessible).150–153 Other techniques combining DFT with

Configuration Interaction have been proposed;121 these and related techniques are discussed

in relation to CDFT-CI in our previous work.9,74 CDFT-CI works by introducing an active

space whose states originate from distinct (constrained) SCF calculations, constructing a

CI matrix of fully-ab-initio energies and couplings, and diagonalizing that matrix to obtain

energies and coefficient vectors for the adiabatic states. This explicitly includes static corre-

lation due to the multi-reference nature of the eigenstates, and dynamic correlation is treated

through the DFT functional used in the formation of the basis states. In particular, these

states are produced using the Constrained DFT (CDFT) method, which introduces an addi-

tional constraint potential to each state’s Hamiltonian, enforcing a charge or spin constraint

on some subset of the system of interest.5 The CDFT equations rely on a partitioning of

the system into multiple fragments, and a means for assigning (spin-)density to individual
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atoms.5

For each state I in the CDFT-CI active space, one minimizes the DFT energy subject to

the constraint that the average spin and charge on each fragment takes on the value specified

for that state/fragment pair. The CDFT algorithm enforces the constraint by applying a

potential, V̂I(~r), to the system. A more detailed description of the working equations is

presented in the previous chapters, and also references 5 and 6.

We take the time to note once again that the integer constraints that we might näıvely

apply to molecular fragments from our chemical intuition (e.g. N = ±1, S = 1
2
) are not

always reasonable. This can be due to charge- or spin-localized states that are inherently

diffuse, or just to the inability of the charge model to describe bonded systems. (We recall

that the notion of atomic charge within a molecular system is not well-defined, so we inher-

ently must use an arbitrary scheme.52) This leads to a need to modify the given (intuitive)

constraint values to account for the contribution to the computed “charge” on one fragment

from the density tails of other fragments. This is accomplished by means of a “promolecule”

formalism, in which the fragments of the constrained system are treated as independent

systems, with integer charge and spin (as prescribed by the integer constraint values). A

self-consistent converged density is obtained for each such fragment, and the sum of these

fragment densities is integrated against the charge/spin prescription to determine the values

of N and S that are used in the final calculation for the constrained state. A more in-depth

discussion of the need for modified constraint values may be found in reference 9.

Once we have obtained a set of CDFT states (using the corrected N and S), we can then

proceed to construct our CI matrix and the corresponding nonorthogonal secular equation:
H11 H12 · · · H1N

H21 H22 H2N

...
. . .

...

HN1 HN2 · · · HNN




c1

c2

...

cN

 = E


1 S12 · · · S1N

S21 1 S2N

...
. . .

...

SN1 SN2 · · · 1




c1

c2

...

cN

 (3.1)

The diagonal elements of H are just the energies of the constrained states that form the
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basis for the active space; the off-diagonal elements are constructed as:9,74

HIJ = HJI =
FI + FJ

2
SIJ −

〈
ΦI

∣∣∣∣∣ V̂I + V̂J
2

∣∣∣∣∣ΦJ

〉
(3.2)

where ΦI is the Kohn-Sham determinant for the Ith CDFT state, FI is the energy of the Ith

CDFT state in the presence of the constraining potential V̂I , and SIJ is just 〈ΦI |ΦJ〉. In the

context of this configuration-interaction calculation, it is very natural to think of the CDFT

states as being diabatic states, and these H12 matrix elements as the diabatic couplings

between them. (Note that these couplings as written are computed in a non-orthogonal

basis, and are only useful in their own right after transformation to an orthogonalized basis;

unfortunately, such an orthogonalization does lose some information about the nature of the

diabatic states.) The diabatic nature of the states is a consequence of how they are formed

— they are explicitly constructed to have charge/spin distributions that are independent of

nuclear position.

The CDFT-CI matrix diagonalization thus produces adiabatic states, and we expect

that the true character of the ground and excited states of the system will be equally well-

represented in them. Both ground and excited states arise from the same CI diagonalization,

and are thus treated on an equal footing. This is in contrast to methods like TD-DFT,

which generate an SCF ground state as a reference state and then seek to treat excited

states as (single) excitations from that reference.154,155 Such single-reference calculations

are particularly prone to failure in the vicinity of conical intersections, where the nature of

the exact ground state changes rapidly in a fashion that is very difficult for DFT methods

to reproduce — the procedure for obtaining the DFT ground state has no mechanism to

respond to low-lying excited states. Furthermore, the response state essentially can only

account for single excitations, and this is frequently insufficient to describe the full conical

nature of the intersection.148 CDFT-CI can fully treat any number of different excitations,

provided that the appropriate diabatic states are included in the configuration interaction.

CDFT-CI may even prove superior to methods such as MR-CISD and CASPT2 in providing

a consistent treatment of excited states of different characters, without invoking the extreme
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computational expense of coupled-cluster calculations.

3.2 Results

We have implemented CDFT-CI in a development version of Q-Chem 3.2; the calculations

described in this work were performed using the B3-LYP functional with the cc-pVDZ basis

for water and the 6-31G basis for trihydrogen. TD-DFT and CASSCF calculations were per-

formed using Gaussian 03. For the CDFT calculations underlying the CDFT-CI framework,

atomic charges (and thus constraining potentials) were determined by applying Becke’s mul-

ticenter integration scheme50 against the (spin) density and attributing the results to the

corresponding atomic centers.

3.3 H3

The first system we consider is the simplest system to possess a conical intersection —

trihydrogen. An intersection is symmetry-constrained to occur at all equilateral triangular

geometries; to choose a particular one, we scanned over the symmetric “breathing” mode to

find the lowest-energy such state. This was found to be at R = 1.104 Å for ground-state B3-

LYP, R = 1.198 Å for full CI, and R = 1.336 Å for CDFT-CI. The well is rather shallow, and

depends fairly strongly on the size of the basis set. We then held fixed two hydrogens on the

y-axis at ±R
2

and scanned over the x- and y-coordinates of the third hydrogen. As shown

in Figure 3-1, TD-DFT does locate an intersection of electronic states with two splitting

coordinates (three such intersections, actually!), but they are offset from the equilateral

geometry, and furthermore are qualitatively incorrect — the upper state at the intersection

is not cone-like, being instead a sharp cusp. For CDFT-CI, we considered three diabatic

states in our CI matrix. In each state, we forced all of the excess spin density to localize on

a single H atom; we did this for each H atom in turn. Figure 3-1 shows how the CDFT-CI

surfaces meet in a well-formed dual-lobed cone that mirrors the full CI result.
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3.4 H2O

Like H3, the water system has only three atoms. However, we now seek an intersection at a

(again, symmetry-constrained) linear geometry. Since we know that a seam of conical inter-

sections exists at linear geometries,156 we can accurately locate an intersection by scanning

over symmetric linear geometries; in this case, we find an intersection at RO−H = 1.484 Å

for TD-DFT, RO−H = 1.355 Å for CAS(6,9), and RO−H = 1.355 Å for CDFT-CI. Using this

geometry as the center for our scans over the internal coordinates for the symmetric stretch

and bend, we produce the data plotted in Figure 3-2. Clearly, TD-DFT fails to describe

the conical intersection, as only one splitting direction is found, instead of the correct two.

The excitation energies away from the intersection are also too small (less than 1 eV) for

larger R (and θ ≈ 180◦). The TD-DFT method is not flexible enough to fully describe the

excited state in the vicinity of the intersection. For CDFT-CI, in constructing our diabatic

basis, we consider an active space of four states; in particular, we can make a covalent state

with the oxygen atom a triplet (S = ±1) which is paired with a triplet “H2” (S = ∓1). We

also include the two ionic states OH−/H+ and H+/OH− to fill out the four. The CDFT-CI

surfaces meet at a well-defined cone, and smoothly vary away from the intersection; the

comparison with the CAS surfaces is quite favorable.

3.5 Discussion

We note that attaining the correct qualitative behavior does rely on some amount of chemical

intuition in the selection of constrained states for the CI matrix. Some preliminary CDFT-

CI calculations on water with the ionic states in the active space replaced by states with

S = 0 constraints on both O and “H2” produced a conical intersection at the unphysical

RO–H of 0.94 Å! This active-space dependence is similar to the behavior of Complete Active

Space wavefunction methods — a CAS(2,2) calculation on water also finds an intersection

in the vicinity of 0.9 Å, whereas CAS(4,4) is in the correct area, near 1.4 Å. Poorly-chosen

active spaces sometimes fail to yield an intersection at all. Experimentation and/or prior
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knowledge of the nature of the states of interest is needed in order to perform reliable CDFT-

CI calculations, but we expect that to some extent this can be avoided by using a larger active

space as can be done with MCSCF. However, large active spaces have not been necessary

for the small systems considered in this chapter.

3.6 Conclusions

We find that CDFT-CI is an effective DFT method for computing qualitatively-correct ex-

cited states, even for difficult cases such as the vicinity of conical intersections. This is a

dramatic improvement over TD-DFT, which completely fails to give a proper description of

the intersection (and thus the surfaces themselves in the vicinity of the intersection). We

find this to be a very promising result, and plan for future work to assess the quantitative

accuracy of CDFT-CI excited state energetics against reference wavefunction-based calcu-

lations. In light of the accuracy of CDFT-CI ground-state energies and barrier heights,9,74

we think that the method is very promising for excited states as well. Future work should

be performed to test the robustness of the CDFT-CI method to the size of the AO basis

set used and the exchange-correlation functional used for the underlying CDFT calculations.

Deeper questions that remain include the sensitivity of the method to the mechanism for

enforcing the constraints that define the diabatic states: does the promolecule prescription

for modifying the density constraints produce universally better results than the constraints

given from näıve chemical intuition? The CDFT-CI method also makes an additional use

of the weight (charge) prescription that is not present in ordinary CDFT, since it computes

off-diagonal matrix elements of the constraining potential. The sensitivity of the couplings

to the weight prescription should be further explored. Finally, if the predicted excited state

surfaces computed by CDFT-CI prove to be accurate and robust, it will be useful to imple-

ment analytic gradients for the CDFT-CI states, which will facilitate excited-state dynamics

and the location of minimal-energy conical intersections.

The bulk of this chapter has been published in reference 75.
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Figure 3-1: Triangular trihydrogen energy manifolds, as computed by (a) TD-DFT, (b)
CDFT-CI, and (c) full CI. Note the different energy scale for TD-DFT. Reprinted with
permission from reference 75. Copyright 2010, American Institute of Physics.
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Figure 3-2: Symmetric water energy manifolds, as computed by (a) TD-DFT, (b) CDFT-CI,
and (c) CAS(6,9). Reprinted with permission from reference 75. Copyright 2010, American
Institute of Physics.
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Chapter 4

Efficient Geometry Optimization

CDFT-CI has previously been used to calculate ground-state energies9 and barrier heights,74

and to describe electronic excited states, in particular conical intersections.75 However, the

method has previously been limited to evaluating the electronic energy at just a single nuclear

configuration, with the gradient of the energy being available only via finite difference. In

this chapter, we present analytic gradients of the CDFT-CI energy with respect to nuclear

coordinates, which allows the potential for geometry optimization on both the ground and

excited electronic states, a realm which is currently quite challenging for electronic structure

theory.

4.1 Introduction

Electronic excited states are of interest in a great many chemical systems, being of relevance

to photochemistry,157–164 photodamage to DNA,165–174 organic semiconductors,127,175–178 and

more.179–181 Of particular interest is the dynamics on the excited state, after an excitation

event has occurred; in order to study the geometric relaxation of electronic excited states,

one requires the force on the excited-state PES. This requirement limits the spectrum of elec-

tronic structure methods which are usable, with the field being limited to TD-DFT,182–190

configuration–interaction singles (CIS),163,186,191–196 CASSCF and CASPT2197–203 (note that
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analytic gradients for CASPT2 were not implemented until 2003!204), equation-of-motion

coupled-cluster singles and doubles (EOM-CCSD)205–209 and its approximate form (EOM-

CC2),186,210–216 and sometimes multi-reference configuration interaction (MRCI).217–220 Ex-

cited state gradients do not appear to be available for coupled-cluster triples methods, which

would in any case be too computationally expensive to apply to systems with more than a

handful of atoms, like their ground-state counterparts. Even for EOM-CCSD, CASPT2,

and MRCI, the computational expense will vary with the implementation and application,

and such calculations become impractical for systems with more than 10 or 15 atoms. DFT

methods gain a significant advantage of practicality as the system size increases.

TD-DFT has seen broad use for electronic excited states in general, and excited-state dy-

namics and geometry optimization are no exception.185–190 However, it still suffers from the

deficiencies in describing multiple excitations and charge-transfer excitations which render

it a less-than-general solution for vertical excitation energy calculations,75,148,150,153,221–226

though recent developments show the state of affairs may be improving.227–230 Constrained

DFT (CDFT) is designed to directly construct charge- and spin-constrained states and as

such can find charge-transfer states directly, using self-consistent ground state techniques.5,6, 8

The self-consistent nature of the solution means that nonlinear response of the density is

included, and as such in principle permits the treatment of multiple excitations from the

ground state. However, CDFT has limitations of its own; it is still a single-reference method

(and as such suffers from the limitations of DFT in the face of strong static correlation), and

it has no effective prescription for describing valence excitations. CDFT-configuration inter-

action (CDFT-CI) explicitly introduces multiple configurations to the electronic structure

treatment, which greatly improves results for situations where static correlation is strongly

present, such as dissociation curves and reaction transition states.9,74 Additionally, it can

treat the ground state and excited states on the same footing, as for conical intersections.75

However, applications of CDFT-CI have heretofore remained somewhat limited due to the

unavailability of gradients of the electronic energy; in this work, we present the theory and

implementation of analytic energy gradients for CDFT-CI. These forces are used to optimize

78



the excited-state geometry of several systems, and also to optimize the transition-state ge-

ometries for a standard set of reaction barriers. In most cases, the energy does not change

noticeably from the reference transition-state geometry to the optimized geometry, indi-

cating that CDFT-CI-optimized geometries for transition states are of comparable quality

to the reference geometries. Geometry optimization on the excited state also converges to

geometries of acceptable quality.

4.2 Methods

We briefly summarize the equations of CDFT and CDFT-CI before proceeding to the deriva-

tion of expressions for the gradient of the energy. CDFT takes as input a density functional

giving the energy E[ρ] and adds a constraint Lagrange multiplier term to yield a new func-

tional

E[ρ, Vk] = E[ρ] +
∑
k

Vk

(∫
ŵkρ(r)dr−Nk

)
(4.1)

where ŵk is a “weight” operator that probes the number of electrons in some particular

region of space and Nk is a target value for that operator. Minimizing E with respect to ρ

and maximizing with respect to Vk yields a state with the desired constrained charge and

spin properties. The effect of the constraint terms in the energy expression are equivalent

to adding an additional “constraint” potential
∑

k Vkŵk(r) =
∑

k V̂k(r) = V̂ acting on the

electrons in Kohn-Sham theory.

CDFT-CI requires the user to specify a collection of different constrained states which

are used as a basis/active space for constructing a configuration-interaction matrix; the basis

states are specified just by charge and spin constraints on particular fragments of the system

in question. This CI matrix then gives the CDFT-CI eigenvalue equation, H11 H12

H21 H22

 C1

C2

 = E

 S11 S12

S21 S22

 C1

C2


We show only the two-state case, but the generalization to N states is easily made. The
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diagonal elements of H are just the energies of the constrained states that form the basis for

the active space; the off-diagonal elements are constructed as:9,74

HIJ = HJI =
FI + FJ

2
SIJ −

〈
ΦI

∣∣∣∣∣ V̂I + V̂J
2

∣∣∣∣∣ΦJ

〉
(4.2)

where ΦI is the Kohn-Sham determinant for the Ith CDFT state, FI is the energy of the

Ith CDFT state in the presence of the constraining potential V̂I for state I, and SIJ is just

〈ΦI |ΦJ〉. For the rest of this work, we will assume the two-state form, using capital letters

I and J to index the different states; extension to the N state case is straightforward. We

also attempt to adhere to the convention that i and j index occupied orbitals, a and b index

virtual orbitals, and p and q index all orbitals, occupied and unoccupied.

If we write HC = ESC, then we can easily take the derivative with respect to a nuclear

coordinate x and write

HxC + HCx = ExSC + ESxC + ESCx (4.3)

The quantity we are interested in is Ex, which we must solve for. Bracketing on the left with

C† and rearranging yields

Ex = C† (Hx − ESx)C (4.4)

E and C are already known from the single-point energy evaluation, so the only new terms

required for the gradient expression are Hx and Sx.

4.2.1 Overview

In order to actually use equation (4.4) to obtain Ex, we must consider both diagonal terms

of the form Hx
II and off-diagonal terms Hx

IJ and SxIJ . (There are no diagonal overlap terms,

since normalized states will always have unit self-overlap.) The diagonal terms Hx
II are just

the energy gradient of the constrained states, so we focus on the off-diagonal elements Hx
IJ

and SxIJ . However, since we only use these two quantities in combination, for reasons that
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will be discussed later, we define an auxiliary quantity W = H−ES where E is treated as a

constant and does not vary with changes in any other parameters. We then seek to compute

Wx = (H− ES)x = Hx − ESx.

At this point, the high-level view is no longer sufficient and we must expand the expression

to include our Kohn-Sham determinants that define the states in our CI basis.

WII = HII (4.5)

W x
II = Hx

II (4.6)

WIJ =

(
FI + FJ

2
− E

)
〈ΦI |ΦJ〉 −

〈
ΦI

∣∣∣∣∣ V̂I + V̂J
2

∣∣∣∣∣ΦJ

〉
(4.7)

W x
IJ =

F x
I + F x

J

2
SIJ −

〈
ΦI

∣∣∣∣∣ V̂ x
I + V̂ x

J

2

∣∣∣∣∣ΦJ

〉
+
〈

Φx
I

∣∣∣Ô∣∣∣ΦJ

〉
+
〈

ΦI

∣∣∣Ô∣∣∣Φx
J

〉
(4.8)

Ô =

(
FI + FJ

2
− E

)
− V̂I + V̂J

2
(4.9)

However, the terms in 〈Φx
I | and |Φx

J〉 are unreasonable to compute, given that the wavefunc-

tion gradient requires O(N3) space to store and O(N5) time to compute. As such, we seek

an alternate route to W x
IJ which does not involve the gradient of the wavefunction; we will

adopt the standard framework of making the matrix element variational.204

The procedure to make the matrix element variational is quite complex, and does not

have a linear logical order of execution. To assist in understanding the processes involved

in the computation, a flow chart of the relevant expressions is presented in Figure 4-1. The

labeled boxes in the flowchart correspond roughly to the subsections that follow, though we

start off with the general computation of the gradient of a matrix element, used for both the

promolecule contribution and the coupling element derivative.

4.2.2 Assembling a matrix element/coupling derivative

Looking forward, we will need to evaluate several expressions of similar form, so we step

back from W x
IJ and consider the general case of the matrix element of a one-electron (or
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tI
tJ

EI
x

NI
xtI

bI = Mb[ŵI]

HIJ
x -ESIJ

x
HII

x

bI = Mb[Ô]+… 
bJ = Mb[Ô]+…

E x

Assembling 
the coupling 
derivative

Constraint 
potential 
contribution

Promolecule 
contribution

GMRES

GMRES

PT

PT

Lagrange Multipliers 
for elim. MO coefs

Derivatives by 
MO coefs

Implicit

Explicit

Final assembly

∂VI/∂c

VI
(x)

Lagrange Multipliers 
for elim. MO coefs

Mb[Â]= ∂<ΦI| Â|ΦJ>/∂cI
Ô=Ŝ(FI+FJ-2E )/2

-(VIŵI+VJŵJ)/2
FI=EI+VINI� key

Figure 4-1: The flowchart for evaluating the gradient of the CDFT-CI energy. The gradient
of the promolecule-adjusted constraint values is computed as a variational matrix element
(dashed box), using the GMRES linear solver to obtain the Lagrange multipliers needed for
variationality. These Nx

I are combined with the CDFT energy gradient to yield the diagonal
elements of the Hamiltonian (bottom left), and also used to determine the explicit depen-
dence of the constraint potential Lagrange multipliers on the nuclear coordinates, using a
perturbation theory expression (upper right). A separate perturbation theory expression
(also in the dotted box) gives the dependence of the constraint potential Lagrange multi-
pliers on the MO coefficients (and thus the implicit dependence on nuclear position), which
enters into the variationality of the coupling derivative (solid box), computed in a simi-
lar fashion to the promolecule contribution. With both diagonal and off-diagonal matrix
elements available, the energy gradient is evaluated per equation (4.4) (bottom).
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zero-electron) operator Ô between two states |ΦI〉 and |ΦJ〉, which has been normalized for

possible variations of the orbitals which underlie the states.

M [Ô] =

〈
ΦI

∣∣∣Ô∣∣∣ΦJ

〉
√
〈ΦI |ΦI〉〈ΦJ |ΦJ〉

(4.10)

=

Tr

[
c†IOcJ

(
c†JScI

)−1
]

det(c†IScJ)√
det(c†IScI)det(c†JScJ)

(4.11)

We will primarily be concerned with the case of Ô = (V̂I + V̂J)/2 and also the case where

there is no operator (so the matrix element becomes just an overlap), but will also need this

machinery for Ô = ŵ in a special case, per section 4.2.3. To avoid the need for the expensive

wavefunction gradient (or, equivalently, the gradient of the MO coefficients), we introduce

an auxiliary function which has the same value as M at all points but is variational with

respect to the MO coefficients; this allows the gradient of the MO coefficients to be ignored

via the chain rule. We thus write

Mvar = M [Ô]− L(cI , tI)− L(cJ , tJ) (4.12)

Lagrange multipliers to eliminate dependence of M on the MO coefficients

This term L depends on Lagrange multipliers t which enforce variationality; as there are

Nocc × Nbasis relevant MO coefficients, so there are Nocc × Nbasis Lagrange multipliers t,

coming in as

L(c, t) = Tr
[
t† ·
(
F[P̃]c− Scε

)]
(4.13)

where P̃ = 3PSP − 2PSPSP is the density matrix after McWeeny’s purification transfor-

mation, P = cc† is the density matrix, and S remains the atomic orbital overlap matrix. ε

is a diagonal matrix of MO energies, which we define to be evaluated as εi =
c†iFci

c†iSci
to remain

normalized when the orbitals themselves become unnormalized, per equation (4.11). We

also introduce the Fock matrix, which has dependence on both the MO coefficients and the
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nuclear position, but we do not need to enforce that ∂Mvar/∂F = 0. Equation (4.13) is con-

structed such that the quantity in parentheses will always evaluate to zero when the system

is at SCF convergence. Accordingly, L will also always be zero at convergence, so Mvar will

have the same value as M . Furthermore, ∂Mvar/∂r will also be zero by the self-consistency

condition, which removes any need for gradients of t in evaluating chain-rule terms. (Note

that the actual values of t are as-yet unspecified.) The McWeeny purified density matrix

is required so that changes in the MO coefficients which do not preserve normalization do

not affect the resulting Fock matrix; changes in normalization of the MO coefficients at

first order will only affect the purified density matrix at the second order. No correction is

needed for the MO coefficients that appear directly in Fc−Scε, as that expression is merely

enforcing that the orbitals remain eigenvectors; a change in normalization does not affect

that condition.

Derivatives by MO coefficients To enforce the variationality of Mvar, we require

∂Mvar

∂c
= 0 (4.14)

⇒ ∂M

∂c
=
∂L(c, t)

∂c
(4.15)
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for derivatives with respect to both cI and cJ . Both sides of this equation expand out to

sizable expressions, which we treat singly.

∂M

∂cI
=

1√
〈ΦI |ΦI〉〈ΦJ |ΦJ〉

[
det
(
c†IScJ

)
OcJ

(
c†JScI

)−1

−ScJ

(
c†JScI

)−1

c†IOcJ

(
c†JScI

)−1
]

+M [Ô]ScJ

(
c†JScI

)−1

−M [Ô]
det
(
c†IScI

)
〈ΦI |ΦI〉

ScI

(
c†IScI

)−1

(4.16)

∂L(c, t)

∂c
= Tr

[
t† ·

(
∂F[P̃]

∂c
c

)]
+
(
t† · F[P̃]

)†
−
(
εt† · S

)† − Tr

[
t† ·
(
∂ε

∂c
c

)]
(4.17)

= tνj
∂Fνλ[P̃]

∂cµi
cλj + tνiFνµ[P̃]− tνiSνµεµ − tνjSνδ

cλj

(
∂Fλσ[P̃]/∂cµi

)
cσj

cαjSαβcβj
cδj

− 2tνiSνδ
Fµσ[P̃]cσi
cαiSαβcβi

cδj + 2tνiSνδ
cλiFλσ[P̃]cσi

(cαiSαβcβi)
2 Sµγcγicδi (4.18)

However, we can see that the overall structure of the expression is really

Mb[Ô] ≡ ∂M

∂cµi
= bµi = Aνjµitνj (4.19)

where we have adopted explicit indices and the Einstein summation convention to make

clear the complicated structure of some of these terms, and defined a new quantity Mb[Ô]

for future use.a The final line, however, makes it clear that this is essentially just a linear

system which can be solved for t in a conceptually straightforward fashion, regardless of

the complexity of some of the terms. The A matrix that is involved in this linear system,

however, is of size (Nocc ·Nvirt)×(Nocc ·Nvirt) which requires O(N4) storage and O(N6) time

for a direct inversion, a step backwards from equation (4.9). However, we can solve the linear

system in equation (4.19) without constructing A, by using an iterative linear solver. This

allows us to leverage the fact that the product Aνjµixνj may be evaluated efficiently without

computing A.

aThis definition does give preference to cI over cJ , but this is immaterial given that the structure of M
is symmetric with respect to the two states.
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We have conveniently left unexpanded the expression ∂Fλσ[P̃]/∂cµi, a quantity whose

determination is complicated by the use of the purified density P̃. Performing this compu-

tation requires a breakdown of the different contributions to F, with the Coulomb integrals

and Hartree-Fock exchange being treated differently from DFT exchange and correlation

functionals. (The one-electron Hamiltonian of course has no dependence on the MO coef-

ficients.) Bearing in mind our need to compute only the product Ax and not A itself, we

examine the contraction of some pseudo-density-matrix Wλσ against ∂Fλσ[P̃]/∂cδi, looking

at each of these terms in turn.

∂Jλσ[P̃]

∂cδi
Wλσ =

∂

∂cδi
((µν|λσ)(3PµαSαβPβν − 2PµαSαβPβγSγηPην))Wλσ (4.20)

= 6Jµδ[W]PµαSαβcβi + 6SδβPβνJµν [W]cνi

− 4Jµδ[W]PµαSαβPβγSγηcηi − 4SδβPβγSγηPηνJµν [W]cµi

− 4SδηPηνJµν [W]PµαSαβcβi (4.21)

= 2Jµδ[W]PµαSαβcβi + 2SδβPβνJµν [W]cνi

− 4SδηPηνJµν [W]PµαSαβcβi (4.22)

where we use the fact that PSP = P at convergence. This requires only a single Coulomb

build from the pseudo-density W, and matrix multiplications with S and P.

In a similar fashion, the expression for the exchange derivative becomes

∂Kλσ[P̃]

∂cδi
Wλσ = 2Kµδ[W]PµαSαβcβi + 2SδβPβνKµν [W]cµi

− 4SδηPηνKµν [W]PµαSαβcβi (4.23)

The DFT contributions are not quite as straightforward, in that a standard calculation of

the XC matrix from the pseudodensity matrix is not the correct approach to this derivative.

In fact, the XC matrix (for a pure functional) is more properly written like

vxc = vxc[ρ(P̃)]
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From the chain rule,

∂vxc
∂cδi

=
∂vxc
∂ρ

∂ρ

∂P̃

∂P̃

∂cδi
(4.24)

=

(
∂vxc
∂ρ

∂ρ

∂P̃

)
∂P̃

∂cδi
(4.25)

The quantity in parentheses is the implicit first derivative of the XC matrix, which is generally

only used by being contracted against a “trial density”, as we are doing here as we contract

against W. Thus,

∂(vxc)λσ
∂cδi

Wλσ =

(
Wλσ

∂(vxc)λσ
∂ρ

∂ρ

∂P̃αβ

)
∂P̃αβ

∂cδi
(4.26)

= Xαβ
∂P̃αβ

∂cδi
(4.27)

= 2XPSc + 2SPXc− 4SPXPSc (4.28)

in an analogous fashion to the coulomb and exchange terms. We implicitly define the quantity

Xαβ as the contraction of W against the implicit first derivative of the XC matrix. All of

these terms (Coulomb, exchange, and DFT) may be efficiently evaluated in O(N3) time or

less and O(N2) space.

Formulation of the Lagrange multiplier linear system for an iterative solver The

combination of the above three terms yields the overall contraction of ∂F/∂c against a trial

density matrix W. This, in turn, lets us return to ∂L/∂c and the linear system bµi = Aνjµitνj

of equation (4.19). Having already determined that the system will be solved iteratively, we
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now need a procedure for computing the matrix-vector product

Aνjµixνj = xνj
∂Fνλ[P̃]

∂cµi
cλj + xνjFνµ[P̃]δij − xνjSνµεµδij − xνjSνδ

cλj

(
∂Fλσ[P̃]/∂cµi

)
cσj

cαjSαβcβj
cδj

− 2xνjSνδ
Fµσ[P̃]cσi
cαiSαβcβi

cδiδij + 2xνjSνδ
cλiFλσ[P̃]cσi

(cαiSαβcβi)
2 Sµγcγicδiδij (4.29)

= A0
νj
µixνj +

∂Fνλ[P̃]

∂cµi
cλjxνj −

∂Fνλ[P̃]

∂cµi
cλj

xαjSαβcβj
cγjSγδcδj

cνj (4.30)

= A0
νj
µixνj +

∂Fνλ[P̃]

∂cµi
cλjxνj −

∂Fνλ[P̃]

∂cµi
Yλν (4.31)

= A0
νj
µixνj +

∂Fνλ[P̃]

∂cµi
(cλjxνj − Yλν) (4.32)

= A0
νj
µixνj +

∂Fνλ[P̃]

∂cµi
Wλν (4.33)

A0
νj
µixνj = xνiFνµ[P̃]δij − xνiSνµεµδij

− 2xνiSνδ
Fµσ[P̃]cσi
cαiSαβcβi

cδjδij + 2xνiSνδ
cλiFλσ[P̃]cσi

(cαiSαβcβi)
2 Sµγcγicδiδij (4.34)

where we have explicitly constructed the pseudo-density matrix W to be contracted against

∂F/∂c, and Y takes the form of an energy-weighted density matrix with orbital “energies”

εj =
xαjSαβcβj
cγjSγδcδj

(4.35)

Yλν = cλjεjcνj (4.36)

It is worth noting that, if considered as a matrix, A0 is block-diagonal — each orbital

only interacts with the corresponding “orbital” from x. In other words, all of the terms

in A0 include a Kronecker delta δij, so there is only O(N3) work to be done in the overall

multiplication.
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Iterative linear solver (GMRES)

Now that the matrix-vector product is available, we can proceed to the iterative linear solver.

We have implemented the GMRES (Generalized Minimum Residual) algorithm in Q-Chem;

the algorithm is covered extensively elsewhere,231,232 but we give a brief summary here and

expound a bit more in Appendix A. The goal is to construct an approximate solution to the

linear system

A · x = b

without explicitly operating on the matrix A, instead only evaluating matrix-vector products

A ·xi. GMRES requires the matrix A to be square. The outline of the solution is to find an

approximate solution in a projected subspace at each step; by preconditioning the system

appropriately, an approximate solution with sufficiently small residual can be obtained in

a constant number of iterations, essentially independent of the dimension of A. For the

systems we consider here, that constant is around twenty iterations.

Preconditioning

The GMRES method is most effective for diagonal-dominant matrices (or rather, those

whose eigenvalues are clustered near each other in the complex plane, which is not quite the

same), frequently exhibiting quadratic convergence for such systems.231 It is therefore quite

common to introduce a (left) preconditioner, an approximation A0 ≈ A which may be easily

inverted, and then applying the GMRES algorithm to the preconditioned system:

(
A−1

0 A
)
x = A−1

0 b

Our linear system of equation (4.19) is not diagonal dominant, so we will need some non-

trivial preconditioning strategy for GMRES to converge efficiently. However, there is a

block-diagonal component to our A, which in general is much larger in magnitude than

the contribution coming from contractions against the derivative of the Fock matrix. This

block-diagonal term, already referred to as A0 above, could be explicitly constructed with
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O(N3) effort and blockwise inverted for O(N4) effort, but it proves more convenient to only

consider the first two terms of A0,

A′0
νj
µi = δij (Fµν − Sµνεj) (4.37)

since in this formulation computing A′0
−1x will only require O(N3) work.

This inversion is equivalent to solving the systems

(F− Sεi) xi = bi (4.38)

which does not necessarily involve explicitly constructing A′0
−1 in matrix form. Conceptually,

this is effected by transforming to the MO basis, where F and S are diagonal, so the inversion

is trivial. Transforming back to the AO basis yields the desired solution.

bµi = (Fµν − Sµνεi)xνi (4.39)

cµpbµi = cµp (Fµν − Sµνεi)xνi (4.40)

= cµp (Fµν − Sµνεi) cνqcλqSλσxσi (4.41)

= δpq (εp − εi) cλqSλσxσi (4.42)

1

εp − εi
cµpbµi = cλpSλσxσi p 6= i (4.43)

1

εp − εi
cνpcµpbµi = cνpcλpSλσxσi (4.44)

cνpDpi = xνi (4.45)

Dpi =
1

εp − εi
cµpbµi (4.46)

The actual determination of x involves just matrix-matrix products, yielding the desired

O(N3) time. Since the energy denominator is only nonzero when p 6= i, this preconditioner

will not treat components of bµi which are proportional to actual orbitals cµi; however, these

components are zero by construction, being eliminated by the normalization denominator in

equation (4.11).
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Assembling the coupling derivative

Having amassed a great deal of machinery to determine the Lagrange multipliers t which

make the function Mvar of equation (4.12) actually variational with respect to the MO

coefficients, we now return to the chain rule and actually make use of them. The terms from

∂Mvar/∂t have already been shown to be zero, but it turns out that our definition of L also

introduced a dependence on F to the full Mvar which must be included in the chain rule

terms so that
dMvar

dx
=
∂Mvar

∂O

dO

dx
+
∂Mvar

∂S

dS

dx
+
∂Mvar

∂F

dF

dx
(4.47)

In evaluating these chain-rule terms, it proves convenient to repartition this expression as

dM

dx
=
dMvar

dx
= Mx[Ô]− Lx(cI , tI)− Lx(cJ , tJ) (4.48)

M [Ô] depends on O and S but not F, whereas L does not depend on O but only on

S and F, so this repartitioning simplifies the formal parameters somewhat. Putting n =

1/
√
〈ΦI |ΦI〉〈ΦJ |ΦJ〉 for concision, we can then write

Mx[Ô] = n · Tr

[
c†IO

xcJ

(
c†JScI

)−1
]

det(c†IScJ)

+ n · Tr

[
c†IOcJ

(
c†JScI

)−1 (
c†JS

xcI

)(
c†JScI

)−1
]

det(c†IScJ)

+M [Ô] · Tr

[(
c†JScI

)−1 (
c†JS

xcI

)]
− 1

2
M [Ô]

c†IS
xcI

det(c†IScI)
(4.49)

The L contribution does not need the explicit normalization term n;

L(c, t) = Tr
[
t† ·
(
F[P̃]c− Scε

)]
(4.50)

Lx(c, t) = Tr
[
t† ·
(
F(x)[P̃]c− Sxcε− Scε(x)

)]
(4.51)
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where

ε(x)
p =

c†pF
(x)[P̃]cp

c†pScp
−
c†pF[P̃]cp(
c†pScp

)2 c
†
pS

xcp (4.52)

and F(x)[P̃] is the partial derivative of the Fock matrix including the McWeeny purification

of the density matrix (but excluding the position dependence of the MO coefficients). That

is,

F(x)[P̃] = F(x)[P] + J[P̃(x)] + cKK[P̃(x)] +

(
∂(vxc)

∂ρ

∂ρ

∂P̃

)
P̃(x) (4.53)

P̃(x) = 3PSxP− 2PSxPSP− 2PSPSxP (4.54)

= −PSxP (4.55)

The DFT contribution is again an instance of the implicit first derivative of the XC matrix

used in equation (4.28) F(x)[P] is just the standard partial derivative of the Fock matrix

with respect to the nuclear position, and cK represents the coefficient of exact exchange in

the density functional.

The procedure to obtain Mx = dMvar/dx then is to determine bI and bJ using the Mb[Ô]

formula, and perform two GMRES calculations (using the appropriate A matrix for state

I or J) to determine the Lagrange multipliers tI and tJ . Then, take Mx[Ô] from equation

(4.49) and Lx(c, t) from equation (4.51) and substitute into equation (4.48) to obtain the

final gradient.

It bears reiterating that Lx 6= dL/dx, since it omits the ∂L/∂c terms which only cancel

when the full quantity dM/dx is being evaluated. This is why t must be redetermined for

each operator and for each state.

4.2.3 Promolecule contribution

Having established the general form for evaluating the gradient of a matrix element of a

one-electron operator between two distinct states, we now step back and note a particular
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issue with the formulation of CDFT-CI which makes the actual computation of Ex (equation

(4.4)) more complicated. Recall that the CDFT equations involve minimizing the value of

E[ρ] +
∑

k Vk
(∫

ŵkρd
3r −Nk

)
with respect to ρ and maximizing with respect to Vk for fixed

ŵk and Nk (section 1.2.4). However, when adapting CDFT for use in CDFT-CI, the concept

of a “promolecule density” was introduced which produced modified values of Nk for a given

system (section 2.2.3).9 This used the converged density from independent calculations on

noninteracting fragments, in conjunction with ŵk, to produce new values of Nk. However, the

converged density of even non-interacting fragments has a dependence on nuclear position

(when there is more than one atom in a fragment), which in turn introduces a position

dependence on the constraint values Nk used as input for the CDFT calculations to obtain

|ΦI〉 and |ΦJ〉. This dependence will in turn trickle through to affect the other properties of

the system, such as the free energy of state I

FI = EI +
∑
k

VI,kNI,k (4.56)

in the presence of constraints. A regular energy gradient will yield Ex
I , and when the NI,k

are fixed (i.e., the promolecule correction is not in use), that will be equal to F x
I , since the

constraint parameters would not change to first order. When the promolecule correction is

being applied, though, there is a nonzero Nx contribution (but V is still at a stationary

point), so the free energy gradient becomes

F x
I = Ex

I +
∑
k

VI,kN
x
I,k (4.57)

Thus, in equation (4.6) when we said that Hx
II is the gradient of the CDFT state free

energy, it is the gradient of that energy provided that the constraint values are also changing

according to the promolecule formalism, i.e., it is the gradient including this correction of

equation (4.57). The form of this small correction is quite simple once the Nx
k are known.

The determination of the Nx
k , however, is not quite so simple.
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Recalling the definition of Nk:

Nk = 〈ΦI |ŵk|ΦI〉 (4.58)

we note that the expression is precisely the matrix element of a one-electron operator, so

we can reuse the algebraic machinery developed for M [Ô] wholesale to obtain Nx
k , with

bk = 2Mb[ŵk] yielding Lagrange multipliers tk via GMRES, and Nx
k = Mx[ŵk] − Lx(c, tk).

That Nk is a matrix element between two identical states serves only to simplify the algebra

in that only one set of Lagrange multipliers is needed and ∂Nk/∂c = 2Mb[ŵk] due to the

symmetry. However, evaluation of ∂M [ŵk]/∂c is slightly complicated by the need to retain

isolation between the independent fragments. The gradient of the weight operator (for the full

system, not the isolated fragments) is needed to evaluate Mx[ŵk]; for the Becke weights used

in this implementation of CDFT-CI, such gradient terms have been computed in reference

72.

4.2.4 Constraint potential contribution

We pause once more to note that, while the single-state values of Nx
k were sufficient to correct

W x
II as in equation (4.57), the off-diagonal elements W x

IJ include the matrix element of the

constraint potential V̂k between two different states, and those quantities cannot be related

to single-state values of Nx
k .

Given that the overall gradient of the constraint potential is

V̂ x
k = Vkŵ

x
k + V x

k ŵk (4.59)

and the gradients of the weight matrices, wx
k , were used in evaluating Mx[ŵk], it remains only

to determine the gradient of the constraint potential Lagrange multipliers, V x
k . These are

intrinsically linked to the constraint value gradients Nx
k , changing in lockstep while main-

taining the SCF solution of the inner SCF procedure. As such, we require a mechanism

to go from the promolecule-derived constraint value gradients Nx
k to a gradient of the con-
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straint potential Lagrange multipliers, V x
k . The nested double-SCF structure of the method

of solution of the CDFT equations presents an interesting challenge to the theoretician! To

briefly resummarize the double-SCF procedure, a given set of orbitals allows a core Fock

matrix to be constructed as for a normal SCF electronic calculation, and this Fock matrix

is used as a fixed base upon which constraint potentials are added; the total Fock matrix is

diagonalized to yield new orbitals and updated values for the constraint potential Lagrange

multipliers in an iterative loop. Once Lagrange multipliers are determined which cause the

constraints to be satisfied, the inner SCF loop terminates and the current orbitals are used

to construct a new, updated core Fock matrix. This new core Fock matrix is used as a base

for a new inner SCF procedure to determine the constraint Lagrange multipliers. It becomes

clear that over the course of the entire double SCF calculation, the Lagrange multipliers

Vk depend on nuclear coordinates both “directly”, through the explicit dependence of the

core Fock matrix and AO overlap on the nuclear coordinates, and also indirectly, through

the dependence of the core Fock matrix on the MO coefficients (which in turn depends on

the nuclear coordinates). It proves convenient to separate these dependencies, pushing the

implicit contribution back into the b vector of equation (4.19) for the quantity of interest,

and only treating the explicit dependence at this junction.

Explicit contribution

Treating just the explicit contribution requires holding the MO coefficients used to build

the core Fock matrix fixed (while varying the nuclear geometry to x + δx), essentially just

limiting the calculation to a single cycle of the outer SCF loop. The resulting change in

the constraint potential Lagrange multipliers δVk are the quantities we need for the explicit

contribution. Because we consider only explicit changes in the core Fock matrix (ignoring its

nonlinear dependence on the MO coefficients), the resulting changes to the orbitals can be

determined solely via perturbation theory. We start off with knowledge that the constraints

must be satisfied initially

Nk = 〈Φ|ŵk|Φ〉 (4.60)
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A change in the constraint potential will manifest as a change in the Fock matrix, δF , which

will induce a change in the wavefunction, |δΦ〉. This change in the wavefunction will then

contribute to the change in Nk, δNk. Therefore,

δNk = 〈Φ|δŵk|Φ〉+ 2〈Φ|ŵk|δΦ〉 (4.61)

= 〈Φ|δŵk|Φ〉+ 2
∑
i

〈φi|ŵk|δφi〉 (4.62)

= 〈Φ|δŵk|Φ〉+ 2
∑
ip

〈φi|ŵk|φp〉〈φp|δφi〉 (4.63)

The orbital overlaps 〈φp|δφi〉 are computed primarily from perturbation theory, taking care

to include corrections from the nonorthogonal basis;

〈φp|δφi〉 =
〈φp|δF̂ − εiδŜ|φi〉

εi − εp
(4.64)

=
〈φp|δF̂core − εiδŜ +

∑
l δV̂l|φi〉

εi − εp
(4.65)

=
〈φp|δF̂core − εiδŜ +

∑
l(δVl)ŵl + Vlδŵl|φi〉

εi − εp
(4.66)

This expression only holds for i 6= p; the contribution from p = i can be determined from

the normalization constraint on the orbitals;

1 = 〈φi|Ŝ|φi〉 (4.67)

0 = 2〈δφi|Ŝ|φi〉+ 〈φi|δŜ|φi〉 (4.68)

〈φi|δφi〉 = −1

2
〈φi|δŜ|φi〉 (4.69)

There is no δεi contribution in equations (4.64) through (4.69) because only variations of the

orbitals which preserve normalization are produced.
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Substituting these expressions into equation (4.63) yields:

δNk = 〈Φ|δŵk|Φ〉

+ 2
∑
i 6=p

〈φi|ŵk|φp〉
〈φp|δF̂core − εiδŜ +

∑
l(δVl)ŵl + Vlδŵl|φi〉

εi − εp

+ 2
∑
i

〈φi|ŵk|φi〉〈φi|δφi〉 (4.70)

δNk − 〈Φ|δŵk|Φ〉 = 2
∑
i 6=p

〈φi|ŵk|φp〉
〈φp|

∑
l(δVl)ŵl|φi〉
εi − εp

+ 2
∑
i 6=p

〈φi|ŵk|φp〉
〈φp|δF̂core − εiδŜ +

∑
l Vlδŵl|φi〉

εi − εp

−
∑
i

〈φi|ŵk|φi〉〈φi|δŜ|φi〉 (4.71)

δNk − 〈Φ|δŵk|Φ〉+
∑
i

〈φi|ŵk|φi〉〈φi|δŜ|φi〉

−2
∑
i 6=p

〈φi|ŵk|φp〉
〈φp|δF̂core − εiδŜ +

∑
l Vlδŵl|φi〉

εi − εp
= 2

∑
l

∑
i 6=p

〈φi|ŵk|φp〉
〈φp|ŵl|φi〉
εi − εp

(δVl)

(4.72)

bk = Alk(δVl) (4.73)

which is a system of linear equations corresponding to the various constraints being applied.

Here, we have δNk = dNk/dx (obtained per section 4.2.3, δŵl = ŵxl , δŜ = Ŝx, δF̂core = F̂
(x)
core,

and δVl = ∂Vl/∂x, the latter of which are the desired quantities. Since the promolecule

specification requires both charge and spin constraints on a given fragment, there will in

general be at least two constraints, and thus a linear system to be solved. Fortunately, the

A matrix does not have any position dependence and can be precomputed and inverted just

once, with b (and thus δVl) being computed for a single nuclear coordinate at a time. The b

vector contains only quantities which are already known; the gradient of the weight matrix is

easy to compute, and the gradient of the overlap and core Fock matrices are already present
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as they were needed for equation (4.51).

Implicit dependence

Having constructed an expression for the explicit dependence of the constraint potential on

the nuclear position, in the form of an expression (δV )ŵ + V (δŵ) which is added to the

gradient of the Fock matrix, it remains to treat the implicit dependence, through the MO

coefficients used to build the core Fock matrix. As previously indicated, this will be included

through the Lagrange multipliers in L(c, t), by including an extra contribution from ∂V/∂c

to the b vector in equation (4.19). Obtaining this ∂V/∂c contribution actually requires a

very similar perturbation-theory structure to that of the ∂V/∂x contribution above, including

the need for a linear system in the various constraints. In this case the perturbation is now

δF̂ = ∂F̂core/∂c and δVl = ∂Vl/∂c. The form of the equations is identical to equation (4.72)

with simplifications that δNk is zero (the target constraint value does not depend on the

MO coefficients passed to the core Fock matrix), and δŜ and δŵ are also zero. The orbital

overlap then becomes just

〈φp|δφi〉 =
〈φp|δFcore +

∑
l(δVl)ŵl|φi〉

εi − εp
(4.74)

And the linear system to be solved:

−
∑
i 6=p

〈φi|ŵk|φp〉
〈φp|δF̂core|φi〉

εi − εp
=
∑
l

∑
i 6=p

〈φi|ŵk|φp〉
〈φp|ŵl|φi〉
εi − εp

(δVl) (4.75)

bk = Alk(δVl) (4.76)

An astute reader will note that the A matrix is identical to the one in equation (4.72). All

of the b vectors may be generated at once as contractions against ∂Fcore/∂c, repeated for

the number of constraints applied to the system. Such contractions against ∂Fcore/∂c were

described in equations (4.20) through (4.28).
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4.2.5 Final assembly

At this point, all the pieces are in place to compute (H− ES)xIJ = W x
IJ , the last remaining

piece before equation (4.4) may be applied to obtain Ex. In the now-familiar procedure, we

construct

W var
IJ =

WIJ√
〈ΦI |ΦI〉〈ΦJ |ΦJ〉

− L(cI , tI)− L(cJ , tJ) (4.77)

and solve for the Lagrange multipliers tI and tJ which make W var
IJ variational with respect to

the MO coefficients. To do so, we need vectors bI and bJ as input for GMRES calculations

to determine tI and tJ ; in our formalism the contribution from H is split out into terms

arising from the constrained states, so this really looks like

∂ (H− ES)IJ
∂cI

(4.78)

=
∂

∂cI

(
FI+FJ

2
SIJ −

〈
ΦI

∣∣∣ V̂I+V̂J
2

∣∣∣ΦJ

〉
− ESIJ

)
√
〈ΦI |ΦI〉〈ΦJ |ΦJ〉

(4.79)

=− ∂

∂cI

〈
ΦI

∣∣∣ V̂I+V̂J
2

∣∣∣ΦJ

〉
√
〈ΦI |ΦI〉〈ΦJ |ΦJ〉

+

(
FI + FJ

2
− E

)
∂

∂cI

SIJ√
〈ΦI |ΦI〉〈ΦJ |ΦJ〉

(4.80)

In the notation we have developed, we can then write

bI = −Mb

[(
V̂I + V̂J

)
/2
]

+

(
FI + FJ

2
− E

)
Mb[Ŝ] +

1

2

∑
l

M [ŵI,l] (4.81)

where ∂VI,l/∂cI are determined from equation (4.76); bJ is determined similarly. A pair of

GMRES calculations then yields tI and tJ , which we can then assemble into the final

dWIJ

dx
= −Mx

[(
V̂I + V̂J

)
/2
]

+

(
FI + FJ

2
− E

)
Mx[Ŝ]− Lx(cI , tI)− Lx(cJ , tJ) (4.82)

noting that the F(x) matrices which are used in computing the Lx must include the contri-

butions from V̂ (x) = ∂V
∂x
ŵ + V ŵx (where ∂V/∂x come from equation (4.72)).
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This completes the construction of W x
IJ and returns the gradient calculation of Ex to

equation (4.4), recalling that W x
II comes from equation (4.57). We note that the CI vec-

tor C used in equation (4.4) is an eigenvector of the generalized eigenvector problem, in

contrast to the coefficient vector produced by many CDFT-CI calculations, which is in the

orthogonalized diabatic basis; a factor of S−1/2 allows interconversion.

4.3 Results

We have implemented CDFT-CI gradients in a development version of Q-Chem; since we

do not have the benefit of the Hellmann-Feynman theorem for gradients, we expect that the

CPU time for a CDFT-CI gradient evaluation should be comparable to that needed for a

Hessian evaluation using regular DFT. As some indication of the qualitative similarity, we

note that for the OH+C2H6 ↔ H2O+C2H5 system presented below (with rather large basis

and integration grid), some timings are presented in Table 4.1. The gradient evaluation

HF BLYP B3LYP
CDFT-CI gradient 3053 3582 4570

DFT Hessian 112 1977 2012

Table 4.1: Total execution time, in seconds of CPU time. The non-HF results suffer from
the exceptionally large integration grid used for this calculation; this penalty even affects
the CDFT-CI HF gradient evaluation due to an implementation detail that CDFT is imple-
mented as an exchange functional, forcing the DFT routines to be executed even if they are
not needed.

is within roughly a factor of two of a DFT hessian evaluation, which is reasonable for our

comparatively unoptimized code. We have endeavored to retain the O(N3) scaling behavior

of DFT, albeit with a rather large pre-factor. (Each GMRES iteration requires some number

of O(N3) matrix manipulations, and it is not atypical for 20 GMRES iterations to be required

for convergence.) In the present implementation, F(x) and Sx and Wx are constructed

explicitly, which is the rate-limiting step. For the B3LYP case listed in Table 4.1, building

Wx took 408 CPU-seconds, and building F(x)[P] took 2130 CPU-seconds, with the extra
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steps for the transformation to F(x)[P̃] requiring another 620 CPU-seconds. However, these

matrix gradients are only used in expressions which involve tracing over the matrix indices,

so it should be possible as a future improvement to eliminate their explicit construction in

favor of implicit routines which contract over those matrix indices. A reduction from the

current 70% of execution time would be a very useful development.

4.3.1 Transition State Optimization

The present work also found it opportune to return to the set of reactions previously used

to evaluate CDFT-CI,74 taken from the HTBH38/04 and NHTBH38 databases of Zhao et

al.131,233 The newly implemented analytic gradients allow us to locate optimized transition-

state geometries at the CDFT-CI level of theory, to compare against the reference geometries

which were optimized at a QCISD/MG3 level of theory.131 Since the CI vector should be

strongly spread over both configurations at the transition-state, these geometry optimizations

represent a stringent test of the CDFT-CI coupling gradient computation — any inaccuracies

would be highlighted by the delocalized CI vector, given the availability of accurate reference

data for comparison. Furthermore, the change between the CDFT-CI energy calculated at

the reference geometry and at the CDFT-CI optimized geometry presents a measure of

the “goodness” of the CDFT-CI geometry; systems with small energy change are expected

to have a converged CDFT-CI geometry close to the reference geometry. It also presents

an opportunity to once again examine the overall quality of CDFT-CI for barrier heights.

The present calculations are performed using a 6-311++G** basis set, as opposed to the

6-311+G(3df,2p) basis set used in reference 74. For performing gradient evaluations, we also

found it necessary to increase the quality of the DFT integration grid (though this is less

critical when a smaller basis set is used) — SG-1 is insufficient to yield sufficiently converged

SCF calculations. The present work uses a Lebedev grid with 100 radial points and 302

angular points (as implemented and truncated by Q-Chem). We also deem it sufficient to

present results using a single functional, given the overall robust performance with multiple

functionals in the previous work.74 Table 4.2 shows the results for the 32 reactions considered,
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with forward (and backward, when distinct) reaction barrier heights for CDFT-CI at the

reference geometry, CDFT-CI at the optimized geometry, and the reference barrier heights.

Reaction reference CDFT-CI at ref. geom. at optimized geom.

H + HCl↔ Cl + H2 5.7 4.59 6.18

8.7 10.98 12.57

OH + H2 ↔ H + H2O 5.1 7.86 6.36

21.2 19.66 18.16

CH3 + H2 ↔ H + CH4 12.1 12.60 12.78

15.3 13.51 13.69

OH + CH4 ↔ CH3 + H2O 6.7 14.54 NA

19.6 25.43 NA

H + H2 ↔ H2 + H 9.6 7.64 7.64

OH + NH3 ↔ H2O + NH2 3.2 2.80 3

12.7 11.47 12

HCl + CH3 ↔ Cl + CH4 1.7 6.27 5.82

7.9 13.57 13.12

OH + C2H6 ↔ H2O + C2H5 3.4 6.83 6.40

19.9 22.28 21.84

F + H2 ↔ H + HF 1.8 1.73 1.42

33.4 29.64 29.33

O + CH4 ↔ OH + CH3 13.7 15.43 15.67

8.1 11.52 11.76

H + PH3 ↔ PH2 + H2 3.1 3.22 3.36

23.2 27.62 27.76

H + HO↔ H2 + O 10.7 9.24 9.27

13.1 12.24 12.27

H + H2S↔ H2 + HS 3.5 5.20 5.04

17.3 22.13 21.98
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O + HCl↔ OH + Cl 9.8 5.10 5.92

10.4 8.49 9.30

NH2 + CH3 ↔ CH4 + NH 8.0 9.70 9.66

22.4 21.92 21.88

NH2 + C2H5 ↔ C2H6 + NH 7.5 11.68 11.21

18.3 19.34 18.87

C2H6 + NH2 ↔ NH3 + C2H5 10.4 12.98 12.88

17.4 19.75 19.66

NH2 + CH4 ↔ CH3 + NH3 14.5 15.54 15.37

17.8 17.76 17.58

H + N2O↔ OH + N2 18.14 15.63 16.22

83.22 79.40 79.99

H + FH↔ FH + H 42.18 37.29 37.52

H + ClH↔ HCl + H 18.0 22.40 22.18

H + FCH3 ↔ HF + CH3 30.38 26.04 25.94

57.02 53.61 53.52

H + F2 ↔ HF + F 2.27 0.97 2.62

106.18 107.00 108.64

CH3 + FCl↔ CH3F + Cl 7.43 2.86 1.32

60.17 60.42 58.87

F− + CH3F↔ FCH3 + F− -0.34 0.55 0.25

F− · · ·CH3F↔ FCH3 · · ·F− 13.38 14.76 14.61

Cl− + CH3Cl↔ ClCH3 + Cl− 3.10 1.56 1.43

Cl− · · ·CH3Cl↔ ClCH3 · · ·Cl− 13.61 11.28 11.49

F− + CH3Cl↔ FCH3 + Cl− -12.54 -13.28 -13.45

20.11 20.94 20.77

F− · · ·CH3Cl↔ FCH3 · · ·Cl− 2.89 2.53 2.56
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29.62 29.75 29.75

OH− + CH3F↔ HOCH3 + F− -2.78 -3.23 -3.24

17.33 18.65 18.64

OH− · · ·CH3F↔ HOCH3 · · ·F− 10.96 11.26 11.32

47.20 46.91 47.15

Table 4.2: Reaction barrier heights from various methods; forward and backward reaction

barrier heights are shown when distinct. Reference data from references 131 and 233; the

CDFT-CI energy at the reference geometry, and the CDFT-CI energy at the optimized

CDFT-CI geometry are shown. All energies in kcal/mol. CDFT-CI data in the 6-311++G**

basis set.

Given that CDFT-CI with the reactant/product constrained states as its basis degener-

ates into ordinary DFT calculations on the reactant or product fragments at infinite separa-

tion, in some cases there is conflict between accurate forward and backward barrier heights,

when DFT does not treat the reactant and product states equally well. Over the entire

set of reactions (modulo those with no CDFT-CI transition state yet converged), CDFT-CI

at the reference geometry has a mean error of 0.17 kcal/mol, and a mean absolute error of

2.05 kcal/mol; using energies from the optimized geometries performs essentially the same,

with mean error of 0.17 kcal/mol and mean absolute error 2.01 kcal/mol. Systems with

oxygen atoms or hydroxy radicals seem to be more likely to have worse energies after geom-

etry optimization, suggesting that B3LYP may cause the oxygen atom to be unphysically

electronegative. Breaking the reactions down by class, average results are shown in Table

4.3. There appear to be no substantial differences between the reference geometry results

and the optimized geometry results at a per-category level, with the optimized geometries

consistently performing slightly better. Overall, CDFT-CI seems to produce very good re-

action transition states, being essentially statistically indistinguishable from the reference

geometries.
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ME, initial ME, optimized MAE, initial MAE, optimized
Hydrogen transfer 0.89 0.87 2.18 2.08

Heavy atom transfer -1.94 -1.82 3.03 3.22
Nucleophilic substitution -0.07 -0.10 0.88 0.82

All reactions 0.17 0.17 2.05 2.01

Table 4.3: Deviation of CDFT-CI barrier heights from the reference values. Mean errors and
mean absolute errors are given, broken down by the type of reaction, at the initial (reference)
geometry, and at the final optimized geometry.

4.3.2 Excited-state optimizations

Gradients on the ground-state allow for geometry optimization of critical points, both minima

and saddle points (transition states). It is less common to have gradients of the excited state

energy available, which enable optimization of minima on excited-state electronic PESs. Our

CDFT-CI gradient implementation produces forces on both the ground and excited states,

treating them on an equal footing. As a simple example, we optimize the first singlet excited

state of H2. This molecule has been exhaustively studied, and it is known that the lowest

1Σ+
g state has two minima, with the lower-energy minimum at a separation of 1.0 Å and a

second minimum at 2.3 Å.234 The two minima correspond, qualitatively, to a 1s→ 2s valence

excitation and an linear combination of ionic states, respectively. Since CDFT is unable to

describe valence excitations, it would be surprising if CDFT-CI could reproduce this double-

minimum in the excited state. In fact, with the cc-pVDZ basis set and the B3LYP functional,

using the standard four-state CDFT-CI active space for diatomics (H+H−, H−H+, H↑H↓,

and H↓H↑), we find only a single minimum at a separation of 2.235 Å (from an optimization

starting at the ground-state equilibrium geometry). Throughout the optimization, the state

in question is dominated by contributions from the ionic configurations, as expected given

the unavailability of valence-excitation states. Nonetheless, the ionic minimum seems to be

treated correctly, given that our modest basis set is not intended to yield quantitatively

accurate results. It remains telling, though, that only one minimum is found — a reminder

that we must always be conscious of the composition of the active space. If the active space

does not include the proper states to describe a portion of configuration space, then the
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CDFT-CI energy will be unreliable; this active space dependence must be kept in mind

when applying CDFT-CI to new systems.

H2 is well studied in part because it is a very small test system, and it functions as a first

test for new theoretical methods. However, the double-minimum in the excited state makes

it less useful for assessing the validity of CDFT-CI given that we know it will fail for the

valence excitations which comprise half of the double well. It is therefore useful to consider

another simple molecule with well-known structure, but which has only a single minimum in

the excited state. The diatomic Li2 meets these criteria; it also has more than two electrons,

presenting a somewhat more stringent test on the applicability of theoretical methods. A

similar four-state geometry optimization on the first singlet excited state of Li2 (also using

cc-pVDZ and B3LYP) locates a geometry minimum (ungerade) at a separation of 3.169 Å.

Furche and coworkers184,185 have compiled a benchmark suite of reference adiabatic excitation

energies (including relaxation in the excited state), including excited-state geometries for

for more than twenty molecules.184 They give the dilithium 1Σ+
u minimum to be at 3.11

Å (experiment235), with all the tabulated TD-DFT methods underpredicting the minimum

except for TDHF. Given the proper active space, CDFT-CI successfully optimizes geometries

for HOMO→ LUMO excitations in these simple systems.

However, diatomic molecules do not make a particularly compelling case for the utility

of analytic gradients, since with a single degree of freedom the geometry may be easily

optimized even with just single-point calculations. Moving away from diatomics, then, we

consider the ethylene cation. This system presents theoretical interest even in the ground

state, in particular with the non-planar nature of the equilibrium state.236–238 Consensus has

been reached that the dihedral angle is around 25◦,239–242 but it is difficult to confidently state

a more precise value. The doublet nature of this molecule allows for only a four-state CDFT-

CI active space to be used once again, splitting the molecule in half through the carbon-

carbon bond, so that the two fragments are both CH2 units. Between those fragments, there

are two possibilities for each of localizing the charge and the spin on the neutral (radical)

fragment; the product space gives four possible constraints: CH+
2 CH↑2, CH+

2 CH↓2, CH↑2CH+
2 ,
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and CH↓2CH+
2 . A CDFT-CI ground-state optimization with that four-CDFT-state basis and

again cc-pVDZ/B3LYP finds the dihedral angle at convergence to be 35.55◦, even larger than

the stock DFT state at 28.33◦. However, this angle is known to be sensitive to the quality of

the basis set,242 so we do not necessarily seek quantitative accuracy. Of more interest to us at

present is the behavior in the excited state; the minimum on the excited state is known to be

at a conical intersection with the ground state, at a perpendicular geometry.237 A CDFT-CI

geometry optimization in the first excited state (starting from the equilibrium ground state

structure) proceeds to a perpendicular geometry which is degenerate with the ground state.

Unfortunately, Q-Chem’s geometry optimizer does not treat conical intersections, so there

is little more that may be said about this system at present.

The general pattern of a four-state CDFT-CI with simple charge/spin-constrained states

has been successful in these previous applications, so it is natural to apply it to another

polyatomic molecule (which does not have its excited-state minimum at a conical intersec-

tion). Ethane (C2H6) can be partitioned similarly to a diatomic (into two methyl groups) but

has additional nuclear degrees of freedom, giving a more clear advantage to analytical gra-

dients for geometry optimization. The four CDFT-CI states are now CH+
3 CH−3 , CH−3 CH+

3 ,

CH↑3CH↓3, and CH↓3CH↑3. At the ground-state equilibrium geometry, the C−C distance is 1.54

Å with B3LYP/cc-pVDZ; the excited-state minimum for the ionic-like configuration has the

carbons some 3.3 Å apart from each other. This is similar to the diatomics previously stud-

ied, a little more than twice the ground-state separation, indicating a commonality amongst

the ionic-like minima. Here, the methyl groups have both become essentially planar and

are parallel to each other, though they retain the staggered rotational conformation. The

substantial geometry change is consistent with the mostly-continuous optical spectrum of

ethane, given the minimal overlap with the ground state.243 Again, CDFT-CI successfully

locates the excited-state geometry of HOMO→ LUMO excitations, given a sufficient active

space.
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4.4 Conclusions

We have derived and implemented the equations necessary to obtain analytical gradients of

the CDFT-CI energy. The resulting implementation has been used to validate previously in-

vestigated reaction barrier heights at self-consistently optimized transition-state geometries,

which have good accuracy as compared against reference values computed by high-level the-

ory. Gradients are available equally for the ground state and electronic excited states, allow-

ing for optimization of excited state geometries. As a density-functional method, CDFT-CI

has potential application to large systems, with gradients allowing for excited-state dynam-

ics on organic photoelectronic systems at the donor/acceptor interface, even with QM/MM

embedding, provided an appropriate active space is available. There is also great potential

in CDFT-CI as an economical method for tracking the decay of optically excited systems, in-

cluding decay to conical intersections. However, that potential comes with a caveat, namely

that the user must choose the active space for the calculation. Finding active spaces which

remain valid over the entire area of the PES in question may prove to be challenging.

The availability of diabatic couplings and coupling gradients make possible another inves-

tigation of key interest to chemists: studying the Condon approximation that the electronic

coupling is relatively invariant to changes in nuclear position. Now that we have implemented

the gradient of the coupling element between states, we can proceed to throw it away (set

Sx12 = Hx
12 = 0 so that Ex ≈ C2

1H
x
11 +C2

2H
x
22) and see how the omission changes the resulting

nuclear dynamics. If the changes are small, then the Condon approximation can be safely

applied for substantial computational speedup. Having the coupling derivative available al-

lows the validity of the Condon approximation to be assessed on a system-by-system basis,

giving greater confidence in the ensuing results.

It remains something of an open question what constitutes a “good” or “sufficient” active

space for CDFT-CI calculations. Diatomics of low bond order seem well-understood, and

the reactant/product split for the set of reaction transition states examined in this work

produced good results, but no study has been made of whether increasing the active space

would produce further improvement in transition states or elsewhere. Perhaps including
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configurations with charge-transfer character would shift the location of reaction transition

states; the ability to optimize transition-state geometries allows any such effects to be studied,

and the results used to give guidance for the selection of active spaces in general.

Additionally, electronic excited states remain ever-tantalizing; to further assess CDFT-

CI’s usability in this space, it would be fruitful to study simple photoisomerization systems.

With only one bond changing, the difficulty of selecting a CDFT-CI active space is reduced,

making isomerization studies feasible. Such studies would help bring insight into how to

choose CDFT-CI active spaces for effective description of electronic excited states, helping

to bring the DFT toolbox into scope for studying the photochemistry of more generic large

molecules.
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Chapter 5

Conclusion

In this thesis, we have forayed deep into the depths of a particular flavor of electronic

structure theory. To start, there was a quick pass through the basics of electronic structure,

then greater detail about CDFT and the electronic couplings used to construct CDFT-CI

therefrom. All of this, leading to a destination that intertwines its way away from the

equilibrium ground state, amongst chemical reactions and photochemical transitions.

We have focused on Constrained Density Functional Theory–Configuration Interaction,

which strives to bring the accuracy and efficiency of DFT methods to realms where that

accuracy previously did not exist. In reaction transition states, near conical intersections,

and on the excited state, we have used CDFT-CI to broaden the scope of DFT. This is done

by introducing multiple configurations to the system, and a plausible approximate form for

the couplings between them, ensuring a treatment of static correlation to complement DFT’s

inherent treatment of dynamic correlation through the exchange-correlation functional.

This static correlation is key at reaction transition states, combining attributes of the

reactant and product configurations to yield a DFT energy that is accurate and unburdened

by excessive self-interaction error. Improvement in reaction barrier heights of a factor of 2–3

was seen for a broad spread of functionals, with less correction needed for functionals which

had better initial performance.

The static correlation brought in by CDFT-CI is also critical for correct description
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of conical intersections, those diabolical degeneracies between electronic states. Here the

correlation is not between reactant and product, but rather between ground and excited state.

Even when intersections are constrained to occur by symmetry, standard TD-DFT methods

for excited states fail to produce conical intersections; CDFT-CI brings in configurations

from spin- and charge-localized states to yield the necessary static correlation and the correct

topology of energetic degeneracy.

Static correlation ebbs and flows as reactions progress from reactants through transition

state to products; to properly trace out the course of the reaction requires the forces on the

nuclei, the gradient of the energy. At the transition state, this gradient must be zero, yet a

single energy evaluation cannot attest to whether this condition is met. With the gradient

of the CDFT-CI energy computationally available, the transition-state geometry can be

located and confirmed to be a stationary point. At such saddle points, the CDFT-CI energy

remains accurate, yielding reaction barrier heights which are still of excellent quality, being

statistically indistinguishable from barrier heights evaluated using a reference geometry.

Forces from the CDFT-CI energy are not limited to the ground state; they are equally

available on electronic excited states. Energy minima were located for diatomic and poly-

atomic molecules, but only for states dominated by ionic contributions. A second minimum

of molecular hydrogen, corresponding to valence excitation, is completely absent; this high-

lights the need to select an active space appropriate for the task at hand. With an incomplete

active space, incorrect results may be obtained.

Nonetheless, the real strength and weakness of CDFT-CI lies with us, the users. In a

valence-bond-like sense, the CDFT-CI basis states that are chosen for the active space have

a real physical interpretation and derive strength from that for interpreting the CDFT-CI

description of the system. Yet before a calculation may be performed, the relevant basis

states must be determined and verified, preventing CDFT-CI from being a “black box”

electronic structure method. It thus requires proper intuition and insight, but with those

both, CDFT-CI and dynamics upon it can take our molecules wherever in configuration

space they need to go.
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Appendix A

GMRES

The general class of iterative linear solvers endeavor to obtain an approximate solution to

the linear system

A · x = b

without explicitly operating on the matrix A, instead only evaluating the matrix-vector

product A·xn. In the case of GMRES, A must be square, though there exist iterative solvers

which can act on non-square systems. The iterative solver gets its name by successively

applying the matrix A to an initial vector and then iterating to generate a series of vectors

which is used to produce an active space. After each iteration, the algorithm produces a

trial solution vector for that cycle of the algorithm and determines whether this approximate

solution xn is a “good enough” solution to the system in question, that is, whether the

residual |Axn − b| is smaller than some convergence threshold. In the absence of other

information about the system, the only vector available to use as a seed for the iterations

is b, making the iterative series Sb = {b,Ab,A2b, · · · Anb, · · · }. The span of the truncated

series at each step is called the nth Krylov space, Kn = span{b,Ab,A2b, · · · Anb} The

approximate solution vector xn is chosen as the best solution vector within the Krylov space

Kn, as detailed below. However, in order to work with the Krylov space, a useful basis is

needed, given that Sb will quickly become numerically unstable as the largest eigenvalue

rapidly becomes dominant with successive iterations. Instead, Arnoldi iterations231 are used
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to construct an orthogonal basis Qn for the Krylov space Kn; the nature of the construction

of Kn allows these basis sets to be a nested collection Qn = {q0, q1 · · · qn} with Qn ⊂ Qn+1.

Thus, at step n it is only necessary to determine qn, and the rest of the set is reused from the

previous iteration. Accordingly, qn−1 contains all the information gained from what would

formally be written as An−1b, so likewise yn = Aqn−1 contains all the new information for

Qn. Decomposing it into components yn = y
‖
n + y⊥n with y

‖
n ∈ Kn−1 and y⊥n /∈ Kn−1, it is

clear then that qn = y⊥n , which may be evaluated using a Gram-Schmidt orthogonalization.

(q0 = b
|b| .) Having constructed a useful basis Qn for the Krylov space Kn, the next step is

find the approximate solution vector xn ∈ Kn = span [Qn] which is the best approximate

solution Axn ≈ b in the least-squares sense.

In order to do so, we use the projection of A into the basis Qn. That is, we form a

matrix H of dimension (n + 1) × n where the (i, j)-th element is the overlap of Aqj with

qi; alternately, the jth column is the result of Aqj in the basis Qn. In summary, this means

that

AQn = Qn+1H (A.1)

and

Q†n+1A = HQ†n (A.2)

which we will use later on. Not only is the product Aqj guaranteed to be in Qn (by the

sequential construction of Qn and the extra row in H), but we also have the property that

Hij = 0 when i > j + 1. That is, H has Hessenberg structure (its lower−1 triangle is all

zeros). Since q0 = b
|b| , the target vector b is just |b|e0 when projected into the basis Qn. In

this basis, then, our original equation Ax = b becomes

Hy = |b|e0 (A.3)

This new equation has a structure which lends itself to direct solution, and is of much smaller

dimensionality than the original equation, making it feasible to solve directly. Unfortunately,

the linear system in equation (A.3) is overdetermined, and thus can only be solved in an
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approximate sense; here it proves convenient to use the least-squares residual as the metric

for solution quality (hence “minimal residual” in GMRES).

However, it is not immediately clear that the vector y which produces the minimum

residual
∣∣Hy − |b|e0

∣∣ corresponds to a solution which will minimize the residual of interest,

namely |Ax − b|. Fortunately, each of the basis sets Qn is by construction orthonormal, so

Qn (or Q−1
n = Q†n) acting on a vector in the appropriate space will not change its norm. As

such, we note that

|Ax− b| =
∣∣∣Q†n+1 (Ax− b)

∣∣∣ (A.4)

=
∣∣∣HQ†nx−Q†n+1b

∣∣∣ (A.5)

=
∣∣Hy − |b|e0

∣∣ (A.6)

so a minimum-residual solution to the linear equation in the small basis will have the same

residual when transformed back to the full basis. (This is of course not a minimum residual

solution in the full basis, since the system has an exact solution in the full basis; it is,

however, the best residual from a solution vector in the current Krylov space.)

In fact, another (distinct) orthogonal matrix is needed to actually determine the vector

y which instantiates the minimal residual vector; this matrix Q (again, distinct from any of

the Qn) stems from the QR factorization of H, partitioning as H = QR with Q orthogonal

and R upper-triangular.231 It then becomes

|Ax− b| =
∣∣QRy − |b|e0

∣∣ (A.7)

=
∣∣Ry − |b|Q†e0

∣∣ (A.8)

At this point we note that although R is upper-triangular, it is still of dimension (n+1)×n,

and as such this system remains overdetermined. However, it is clear that since the last row

of R is entirely zero, then the product Ry will always have zero as its last element, and thus

the norm of the whole expression will be bounded below by the last element of the vector

|b|Q†e0. In the general case, the actual upper triangle of R is nonsingular, so the remaining
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rows may be solved exactly, making the lower bound sharp.

Determination of the vector y producing the minimum residual then proceeds by normal

solution of the triangular system

Ry = |b|Q†e0 (A.9)

after projection to the n× n subspace.

However, the special structure of the GMRES problem means that we can effect a more

efficient solution than using a standard QR partitioning routine and subsequent direct so-

lution and substitution on the upper triangular system. This is because the original matrix

H has Hessenberg structure — we can progress down the lower subdiagonal eliminating ele-

ment by element with a series of 2× 2 rotation blocks, bringing the factorization step down

to O(n2) from the general-case O(n3). However, since we expect n to never be more than

twenty or perhaps thirty in our application, and the dimensions of A scale as the square of

the number of electrons in the system, this speedup probably does not contribute very much

to the overall runtime of a CDFT-CI calculation.

In determining the factorization, the matrix Q need not be maintained explicitly and

only |b|Q−1e0 need be stored; this can be updated in-place if the factorization is effected via

pairwise rotations as described above. The solution of the upper-triangular system for y is

then straightforward; given this yn, at cycle n of the GMRES algorithm, the approximate

solution vector in the full basis is given by xn =
∑n

i=0[yn]iqi = Qnyn through a standard

change of basis.

Amusingly, GMRES is a special case of the Direct Inversion in the Iterative Subspace

(DIIS) method which is almost universally used as a convergence accelerator for electronic

structure SCF calculations.
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[119] J. Gräfenstein and D. Cremer. Development of a CAS-DFT method covering non-
dynamical and dynamical electron correlation in a balanced way. Mol. Phys., 103:279–
308, 2005.

[120] T. Leininger, H. Stoll, H. J. Werner, and A. Savin. Combining long-range configuration
interaction with short-range density functionals. Chem. Phys. Lett., 275:151–160, 1997.

[121] Stefan Grimme and Mirko Waletzke. A combination of Kohn-Sham density func-
tional theory and multi-reference configuration interaction methods. J. Chem. Phys.,
111:5645–5655, 1999.

[122] W. Kohn and L. J. Sham. Self-consistent equations including exchange and correlation
effects. Phys. Rev., 140:A1133–A1138, 1965.

[123] J. Behler, B. Delley, S. Lorenz, K. Reuter, and M. Scheffler. Dissociation of O2 at
Al(111): The role of spin selection rules. Phys. Rev. Lett., 94:036104, 2005.

[124] J. Behler, B. Delley, K. Reuter, and M. Scheffler. Nonadiabatic potential-energy sur-
faces by constrained density functional theory. Phys. Rev. B, 75:115409, 2007.

[125] J. R. Schmidt, N. Shenvi, and J. C. Tully. Controlling spin contamination using
constrained density functional theory. J. Chem. Phys., 129:114110, 2008.

[126] Udo W. Schmitt and Gregory A. Voth. The computer simulation of proton transport
in water. J. Chem. Phys., 111:9361–9381, 1999.

[127] S. Difley and T. Van Voorhis. Exciton/charge-transfer electronic couplings in organic
semiconductors. J. Chem. Theory Comput., 7(3):594–601, 2011.

[128] X.-Y. Zhu, Q. Yang, and M. Muntwiler. Charge-transfer excitons at organic semicon-
ductor surfaces and interfaces. Acc. Chem. Res., 42(11):1779–1787, 2009.
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