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Abstract

Naturally ventilated buildings can significantly reduce the required energy for cool-
ing and ventilating buildings by drawing in outdoor air using non-mechanical forces.
Buoyancy-driven systems are common in naturally ventilated commercial buildings
because of their reliable performance in multi-story buildings. Such systems rely on
atria or ventilation shafts to provide a pathway for air to rise through the building.
Although numerous modeling techniques are used to simulate naturally ventilated
buildings, airflow network tools (AFNs) are most commonly used for annual simula-
tions. These AFNs, however, assume minimal momentum within each zone, which is
a reasonable approximation in large atria, but is inappropriate in smaller ventilation
shafts.

This thesis improves AFNs by accounting for momentum effects within ventilation
shafts. These improvements are validated by Computation Fluid Dynamics (CFD)
models that haven been validated by small scale and full scale experiments. The full
scale experiment provides a detailed data set of an actual atrium that can be used
in further validations and demonstrates the first use of a neutrally buoyant bubble
generator for flow visualization and particle image velocimetry within a buoyancy
driven naturally ventilated space. Small scale experiments and CFD simulations
indicate an “ejector effect” within the shaft that uses momentum from lower floors to
induce flow through upper floors. In some configurations, upper floors achieve higher
flow rates than lower floors.

Existing AFNs do not predict this “ejector effect” and are shown to significantly
under predict flow rates through ventilation shafts by 30-40%. Momentum effects are
accounted for in AFNs using empirical relationships for discharge coefficients. This
approach maintains the current structure of AFNs while enhancing their ability to
simulate airflow through ventilation shafts. These improvements are shown to account
for the “ejector effect” and predict airflow rates that agree with CFD simulations to
within 1-25%.

Thesis Supervisor: Leon R. Glicksman
Title: Professor of Building Technology and Mechanical Engineering
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Chapter 1

Introduction

1.1 Potential of Natural Ventilation to Reduce Build-
ing Energy Use

This thesis improves numerous natural ventilation modeling techniques and uses those
improved techniques to suggest design improvements to natural ventilation systems.
Why consider natural ventilation? In the United States the operation of buildings
accounts for 39% of the nation’s energy consumption [2]. Cooling and ventilation
systems compose over 30% of the end-use of energy in buildings. Fig. 1-1 shows the
end-use of energy across all U.S. buildings, demonstrating that cooling and ventilation
systems account for nearly one third of all U.S. building energy use. Therefore,
roughly 13% of the primary energy in the United States goes towards cooling and
ventilating buildings. Pure natural ventilation, drawing outdoor air into a building
without the assistance of mechanical systems, has been shown to substantially reduce

cooling and ventilation energy.

1.1.1 Energy Savings from Natural Ventilation

Many buildings throughout the world are cooled using pure natural ventilation. While
the majority of these buildings have no other options because of financial constraints,

such as homes around the world, numerous buildings in highly developed countries
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Figure 1-1: 2006 U.S. buildings energy end-use split. Source [1]

where air conditioning is an option still use pure natural ventilation. The San Fran-
cisco Federal Building uses pure natural ventilation in 70% of the building, despite
U.S. restrictions that prohibit openings on lower floors, precluding the use of natural

ventilation on those floors [4].

The Frederick Lanchester library at Coventry University in the United Kingdom
uses a series of ventilation towers to naturally ventilate the building [19]. The four
story, 10,000 m? building is on a dense inner city site and shown in Fig. 1-2. Post
occupancy surveys indicate most occupants are satisfied with the comfort conditions
[54]. The building has also been predicted to consume 86% less energy than simi-
lar mechanically ventilated buildings, as shown through the predicted energy use in
Fig. 1-3 [19].

The San Diego Children’s Museum is another example of a building with a pure
natural ventilation system. San Diego’s mild climate allows the main exhibition spaces
to function without mechanical heating or cooling [16]. A rendering of the museum
is shown in Fig. 1-4. Although this study of the museum does not report any energy
savings, it can be assumed that no heating or cooling energy is required for the main
exhibition spaces, which constitute a large portion of the building [16]. Fortunately,
another helpful performance metric is provided - predicted indoor temperatures. Any
part of the museum that is not mechanically heated or cooled must be conditioned

using outdoor air, solar gains, and internal heat loads, which are more difficult to
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Figure 1-2: Photographs and drawings of the Frederick Lanchester library at Coventry
University in the United Kingdom, which uses pure natural ventilation Source [19]

control than a mechanical system. Thus, the indoor air temperature becomes a helpful
measure of how well these techniques can maintain a comfortable indoor environment.
The predicted indoor temperatures for two control methods are shown in Fig. 1-5,
where the BMS and user controlled option is the final recommendation of the authors
[16]. Using this control method, the indoor temperature is predicted to remain below

75 °F for 72 % of the year, and not rise above 81 °F except for 7% of the year [16].

Not only do these three buildings rely on pure natural ventilation for cooling, but
they are also located in very temperate climates. A fundamental limitation of pure

natural ventilation is the required climate. No building owner will naturally ventilate
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Figure 1-3: Predicted energy use of the Frederick Lanchester library at Coventry University
in the United Kingdom, which shows the building saves 86% energy compared to a similar
mechanically ventilated building. Source [19)

Figure 1-4: Rendering of the naturally ventilated San Diego Children’s Museum in San
Diego, CA that relies on no mechanical heating or cooling for the main exhibition spaces.
Source [16]
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Figure 1-5: Predicted indoor temperatures for the naturally ventilated San Diego Children’s
Museum indicating that temperatures above 81 F will be reached during 7% of the year.
Source [16]

his building if outside air temperatures or humidity levels are unacceptable for indoor
comfort conditions. Thus, a rare few climates allow for a purely naturally ventilated
building. This limitation in pure natural ventilation has led to hybrid ventilation,
which is a mix of natural ventilation and more traditional mechanical heating, venti-
lation, and air conditioning (HVAC) methods. An example of a building with hybrid
ventilation is shown in Fig. 1-6. While hybrid ventilation systems predictably re-
quire a larger capital investment than either a pure natural ventilation or mechanical
HVAC system, the operational cost savings of a hybrid ventilation system over its
lifetime could conceivably more than pay back the initial investment. However, very
few building owners will choose to invest in a hybrid ventilation system unless they
are assured these cost savings will pay off the initial capital investment. Modeling
techniques are essential to providing that assurance.

Hybrid ventilation systems offer the same energy saving potential of pure natural
ventilation systems if the mechanical system is never used. In practice, however,
hybrid systems typically consume more energy by using mechanical cooling to provide
comfortable indoor conditions even when outdoor conditions prohibit a pure natural

ventilation system from doing so. Some examples of hybrid ventilation buildings are
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Figure 1-6: Example of a building with hybrid ventilation where the natural ventilation
system and mechanical system can be used indepently or in parallel. Source [43]

given below.

A new 88,000 square feet library and faculty building for Judson College near
Chicago, Illinois uses a hybrid ventilation system and is shown in Fig. 1-7. A sophis-
ticated building monitoring system, BMS; is used to control numerous dampers, fans,
and chillers to optimize the amount of non-mechanical cooling throughout the year.
This hybrid ventilation design and BMS decreased the number of months in which
mechanical cooling is needed from seven to three months [53]. Fig. 1-7 also shows
the annual energy cost for heating, cooling, and ventilation is predicted to be 43%
less than a U.S. Standard Building [53]. The extensive use of the hybrid ventilation
system is illustrated in Fig. 1-8 where the various modes of operation are shown as a
percentage of the total occupied hours.

Another example of a hybrid ventilation building comes from Grong, Norway. The
Media School, a small one-story grade school, utilizes an underground culvert with
heavy thermal mass and exhaust fans to maintain comfortable indoor conditions. The
school and a section of the culvert are shown in Fig. 1-9 [59]. The school consumed
a measured energy consumption of 180 kWh/m? year compared to the Norwegian
average of 198 kWh/m? year, saving 9% of total energy [59].

The Wilkinson building at the University of Sydney, shown in Fig. 1-10, provides

another example of the measured energy savings of a hybrid ventilation building.
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Figure 1-8: Operational modes of the Harm Weber Library and Academic Center at Judson
University in Elgin, Illinois as a percentage of total occupied hours. Operational modes of a
standard U.S. building with a 24 C and 26 C setpoint are also shown. MV + H - mechanical
ventilation and heating; MV + C - mechanical ventilation and cooling; MV - mechcanical
ventilaiton only; PV + H passive ventilation and heating; PV - passive (or pure natural)
ventilation. Source [53].

This tertiary educational facility rennovated twenty five offices with hybrid ventilation
systems that use cross ventilation when appropriate [51]. Annual energy consumption
for the hybrid ventilation offices has varied between 49.1 and 52.4 kWh/yr - m?
during four years of operation [51]. The estimated consumption of the conventional
air conditioning system for the same space is 226 kW h/yr - m?, which suggests this

hybrid ventilation system saves roughly 77% cooling and ventilation energy [51].

Despite the differences in capital investment and use of mechanical equipment,
both hybrid and pure natural ventilation systems are designed to maintain comfort-

able indoor conditions. The enhanced modeling techniques developed in this thesis
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Figure 1-9: The Media School in Grong, Norway uses an underground culvert, heavy
thermal mass, and exhaust fans as part of its hybrid ventilation system. Source [59].

Figure 1-10: The hybrid ventilation system in the Wilkinson building at the University of
Sydney uses nearly 77% less energy than a conventional air conditiong system. Source [51].
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help designers and engineers better predict these comfort conditions. Two broad

approaches are typically used to define indoor comfort conditions.

1.1.2 Indoor Comfort Conditions

Quantitatively defining comfortable indoor conditions is extremely challenging. From
experience, one recognizes the importance of clothing, activity level, air speed, lighting
conditions, and many other factors in determining what environment is comfortable.
Even if one is only interested in defining thermal comfort conditions, the task is
still difficult. The American Society of Heating, Refrigerating, and Air Conditioning
Engineers (ASHRAE) has attempted to define indoor thermal comfort conditions for
naturally ventilated buildings with two methods in the ASHRAE Standard 55 [7].
First, ASHRAE specifies allowable indoor operative temperatures and maximum
humidity levels based on the amount of occupant clothing, which has the unit clo.
Higher clo values correspond to more clothing [7]. These ranges are often plotted on

a pyschrometric chart, as shown in Fig. 1-11
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Figure 1-11: One method used by ASHRAE to quantify indoor comfort conditions is
to specify a range of acceptable temperature and maximum humidity levels based on the
amount of occupant clothing. Source [7]

The second method is called the 'adaptive model’ because the acceptable indoor

temperature range changes as outdoor conditions change. It is developed based on
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the idea that comfort expectations are largely influenced by environmental norms.
Someone who has spent his entire life in air conditioned buildings will likely have
very high expectations for homogenious indoor conditions and cool temperatures.
On the other hand, someone who has spent his entire life in purely naturally venti-
lated buildings will likely be comfortable in a wider range of indoor air temperatures.
In an attempt to quantify this increased range of acceptable air temperatures, Brager
analyzed 22,000 sets of data from 160 different buildings on four continents to develop
the ’adaptive comfort model’ [20]. Her model requires that the building is purely nat-
urally ventilated, occupants can control the openings, occupants are at near sedentary
activity levels, and that occupants can freely adapt their clothing throughout the year
[7]. Fig. 1-12 shows the adapative range of indoor operative temperatures, or tem-
peratures that also consider the effect of radiation, as a function of mean monthly

outdoor air temperature.

32
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Figure 1-12: Another method used by ASHRAE to quantify indoor comfort conditions by
accounting for adapting comfort requirements as outdoor temperatures increase Source [7].

Whether a pure or hybrid natural ventilation system is used, ensuring comfort-
able indoor conditions is essential. When natural ventilation is used, choosing the

right” method for defining comfortable conditions can be a contenious exercise. To
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provide more background on natural ventilation systems, the two driving forces are

now discussed.

1.1.3 Two Driving Forces for Natural Ventilation

Natural ventilation is driven by two physical forces: wind and buoyancy differences.
Wind-driven ventilation, often referred to as cross flow, results from a favorable pres-
sure gradient across the exterior of the building that draws air through the interior
space. A very common case of wind-driven ventilation is shown in Fig. 1-13 where
the opening on the windward side of the building experiences a high pressure from
the impingement of the incoming wind and the opening on the leeward side expe-
riences a lower pressure in the wake of the wind. This favorable pressure gradient
draws air through the windward opening and out the leeward opening, thus creating
wind-driven ventilation. Higher wind speeds lead to larger pressure gradients, which

result in larger ventilation rates.

wind

—

—_—

—_

Figure 1-13: Example of wind-driven ventilation.

Wind-driven ventilation has been the subject of extensive research. Etheridge
and Sandberg discuss wind-driven ventilation in depth in their book [23]. Zhai et al.
reviewed ten field experiments that rely on wind-driven ventilation in addition to some
lab experiments [68]. The San Francisco Federal Building, a plan of which is shown
in Fig. 1-14, also relies on wind-driven ventilation. Haves et al. have studied the
temperature distribution and airflow in the occupied spaces as a function of different
combinations of window openings [30].

Although wind-driven ventilation has been extensively researched, a few barriers
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Figure 1-14: Plan view of San Francisco Federal Building. Source [30]

limit its use. First, it is highly dependent on local wind speeds and direction, both
of which constantly fluctuate in the actual environment. Wind speed and direction
not only fluctuate with time at a specfic location on the building surface, but often
vary across the entire building surface. Furthermore, surounding obstructions such
as other buildings or trees also affect local wind conditions. This variability in wind

speed and direction make wind-driven ventilation extremely difficult to control.

Second, a pure wind-driven system often requires a narrow building floor plate to
allow the incoming air to sufficiently offset the heat gains of the entire indoor space.
Most wind-driven systems rely on inlet openings along the perimeter of the occupied
space, whereas most of the heat sources are generated within the occupied space.
Thus, a narrow floorplate increases the ratio of building perimeter to floor area and
allows more airflow relative to the heat sources. A deep floorplate decreases this ratio,

allowing more heat to be generated than can be offset by the ventilation.

Third, as more buildings are constructed in urban areas, the desireable pressure
distribution across the building facade is harder to obtain. Recall Fig. 1-13 where the
windward side of the building experiences a higher pressure than the leeward side,
which is in the wake of the wind. Consider a building in the middle of a dense urban
area, as indicated by the shaded rectangle shown in Fig. 1-15. If all the buildings
are approximately the same height, as they often are in urban settings, there is
lower impingement of wind on the windward side of the building under consideration
and little wake on its leeward side. Thus only a small pressure difference is created

resulting in little if any ventilation.
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Figure 1-15: The building of interest, shaded black, has a very different wind profile in the
middle of a dense urban setting than if it stood by itself. Source [23]

Buoyancy-driven ventilation results from a hydrostatic pressure gradient created
by density differences. These density differences result from differing indoor and out-
door temperatures and differing elevations of the inlet and exhaust openings. Fig. 1-16
shows a simplified case of buoyancy-driven ventilation to help explain the phenom-
ena. Assuming the indoor air is warmer than the outdoor air due to internal heat
gains, consider the lower inlet and upper exhaust openings separated by a height A
and uniform internal temperature. The indoor air column of height h is warmer than
the outdoor column of the same height; because warm air is less dense than cool air,
a smaller density gradient exists inside the building than outside. The hydrostatic
pressure of air depends on the density of air, height of air in the column, and gravita-
tional acceleration. In both indoor and outdoor columns of air, the column height and
gravitational acceleration are equal. Thus, the hydrostatic pressure varies only with
density. Therefore, the smaller density gradient of the indoor air column results in a
smaller pressure gradient and the larger density gradient of the outdoor air column
results in a larger pressure gradient. These two pressure gradients are shown next to
the simplified building in Fig. 1-17. The lower opening has a higher pressure outside
than inside, which draws air into the building while the upper opening has a higher

pressure inside than outside, which exhausts air out of the building.

One of the major challenges of using buoyancy-driven ventilation results from the
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Figure 1-16: Simple example of buoyancy-driven ventilation driven through the lower inlet
opening and upper exhaust opening separated by a distance h
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Figure 1-17: Indoor and outdoor pressure gradients as a function of elevation for simplified
buoyancy-driven ventilation. The dashed green line corresponds to the outdoor air which
is assumed to be warmer than the indoor air, which is represented by the solid blue line.

38



interplay between wind-driven and buoyancy-driven effects. If not designed properly,
these two effects can oppose each other, resulting in little ventilation. Further discus-
sion of the complication presented by both effects acting simultaneously can be found
in Etheridge and Sandberg’s book or Walker’s dissertation [23][61]. In practice this
challenge is averted by designing the building such that any wind will only enhance
the buoyancy-driven ventilation. Common strategies include careful building orien-
tation to face prevailing winds, favorable pressure gradients at the exhaust openings
using walls as shown in Fig. 1-18, and large height differentials between inlet and

exhaust openings to increase the stack effect.

Figure 1-18: Wind obstruction (right side) installed near the exhaust openings of a Tokyo
office building to ensure any wind-driven ventilation only contributes to the buoyancy-driven
ventilation.

Many of the barriers to wind-driven ventilation are avoided with buoyancy-driven
ventilation. First, unlike wind-driven ventilation that relies on constantly fluctuating
wind speeds and direction, buoyancy-driven ventilation depends on rather predictable
temperature differences and measureable height differences. Although outdoor air
temperatures fluctuate, their fluctuation is on a daily timescale, whereas wind speed
and direction can flucuate by the second. Given an outdoor air temperature, the
indoor air temperature can be calculated using known internal heat sources.

Second, the floorplate of a building with buoyancy-driven ventilation can often
be deeper than that of a cross-ventilated building because inlet openings can be

spread across the entire perimeter of the building. Unlike wind-driven ventilation, the
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exhaust openings for buoyancy-driven ventilation are often at the top of the building
and connected to the occupied space through an atrium or chimney. Furthermore, the
hydrostatic pressure around the perimeter of a given floor is nearly uniform, allowing
air to be evenly drawn into the building from all sides and exhausted through a central
atrium.

An additional benefit of buoyancy-driven ventilation over wind-driven ventilation
is that it only requires a temperature and height difference, whereas wind-driven
ventilation requires sufficient wind. Although buoyancy-driven ventilation requires
a chimney in the middle of the floor plate, it typically provides a more predictable
airflow rates.

Although both wind-driven and buoyancy-driven ventilation can provide cooling
and ventilation energy savings, the bulk of this dissertation focuses on buoyancy-
driven ventilation because of the aforementioned advantages and application to the

concurrent design work of a Tokyo office building [47][40].

1.2 Thesis Objectives

Whether a pure or hybrid natural ventilation system is used, architects and devel-
opers will not use natural ventilation unless they can predict that such systems will
provide comfortable indoor conditions and pay back the initial capital cost. Pure
natural ventilation systems often require less capital than mechanical systems due
to their comparatively fewer system components. However, their ability to provide
comfortable conditions throughout the year is a key criterion to their use. In order to
predict indoor comfort conditions, numerous modeling techniques are required. Ad-
ditionally, in more advanced pure natural ventilation buildings, the control systems
use various modeling techniques to intelligently operate the building.

Hybrid ventilation, on the other hand, ensures the same level of comfort provided
by a mechanical system because of its ability to use mechanical cooling when needed.
A key criterion to using hybrid ventilation is whether the capital cost of installing

both a mechanical and natural system is offset by reduced energy costs and other
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incentives. Thus, modeling techniques are required to predict the reduction in energy

costs before major design decisions can be made.

Current modeling techniques of naturally ventilated buildings fall into five cat-
egories: analytical/empirical, small scale, full scale, airflow network, and computa-
tional fluid dynamics (CFD). Each category has its unique advantages and limitations,
which are discussed in Chapter 2. These limitations in current modeling techniques
provide ample room for improvements. Analytical/empirical models are too simple
to use in most real-world situations. Small scale models require careful replication
of the full scale building and rely on threshold values of nondimensional numbers
that are often vaguely defined and can vary with geometry. Full scale models are re-
source intensive and often lack sufficient measurements, particularly acurate airflow
visualization. Airflow network models make simplifying assumptions that can neglect
important phenomena. CFD models have been shown to accurately simulate natural
ventilation systems, but generally require long run times and do not provide annual

results or the energy use associated with the system.

This thesis enables designers and engineers to make more informed decisions on
the expected comfort conditions and energy savings of naturally ventilated buildings
by enhancing current modeling techniques. Specific contributions are summarized
below. Small scale models relying on buoyancy-driven natural ventilation will more
accurately model the full scale building because the threshold value of the nondimen-
sional Grashof number is refined. Greater detail can be extracted from a full scale
data set because a full scale experiment has been conducted with more detail than
any published work to date. Intricate flow characteristics can now be observed using
a novel flow visualization technique for in-situ flow visualization in full scale build-
ings. Airflow network models will better account for the significant impact of the
exhaust pathway cross section. Finally, designers can incorporate natural ventilation
into a wider range of buildings because an “ejector effect” has been demonstrated in
exhaust shafts that increases the total airflow through naturally ventilated buildings

while requiring less space for the system.
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1.3 Thesis Outline

Chapter 2 describes current modeling techniques for natural ventilation. Analyti-
cal/Empirical, small scale, full scale, airflow network, and CFD models are all ex-
plained and multiple examples are provided. Opportunities for improved modeling

are highlighted.

Chapter 3 presents the small scale experiments conducted in the present work.
The experimental design is described, which uses a novel flow visualization technique
that avoids artificial density gradients. Various CFD models are used to simulate the
small scale experiment and the results from the k-¢ model most closely match the

measured results, though the k-w model similarly predicts the measured results well.

Chapter 4 provides a deeper explanation of the theory behind small scale models
and presents the current work to refine the Grashof number threshold. This threshold
is essential in small scale modeling because designing a small scale model that matches

the Grashof number of a full scale building is practically impossible.

Chapter 5 presents the full scale experimental work with specific attention given
to the instrumentation. The same novel flow visualization technique used in the small
scale experiments is also used for in-situ flow characterization and is shown to provide
exceptional flow visualization. CFD simulations are further validated using results

from the full scale experiment.

Chapter 6 uses the validated CFD models to explore how buoyancy-driven natural
ventilation changes with various geometric parameters, especially the cross sectional
area of the exhaust shaft or atrium. Multiple simulations are run and small scale
experiments are used to illustrate the strong dependence of the airflow on the cross
section of the exhaust shaft. This dependence is refferred to as the “ejector effect.”
The second half of the chapter describes how an airflow network model developed at
MIT, called CoolVent, is improved to account for this ejector effect. Specific changes
to the code are described and the improved CoolVent is compared to CFD models to

provide validation of the improvements.

Chapter 7 summarizes the dissertation and proposes opportunities for future re-
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Chapter 2

Existing Natural Ventilation

Modeling Strategies

The aim of this thesis is to enhance current natural ventilation modeling techniques.
These enhanced techniques are then used to inform practical design decisions, par-
ticularly how smaller ventilation shafts can lead to greater airflow through buildings.
Before describing these enhancements and design decisions, the current status of
natural ventilation modeling techniques is outlined below. Modeling techniques are
traditionally divided into five groups, each of which is discussed in this chapter: an-
alytical and empirical models, small scale models, full scale models, airflow network

models, and CFD models.

2.1 Analytical and Empirical Models

Analytical models provide one of the oldest and simplest modeling techniques by using
fundamental equations of heat transfer and fluid dynamics with simplified geometries
and boundary conditions to obtain a closed-form solution [46] [68]. This solution is
particular to the geometry considered, but the methodology and assumptions used
to derive the solution may be used for different cases [46]. Key strengths of this
method include its simplicity, low cost of computing resources, and richness in physical

meaning [46].
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Empirical models are models created with the aid of experimentation, observa-
tion, and increasingly numerical simulation. They have been heavily used by design
engineers in practice and their existence in a given field is ”a symbol of maturity” for
that engineering practice [46]. Some empirical models are derived from fundamental
physical equations and use experimental data to determine the value of a constant.
Other empirical models, though, fit a curve to experimental data and may not rely
on any fundamental physics. Empirical models can be incorporated into analytical
models as shown below.

A very simple analytical model can be obtained for a single-zone building at a
uniform temperature with two identical openings, as shown in Fig. 2-1. Assuming
indoor air velocities are very small and the absence of wind outside, Bernoulli’s equa-
tion can be applied to two points outside the building at heights z; and z, and two

points inside at the same elevations to yield

A= A,=A

Figure 2-1: Example of simple buoyancy-driven ventilation in a single zone with two equal
area windows at elevations z; and z3 and a uniform indoor temperature T},.

Pio P
gz1 + b — gzo + 20 (2.1)
P(Ts) P(Ty)
Py Py
92 a5, lin = gz 4 2in (22)
p(Tdn) !O(Tz'n)

where g is the acceleration due to gravity in m/s?, z is the window elevation in

m, P, is the indoor pressure in Pa, F, is the outdoor pressure in Pa, and p(r) is the
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density of air at T temperature in kg/m3.

Using the ideal gas law, these two equations can be combined and solved for the

driving pressure

T%n - To)

(Pr— Pa)out — (Pr — Pa)in = pog(z2 — 21) ( T

(2.3)

This result can be combined with the orifice equation, Eq. 2.4, which is an em-
pirical model based on the conservation of momentum, conservation of mass, and
experimentally measured pressure drop through an orfice. An example experimental
setup is shown in Fig. 2-2 where the static pressure is measured on both sides of
the orifice in addition to the total flowrate [23]. These parameters are then used in

Eq. 2.4 to determine the discharge coefficient Cp for an opening with area A.

. [2A
‘/orifice = ACD —pE (24)

Much work has investigated how the discharge coeffient varies with geometry and
flowrate. Fig. 2-3 provides an idea of the variation typically observed. Despite this
variation, a value between 0.6 and 0.7 is typically used for sharp-edged openings and

values between 0.2 and 0.8 are used for narrow openings [23].

By combining the orifice equation, Eq. 2.4, with Eq. 2.3 one can obtain the flowrate

entering the building, Vbuoyant as a function of temperature and height difference

g(zg — 21) (T — To)
T,

%uoyant = ACD\/ (25)

A slightly more complicated model has been developed by Fitzgerald and Woods
for a similar geometry with a uniform internal heat flux of @, shown in Fig. 2-4
[24]. They have used the conservation of energy and momentum to calculate the
temperature rise in the zone, ATp;,, and the resulting flowrate Vit [24]. Their
results are shown below for the case when the two openings are assumed to have

equal areas, A, and discharge coeflicients, Cp.
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Figure 2-3: Variation in Cp of a sharp-edged inlet [23].

48



r Q2 1/3
ATgyy, = i 9,
g _ﬂpzchzc%g(zel)] (2.6)
: [ AR (y— 2 P
Vi, = |0 = 2)0POh @)
L y

where 3 is the coefficient of thermal expansion in 1/K and C), is the heat capacity

of air in J/kgK [24].

A=A, =A

Figure 2-4: Simple geometry used in an analytical model of a single-zone building with
two identical openings at elevations z; and 29 with a uniform internal heat flux of Q.

As mentioned in the explanation of Eq. 2.4, some empircal models are derived
based on underlying physical models and only use experimental data to determine
a coefficient. Other empirical models, however, are created by fitting a curve to
experimental data and do not rely on fundamental physical equations. A common
example of such a model is the modeling of jets. Cho et al. determined jet behavior
as described by velocity profiles, jet decay, and the spreading rate of jets on a surface
[18]. They determined the following relationship for wall confluent jets to calculate
the maximum velocity Uy,

Un

(U) — 2.961-07 (2.8)

where Uy is the supply velocity in m/s, [. is the characteristic length in m, and
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the constants 2.96 and —0.79 are determined from numerical simulations [18]. Such
models can provide practical design guidance, but should strictly be used in near
replications of the experiments used to determine them.

Although analytical models are simple, require few computing resources, and are
rich in physical meaning, they provide little utility unless a simplified geometry suffi-
ciently describes the actual building under consideration and the many assumptions
are reasonably met. Thus, while they are a strong candidate for modeling natural
ventilation when they can be reasonably applied, they are often not helpful because
of their extremely narrow scope of use.

Empirical models can provide a practical approach to solve well known problems
within a confined scope, for example a wall confluent jet. However, they can require
significant experimental work or simulations to provide a range of parameters within
which the model applies. Empirical models based soley on experimental data and
no underlying physics should strictly be used in near replications of the experiments

used to determine them.

2.2 Small Scale Models

Small scale models have been widely used in the field of natural ventilation as a
means to simulate full-scale behavior using significantly fewer resources to construct
and measure airflow at a small scale, which through similarity conditions can be used
to calculate full-scale behavior. Although it may not be obvious how measurements
on a small scale taken from a model on one’s desk can be used to calculate the airflow
through a ten story building, the consideration of the governing system equations
provides insight into why small scale models can be used. Both the model and full-
scale building, or prototype, are governed by the same physical equations, in this case
the conservation of mass, momentum, and energy. These equations can be arranged
such that all variables appear as ratios where all dimensions are cancelled, so called
diminsionless variables, which often creates additional dimensionless parameters. An

example of a dimensionless equation is provided below. If these ratios of variables, or
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dimensionless variables, and the dimensionless parameters are equal in both the model
and prototype, then the equations for both cases become identical. Assuming equal
boundary conditions, the solution to these equations is equal. Thus, given that the
model and prototype are governed by the same physical equations, the dimensionless
numbers are equated, and all boundary conditions equal, a small scale model can be
used to model a full scale building.

A complete derivation of the dimensionless equations used for various types of
natural ventilation can be found in chapter fourteen of Etheridge and Sandberg’s
book on ventilation [23]. However, to further illustrate that a small scale model can
replicate a full scale building, a simple example is provided below. Consider the x-
component of the Navier-Stokes equation for a two dimensional flow that neglects the

force of gravity.

ou ou ou OP *u  O*u
SRS L R

pE+pu +pva—y: 8$+“ 8:1:2—'_5&5

Now, the five variables are rearranged such that they become ratios where all

dimensions cancel out, i.e., dimensionless variables.

u v T

_ _ _ _ Yy - =
" Uchar v Uchar ' Lchar Y L, Lchar ) pughm ( O)
Plugging these variables into Eq. 2.9 and collecting all the terms yields
ou _oOu _Ou oP U o*u  0%u
g e = 2.11
ot "z TV T T T pucrar Lonar (8:?2 "o (2.11)

with a single dimensionless parameter , or the inverse of Reynolds num-

’ pUchar Lchar
ber. As long as all boundary conditions remain constant, the solution to Eq. 2.11 will
not change provided that the ratios of the variables and dimensionless parameter also
remain constant.

This example can be used to model forced flow where no heat transfer is of interest,
since only the Navier-Stokes equation is used. As demonstrated, the only relevant

dimensionless parameter for this case is the Reynolds number. The derivations of

dimensionless equations for other types of ventilation yield additional dimensionless
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parameters that, in theory, must be equal between the model and prototype and are
summarized in Table 2.1. In practice, however, it will be shown that matching all of
these numbers at the same time is practically impossible.

For forced flow with the considersation of heat transfer, both the Reynolds number,
Re, and Prandtl number, Pr, should be equal. The Reynolds number provides a ratio
of inertial forces to viscous forces. So high Re flows are often approximated as non-
viscous because the inertial terms dominate. The Pr provides a ratio of momentum
diffusivity to thermal diffusivity. Alternatively the Peclet number, Pe, can be used

in place of the Prandtl number. The Prandtl number is defined as

Pr =222 (2.12)

where k is the thermal conductivity of the fluid in [W/mk]. The Peclet number is
simply the product of the Reynolds and Prandtl number. For buoyancy dominated
flow where wind-driven flow is negligible, the Grashof number, Gr, and Prandtl num-
ber should be equal between the model and prototype. Alternatively, the Rayleigh
number, Ra, which is the product of both the Grashof and Prandtl numbers, can be
used in place of the Prandtl number. The Grashof number is defined as

_ gBATL}

Gr char (2.13)

2

where v is the kinematic viscosity [m?/s]. As the Reynolds number compares
inertial to viscous terms, the Grashof number compares buoyancy to viscous forces.
Consequently, Re? ~ Gr if the buoyant velocity, Eq. 2.14, is used as ucpqr in the Re
number [61][62].

wy = /gBLehar AT (2.14)

Lastly, when both buoyancy-driven and wind-driven effects are important, the
Archimedes number, Ar, and Prandtl number must be equal between the two cases.
The Archimedes number provides a ratio between buoyancy and inertial terms and

is defined as
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Table 2.1: Dimensionless parameters required for similtude for various types of natural
ventilation

Ventilation conditions Relevant dimensionless parameters
Forced flow without heat transfer Re
Forced flow with heat transfer Re and Pr or Pe
Buoyancy dominated Gr and Pr or Ra
Buoyancy and wind driven Ar and Pr
ATL
ar = 9PBT Lerar (2.15)
U
char

A well known method for determining a non-unique set of dimensionless parame-
ters was proposed by Edgar Buckingham in 1914 and is referred to as the Buckingham
Pi Theorem [13]. It states that for a physically meaningful equation

flz1,29,...,2,) =0 (2.16)

where x; are n physical varilables expressed in k independent physical units,

Eq. 2.16 can be rewritten as

F(my, o, ..., mp) =0 (2.17)

where m; are dimensionless parameters constructed from the physical parameters

using p = n — k equations of the form

™= Q1. =gy (2.18)

where the exponents a; are rational numbers. An enormous limitation of the
Buckingham Pi Theorem is that it provids no relationship between dimensionless
parameters — it only identifies them. Thus, the previously demonstrated method
of non-dimensionalizing the fundamental equations is a more physically meaningful
approach.

Selected examples of more contemorary studies that use small scale models in the
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design and evaluation of naturally ventilated buildings are presented below. Nyuk
Hien Wong used a 1:5 scale model of an apartment in Singapore to validate numerical
simulations which are used to investigate the impact of an active stack, or mechanical
fans added to the vantilation chimney, on airflow rates and velocity distributions [65].

His physical model is shown in Fig. 2-5.

Figure 2-5: Small scale model of an apartment in Singapore used by Wong et al. to
investigate the impact of installing a fan in the ventilation chimney [65].

Nielsen used a 1:10 scale model to aide the design of the 1992 World Exhibition
in Seville [44]. He recognizes, “If, for instance, the scale is reduced by a factor of 10,
then the velocity has to be increased by a factor of 10 due to the Reynolds number,
which will give an increase in the temperature difference by a factor of 1000 in order
to keep the Archimedes numbers” [44]. Nielsen’s observation is made from simply

inspecting the Reynolds and Archimedes numbers.

[pucharLchar] _ lpucharLchar] (2. 19)
H prototype H model

If Leparmoder decreases by a factor of 10, Ucharmoder must increase by a factor of
10 in order for both Reynolds numbers to be equal. If these changes are carried over

to the Archimedes number, the AT}, .4z must increase by 1000 times to maintain
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equality. Clearly such a criteria is unreasonable for any realistic prototype AT

(2.20)

2 2
Uchar Uchar

I:gﬁATLchar] o {Q/BATLchar}
prototype model

In order to derive meaningful results from the small scale model, he states the
Reynolds number for the prototype and model do not need to be equal “if the Reynolds
number is high and the flow pattern is governed mainly by fully developed turbulence.
It is possible to ignore the Reynolds number and the Prandtl number at a sufficiently
high level of velocity because the structure of the turbulence and the flow pattern will
be similar” [44].

This idea of a Reynolds number threshold is commonly used in small scale mod-
eling of ventilation. Etheridge and Sandberg propose a threshold of 2X103, above
which the impact of the Reynolds number on the ability of the model to predict the
behavior of the prototype is very small [23]. Rolloos also relies on this threshold and
references a threshold of 3X10* for a circular air inlet opening [49]. However, he warns
“Because of the variety in air supply conditions and geometries, in the author’s opin-
ion a fixed value of Re above which the flow will be Re-independent cannot be given”
[49]. While Rolloos’ point is well taken and a fixed value should not be considered the
absolutle transition point between Re-dependence and Re-independence, there is a
high probability of similarity between flows with Re greatly exceeding these proposed
threshold values. If the flows under consideration are near the treshold values, care

should be taken to ensure Re-independence.

This same principle of a dimensionless parameter threshold has been applied to
buoyancy-driven flows, where the Gr is the dimensionless parameter under consider-
ation. Given the previously mentioned relationship Gr ~ Re?, one may expect the
Gr threshold in the range of 10° — 103, or the square of the Re threshold. If both
model and prototype use air as the working fluid, which is preferred to water because

it is not opaque to IR radiation, equality of G requires

[ AT'char
Tchar

char,m T N char,p
char

] L3 :[ATC’W] L3 (2.21)
m P
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thus a relatively large model with a scale factor of three requires AT gy =
27 - ATt harp, which is not only difficult to acheive experimentally, but perhaps more
importantly voids the Boussinesq approximation [23].

One approach to solving this dilemma is to use a different working fluid in the
model, such as water. Many small scale experiments at the University of Cambridge
are performed in this way, an example of which is work by Chenvidyakarn and Woods
[17]. A drawback of this approach, however is that water is opaque to infrared radia-
tion, an essential means of energy transfer in buildings. Menchaca has demonstrated

this severe limitation of small scale water models more thoroughly [39].

Assuming air is used in the model, a Gr threshold is essentially required for any
kind of practical model and is commonly used. Ding et al. used a threshold value to
evaluate the natural ventilation performance of an eight story office building with a
double facade and solar chimney [21]. A drawing of their prototype and picture of
their 1:25 scale model are shown in Fig. 2-6

Ding et al. noted the impossibility of matching Gr numbers for a 1:25 scale model
and mention the idea of a Gr number threshold. Unfortunately, their justification
that their experiment falls above this threshold is lacking, as they state, “For natural
ventilated space, most of the flow region can be regarded as such state [above the
Gr threshold]” [21]. Liu et al. offer improved justification in their use of small scale
modeling of the buoyancy-driven ventilation in the Center for Education in the Green
Building, Taiwan [36]. They similarly use air and note the same challenge of matching
Gr numbers between the Center for Education and their 1:20 scale model, both of
which are shown in Fig. 2-7 [36].

They do not mention a fixed value for a Gr threshold, but state “... as long as the
turbulent intensity of the flow is over some value of the Grashof number, the basic
characteristic of the flow becomes independent of the Grashof number” [36]. They do
refer to Etheridge and Sandberg’s discussion of scale modeling as having influenced
their methodology [36]. Although they don’t state a specific threshold, they assume
their Gr number of 3.23X10'? is sufficiently large [36].

Walker similarly refers to Etheridge and Sandberg in her modeling the Houghton
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Figure 2-6: Prototype drawing of eight story office building evaluated using a 1:25 scale
model, which is also shown. [21]

Building, a three story office building in Luton, UK [61] [62]. A photograph, plan
view, and section view of the prototype building are provided in Fig. 2-8.

She used a 1:12 scale model, shown in Fig. 2-9, to investigate numerous aspects
of performance including temperature distributions, airflow patterns, flow rates, and
how these metrics change with various operating conditions [61]. A chief aim of
her work was to develop a methodology for using small-scale models with air as the
working fluid to evaluate the natural ventilation potential of a building [61]. Her work
is regularly cited, in fact Liu et al. references her work, as an effective evaluation tool
[36].

In her dissertation, Walker includes a lengthy discussion of the derivation of sim-
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Figure 2-7: Prototype drawing of the Center for Education in the Green Building, Taiwan,
which is evaluated using a 1:20 scale model, which is also shown. [36]
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Figure 2-8: Photograph of the Houghton Building, a three story office building in Luton,
UK, with plan and section drawings. [61]
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Figure 2-9: Photograph of the 1:12 scale model used by Walker to evaluate the ventilaiton
of the Houghton Building, a three story office building in Luton, UK [62].

ilarity conditions, the challenge of equating Gr numbers for prototype and air-based
models, and a Gr threshold referenced from Etheridge and Sandberg [61]. Speak-
ing of Etheridge and Sandberg, Walker writes, “They propose a critical value of
Grashof number in the range of 10° to 10° based on some experimental work, and
using the height of a room as the characteristic length” [61]. Upon closer investi-
gation, Etheridge and Sandberg appear to propose these values with more caution.
Etheridge and Sandberg add the cautionary note to this range by stating “The ori-
gins of the above range of values are obscure, and in the absence of experimental data
appropriate to the case under consideration it is probably wise to aim for the higher
value” [23]. Although this range of values for the Gr threshold has been used as an
absolute range, it appears Etheridge and Sandberg join Rollos in their hesitation to

make such a generalization.

One of the sources cited by Etheridge and Sandberg as evidence for this range
also raises suspicion of an absolute range. In it, Baturin uses a 1/20 scale model and
the a full scale forge at the Leningrad Institute of Labor Protection to explore a Gr
threshold [11]. The experiment seems poorly controlled given the wide range of heater
power supplied to the full scale room, 4.9 — 6.2 Mkal/hr, resulting in a temperature

rise ranging from 9.9 — 13.7 °C, although an average value of 11 °C' is used for all
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calculations. Furthermore, the temperature rise of the model is maintained at 11.3
°C by varying the power input to the model heater. This lack of control of boundary
conditions is concerning. Baturin’s conclusions seem to further simplify his analysis.
“For simulation of natural ventilation arising from density difference between columns
of outdoor and internal air, it is sufficient to observe geometrical similarity (of the
building and sources of heat), and to work in the range of 2X10” < GrPr < 103 [or
assuming Pr = 0.7 for air, 2.8 X107 becomes the lower bound], which automatically
ensures similarity of the convection pattern” [11]. It is not clear why an upper bound
for the Gr threshold is proposed. Furthermore, the statement that these criteria
“automatically ensures similarity of the convection pattern” seems to over simplify
reality and the complexities observed by many others [11].

These suspicious origins of a Gr threshold between 106 to 10° and independent
proposals by both Etheridge and Sandberg and Rollos to not rely on an absolute
Gr threshold suggest more work is necessary in this area. Etheridge and Sandberg
propose that the upper limit of their range should be acceptable even in the absence
of experimental verification for the particular geometry under consideration [23]. Is

a Gr number equal to 10° a sufficiently high value to ensure similtude?

2.3 Full Scale Models

Full scale models are actual-size replications of the prototype building or feature of
a building, for example a single floor attached to a ventilation chimney. They can
provide a rich insight into the phenomena of air flow, particularly to the complexities
that arise when very few, if any, simplifying assumptions are imposed. Full scale
models avoid many of the issues presented by small scale models because the model
is a full scale replication of the prototype, or in some cases the prototype itself.
While full scale models are ideal for these reasons, they are rarely used for practical
reasons. Namely, they are very resource intensive. Constructing an entire building as
a model is usually outside the budget and timeline of almost all investigators. If an

existing building can be used, its instrumentation is expensive and any data must be
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collected while the building is in use by occupants whose first priority is often not an
experimental investigation into the airflow in their building.

Despite these challenges, full scale models have been used to investigate buoyancy-
driven natural ventilation. Some of these models are created for a specific feature of
the building. Ray et al. used a full scale replication of the inlet assembly, shown in

Fig. 2-10, to measure the associated sound attenuation and pressure loss [47].

T

Figure 2-10: Section of inlet assembly modeled with full scale modeling techniques and full
scale replication of the assembly [47].

The full scale tests were performed in a testing facility and required minimal
capital given the large existing infrastructure. Additionally, the controlled tests pro-

vided helpful information that is largely unaffected by the complexities of the actual
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building. For example, the sound attentuation of the system is highly dependent on
frequency, but very loosely dependent on other uncontrolled parameters in the exper-
iment like humidity or local wind direction. Some results from their testing is shown

in Fig. 2-11.
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Figure 2-11: Sound attenuation as a function of frequency measured in the full scale testing
of an inlet assembly used in a buoyancy-driven natural ventilation building in Tokyo (47].

Rundle et al. observed the airflow through a stairwell in the Engineering Building
at Concordia University shown in Fig. 2-12 [52][41]. The stairwell is connected to each
floor of the building through a hallway and conditioned using mechanical cooling
that relies on inlet and exhaust vents inside the stairwell [52]. To account for the
mechanical cooling, the researchers measured the volume flow rate and temperature
of air at the vents [52]. Although taken at full scale, this data set is quite limited. Nine
thermocouple locations measure the temperature distribution in the entire stairwell
and no flow visualization technique is used [52]. Furthermore, boundary conditions
are not carefully measured as indicated by their estimation of the incoming solar
radiation through glazing and decision to not account for airflow rates from each
floor into the stairwell [52].

Takemasa et al. isolated a small area of an entire floor to observe how air enters the
building [58]. Specifically, they were interested in observing whether or not incoming

air attaches to the ceiling or quickly falls on occupants near the window, shown in
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Figure 2-12: Stairwell used for full scale experiment in the Engineering Building at Con-
cordia University [52].

Fig. 2-13.

They used a smoke machine to visualize the airflow at different inlet opening
angles, some of which are shown in Fig. 2-14. Based on these observations, they
concluded “that outside air entering an open window tends to flow along the ceiling
due to the Coanda effect and tends to not generate cold draughts in the occupied

zone” [58].

However, Takemasa et al. did not account for the buoyancy differences created
by their smoke visualization technique. Thus, one can not be sure if the incoming
air attaches to the ceiling purely because of the Coanda effect. The positive buoy-
ancy created by the smoke, which will not exist in the actual case, may have also

contributed to the air rising to the ceiling. Walker discussed this limitation in her
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dissertation and proposed techniques to minimize its impact [61].

Walker also conducts full scale testing using the occupied prototype building in
Luton, UK and shown in Fig. 2-8 [61]. The three story, 2,600 m? open plan office
building relies on a central atrium to promote buoyancy-driven flow and windows on
both the north and south facade to promote cross ventilation [61]. The atrium is

exhausted by five ventilation stacks that can use low-powered fans to assist if needed.

Walker monitored the building for eighteen months by measuring internal tem-
perature, indoor relative humidity, energy consumption by sub-section, and external
weather conditions [61]. An extensive description of her measuring technique is pro-
vided in her dissertation. Her work presents some of the most complete full scale
measurements in the literature. She also collected various short-term measurements
including airflow rates measured with hotwire anemometers, CO, concetration, and
using a homemade ventilation measurement technique incorporating a large plastic
bag [61]. Some of these airflow measurements were fairly inaccurate and led to errors
of 25% in the mass balance [61]. She employed a novel method of flow visualiza-
tion using helium-filled balloons with small weights attached to create approximately
neutrally buoyant balloons that would follow airflow patterns [61]. Although this
technique provided some visualization of large-scale flow structures within the build-
ing, the inertia of the balloons and weights prevented them from tracking smaller
flow structures. She also used smoke pencils, but does not mention any control for
the positive buoyancy of the smoke [61]. The scale of her observed airflow patterns
is shown in Fig. 2-15 where she has sketched the patterns onto a section drawing of
the building.

While Walker provides a fairly complete set of full scale measurements, only four
temperature sensors were used in the atrium. Such sparse measurements can not
provide a detailed temperature distribution within the atrium. Furthermore, her
airflow visualization techniques can be improved to more accurately account for the
smaller airflow structures without having to introduce artificial density gradients from

smoke pencils.

Zhai et al. has conducted an extensive literature review on the published full scale

65



e

Figure 2-15: Sketches of airflow patterns observed by Walker in Houghton Hall using smoke
pencils and helium-filled balloons [61].

data sets for naturally ventilated buildings [68]. His summary of published reports
and their accompanying measurements are shown in Fig. 2-16. From this data, he
chooses only three data sets that are complete enough to be helpful in the validation of
airflow network models: The Renson Building in Belgium, Houghton Hall in the UK,
and the Bang and Olufsen Building in Denmark [68]. Apart from the aformentioned
flow visualization technique used by Walker at Houghton Hall, no airflow visualization
techniques are used in the buildings. Furthermore, Zhai concludes “A more complete
dataset including airflow measurement, as described in the final section of this report,
is needed in order to eliminate this uncertainty” [68].

Full scale modeling can be advanced by the publication of a more complete data
set, which includes a higher resolution of measurements within an atrium and airflow
measurements. Furthermore, a new air visualization technique is needed that doesn’t

introduce artificial density gradients.
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Figure 2-16: Summary of full scale natural ventilation field experiments and their config-
urations as reviewed by Zhai et al. [68].

2.4 Airflow Network Models

Airflow network models have become an increasingly popular method for predicting
airflow rates, indoor temperatures, and energy demand in naturally ventilated build-
ings. A brief description of airflow network models is provided below, with a focus on
their limiting assumptions, and a few example models are provided. Axley provides a
a more detailed history and discussion of the theory behind airflow network modeling
in buildings [10].

The typical model divides a building into various zones or nodes to create a net-
work. Connections between each node are specified based on the building design.
Flow rates between connected nodes are typically calculated using a power-law func-

tion of the form

AP;|™

where the flowrate F' between zones 7 and j is a function of the pressure drop AP

across the zones raised to the flow exponent n, the cross sectional area A connecting
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them, and the flow coefficient C' of the path. Mass conservation is satisfied for each

node such that

Y Fi=0 (2.23)

J
An energy balance is also applied to each node to predict air temperatures such

that

oT;

N (2.24)

Z jS + Qsource = pi‘/iCp
J

where QJ, is the energy flux from any neighboring node j to the current node 3,
Qsomce is the total heat source in node %, V; is the volume of air, and C,, is the heat
capacity of air. The right side of the equation accounts for the energy increase in the
zone assuming negligible thermal mass. If significant thermal mass exists in the zone,
additional terms are correspondingly added.

Airflow network models are limited by a number of key assumptions. First, they
neglect any momentum of the air by assuming very small air velocities. This as-
sumption is reasonable in very large, open spaces, but does not apply in confined
areas, such as in a narrow ventilation shaft. Another key assumption is that the air
is well-mixed in the space and at a uniform temperature. This assumption works well
for spaces with moderate to high air exchange rates and even distributions of heat
sources and air inlets. However, it is questionable in spaces with an uneven distribu-
tion of heat sources or when air exchange rates are too small to sufficiently mix the
air. When these assumptions are accurate, airflow network models have been shown
to work well.

Numerous airflow network models have been developed for research purposes
within the academic community. Takemasa et al. have used an airflow network
model that couples airflow and energy calculations to solve for air change rates in a
naturally ventilated building with a double facade [58] [57]. Yao et al. have used a
simplified model for a single zone with minimal parameters, such as glazing area, in-

ternal gains, envelope U values, lighting level, thermostat set point, occupancy level,
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and thermal mass type [66]. Their coupled airflow and thermal model integrates
the British Standard natural ventilation calculation method for a single zone within
a larger network model to predict airflow rates and temperatures [66]. Luo et al.
have similarly developed a coupled thermal and airflow model in their airflow net-
work model to predict air exchange rates and indoor temperatures [37]. Rousseau et
al. have a similar model [50]. MIT has also developed an airflow network model by
linking flow and thermal models called CoolVent, which has been validated by CFD
models [67] [38]. While each of these models is slightly different, they all make the
two key assumptions mentioned above. They neglect air momentum by assuming
very small air velocities and they assume a uniform temperature for each zone. These
assumptions break down in some important practical situations, which will be shown

later in this dissertation.

Many commercially available airflow network models also exist. COMIS is an
extremely modular stand-alone airflow network model developed at the Lawrence
Berkeley National Laboratory in the late 1980s [68]. Although it accounts for airflow
in the available code, COMIS is commonly coupled with thermal models like Ener-
gyPlus or TRNSYS [68]. IEA Annex 23 performed numerous validation studies on
COMIS, though most focussed on wind-driven or single zone systems [27]. Koinakis
used COMIS coupled with the thermal model Suncode to model infiltration rates
and cross ventilation in a full scale building [33]. He generally found good agreement
between the model and experimental measurements, as indicated by Fig. 2-17 that

shows zone air temperature over multiple days [33].

CONTAM is another widely used airflow network tool developed by the National
Institute of Standards and Technology [63]. Although it can couple thermal and
airflow calculations, it relies on prescribed indoor temperatures and does not iterate
between airflow and air temperature calculations like many of the research models.
One advantage of CONTAM over many other airflow network tools is its ability to
model contaminant transport rates. Blomsterberg found favorable agreement between
CONTAM predictions and measured flow rates in two Swedish classrooms, although

he only considered wind-driven ventilation [12]. Blomsterberg mentions the possibility
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Figure 2-17: Simulated and measured zone air temperature for a cross ventilated building
simulated with COMIS and Suncode [33].

of modeling the school’s buoyancy-driven ventilation if CONTAM were coupled with
a thermal model [12].

Whole-building simulation programs have incorporated airflow network models to
simulate building ventilation as part of a larger and more complex building. The
U.S. Department of Energy’s EnergyPlus uses AIRNET, CONTAM’s precursor, as
the basis for its AirflowNetwork model. The AirflowNetwork model allows users to
create zones within the building that are connected to each other and the outdoors.
As with all other airflow network models, momentum effects are neglected and air
temperatures are assumed uniform within each zone [22]. Fig. 2-18 shows how this
airflow network model fits within the larger EnergyPlus design, illustrating the nu-
merous building systems that can also be considered. This kind of integration of
an airflow network model into a whole-building simulation program is essential for
predicting the energy savings of a hybrid ventilation system. EnergyPlus uses an
iterative process to apply an energy balance to each zone to solve for temperatures,
and then uses those temperatures in the airflow network model to solve for flow rates,

as illustrated by Fig. 2-19. Zhai et al. provides a simple high level explanation of
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the airflow network model in EnergyPlus and the EnergyPlus Engineering Reference

provides more detailed documentation [68] [22].

EnergyPlus ;
Sky Model Simulation Manager Air Loop

Module ‘ Module
Shading t Zone Equip
Module Integrated Solution Manager Module
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Figure 2-18: Program structure of EnergyPlus, a whole-building simulation program that
has incorporated an airflow network model to account for airflow between zones [22]
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Figure 2-19: Iterative solving process in EnergyPlus that couples an energy balance with
airflow calculations [68].

Airflow network models can predict the performance of an arbitrary natural ven-
tilation system because of their modularity. However, their applicability is limited
when momentum effects of the air are important or uneven temperature distributions
are expected in each zone. When coupled with a whole-building simulation program,
airflow network models can be used to predict annual building performance, including
indoor temperatures and building energy use. These annual predictions are essential
to the consideration of natural ventilation systems to ensure they can provide com-

fortable conditions all year and save energy over traditional mechanical systems.
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2.5 Computational Fluid Dynamics

Computational fluid dynamics (CFD) models solve a series of partial differential equa-
tions for the conservation of momentum, mass, energy, containment concentrations,
and turbulence quantities. The solution to these equations provides detailed predic-
tions and distributions of dozens of variables. The geometry under consideration is
divided into thousands if not millions of elements, which eliminates the need for the
two major simplifying assumptions used in airflow network models. Consequentially,
CFD models are very computationally intense and can take a long time to set up and
solve the equations. Despite this time demand, uncertainties in the various turbulence
models, and the significant knowledge of fluid mechanics required of its users, CFD
models have grown in popularity for modeling natural ventilation. A recent review
of building ventilation modeling techniques produced the chart in Fig. 2-20 to show
the increase in the use of CFD modeling [46]. The same review surveyed the various
modeling techniques used to predict ventilation performance in buildings published
in 2007 in major English language journals and produced Fig. 2-21 to show that CFD
models represented nearly 75% of the total number of models used to predict building

ventilation performance.

160
@ Paper No.
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Figure 2-20: Total number of papers published between 2002-2007 in major English lan-
guage journals using CFD to predict ventilation performance in buildings occupied by hu-
mans [46).

CFD models are well suited to predict detailed ventilation performance for a par-
ticular geometry under a very specific set of boundary conditions. Thus, they are
commonly used in analyzing a few specific conditions of a final building design. They

are not well suited for early design work when the building geometry is still un-
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Figure 2-21: The use of various modeling techniques to predict ventilation performance in
buildings published in 2007 in major English language journals [46].

known or when trying to evaluate annual performance when boundary conditions are
constantly changing over a long period of time. An example of the typical analysis
performed with CFD models is taken from Cook and Short’s analysis of an audito-
rium in The Lichfield Garrick in Staffordshire, UK [19]. After the auditorium had
been designed, they wanted to investigate where the air became stratified to ensure
comfortable temperatures in the occupied zone [19]. Such analysis requires the ex-
act geometry of the space and specific boundary conditions. While these boundary
conditions will constantly change, typical values are used for this one-time analysis.
The authors decided the results from these representative values provided enough
information about the stratification to make the required design decisions [19]. Their
simulated air stratification is shown in Fig. 2-22 for an outdoor temperature of 18 °C.

While CFD modeling has been extensively validated and can accurately model
arbitrary geometries [46], it does not provide annual performance information. The-
oretically a simulation could be run for every hour of the year to obtain annual per-
formance predictions, but would require too many resources to be practically viable.
Thus, a major limitation to CFD modeling is that it can only provide a snapshot
of how the building will perform under a very specific set of boundary conditions.
Designers can not use CFD models to predict annual energy savings from a hybrid

ventilation system or year-long indoor temperatures of a naturally ventilated building.
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Figure 2-22: Typical use of CFD modeling to predict natural ventilation performance of
a space during a single snapshot in time. This auditorium is part of The Lichfield Garrick
in Staffordshire, UK and was designed and analyzed by Cook and Short. The outdoor
temperature in this simulation is 18 °C [19].

2.6 Summary of Current Natural Ventilation Mod-

“eling Techniques

Analytical models are simple, require few computing resources, and are rich in phys-
ical meaning. However, they provide little utility unless a simplified geometry suffi-
ciently describes the actual building under consideration and the many assumptions
are reasonably met. Empirical models can provide a practical approach to solve well
known problems within a confined scope, however they can require significant ex-
perimental work or simulations to provide a range of parameters within which the
model applies. Empirical models based solely on experimental data and no under-
lying physics should strictly be used in near replications of the experiments used to

determine them.

Small scale models provide a less resource-intensive physical modeling technique
than full scale replications. However, boundary conditions must be carefully repro-
duced in the small scale model and the pertinent dimensionless parameters, in the-
ory, must be equal. In practice, it is nearly impossible to match many dimensionless

paramters, such as the Re, Gr, or Ar because of their interdependence. Threshold
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values for these parameters have been suggested, above which the model will ac-
curately approximate the full scale prototype even if the parameters do not equal.
Although some researchers have proposed an absolute threshold, their justification
for such a value is lacking. Specifically, the proposed Gr threshold of 10° — 10° should

be reconsidered.

Full scale models provide a very accurate modeling technique without many sim-
plifying assumptions. However, they are extremely resource-intensive, which severly
limits their use. Full scale modeling of small components within a natural ventilation
system can provide helpful insight into those components, but modeling an entire
system at full scale is impractical. Although some full scale natural ventilation ex-
periments have been conducted, a more complete data set is needed. Specifically,
a higher resolution of temperature measurements and measured airflow rates are
needed. Airflow visualization techniques are essential for observing complex airflow
patterns undetectable by typical instrumentation. However, many of the currently
used visualization techniques introduce artificial density gradients that are inconse-
quential in inertia-dominated flows, but skew results in buoyancy-dominated flows.
Thus, airflow visualization techniques for buoyancy-dominated flows can be improved

by eliminating these artificial density gradients.

Airflow network models are significantly more resource efficient than full scale
models and can predict the performance of an arbitrary natural ventilation system
because of their modularity. However, two major assumptions limit their applicability
when momentum effects of the air are important or uneven temperature distributions
are expected in the space. They can provide helpful predictions of annual building
performance, such as indoor temperatures and building energy use, when coupled with
a whole-building simulation program. These annual predictions are essential to the
consideration of natural ventilation systems to ensure they can provide comfortable
conditions all year and save energy over traditional mechanical systems. Airflow
network models can be improved by accounting for momentum effects of the air and

non-uniform temperature distributions within the simulated space.

CFD modeling is becoming more widely used in simulating building ventilation.
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It has been extensively validated and can accurately model arbitrary geometries, but
does not provide annual performance information. It requires a sufficient understand-
ing of fluid mechanics, reasonable computing power, and a detailed geometric input.
A further limitation of CFD modeling is that it can only provide a snapshot of how
the building will perform under a very specific set of boundary conditions. Designers
can not use CFD models to predict annual energy savings from a hybrid ventilation

system or year-long indoor temperatures of a naturally ventilated building.
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Chapter 3

Small Scale Experimentation of

Buoyancy-Driven Ventilation

Small scale experiments are conducted for two primary reasons. First, they provide
a flexible physical model that can easily model a variety of flow types. Second, they

are used to validate CFD models that provide even greater flexibility in modeling.

3.1 Prototype Building Description

The prototype building is a ten story 7,780 m? office building located in downtown
Tokyo. The building incorporates an array of energy efficient measures including
daylighting systems, occupancy sensors, advanced building controls, and a hybrid
ventilation system on floors 3-9 [47]. The first two floors are reserved for commercial
tenants and the tenth floor houses executive offices that require mechanical ventila-
tion. An exterior perspective and plan view of the building are shown in Fig. 3-1.
Inlet ducts on the NW facade on floors 3-9 supply outdoor air to the space when
the natural ventilation system is in operation. The open floor plan allows air to flow
to two ventilation shafts located toward the back of the building. To prevent reverse
flow in the upper floors, two shafts (2.8 m? each) are used to ventilate floors 3-7 and
two separate shafts (2 m? each) are used to ventilate floors 8 and 9. Low power fans

(500 W and 250 W for shafts 3-7 and 8-9 respectively) atop each chimney leverage the
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Figure 3-1: External perspective and plan view of prototype building used in small scale ex-
perimentation. This ten story new corporate headquarters building is located in downtown
Tokyo.
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low airflow resistance of the building to extend the period during which fan-assisted

natural ventilation can be used.

3.2 Model Building Description

A 1/4 scale model is constructed of a portion of one of the ventilation shafts to
more closely investigate the flow within the shaft. Although this small scale analysis
considers only a portion of the ventilation shaft, additional studies have analyzed
the airflow in other parts of the building [40] [47]. The model simulates the air flow
from three floors connected to a 4 m? ventilation shaft. Fig. 3-2 shows a picture and
drawing of the model where three take-off ducts represent the connections from three
floors. Heaters in each take-off duct generate heat to provide the buoyancy force
required to induce natural ventilation through the model. Wind-driven flow is not

considered.

Figure 3-2: Photograph and drawing of 1/4 scale model used to simulate natural ventilation
through a ventilation shaft.
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3.2.1 Model Construction

The model is constructed of 1/32 in stainless steel surrounded by 2 in of R—10 or 1.76
m2K /W extruded polystyrene insulation. One side of the ventilation shaft is removed
and covered with transparent 3/32 in OPTIX acrylic sheets to provide a view into
the shaft, which can be seen in Fig. 3-2. The ventilation shaft is lined with 1/16 in
black felt to enhance flow visualization techniques. A rectangular resistance heater
measuring 10 ¢n by 6 ¢n is placed in each duct, at x = 0.8 m, z = 0.25 m, and y equal
to the midpoint of each duct. Each heater is suspended at the midpoint of each duct
using two 1/32 in strips of stainless steel. The heater power consumption is controled
with a Variac variable autotransformer by regulating the voltage to the heater from
0 — 140V. The resistance of each heater varies no more than 2% over the entire
range of supplied voltage, as shown in Fig. 3-3. Power consumption is determined
by the product of the measured voltage and current. The voltage supplied to each
heater is measured using a Flex-core AVT 150CX5 AC voltage transducer connected
to a Campbell Scientific CR1000 datalogger [15][25]. The current is measured using
a Fluke 115 multimeter [26].

The model is contained within a sealed test chamber measuring 10 ft wide, 20 ft
deep, and 20 ft tall and conditioned with a water-chilled fancoil unit. The model has
been arranged within the space such that the jet from the fancoil unit does not interact
with the inlet or exhaust openings. Thermocouples measure the inlet temperature at
each takeoff duct to ensure uniformity. A typical distribution of inlet temperatures

during a test is shown in Fig. 3-4.

3.2.2 Model Instrumentation

The airflow within the ventilation shaft is characterized in three ways through tem-
perature measurements, airflow measurements, and a flow visualization technique.
All measurements are made after steady state has been reached, which is defined as
the point when temperatures within the shaft vary less than 0.77 °C', which is also the

accuracy of the temperature measurement system. Between 48 and 72 temperature
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Figure 3-3: Plots of resistance versus voltage for the three heaters used in this experiment,
indicating less than a 2% variation in resistance over the entire range of supplied voltages.
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Figure 3-4: Typical inlet temperature distribution measured during a single test, which
shows a maximum of roughly 0.5 °C' difference between inlets.

measurements are made in the shaft using a thermocouple rake of 24 thermocouples
that measures 12 temperatures at two elevations. Omega PR-T-24-SLE type T ther-
mocouple wire is used with a stated accuracy of 0.5 °C' or 0.4% in the range of 0 to
350 °C' [45]. The 12 thermocouples at each elevation are arranged to provide higher
resolution near the entrance to the shaft. Their exact configuration is shown in Fig. 3-
5. A Campbell Scientific CR1000 datalogger with an attached AM25T multiplexer
is used to acquire temperature measurements every 5 s. The CR1000 has a stated
accuracy of 0.12% rdg +1.5 = resolution + 1.0pV or 0.07 °C' and the AM25T has a
stated accuracy of 0.2 °C' [15][14].

An ice bath test is performed before the thermocouples are attached to the rake
to ensure sufficient precision between the 24 thermocouples. A segment of the test
results is shown in Fig. 3-6 where the temperature measurements are shown to fall
within 0.15 °C of each other. The slight peaks indicate the response time of the
system and were created by temporarily reducing the amount of stirring in the ice

bath.

Volumetric flow rates are measured at each inlet in accordance with ASHRAE
Standard 111-2008 using the equal area method for the entrance to a rectangular
duct [8]. Between 9 and 16 velocity measurements are taken at each inlet using a

Graywolf AS-201 hotwire anemometer, which has a stated accuracy of +/— 3% rdg
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Figure 3-5: Thermocouple arrangement on a single plane of the thermocouple rake that
provides higher resolution near the entrance to the shaft, shown on the left side of the
diagram. The double-lined side indicates the clear acrylic sheet.
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Figure 3-6: Measured temperature of an ice bath using 24 thermocouples to test their
precision. Measurements fall within 0.15 °C' of each other for all 24 thermocouples. The
slight peaks indicate the response time of the system and were created by temporarily
reducing the amount of stirring in the ice bath.
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+/— 0.015 m/s [29]. The measurements are made flush with the inlets to increase
the liklihood of unidirectional flow.

Airflow visualization is provided by neutrally buoyant bubbles photographed by
a digital SLR camera. The bubbles are created using the SAI™Model 5 Bubble
Generator, which generates 1/16 in diameter helium-filled soap bubbles. The Model
5 Bubble Generator, shown in Fig. 3-7 has a mini-vortex filtering system that ensures
only neutrally buoyant bubbles are introduced into the desired space. This filtering
system uses the radial forces from the plug-in head to establish a cyclonic flow in
which heavy bubbles sink to the bottom, light bubbles float to the top, and neutrally
buoyant bubbles are ejected through the outlet tube [3].

Outiet Fitting Outiet Tube

Ar Inlet Stem
BPS Inlet Stem
He Inlet Stem
<=
Plug-n Head
ey
C — [ =)
1082 UNC ‘—— Rubber Fest
Mounting Thread

Figure 3-7: Schematic drawing of the mini-vortex filtering system of the SATTMModel 5
Bubble Generator [3].

Flexible tubing directs the bubbles from the outlet tube to the desired location
within a space. In this case, the tube is mounted orthogonally to the inlet airflow to
ensure no bubble momentum from the generator is carried into the direction of the
flow. The ventilation shaft is lined with 1/16 #n thick black felt to accentuate the

bubbles in the shaft that are illuminated from above. A digital SLR camera with a
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50 mm lens photographs the bubbles using a shutter speed between 1/6 to 1/2 s to

create streaks that corresponds to bubble pathlines.

3.3 Small Scale Experimental Procedure

Two configurations of the small scale model are initially tested. The first configura-
tion, shown in Fig. 3-2, simulates the airflow in a ventilation shaft connected to three
floors by a small duct on each floor. The second configuation, shown in Fig. 3-8,

simulates the airflow in a ventilation shaft resulting from floor-to-ceiling connections
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Figure 3-8: Drawing of second configuration of 1/4 scale model used to simulate natu-
ral ventilation through a ventilation shaft connected to three floors with floor-to-ceiling
openings.

Steady state conditions are assumed to be reached when temperatures within the
shaft vary less than 0.77 °C, which is also the stated accuracy of the temperature
measurement system. All data is collected after steady state conditions are reached.
Three tests are run for each configuration. Temperature readings are averaged over
the length of the test, which varies from 45 to 130 minutes. Average inlet temperatures
for tests run in configuration one are 26.4, 26.2, and 26.8 °C' for the bottom, middle,
and top ducts respectively. In configuration two, the average inlet temperatures are
22.9, 23.5, and 23.2 °C for the bottom, middle, and top ducts respectively. The
thermocouple rake depicted in Fig. 3-5 measures 72 temperatures at six elevations in

configuration one and 48 temperatures at four elevations in configuration two. Due
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Table 3.1: Measured heater power consumption for both experimental configurations

Takeoff Duct | Config. 1 Heater Power [W] | Config. 2 Heater Power [W]
Top 148 +/ — 2.6 144 +/ - 26
Middle 148 +/ — 2.6 146 +/ — 2.6
Bottom 149 +/ - 2.6 150 +/ — 2.6

to a lack of resolution in the heater control, each heater consumed a slightly different

amount of power, though their variation was less than 4% as shown in Table 3.1.

3.4 CFD Model Description

One of the purposes of the small scale models is to validate CFD models. The
commercially available CFD software Fluent is used to compare the ability of three
turbulence models to simulate the physical experiments. Specifically, the ke, ke RNG,
and large eddy simulation (LES) turbulence models are compared. The exact experi-
mental geometry is used for the CFD simulation with the exception of the thin heater
supports. Grid independence tests indicate mesh sizes of 301,000 and 251,000 cells
are sufficient for the first and second configurations respectively. The mesh density
is increased near the heaters and entrance to the ventilation shaft. Simulations are
run under transient conditions, but are assumed to reach steady state when the bulk
exhaust temperature varies less than 0.003 °C for the two ke models and 0.45 °C for

the LES model.

Radiation is accounted for using the Surface to Surface radiation model with a
residual convergence criteria of 0.001. The enhanced wall function of the ke and ke
RNG model is used with enhanced thermal effects and full buoyancy effects are also
considered. The Smagorinsky-Lilly subgrid-scale model is used in the LES model.
Reference and operating temperatures are set to the measured chamber air tempera-

ture of 299 K.
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Table 3.2: Summary of thermal properties of materials used in small scale model, which
are transferred to the CFD model

Material Density [kg/m?] | Specific Heat [J/kgK] | Conductivity [W/mK]
Insulation 20 1500 0.029
Acrylic Sheet 1250 1210 0.20

3.4.1 Boundary Conditions

In addition to replicating the exact experimental geometry, much care is given to
replicating the experimental boundary conditions. The thermal properties of all ma-
terials used in the experimental model are used in the CFD model and summarized
in Table 3.2. The duct is assumed to provide negligible thermal resistance compared
to the 2 in foam insulation. The external boundary condition for the insulation or
acrylic sheet is the ”Convection” thermal condition in Fluent, which uses a specified
constant heat transfer coefficient of 10 W/m?K and a specified external temperature
of 299 K, the measured air temperature in the test chamber. The heater power con-
sumptions are also matched in the CFD model using a constant heat flux boundary
condition. A ”pressure-outlet” condition at 0 Pa gauge pressure is used to model the
inlet and exhaust openings, which assumes all backflow is normal to the opening. A
”porous-jump” condition is also used at each opening to simulate the pressure loss
from converging or expanding flow. The porous-jump condition uses a finite thickness

medium over which a calculated pressure loss is applied according to

1
AP = —502,01:2 (3.1)

where C, is the dimensionless pressure loss coefficient [6]. Well accepted pres-
sure loss coefficients for this type of converging and expanding flow are 0.5 and 1
respectively [32]. Before assigning a pressure loss coefficient, the CFD model is run
with no pressure coefficients to establish a flow direction across each opening. After
a flow direction is established, the appropriate pressure loss coefficient is applied to

the openings.

87



3.5 Results from Physical and CFD Models

Experimentally measured temperatures are plotted against simulated temperatures
for the three turbulence models in both configurations in Figs. 3-9 through 3-14.
The solid line has a slope of one, and the dotted lines represent the bounds of the

experimental error, 0.77 °C.
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Figure 3-9: Average experimental temperatures plotted against CFD simulated temper-
atures using the ke turbulence model for configuration one. The solid line has a slope of
one, and the dotted lines represent the bounds of the experimental error, 0.77 °C. Different
symbols indicate from which elevation measurements are taken.
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Figure 3-10: Average experimental temperatures plotted against CFD simulated tempera-
tures using the ke RNG turbulence model for configuration one. The solid line has a slope of
one, and the dotted lines represent the bounds of the experimental error, 0.77 °C'. Different
symbols indicate from which elevation measurements are taken.
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Figure 3-11: Average experimental temperatures plotted against CFD simulated temper-
atures using the LES turbulence model for configuration one. The solid line has a slope of
one, and the dotted lines represent the bounds of the experimental error, 0.77 °C'. Different
symbols indicate from which elevation measurements are taken.
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Figure 3-12: Average experimental temperatures plotted against CFD simulated tem-
peratures using the ke turbulence model for configuration two, which has floor-to-ceiling
openings. The solid line has a slope of one, and the dotted lines represent the bounds of the
experimental error, 0.77 °C'. Different symbols indicate from which elevation measurements
are taken.
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Figure 3-13: Average experimental temperatures plotted against CFD simulated temper-
atures using the ke RNG turbulence model for configuration two, which has floor-to-ceiling
openings. The solid line has a slope of one, and the dotted lines represent the bounds of the
experimental error, 0.77 °C. Different symbols indicate from which elevation measurements

are taken.
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Figure 3-14: Average experimental temperatures plotted against CFD simulated temper-
atures using the LES turbulence model for configuration two, which has floor-to-ceiling
openings. The solid line has a slope of one, and the dotted lines represent the bounds of the
experimental error, 0.77 °C'. Different symbols indicate from which elevation measurements

are taken.
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Table 3.3: RMSE for three turbulence models in configuration one. All 72 thermocouples
(TCs) are included in the first row, but only the upper 48 TCs are considered in the second
row. All values are reported in units [°C] and the experimental error is 0.77 °C.

# of TCs ke | ke RNG | LES
all 72 TCs | 1.09 1.03 1.92
upper 48 TCs | 0.97 0.89 1.92

Table 3.4: RMSE for three turbulence models in configuration two. All 48 thermocouples
(TCs) are included in the first row, but only the upper 24 TCs are considered in the second
row. All values are reported in units [°C] and the experimental error is 0.77 °C'.

# of TCs ke | ke RNG | LES
all 48 TCs | 1.32 1.38 1.76
upper 24 TCs | 1.55 1.65 2.08

Given the large number of temperature measurements, another comparison be-
tween experimental and simulated temperatures is made. The root mean square
error (RSME) between the measured and simulated temperatures is also calculated
for each turbulence model. The RSME is a measure of the magnitude of the mean

error between two data sets and is defined as

T erp,i — Tsimi 2
RSME = \/ 21T, ”’n ) (3.2)

where n is the total number of measurements, T¢,p; is the experimental tempera-
ture at location ¢, and Ty, ; is the simulated temperature at location 7. The RSME
for the three turbulence models in configuration one are reported in Table 3.3, where
the RSME of the upper 48 thermocouples is also reported. Table 3.4 presents the
RSME for configuration two.

A comparison of the measured volumetric flow rates at the three inlets to the
simulated flow rates for each of the three turbulence models is shown in Tables 3.5-
3.6.

Experimental airflow visualization at the entrance from each takeoff duct to the

ventilation shaft for configuration one is provided in Figs. 3-15, 3-19, and 3-23. Sim-
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Table 3.5: Measured and simulated airflow rates at each takeoff duct for configuration one.
All values are reported in units [m?/s].

Takeoff Duct Exp. average Exp. std. dev. ke ke RNG | LES ‘
Top 0.023 +/— 0.0019 0.00079 0.0212 | 0.0203 | 0.0201
Middle 0.027 +/— 0.0017 0.0020 0.0265 | 0.0272 | 0.0267
Bottom 0.029 +/— 0.0016 0.0010 0.0316 | 0.0326 | 0.0310

Table 3.6: Measured and simulated airflow rates at each takeoff duct for configuration two.
All values are reported in units [m?/s].

Takeoff Duct Exp. average Exp. std. dev. ke ke RNG | LES
Top 0.021 +/— 0.0063 0.0016 0.0258 | 0.0259 | 0.0263
Middle 0.018 +/— 0.0058 0.00094 0.0225 | 0.0223 | 0.0211
Bottom 0.032 +/— 0.0083 0.0041 0.0292 | 0.0291 | 0.0278

ulated pathlines are created with the CFD software and overlaid on the experimental
images to provide a qualitative comparison between the simulated and experimental

airflow paths.

Figure 3-15: Experimental airflow visualization of entrance to model ventilation shaft at
the bottom takeoff duct.
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Figure 3-16: Simulated pathlines from ke model overlaid on experimental airflow visual-
ization of entrance to model ventilation shaft at the bottom takeoff duct.

Figure 3-17: Simulated pathlines from ke RNG model overlaid on experimental airflow
visualization of entrance to model ventilation shaft at the bottom takeoff duct.
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Figure 3-18: Simulated pathlines from LES model overlaid on experimental airflow visual-
ization of entrance to model ventilation shaft at the bottom takeoff duct.

Figure 3-19: Experimental airflow visualization of entrance to model ventilation shaft at
the middle takeoff duct.
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Figure 3-20: Simulated pathlines from ke model overlaid on experimental airflow visual-
ization of entrance to model ventilation shaft at the middle takeoff duct.

Figure 3-21: Simulated pathlines from ke RNG model overlaid on experimental airflow
visualization of entrance to model ventilation shaft at the middle takeoff duct.
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Figure 3-22: Simulated pathlines from LES model overlaid on experimental airflow visual-
ization of entrance to model ventilation shaft at the middle takeoff duct.

Figure 3-23: Experimental airflow visualization of entrance to model ventilation shaft at
the top takeoff duct.
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Figure 3-24: Simulated pathlines from ke model overlaid on experimental airflow visual-
ization of entrance to model ventilation shaft at the top takeoff duct.

Figure 3-25: Simulated pathlines from ke RNG model overlaid on experimental airflow
visualization of entrance to model ventilation shaft at the top takeoff duct.
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Figure 3-26: Simulated pathlines from LES model overlaid on experimental airflow visual-
ization of entrance to model ventilation shaft at the top takeoff duct.

3.6 Discussion of Physical and CFD Models

3.6.1 Physical and CFD Model Agreement

The correlation between experimental and CFD predicted temperatures, flow rates,
and pathlines provides strong evidence for the validation of both ke and ke RNG
models in configuration one and two. The largest disagreement between experimental

and simulated values is found for the LES model in both configurations.

The root mean square error (RMSE) between experimental and simulated tem-
peratures for the ke and k¢ RNG models in configuration one is 1.09 °C' and 1.03
°C, which is nearly half of the LES value, 1.92 °C. The same trend generally holds
for configuration two where the RMSE for the ke, ke RNG, and LES is 1.32, 1.38,
and 1.76 °C respectively. In configuration one, the largest differences between mea-
sured and simulated temperatures for the two ke models occur in two places. First,
large disagreements are observed near the bottom takeoff duct, where the entering

air expands to fill the entire shaft. The points corresponding to the 27 and 73 cm
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elevations in Figs 3-9 and 3-10 generally fall further from the y = z line than the
points in other regions. Near the bottom takeoff duct, very small pressure gradients
can significantly affect the flow because there is no other established flow in the shaft.
When this region is not included in the RSME calculation, the error decreases. The
RSMEs of 1.09 and 1.03 °C for the ke and ke RNG models respectively are reduced to
0.97 and 0.89 °C respectively. Large errors are also observed at a few thermocouples
near the exhaust plume at the middle and top takeoff ducts. The largest temperature
gradients in the shaft are near these plumes, so a slight unsteadiness in the flow can

lead to large temperature differences.

The comparison of measured and simulated airflow rates also suggests both ke
models are more accurate, although all three models provide similar results. The
simulated results for configuration one agree with experimental values better than
the simulated results for configuration two. The larger openings and proximity of
takeoff ducts within the ventilation shaft allow smaller pressure gradients to affect
the flow more than in configuration one. Thus, small differences in the simulation
have a larger affect on the flow in configuration two than in configuration one. A
quantitative comparison of the three models in each configuration further illustrates
the point. The largest percent difference between the measured and simulated flow
rates in configuration one for the ke, k¢ RNG, and LES models is 9.2%, 13%, and
14%, respectively. In configuration two, the same comparison for the ke, ke RNG,
and LES models yields errors of 18%, 18%, and 20 %. Furthermore, in configura-
tion one the flow rates through the bottom takeoff duct are overpredicted in each
model. The flow rates through the middle duct are quite accurate and differ from
experimental values by less than 2 %, while the flow rates through the top duct are
under predicted. In configuration two, the flow rate through the bottom takeoff duct
is consistently underpredicted, while the flow rates through the middle and top ducts

are over predicted.

Simulated pathlines for all three turbulence models sufficiently predict the profile
of the airflow entering the shaft from each duct in configuration one. Both experi-

mental images and simulated pathlines show a rapid expansion of the air entering the
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shaft through the bottom duct. In the middle duct, the profile is more defined as the
air entering through the bottom duct creates a region of relatively high pressure on
the left side of the image. This region of high pressure causes the flow to bend more
sharply than it does at the bottom duct. The flow entering from the top duct bends
even more sharply as the established flow from the bottom two ducts creates a region
of higher pressure than at the middle duct. The air entering the shaft through the
top duct only occupies half of the ventilation shaft because of the existing flow from

lower ducts.

3.6.2 Airflow Rates in Configuration Two

Since no wind is present in the experiment or simulations, the only driving force of the
flow is from buoyancy effects. In buoyancy driven flow, the height difference between
the inlet and outlet is a c¢rucial parameter in determining the airflow. If all other
variables are held constant, a larger height differential leads to larger flow. Recall
Eq. 2.5 for the uniform temperature case and Eq. 2.7 for the constant heat flux case.
However, both experimental and simulated airflow rates in configuration two yield
higher flow rates through the top duct than the middle duct even though all other
parameters are nearly constant. The heater powers slightly vary in configuration two,
but additional CFD simulations are run with constant heater powers to confirm the
same pattern. These observations suggest another important phenomena impacts the

flow, which will be discussed in more detail in Chapter 6.
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Chapter 4

Utility of Small Scale Models for

Buoyancy-Driven Ventilation

As discussed in Chapter 2, small scale models are regularly used to model ventilation
in full size buildings. This chapter provides a detailed analysis of the governing
equations important in buoyancy-driven flow, reviews the threshold values df the
relevant dimensionless numbers, describes the methodology used to explore a Grashof

threshold for a simple chimney, and proposes a new Grashof threshold value.

4.1 Dimensional Analysis of Buoyancy-Driven Flows

The governing equations of buoyancy-flows are the conservation of mass, momentum,
and energy. Airflow in buildings is considered incompressible, so the conservation of

mass is

V-v=0 (4.1)

where v is the velocity vector. The conservation of momentum is

ov

p{E-Vv} = —Vp+uViv +pg (4.2)

which can be simplified to the steady state form for one dimensional flow where
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x is in the vertical direction

ou  Op 0%u
pus == + Hoa + pgBAT (4.3)

Finally, the steady state form of the conservation of energy is

T | 8T
pCus =k> 5 (4.4)

As previously shown, these governing equations can be made dimensionless by
substituting in the dimensionless variables
(7 v T . T - Tchar

_ P
= ;0= [T = ;0 = s P=—
Uchar Uchar Lchar ATch.ar PUcpar

(4.5)

Substituting in these dimensionless parameters introduces additional terms, which

are collected in dimensionless groups

— ou aﬁ H 82@ g/BLChar AT
= 0 4.
Y9z T 0% " pumm Lm0 T wd (47)
00 k 920
I— — 4.
uaj pCpucharLchar 0z? ( 8)

These groups are well known and have been previously defined in Chapter 2 as
the Reynolds, Archimedes, and Prandtl numbers. Thus, the dimensionless velocity

field is a function of the following values [23].

U/Uchar = f{Re, PrRe, Ar, T} (4.9)

In buoyancy-driven flow, ucpq, is generated from a temperature difference. Etheridge
and Sandberg introduce a characteristic velocity based on temperature difference that

Walker labels as a buoyancy velocity [23] [61]
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Ubuoyancy = \/ gﬁLcharAT (410)

Substituting Usuoyancy it for Ucng, in Eq. 4.9 yields

ﬁ=]p{\/@,]g’r\/@,f} (4.11)

where the Archimedes number is reduced to unity as shown

ATLC ar ATLC ar

A = —
’ 9BAT Lopar

2
ubuoyancy

and the Reynolds number becomes v Gr as shown

(4.13)

char Lichar V9B Lehar AT Lpar ATL3
Re — Yehartichar 9P Le har _ | BGAT Lipg, VGr
14

If air is used as the working fluid and the left hand side of Eq. 4.11 is multiplied
by L%, ../ L? the volumetric flow rate V appears on the top, and Eq. 4.11 becomes

char char

1%
Lzhar \Y gBLchar AT

As Etheridge and Sandberg point out, the requirement for similarity is equal

= f{Gr} (4.14)

Grashof numbers. However, as previously discussed, equating Gr values is practically
impossible for any real model. Thus, recall from Chapter 2 the use of threshold values
for the Re and G'r numbers, above which equating the model and prototype values is

not important.

4.2 Questionable Origin of Historical Grashof Thresh-
old

The questionable origins of a commonly used Gr threshold of 10° — 10° proposed
by Etheridge and Sandberg has already been introduced [23]. Baturin’s experiment

provides justification for this threshold, but his strong language suggesting an absolute
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Table 4.1: Measured velocities from Leningrad Institute of Labor Protection used to justify
historic Gr threshold [11]

Location | Full-scale velocity [m/s] | Predicted full-scale velocity [m/s]
doorl 1.05 1.29
door2 1.51 1.34
door3 1.37 1.34
door4 1.53 1.29
roofl 1.60 1.34
roof2 1.37 1.38
roof3 1.8 1.47
roof4 1.51 1.57

minimum threshold value is concerning [11]. Working above this Gr value, the author
claims, “automatically ensures similarity of the convection pattern” [11]. Not only is

an enormous claim made, but the justification for it seems lacking.

The experiment, conducted at the Leningrad Institute of Labor Protection, used
a 1/20 scale model to simulate the velocity profiles within a forge measuring 35.5
m long, 17.5 m wide, and 11.1 m tall [11]. The forge used gas fired heating and
natural ventilation [11]. One concern arises from the lack of temperature control in
the prototype. The prototype heater generated between 576 and 721 kW, resulting
in a temperature rise AT}, ootype Detween 9.9 and 14 °C [11]. Based on these data
the experimenters assumed ATy, ozorype = 11, and varied the model heater to create a
AT oder = 11.3 °C. Their main comparison is made using measured local velocities at
eight locations. Four of the velocity measurements are made at the door to the forge,
the inlet, and four measurements are made at the roof louvers, the exhaust [11]. The
measured full scale velocities are compared to the predicted full scale velocites from

the model in Table 4.1.

Although their predicted velocities from the small scale model all agree within
23% of the full scale velocities, their measurements are made rather coarsely and
they do not consider the velocity profiles within the forge. They only measured four
velocities at both the inlet and exhaust. Furthermore, they only tested a 1/20 scale

model under one heater condition, which hardly provides the grounds to establish a
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threshold, since they do not show what happens above and below that threshold.
To provide greater confidence in the validity of a Gr value threshold, various scales
at various power consumptions must be investigated to show the velocity distributions
above and below the proposed Gr threshold. Additionally, a more refined comparison
of velocity profiles within the space is needed, rather than a coarse sampling only at
the inlet and exhaust. The rest of this chapter describes the methodology used to

investigate this Gr threshold and presents the results of this investigation.

4.3 Methodology to Investigate Gr Threshold

The validated CFD models discussed in Chapter 3 are used to simulate a simple
chimney at various scales. Temperature and velocity profiles are used to compare
the small scale simulations to the full scale simulation to investigate a Gr threshold
above which results from small scale simulations resemble full scale results.

The chimney geometry is chosen based on a simplified geometry of the three floor
experiment described in Chapter 3. A simple chimney is connected to an entry region
in which a rectangular heater heats the air, causing it to rise through the chimney.
The exact geometry is shown in Fig. 4-1. Four scales are simulated: full scale, 1/4,
1/10, and 1/20. At full scale, hcpim = 12 M, Lenim = 2 M, Lentry = 4 My Wentry = 2
m, hentry = 0.72 m, the heater length equals 1 m, and the heater width equals 0.59
m. The heater is suspended in the middle of the entrance region. In each of the small
scale simulations, these dimensions are multiplied by the appropraite scaling factor,
1/4, 1/10, or 1/20. A range of Grashof numbers is investigated to explore various
flows above and below a proposed Gr threshold. Gr values vary between 6.7X 107 and
1.4X10'2. The Grashof number is calculated using Ay for the characteristic length
because it is the ler}gth that most impacts the flow and the temperature difference is
taken as the difference in bulk inlet and exhaust temperatures.

The ke turbulence model is chosen based on its observed accuracy in the small scale
experiments and the decreased simulation time compared to the LES model. Grid

independence tests indicate the following mesh sizes eliminate differences created from
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Figure 4-1: Geometry of the simple chimney used to investigate a Gr threshold using CFD
simulations. The chimney is based on the three floor experiment previously discussed and
contains a rectangular heater in the entry region.

coarse meshes: 140,000 cells for the full scale, 136,000 cells for the 1/4 scale, 138,000
cells for the 1/10 scale, and 138,000 cells for the 1/20 scale model. The mesh density
is increased near the heaters and entrance to the chimney. Simulations are run under
transient conditions, but are assumed to reach steady state when the bulk exhaust
temperature varies less than 0.005 °C for 1000 iterations. Radiation is accounted for
using the Surface to Surface radiation model with a residual convergence criteria of
0.001. The enhanced wall function is used with enhanced thermal effects and full
buoyancy effects are also considered. Reference, operating, and inlet temperatures

are set to 295 K.

4.3.1 Boundary Conditions

All boundaries are modeled as adiabatic surfaces except the inlet, outlet, and heater.

A “pressure-outlet” condition at 0 Pa gauge pressure is used to model the inlet and
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exhaust openings, which assumes all backflow is normal to the opening. Fluent ac-
counts for the pressure differences that arise from the density gradient over the height
of the model. A “porous-jump” condition is also used at each opening to simulate
the pressure loss from converging or expanding flow. The same generally accepted
pressure loss coefficients of 0.5 and 1 are used for the inlet and outlet respectively
[32]. The heater power consumption is simulated using a constant heat flux boundary

condition and is varied depending on the desired Gr value.

4.4 Results from Gr Threshold Investigation

One of the major limitations of the study conducted at the Leningrad Institute of
Labor Protection is the coarse velocity measurements: only eight are reported, taken
at the forge inlet and exhaust [11]. No velocity measurements are made in the occu-
pied space, where velocity distributions are arguably most important because of their
direct impact on occupants. In this investigation of a Gr threshold, hundreds of ve-
locities are used in comparing velocity distributions of various models. Furthermore,
those velocities are taken from within the chimney, the area of interest in this study.

Velocity distributions are presented in non-dimnesional form as a function of non-
dimensional z position within the chimney. Velocities are non-dimensionalized by
the appropriate Upouyancy for each case, and the x position is non-dimensionalized by
Lehim- To illuminate the difference between flows above and below the proposed Gr
threshold of 1.2e10, Figs. 4-2 through 4-4 contain Gr numbers above the treshold
and Figs. 4-5 through 4-7 contain Gr numbers below the threshold. The prototype

chimney has a Gr = 7.2el1, which is included in all figures to provide a comparison.
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Figure 4-2: Dimensionless velocity plotted against dimensionless x position in the chimney
at z = Wentry/2 and y = 2hentry above inlet for various Grashof numbers above 1.2e10. The

full scale prototype chimney has Gr = 7.2el1.
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Figure 4-3: Dimensionless velocity plotted against dimensionless x position in the chimney
at 2 = Wentry/2 and y = 4henery above inlet for various Grashof numbers above 1.2e10. The

full scale prototype chimney has Gr = T7.2ell.
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Figure 4-4: Dimensionless velocity plotted against dimensionless x position in the chimney
at z = Wentry/2 and y = 6hepery above inlet for various Grashof numbers above 1.2e10. The

full scale prototype chimney has Gr = 7.2el1.
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Figure 4-5: Dimensionless velocity plotted against dimensionless x position in the chimney
at 2z = Wentry /2 and y = 2hentry above inlet for various Grashof numbers below 2.2¢9. The

full scale prototype chimney has Gr = 7.2ell.
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Figure 4-6: Dimensionless velocity plotted against dimensionless x position in the chimney
at 2 = Wentry/2 and y = 4hentry above inlet for various Grashof numbers below 2.2e9. The
full scale prototype chimney has Gr = 7.2ell.
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Figure 4-7: Dimensionless velocity plotted against dimensionless x position in the chimney
at Z = Wentry/2 and y = 6hentry above inlet for various Grashof numbers below 2.2e9. The
full scale prototype chimney has Gr = 7.2el1.
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4.5 Discussion of New Proposed Gr Threshold

As shown in Figs. 4-2 through 4-4, the velocity profiles for flows with Gr > 1.2e10
all replicate the prototype velocity profile fairly well. The distributions match most
closely nearest the inlet to the chimney, and slightly deviate from each other at higher
elevations, although all four scale models accurately predict the prototype velocity

distribution at 6hcn, above the inlet to the chimney.

Figs. 4-5 through 4-7 demonstrate that the flows with the smallest five Grashof
numbers generate velocity fields that significantly differ from the full scale prototype.
The general shape of the curves in Fig. 4-5 seem to mimic the prototype curve,
although the model predictions fall significantly below the full scale predictions at
some locations. However, the velocity fields diverge even further at higher elevations
in the chimney. Fig. 4-7 shows an entirely different profile than the prototype profile.
As the Grashof number is increased towards the proposed threshold of 1.2e10 in
Figs. 4-5 through 4-7, the velocity profiles more closely match the full scale profile.

These results provide a strong argument for a Gr threshold of 1.2e10 for this simple
geometry for various reasons. First, velocity predictions are made at a much higher
resolution than in previous studies - hundreds of measurements compared to eight
in the Leningrad study. Second, velocities are measured within the area of interest
instead of only at the boundaries. Third, a wide range of G'r values are considered,
6.7e7 < Gr < 1.4el2, compared to the single Gr value tested in the Leningrad case.
For these reasons, the historical Gr threshold proposed by Baturin of Gr > 2.8e7
and suggested by Etheridge and Sandberg is deemed inappropriate for this geometry
[11][23].

This threshold value of Gr > 1.2e10 should not be taken as an absolute thresh-
old. As Rolloos indicates in his discussion of a Re threshold, the specific geometries
and inlet conditions can potentially change this threshold value [49]. Etheridge and
Sandberg similarly express their caution to use an absolute threshold value, but ad-
vise readers to use the threshold of Gr > 10° as a conservative value. In the current

study, this threshold is not high enough to remove Gr dependence on the flow.

111



It is therefore recommended that a similar investigation used in this study is
conducted for the specific geometry to be used in the scéle modelling. If the exact
geometry can not be replicated, a simpler, though similar, geometry can be used. If
no investigation into the Gr threshold can be conducted, the proposed threshold of
Gr > 1.2e10 should be used as an absolute minimum threshold value. Further study
is needed to see how widely this threshold can be accurately applied to different

geometries and inlet conditions.
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Chapter 5

Full Scale Experimentation of

Buoyancy-Driven Ventilation

CFD modeling has been shown to accurately model a variety of airflow conditions at
small scale. This chapter explains the full scale tests conducted at an MIT building
that are used both to further validate CFD models and characterize the airflow within

a large atrium.

5.1 Motivation for Full Scale Experimentation

Various studies have investigated airflow in atria using CFD models. Awbi conducted
a study of a 15 m atrium to evaluate temperature, wind speed, and C'O; levels within
the space [9]. He accounted for solar gains by specifying a constant heat flux on the
atrium floor, but failed to compare his CFD model to any experimental data. Gan
and Riffat simulated the airflow in a 205 m? atrium that is 14.6 m high [28]. Their
chief concern was to evaluate the temperatures and airflow rates within the atrium
for various opening configurations, but they too provided no experimental verification
of their CFD model.

Some recent studies have included experimental comparisons to their CFD mod-
els. The full scale experiment at Concordia University mentioned in Chapter 2 was

used by Rundle et al. to validate various CFD turbulence models [52]. As previously
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discussed, though, the experimental results were quite limited as only nine thermocou-
ple measurements were reported for the entire atrium and boundary conditions were
not carefully considered. Streamline trajectories were not measured nor were local
velocity measurements made. Furthermore, the atrium was mechanically ventilated
through a series of supply and return ducts. This same data was used by Hussain et
al. to compare a one-equation model, the Spallart-Allamars, and five two-equation
models: ke, ke RNG, realizable k—e¢, standard k—w, and SST k—w [31]. They also
used data collected from a three story atrium in Ottawa that was mechanically ven-
tilated [35]. Specifically, the first floor was conditioned by four variable air volume
ducts, and the second and third floors of the atrium were conditioned by twenty four
high velocity supply jets [35]. Hussain et al. found all six models agreed with experi-
mental measurements to within 10%. Very little data is published for full scale atria,
so although these results are for mechanically ventilated buildings, they can still help
inform the simulation of naturally ventilated atria.

The current full scale experiment seeks to accomplish two purposes. First, it char-
acterizes a large naturally ventilated atrium through temperature readings, airflow
measurements, detailed airflow visualization techniques, and particle image velocime-
try. Second, these data are used to compare a variety of CFD turbulence models to

provide further validation beyond the small scale experiments described in Chapter 3.

5.2 Full Scale Atrium Description

The four story atrium used in this study is the western atrium in the MIT Building
E14 and shown in Fig. 5-1. The atrium measures 14.2 m tall, covers an area of 210
m?, and houses two elevators, which were rarely used during testing. Although the
atrium is normally mechanically ventilated, all mechanical systems within the space
were shut down during testing. A plan view of the atrium is shown in Fig. 5-2, which
highlights the glazed facade in red, elevators in purple, and walls in black. A section
view is provided in Fig. 5-3 where the entrance foyer is outlined in blue and the atrium

is outlined in green.
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Figure 5-1: Photographs of the atrium in building E14 at MIT used in the current full
scale experimentation.
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Figure 5-2: Plan view of atrium with glazed facade in red box, elevators in purple boxes,
and walls in black boxes.
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Figure 5-3: Section view of the single-story foyer (blue) and atrium (green).
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A door on the ground floor is propped open to provide an opening to the atrium
via a foyer, and a doorway on the third floor of the atrium provides a second opening.
This doorway eventually leads to the outdoors via a rooftop deck on the sixth floor.

Both doorways are shown in Fig. 5-4.

Figure 5-4: Photographs of the two openings into the atrium. (left) A single door on the
ground floor is propped open during the experiment and (right) the third floor doorway
outlined in green is left open. The fire door highlighted in pink along the ceiling (right) is
closed during the experiment.

All other openings to the atrium are sealed off using either fire doors or plastic
tarps. Specifically, the fire doors on the third and fourth floors that overlook the
atrium were closed. The open fire door on the third floor is shown in Fig. 5-4.
Polyethene 4 mm thick flame retardent tarps were used for fire safety purposes to
block the following openings: first floor SE opening into atrium, first floor NE opening
into atrium, second floor railing near staircase, second floor SE corner, and second
floor NE corner. Fig. 5-5 shows the mounted tarps.

The atrium is primarily heated by two light banks. A permanently installed bank
of 22 lights rated at 38 W each is installed in the foyer, while a temporary bank of

117



Figure 5-5: Mounted polyethelyne 4 mm flame retardant tarp used to seal various openings
to atrium. The NE opening on the first and second floor (left) and SE opening on the first
and second floor (right) are shown.

sixty 100 W incandescent bulbs is installed on the ground floor in the middle of the
atrium. The bulbs in the temporary bank are hung approximately 0.46 m (1.5 ft)
from each other along a total of 5 PVC pipes, which are separated by 0.61 m (2 ft).
Both banks of lights are shown in Fig. 5-6.

5.2.1 Atrium Instrumentation

The airflow within the ventilation shaft is characterized in three ways through tem-
perature measurements, airflow measurements, and a flow visualization technique.
Temperature measurements are made at 45 locations within the atrium using
sensors created by Schneider Electric and various students of Joseph Paradiso [60].
A detailed description of the development of the temperature sensing network is

provided in Ashley Turza’s undergraduate thesis [60]. The specific temperature sensor
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Figure 5-6: (left) Permanent light bank of twenty two 38 W lights installed in the foyer.
(right) Temporary light bank of sixty 100 W light bulbs set up in the middle of the atrium.

used is National Semiconductor part number LM35CZ, which has a stated accuracy
of 0.5 °C at 25 °C [42]. The temperature sensors are circled in green in Fig. 5-7 and

have a sampling rate of 3:40 min.

Volumetric flow rates are measured at the ground floor door in accordance with
ASHRAE Standard 111-2008 using the equal area method for the entrance to a rect-
angular duct [8]. Velocity measurements are to be taken at 42 points at the door using
a Graywolf AS-201 hotwire anemometer, which has a stated accuracy of +/— 3% rdg
+/— 0.015 m/s. However, the anemometer was damaged during part of the testing
and only 27 measurements were made. These velocities are averaged according to
ASHRAE standard 111-2008 and used to determine the flow rate. The measurements

are made flush with the door opening to increase the liklihood of unidirectional flow.

The same neutrally—buoyancy bubble machine is used as the one mentioned in
Chapter 3, the SAT™Model 5 Bubble Generator. Flexible tubing directs the bubbles

from the outlet tube to the desired location within a space and is always mounted or-
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Figure 5-7: Photograph of the atrium with some of the 45 temperature sensors circled in
green.

thogonally to the bulk direction of the flow under consideration. Bubbles are injected

at multiple locations to visualize the airflow throughout the atrium.

5.3 Full Scale Experimental Procedure

The experiment was conducted over night on Friday, August 18, 2011 for two reasons.
First, an over night experiment removes solar gains, which neccesitate additional as-
sumptions when modeling the space. Second, the disruptive experimental activities
are required to take place when the building is least occupied. Activities like turning
off the HVAC system, disarming the fire alarm system, and blocking many hallways

with plastic tarps present too large a danger during regularly occupied hours. Me-
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chanical and fire-safety technicians monitor the atrium during the entire experiment,
which runs for four hours. This time is sufficient to allow temperatures in the atrium
to reach quasi-steady values, as will be demonstrated in the results. The ground floor
door is closed for the first hour of the experiment to reduce the airflow rate through
the atrium and allow a greater temperature difference between indoor and outdoor
temperatures. Temperatures are logged at a sampling rate of 3 min and 40 s for the
duration of the experiment, while both airflow measurements and visualizations are

made at various points after the quasi steady state has been achieved.

5.4 CFD Model Description

The same turbulence models used in the small scale experiment are used to model
the full scale atrium. Specifically, the ke, ke RNG, and large eddy simulation (LES)
turbulence models are compared. The atrium geometry is exactly matched in the
mesh except for the elevator cars, a small support column at the end of the foyer, and
the railing on the first floor ramp, which are all ommitted. The five rows of twelve
incandescent bulbs in the 6 kW array are modeled using five bars that are 10 cm
wide, 5 em thick, and 5 m long, which is the measured length of the actual arrays
used in the experiment. Fig. 5-8 depicts the geometry used for all CFD simulations.
Grid independence tests indicate mesh sizes of 1,140,000 cells are sufficient. The mesh
density is increased near the heaters and along the narrow hand rails on the second
floor ramp. Simulations are run under transient conditions, but are assumed to reach
steady state when the bulk exhaust temperature varies less than 0.138 °C' for 1000
iterations. Radiation is accounted for using the Surface to Surface radiation model
with a residual convergence criteria of 0.001. The enhanced wall function of the ke
and ke RNG model is used with enhanced thermal effects and full buoyancy effects
are also considered. The Smagorinsky-Lilly subgrid-scale model is used in the LES

model. Reference and operating temperatures are set to 293 K.
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Figure 5-8: Simplified geometry used for CFD simulations of the atrium, which exactly
matches the atrium geometry except for the elevator cars, a small support column at the
end of the foyer, the railing on the first floor ramp, and the five rows of twelve incandescent
bulbs in the 6 kW array.

5.4.1 Boundary Conditions

The thermal properties of all materials used in the experimental model are used in the
CFD model and summarized in Table 5.1. The exterior walls are modeled with glass
and the external boundary condition in Fluent of “Convection,” which uses a specified
constant heat transfer coefficient of 10 W/m? K and a specified external temperature
of 296 K. The foyer ceiling is modeled as gypsum board with a constant heat flux
boundary condition of 6 W/m? to account for the permanent array of lights. The
five bars used to model the temporary light array use a constant heat flux boundary

condition. Each bar outputs a specified 827 W/m? of power, such that the combined
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Table 5.1: Summary of thermal properties of materials in used in the atrium CFD simula-
tions

Material | Density [kg/m?] | Specific Heat [J/kgK]| | Conductivity [W/mK]
Dry wall 2320 1138 0.5
Glass 2579 840 1.0
Aluminum 2719 871 202

power output of all twelve bulbs on each array (1.2 kW) is assumed to be evenly
distributed across each bar, which is modeled with aluminum in the simulations. The
boundary condition at the third floor door is a specfied uniform flow rate of 1.47
m3 /s into the atrium, which is the experimentally measured flowrate into the atrium.
More information on this measured flowrate is presented in the Results section. A
“pressure-outlet” condition at 0 Pa gauge pressure is used to model ground floor

door, where the airflow is observed leaving the space.

5.5 Results from Physical and CFD Models

The measured volumetric flow rate leaving the atrium through the ground-floor door is
1.47 m3/s +/— 0.087 m/s, which results in 1.78 ACH. Flow visualization confirms
the air flows out of the building on the ground floor. Fig. 5-9 shows the atrium
temperatures at the begining of the experiment with identifying features of the atrium
while Fig. 5-10 shows the evolution of temperatures in the atrium over the course of
the experiment. The heat source is turned on at 9 : 30 pm and the quasi steady state
temperatures are reached by 1 : 30 am, at which point temperatures vary less than
0.5 °C, the stated accuracy of the thermocouples, over 30 minutes.

CFD predicted temperature contours are compared to the quasi steady state ex-
perimental temperatures for each of the three turbulence models in Figs. 5-11 through
5-13. Experimental temperatures are carefully located on the predicted contours to
correspond to their physical location within the atrium. Brown circles represent tem-
perature sensors that malfunctioned during the experiment.

In addition to predicted temperature contours, predicted velocity fields are also
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F igure 5-9: Measured atrium temperatures in °C at the beginning of the experiment with
identifying features of the atrium. The purple and light pink ramps correspond to the
staircases in the atrium, the solid black vertical lines correspond to the elevators, and the
five orange lines correspond to the temporary heat source.

presented for each of the turbulence models in Figs. 5-14 through 5-22.

All of the flow visualization is captured in video, and thus can not be easily
published in this dissertation. However, to visualize the airflow directly above the
heaters, the video has been parsed into a series of still images that are presented
in Fig. 5-23. Each consecutive image is separated by 0.04 s and the final image is
editted to include arrows that indicate the direction and distance particular bubbles
have traveled in 0.2 s. A comparison to these experimentally observed pathlines is
provided in Fig. 5-24, which plots the air pathlines as predicted by the LES CFD
model.

The experimentally observed bubbles are also used to calculate the velocities of
twenty bubbles by tracking the bubble position over time. Fig. 5-25 shows the average
velocity of these bubbles in which the first ten bubbles were tracked for 0.9 s and
the second ten were tracked for 0.6 s. To minimize the error introduced by bubbles
moving away or towards the camera, only bubbles with a constant diameter over

tracked time are considered. CFD predictions of air velocities in the same region in
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Figure 5-11: Temperature contour for the k-¢ turbulence model in °C at z = 5.3,9 and 12.8
m for the top, middle, and bottom images respectively. Small circles are shaded according
to the measured temperature at that location. White circles correpond to faulty sensors.
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Figure 5-12: Temperature contour for the k-¢ RNG turbulence model in °C at z = 5.3,9
and 12.8 m for the top, middle, and bottom images respectively. Small circles are shaded
according to the measured temperature at that location. White circles correpond to faulty
Sensors.
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Figure 5-13: Temperature contour for the LES turbulence model in °C at z = 5.3,9
and 12.8 m for the top, middle, and bottom images respectively. Small circles are shaded
according to the measured temperature at that location. White circles correpond to faulty
sensors.
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Figure 5-14: Velocity field in m/s at £ = 5 for the k-e turbulence model.
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Figure 5-15: Velocity field in m/s at £ = 10 for the k-e turbulence model.
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Figure 5-16: Velocity field in m/s at x = 15 for the k-e turbulence model.
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Figure 5-17: Velocity field in m/s at © = 5 for the k-e RNG turbulence model.
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Figure 5-18: Velocity field in m/s at = 10 for the k-¢ RNG turbulence model.
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Figure 5-19: Velocity field in m/s at = 15 for the k-e RNG turbulence model.
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Figure 5-20: Velocity field in m/s at x = 5 for the LES turbulence model.
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Figure 5-21: Velocity field in m/s at z = 10 for the LES turbulence model.
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Figure 5-22: Velocity field in m/s at = = 15 for the LES turbulence model.

which bubbles are tracked are shown in Fig. 5-26
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Figure 5-23: Five consecutive images above the middle light array separated by 0.12 s
overlaid on each other. Arrows on the final image are drawn to indicate airflow direction
and distance by a bubble over 0.48 s. Camera is positioned near stairs facing the glazed
facade. Large white areas are artifacts of the video recording process.
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Figure 5-24: Simulated air pathlines near the 6 kW light array from the LES turbulence
model colored by temperature in °C. The view is oriented similarly to the experimentally
measured pathlines such that the glazed facade is behind the array of lights.
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Figure 5-25: Experimentally calculated velocities of neutrally-buoyant bubbles, which pro-
vide an approximation for the local air velocities. Bubbles 1-10 are tracked for 0.9 s and
bubbles 11-20 for 0.6 and only bubbles with a constant diameter are considered to minimize
the error introduced by bubbles moving away from the camera.
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Figure 5-26: Simulated air velocities in m/s above the heater using the LES turbulence
model that provide a comparison to measured velocities reported in Fig. 5-25. The black
box outlines the general area in which the velocity measurements are made.

5.6 Discussion of Experimental CFD Model Re-

sults

A significant result of the experiment is the observed downward flow through the
atrium, especially directly above the 6 kW light array. Experimental temperatures
in Fig. 5-10 indicate well-mixed conditions within the atrium, with the largest tem-
perature difference between sensors of roughly 2 °C. Furthermore, a rising plume
does not form over the light array in the middle of the atrium, but rather the interial
effects of the air entering through the third floor door overpower the buoyancy effect
of the temperature difference created by the lights. CFD simulations predict the same
behavior in all three turbulence models. Two factors contributed to this downward
flow. First, the openings to the outside on the sixth floor were facing a strong wind
during the night of the experiment. This wind created a high pressure at these doors,
which helped drive air down through the atrium. Secondly, a wing of the building

that is connected to the upper floors of building E14 was air conditioned during the
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experiment. Although this wing was outside the control volume of the atrium, the
high pressure created by the wind at the sixth floor doors likely drew some of the
conditioned air down through the building into the atrium. These two factors led
to the use of the specified flowrate boundary condition, which accounts for the flow
direction and any mixing between the outdoor and conditioned air. This boundary
condition imposes the correct flowrate at the boundary as measured in the exper-
iment, which eliminates the comparison between predicted and measured flowrates
as was made in the small scale experiments in Chapter 3. However, comparisons
between the measured and predicted temperature distributions and localized airflow
directions within the atrium are still made.

The airflow visualization technique was shown to be an effective method for vi-
sualizing airflow within a buoyancy-driven naturally ventilated space. Although the
SAI™Model 5 Bubble Generator has been used for numerous other airflow visual-
izations in buildings, it has not yet been demonstrated in a buoyancy-driven natu-
rally ventilated building [55][34][5][56][48]. The technique clearly demonstrates the
downward bulk flow direction through the atrium that allows for proper boundary
conditions to be specified. Furthermore, the technique illustrates bubble pathlines as
shown in Fig. 5-23 and can be used as a particle image velocimtry (PIV) technique
to measure local air speeds as shown in Fig. 5-25.

Another contribution of this work is the full-scale validation of various CFD tur-
bulence models in a buoyancy-driven naturally ventilated atrium. Figs. 5-11 through
5-13 illustrate the agreement between CFD predicted and experimentally measured
temperatures. The relatively uniform temperature distribution is also predicted by
the CFD models. Local airflow direction is also compared above the heater where
both experimental observations and CFD predicted pathlines confirm a downward
flow towards the first floor doors as shown in Figs. 5-23 and 5-24. Lastly, the PIV
technique is used to measure local air speeds above the heater which varied between
0.030 and 0.123 m/s and agree with the predicted velocity magnitudes shown in
Figs. 5-15, 5-18, and 5-21.
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Chapter 6

Increased Flowrates from Smaller
Ventilation Shafts through the
“Ejector Effect”

6.1 Motivation for Investigation of “Ejector Ef-

fect”

Recall the results from the small scale experiments that demonstrate upper floors can
obtain a higher flow rate than lower floors under the proper conditions. Configuration
two, which used floor-to-ceiling openings from each takeoff duct to the chimney and
is illustrated in Fig. 3-8, led to a measured flowrate of 0.021 +/— 0.0063 m?/s on the
third floor compared to a flowrate of 0.018 +/— 0.0058 m?/s on the second floor. CFD
simulations predict a similar trend. However, this observation suggests the presence
of an important phenomena unaccounted for in analytical models such as Eq. 2.5
and Eq. 2.7, which predicts higher flowrates for lower floors if all other parameters
are held constant. This chapter describes the exploration of this phenomena, termed
the “ejector effect,” using validated CFD models and small scale experiments. A
suggested method is also proposed for accounting for the effect in airflow network

tools.
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6.2 Methodology of Investigation of “Ejector Ef-

fect”

To ensure the observed “ejector effect” is not just an artifact of the particular geome-
try and conditions of the small scale experiments conducted, the investigation begins
with CFD simulations of a full scale three story office building. The building is cooled
by buoyancy-driven natural ventilation through a single ventilation shaft. CFD simu-
lations are then used to investigate the flow through a single chimney to demonstrate
the effect in a simplified geometry. Finally, the physical small scale model described in

Chapter 3 is altered to demonstrate this “ejector effect” in additional configurations.

Figure 6-1: Geometry of full-scale office building used in the investigation of the “ejector
effect.”

6.2.1 Three Floor Office Building

The main objective of simulating a full scale office building is to confirm if the “ejector

effect” is predicted to occur in a typical office building and is not simply an artifact of
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a small-scale experiment. The building, shown in Fig. 6-1, has three identical floors,
each 10 m by 10 m by 4 m high, ventilated through a single ventilation shaft. A drop
ceiling of 1 m is used, which limits the actual floor-to-ceiling height to 3 m. A narrow
1 m? opening flush with the ceiling on the facade opposite the shaft allows outdoor
air to enter the space. Floor-to-ceiling openings from the space to the shaft allow air
to exit through the 2 m by 2 m exhaust opening at the top of the shaft. The shaft

cross-sectional area is varied throughout the simulations.

CFD Model Description

The same validated CFD modeling procedure is used that has been used throughout
this dissertation. The ke RNG turbulence model is used based on its performance
during both the small scale and full-scale experiments. The exact prototype geometry
is used for the CFD simulation. The mesh density is increased near the narrow
opening and floor-to-ceiling opening on each floor. Heat loads are assumed to be
evenly distributed across the ceiling and floor. Simulations are run under transient
conditions, but are assumed to reach steady state when the bulk exhaust temperature
varies less than 0.003 °C for 1000 iterations. Radiation is accounted for using the
Surface to Surface radiation model with a residual convergence criteria of 0.001. The
enhanced wall function of the k¢ RNG model is used with enhanced thermal effects
and full buoyancy effects are also considered. Reference and operating temperatures
are set to 21.8 °C.

An adiabatic boundary condition is applied to all exterior surfaces except the nar-
row opening on each floor, exhaust opening at the top of the shaft, and the floor and
ceiling of the three floors. The narrow openings are modeled with a “pressure outlet”
condition with a specified temperature of 21.8 °C'. A “porous jump” is modeled just
inside the narrow opening to account for the sudden convergence of the ambient air
as it enters the opening. The pressure loss over this “porous jump” is calculated
using Eq. 3.1 where Cy = 0.5 for converging flow. The exhaust opening at the top
of the chimney is also modeled with a “pressure outlet” condition with reverse flow

conditions of 21.8 °C although reverse flow through the exhaust opening is never pre-
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dicted. The same “porous jump” condition is applied directly beneath the exhaust
opening, but a Cy value of 1 is used to simulate the sudden expansion of the air into
the environment after it exits the opening. In both narrow and exhaust openings, the
pressure loss of sudden expansions and contractions of the air within the CFD model
are accounted for by the simulations. Finally, the floor and ceiling are used to evenly
distribute heat loads using a constant heat flux boundary condition of 30 W/m?.
Five shaft cross-sectional areas are considered: 2m x2m, 2 m x 25 m, 2 m x
3m, 2mx 3.5m, and 10 m x 10 m, the last of which models a large atrium. The
total exhaust area is 4 m? in all five and remains unchanged in the first four. The
large atrium case is exhausted by four 1 m? openings in the middle of the atrium.
In the first four cases, the opening from each floor to the shaft is 6 m?2, while the
same opening in the atrium case is 30 m?2 The exact geometry used for each case in

presented in Fig. 6-2.

6.2.2 Single Chimney

To expand the investigation into the observed increased flowrates in upper floors,
a single chimney is also modeled. Two cross sectional areas are considered. For a
constant exhaust opening, lower flowrates are expected as the shaft area increases.
Larger shaft areas require the flow to converge as it approaches the smaller exhaust
opening, thus creating a pressure drop that will decrease the total flowrate compared
to the base case.

A very similar procedure is used to model the single chimney with CFD simulations
as is used to model the three story office building. The ke RNG turbulence model is
used with the enhanced wall function, enhanced thermal effects, and full buoyancy
effects. Grid independence tests indicate a mesh size of 138,500 cells is sufficient
for grid independence. The mesh density is increased near the heater and entrance
to the shaft. Simulations are run under transient-conditions, but are assumed to
reach steady state when the bulk exhaust temperature varies less than 0.003 °C for
1000 iterations. Radiation is accounted for using the Surface to Surface radiation

model with a residual convergence criteria of 0.001. The reference and operating

142



Figure 6-2: Geometry of the five cases of a three story office building simulated with CFD.
The upper left image has a ventilation shaft measuring 2 m x 2 m and each progressively

2m x 3 m, and 2 m x 3.5 m respectively. The bottom

image is used to simulate a large atrium measuring 10 m x 10 m instead of a ventilation

shaft. All five cases have an equal total exhaust area of 4 m?2.

3

larger shaft measures 2 m x 2.5 m
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temperatures are set to 21.8 °C.

An adiabatic boundary condition is applied to all exterior surfaces except the
inlet opening, exhaust opening, and the heater. The inlet opening is modeled with
a “pressure outlet” condition with a specified temperature of 21.8 °C. A “porous
jump” is modeled just inside the opening to account for the sudden convergence of the
ambient air as it enters the opening and uses a C; value of 0.5. The exhaust opening
is also modeled with a “pressure outlet” condition with reverse flow conditions of 21.8
°C although reverse flow through the exhaust opening is never predicted. The same
“porous jump” condition is applied directly beneath the exhaust opening, but a C,
value of 1 is used to simulate the sudden expansion of the air into the environment
after it exits the opening. The heater has a total area of 1.184 m? and a constant

heat flux of 8080 W/m?.

6.2.3 Small Scale Model
Model Construction

Although the small scale physical experiments described earlier in this dissertation
initiate this investigation into the “ejector effect,” none of them model the same
change simulated by CFD models. Thus, additional small scale experiments are
conducted to model the impact of expanding the ventilation shaft while retaining the
same exhaust opening. The same experimental setup used in Chapter 3 is slightly
modified to conduct these experiments. The exact configuration two is used, which
has floor-to-ceiling openings, except a wall is inserted in the ventilation shaft, halving
the total area to 0.031 m? as shown in Fig. 6-3. This case is referred to as the “base
case.” The wall is then removed to expand the ventilation shaft to a cross sectional
area of 0.062 m? while the exhaust opening remains unchanged at 0.031 m?2. All
material properties are identical to those described in Chapter 3 and the additional
wall is constructed of the same insulation that surrounds the entire setup, 2 in of

R—10 (1.76 m?K /W) extruded polystyrene insulation.
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) "4450 m

Figure 6-3: Schematic drawing of small scale model used to investigate the “ejector effect.”
The base case chimney (top) measures 0.25 m by 0.5 m and the expanded chimney (bottom)
measures 0.5 m by 0.5 m. Both cases have the same exhaust area of 0.125 m?.
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Model Instrumentation

Volumetric airflow measurements and airflow visualization are provided for both the
base case ventilation shaft and expanded shaft. Flow rates are measured at each inlet
in accordance with ASHRAE Standard 111-2008 using the equal area method for the
entrance to a rectangular duct [8]. Sixteen velocity measurements are taken at each
inlet using a Graywolf AS-201 hotwire anemometer, which has a stated accuracy of
+/— 3% rdg +/— 0.015 m/s. The measurements are made flush with the inlets to
increase the liklihood of unidirectional flow. Three trials are made and the average
flowrate for each floor is presented.

Airflow visualization is provided by the same neutrally buoyant bubble system
used throughout this dissertation. As before, the ventilation shaft is lined with 1/16
in thick black felt to accentuate the bubbles in the shaft that are illuminated from
above. A digital SLR camera with a 50 mm lens photographs the bubbles using
a shutter speed between 1/6 to 1/2 s to create streaks that corresponds to bubble
pathlines.

6.3 Results of Investigation of “Ejector Effect”

6.3.1 Single Chimney

Temperature contours at the bisecting plane for the 2 m x 2 m and 2 m x 4 m
chimneys are presented in Figs. 6-4 and 6-5 respectively. Velocity fields taken at the
same plane are presented in Figs. 6-6 and 6-7. The volumetric flowrate through the
base case and expanded shaft are 2.018 and 1.850 m3/s respectively and illustrate

the impact of the flow near the exit.

6.3.2 Three Floor Office Building

Simulated flowrates through all three floors for each of the five shaft cross sectional
areas are presented in Fig. 6-8. Temperature contours taken from the bisecting plane

of the ventilation shaft are presented in Figs. 6-9 through 6-12. The temperature
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21

Figure 6-4: Temperature contour in °C’ taken from the middle of the single chimney
measuring 2 m by 2 m.

21

Figure 6-5: Temperature contour in °C' taken from the middle of the single chimney
measuring 2 m by 4 m.
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Figure 6-6: Velocity field m/s taken from the middle of the single chimney measuring 2 m
by 2 m.
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Figure 6-7: Velocity field m/s taken from the middle of the single chimney measuring 2 m
by 4 m.
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contour within the atrium is taken from the bisecting plane of the nearest two exhaust
openings and shown in Fig. 6-13. Velocity fields are taken from the same locations

and presented in Figs. 6-14 through 6-18.
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Figure 6-8: Predicted flowrates for the three story office building for each of the five shaft
cross sectional areas.
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Figure 6-9: Temperature contour in °C' taken from the middle of the 2 m by 2 m ventilation
shaft in the three story office model.
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Figure 6-10: Temperature contour in °C taken from the middle of the 2 m by 2.5 m
ventilation shaft in the three story office model.

32

31

22

Figure 6-11: Temperature contour in °C' taken from the middle of the 2 m by 3 m venti-
lation shaft in the three story office model.
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Figure 6-12: Temperature contour in °C' taken from the middle of the 2 m by 3.5 m
ventilation shaft in the three story office model.

Figure 6-13: Temperature contour in °C' taken 6.5 m from the far edge of the 10 m by
10 m atrium in the three story office model. The plane bisects the two nearest exhaust
openings in the atrium.
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Figure 6-14: Velocity field in m/s taken from the middle of the 2 m by 2 m ventilation
shaft in the three story office model.
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Figure 6-15: Velocity field in m/s taken from the middle of the 2 m by 2.5 m ventilation
shaft in the three story office model.
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Figure 6-16: Velocity field in m/s taken from the middle of the 2 m by 3 m ventilation
shaft in the three story office model.
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Figure 6-17: Velocity field in m/s taken from the middle of the 2 m by 3.5 m ventilation
shaft in the three story office model.
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Figure 6-18: Velocity field in m/s taken 6.5 m from the far edge of the 10 m by 10 m
atrium in the three story office model. The plane bisects the two nearest exhaust openings
in the atrium.

Table 6.1: Averages of measured airflow rates at each takeoff duct for both the base case
and expanded ventilation shaft trials. All values are reported in units [m3/s] and the
experimental error is +/— 0.0025 m3/s .

Takeoff Duct | Base Case | Base Case std. dev. | Expand | Expand std. dev.
Top 0.012 0.00039 -0.0029 0.00027
Middle 0.0090 0.00063 0.011 0.0013
Bottom 0.023 0.0035 0.026 0.0040

6.3.3 Small Scale Building

The measured airflow rates for both 0.5 m x 0.25 m (base case) and 0.5 m x 0.5 m (ex-
panded case) small scale building experiments are presented in Table 6.1. The average
volumetric flowrate of three trials is presented along with the standard deviation.
Results from the airflow visualization of the small scale building experiment are
presented in Figs. 6-19 through 6-26. Neutrally buoyant bubbles appear as white

streaks against a black background. Some extraneous features of the setup are visi-
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ble such as rectangular magnets, creases in the black felt, and reflections off acrylic

panneling.

Figure 6-19: Experimental airflow visualization of the entrance from the lower duct into
the base case ventilation shaft.
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Figure 6-20: Experimental airflow visualization of the entrance from the lower (very bottom
of image) and middle duct (large opening on right) into the base case ventilation shaft.
Bubbles are introduced at the lower duct.

Figure 6-21: Experimental airflow visualization of the entrance from the middle duct into
the base case ventilation shaft.
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Figure 6-22: Experimental airflow visualization of the entrance from the upper duct into
the base case ventilation shaft.

Figure 6-23: Experimental airflow visualization of the entrance from the lower duct into
the expanded ventilation shaft.
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Figure 6-24: Experimental airflow visualization of the entrance from the middle duct into
the expanded ventilation shaft.

Figure 6-25: Experimental airflow visualization of the entrance from the middle and top
duct into the expanded ventilation shaft. Bubbles are introduced into the middle duct. The
solid gray line across the entire image is added during post processing to eliminate a bright
relfection at the boarder of two acrylic pannels.
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Figure 6-26: Experimental airflow visualization of the entrance from the top duct (shown
in the upper 2/3 of the photo) into the expanded ventilation shaft. No bubbles entered
through the top duct.
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6.4 Discussion of Results from Investigation

Simulated results from the small office building suggest this “ejector effect” impacts
the airflow in a full scale building. When a 2 m x 2 m shaft is used, all three floors
experience a fairly similar temperature distribution with a mean air temperature of
around 26-27 °C. When the shaft is expanded to 2 m x 2.5 m, the third floor air tem-
perature jumps to nearly 30 °C due to the reduced airflow through that floow. This
same increase is observed in the two other expanded ventilation shafts considered.
The airflow rates presented in Fig. 6-8 also confirm this difference in performance by
showing the severe reduction in flowrate through the top floor for expanded shafts.
What seems like an acceptable design to provide comfortable temperatures to all three
floors fails to perform when the ventilation shaft is expanded and the exhaust area is
held constant. Although one could argue an expanded shaft should have an expanded
exhaust opening, the area is held constant in these simulations to isolate the impact
of expanding the ventilation shaft. Furthermore, exhaust openings are constrained
by other factors such as the exterior appearance of the building, equipment on the

roof, or window louver mechanics and can not be changed so easily.

A partial explanation is provided by an analysis of the pathlines near the exhaust
opening shown in Figs. 6-14 through 6-17. The pathlines near the exhaust opening in
Fig. 6-14 are completely vertical because no obstructions block the airflow. However,
as the shaft is expanded, more of the airflow has to flow around the upper corner of
the shaft. The pathlines near this corner in Figs. 6-15 through 6-17 bend towards the
exhaust opening, which corresponds with a pressure loss as the flow is diverted from
the corner. This pressure loss from the exhaust opening geometry is also confirmed by
the single chimney simulations where the simplified geometry reduces the complexities
introduced by multiple floors. Even with a single floor, the 2 m x 2 m chimney obtains
a higher flow rate of 2.018 m3/s compared to the flow rate of 1.850 m?3/s obtained by
the 2 m x 4 m chimney. A similar comparison of the exhaust openings in Figs. 6-6
and 6-7 shows the vertical pathlines in the 2 m x 2 m chimney and the same change

in direction of the pathlines in the 2 m x 4 m case.
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Another explanation for this “ejector effect” can be deduced from a comparison
between Fig. 6-14 and Figs. 6-15 through 6-17. In the 2 m x 2 m case shown in Fig. 6-
14, higher velocities directly above the second floor lead to more vertical momentum
in the shaft that helps induce air through the third floor up through the exhaust
opening. The expanded shafts increase the cross-sectional area of the shaft, which
reduces local velocities and consequently decreases vertical momentum in the shaft.
The larger shafts require more expansion of the air from each floor into the shaft,
which further reduces vertical velocities and momentum. Pathlines entering the shaft
from the first floor in the 2 m x 2 m shaft shown in Fig. 6-14 have larger vertical
components than pathlines in the same location in the expanded shafts shown in
Figs. 6-15 through 6-17. With less vertical momentum in the shaft, a significant
portion of the airflow enters the third floor, which leads to the minimal flowrates

shown in Fig. 6-8 and high temperatures in Figs. 6-10 through 6-12.

This same decrease in vertical momentum is also observed in the physical small
scale experiments. Comparisons of the airflow visualizations for the base case chimney
and the expanded chimney confirm the expansion of air as it enters the expanded
chimney, resulting in less vertical momentum. Specific comparisons can be made
between Figs. 6-19 and 6-23 for the bottom floor and Figs. 6-21 and 6-24 for the
middle floor. The decrease in vertical momentum and additional pressure drop of
the expanded chimney is large enough that reverse flow occurs on the third floor as
indicated by Fig. 6-26. Bubbles introduced at the entrance of the top duct never

enter the chimney.

These two effects, an additional pressure loss from the top of the chimney and
decreased vertical momentum from an expanded shaft, do not explain the higher
flowrates observed and predicted through the top duct in the small scale experiments
of Chapter 3 or the base case small scale experiments described in this chapter.
Consider the base case flowrates through the middle and top ducts presented in
Table 6.1 where the top flowrate is 33% larger than the middle one. This result seems
counterintuitive given the analytical models in Eq. 2.5 and Eq. 2.7 where flowrate is

directly proportional to the height difference between openings. These models thus
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predict a higher flowrate for lower floors than upper floors if all other paramteres are
held constant. However, these models fail to account for the momentum within the
shaft. The airflow from the bottom duct flows in the chimney past the entrance of the
middle duct. The momentum of this airflow decreases the pressure at that entrance,
which in turn increases the airflow through the middle duct compared to the case
where no existing airflow in the shaft helps induce flow. Now consider the top duct
where alll the airflow from the bottom and middle duct is flowing in the chimney past
its entrance. An even larger amount of momentum within the shaft helps induce the
flow through the top floor. The floor-to-ceiling openings and relatively short chimney
height provide the right conditions in which this flow induction from the momentum
of lower ducts increases the flow through the top duct above the flow through the

middle duct. This same principle is used in a jet pump shown in Fig. 6-27.

Figure 6-27: Schematic drawing of a jet pump that uses a jet to increase momentum in a
channel, therby lowering the pressure at (1) and inducing flow through the channel.

6.5 Improvements to MIT Airflow Network Tool
CoolVent

Designers who want to predict the annual performance of a naturally ventilated build-
ing typically rely on airflow network models due to their moderate complexity and
ability to quickly predict yearly performance. However, as discussed in Chapter 2,
none of the current models account for air momentum within the space. As demon-

strated earlier in this chapter, the air momentum can have a significant impact on
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the airflow rates and indoor temperatures of a naturally ventilated building, and thus
should not be neglected in airflow network models. The remainder of this chapter
describes the improvements that have been made to the existing airflow network tool

developed at MIT called CoolVent.

6.5.1 Description of Improvements made to CoolVent

Both the three-story office building and single chimney modeled with CFD earlier
in this chapter are modeled by CoolVent. A rendering of the office building divided
into seven zones is shown in Fig. 6-28 as well as a rendering that displays the ten
openings within the building. All geometric parameters and boundary conditions
are matched, as indicated by the input files shown in Appendix A. Because current
airflow network models do not account for the momentum of air, CoolVent in its
original form does not demonstrate the “ejector effect.” Instead, it predicts flowrates
that are quite similar between the four cases of the office building (the atrium is
not considered) because all openings, height differences, and heat sources are held
constant. These parameters have the biggest impact on the predicted airflow given
the current limitations of CoolVent. Similarly, the two cases of the single chimney
are expected to have similar flowrates when modeled by the existing CoolVent. A
rendering of the single chimney is shown in Fig. 6-29 with labeled openings used in
CoolVent.

A major factor in the design of the improvements to CoolVent is their transferabil-
ity to other airflow network models. Thankfully most airflow network models share
numerous prominent features such as a network of nodes, reliance on the Bernoulli
equation, and use of a power-law function to calculate flowrates. Furthermore, Cool-
Vent has been demonstrated to accurately predict airflow rates and indoor temper-
atures of various types of buildings [67]. For these reasons, the improvements do
not change the central structure of CoolVent, but instead add a few enhancements
to the existing program. Specifically, the effects of air momentum within the shaft
and the geometry near the exhaust opening are accounted for by improved discharge

coefficients calculated with empirical relationships from an extensive body of Rus-
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Figure 6-28: Rendering of geometry of three-story office building used in CoolVent (left)
labeled with zone numbers and (right) openings. Dotted lines indicate imaginary surfaces
used as interior zone boundaries.

sian literature. I.E. Idelchik summarizes much of this literature in his book, which is
used as a reference for the specific empirical relationships [32]. The relationships in
Idelchik’s book provide pressure loss coefficients, k, defined similarly to Eq. 3.1 from
Chapter 3 that calculates a pressure loss based on a known bulk valocity. This k,
which is based on the total pressure difference, is converted to a k.ss that is based

only on the static pressure difference using the Bernoulli equation and definition of

k.

Pl—Pz ’U%—'Ug k’U%
=1 6.1
PR 5 (6.1)

where P, and P, are static pressures. Rearranging Eq. 6.1 in terms of only the

static pressure difference provides the definition of kess

Pl—P2=p”7%{k—< —@z)} (6.2)

where k.¢ is defined as
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2

Figure 6-29: Rendering of geometry of single chimney used in CoolVent openings labeled.
Dotted lines indicate imaginary surfaces used as interior zone boundaries.

kops = k — (1 - ”-3) (6.3)

CoolVent uses a discharge coefficient, Cp, defined similarly to Eq. 2.4 from Chap-
ter 2, that calculates an airflow based on a known pressure difference. A simple
conversion between k. ;s and Cp is obtained by equating the static pressure difference

for both coefficients and solving for Cp in terms of Kg¢y.

. 2AP
Vorifice = ACD T (64)

s 2DP AP
=222 =
P Kegsp

(6.5)
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Figure 6-30: Geometry of 90° bend (left) and relationship from Idelchik’s Diagram 6.6 to
account for the resulting pressure loss from the bend (left). Source [32]

o

This conversion factor is used to convert the calculated value of k from Idelchik’s
book to the desired Cp for CoolVent. In the three-story office building, the discharge
coefficient for openings la, 2a, and 3a is calculated using equation 3.1 for a sudden
flow contraction, which is the same value used in the CFD modeling throughout this
thesis[32]. Equation 3.1 specifies a k value of 0.5 for the convergence of flow from a
large space to a confined area. The discharge coefficient at opening 1b is calculated
using Idelchik’s Diagram 6.6 for a 90° bend in the flow [32]. This relationship is copied
in Fig. 6-30. The momentum effects within the chimney are accounted for in openings
2b and 3b using Idelchik’s Diagram 7.4 and openings lc and 2c using Idelchik’s
Equation 7.2 for converging wyes at 90° [32]. The relationship from Idelchik’s Diagram
7.4 and Idelchik’s Equation 7.2 are shown in Egs. 6.7 and 6.9 respectively. The
discharge coefficient for opening 4 is calculated with Idelchik’s Diagram 8.1 for a
sudden flow restriction [32], which is copied in Eq. 6.10. The discharge coefficients for
the single chimney are also changed using these relationships from Idelchik. The same
relationship for a sudden contraction, Idelchik’s Diagram 8.1, is used when accounting

for the top of the single chimney and Idelchik’s Diagram 6.6 is also used to account
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for the 90° bend in the flow. A complete listing of the old and new C'p values for both
the office and single chimney is presented in Appendix B. These changes to CoolVent
can easily be made to other airflow network models to account for the momentum
effects of the air in the ventilation shaft and the change in exhaust geometry.

1+ (5—2)2—2(1—%>2 (Z—C)Q (6.7)

k=C

Vi
C=0.9x <1 — Vc> (6.8)
k= 1- (1 _ %) _ (;'42_ %) (%) (6.9)
(1-%)

0.375 -

k= [0.707 (1-7F)" " +1- fr% (6.10)

In Equations 6.7 through 6.10, v, is the bulk velocity through the opening from
the adjacent floor, v, is the bulk velocity through the chimney directly below the
opening, V, is the volumetric flow rate through the opening from the adjacent floor,
V. is the volumetric flow rate through the chimney directly below the opening, and
f is the ratio of the exhaust area to the shaft cross sectional area. The pressure
loss from friction along the walls of the ventilation shaft is accounted for using the
Darcy-Weisbach equation [64]

AP = %fDinvQ (6.11)
where the friction factor f is calculated using an empirical relationship developed

by Haaland for the transitionally rough regime [64]

6.9 e\ 7?
f= {1’8“’9 {Red N (3.7DH) ” (6.12)

where the surface roughness ¢ is assumed to equal 0.04 mm for smooth concrete.

An equivalent & value is obtained from Eq. 6.11 by equating it to Eq. 3.1 such that
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The largest frictional pressure loss coefficient k friction 15 found at the top of the
2 m by 2 m shaft, where the largest local velocities are predicted to occur in the
smallest cross-sectional area. In this region, kriction = 0.0153, which is less than
2% of the pressure loss coefficient assuming negligible friction. Thus, the frictional
pressure loss is neglected for these simulations and can likely be neglected in most

ventilation shafts of modest size.

6.5.2 Results and Discussion from Improved CoolVent

Simulated ariflow rates through the single chimney and office building are presented

in Figs. 6-31 and 6-32 respectively.
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Figure 6-31: Simulated airflow rates through the single chimney predicted using CFD,
the original CoolVent, and an improved version of CoolVent. Both chimney geometries are
plotted and labeled on the horizontal axis.

As predicted, the original CoolVent predicts identical flow rates for the 2 m x 2
m and 2 m x 4 m chimneys even though the validated CFD model predicts a lower

flow rate for the larger chimney because of its larger cross-sectional area and sudden
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contraction near the exhaust. Furthermore, the original CoolVent underpredicts the
flow rate by 25% in the 2 m x 2 m case. The improved CoolVent accounts for
these effects and predicts a similar decrease in fowrate when the chimney expands.
Additionally, the improved CoolVent predicts flowrates that agree with the CFD

values to within 5% and 7% for the 2 m x 2 m and 2 m x 4 m chimneys respectively.
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Figure 6-32: Simulated airflow rates through the office building predicted using CFD, the
original CoolVent, and an improved version of CoolVent. All four shaft sizes are considered
and labeled on the horizontal axis.

Results from the office building simulations also confirm that the original CoolVent
predicts the same airflow rates for all four chimney sizes. Thus the significant Impact
of the “ejector effect” is not accounted for and the general trend of the CFD predicted
flow rates is not matched. The original CoolVent underpredicts the CFD values by
nearly 40% for the first and second floors, and drastically overpredicts the airflow rate
on the third floor for the expanded chimney cases. The improved CoolVent values
agree much more closely with the CFD values on the first and second floors, agreeing
to within 3% in some cases. The largest disagreement on these two floors is 19% for

the first floor of the 2 m X 3 m case. Additionally, the improved CoolVent matches
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the trend of decreasing flow rate through the third floor as the chimney is expanded.
Although it overpredicts the CEFD value, it offers a significant improvement over the
original CoolVent by allowing designers to predict the trend rather than suggesting
that an increased chimney area has no impact on the flow rate. Given the constraint
of not altering the central structure of CoolVent, the close agreement between the
improved CoolVent and CFD on the first and second floors and the correct trend on
the third floor are found to provide significant and valuable improvements over the

original CoolVent.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

Nearly 13% of the primary energy in the United States and most developed countries
goes towards cooling and ventilating buildings [2]. Pure and hybrid natural ventilation
systems have been shown to save up to 77% of this energy by leveraging wind or
buoyancy effects to draw outside air into the building [51]. However, whether a
pure or hybrid natural ventilation system is used, architects and developers will not
use it unless they can predict that such a system will provide comfortable indoor
conditions and be worth the capital cost. Pure natural ventilation systems often
require less capital cost than mechanical systems, but their ability to reliably provide
comfortable conditions throughout the year is heavily depends on the local climate.
In order to predict indoor comfort conditions and properly run advanced control
systyems, numerous modeling techniques are required.

Hybrid ventilation, on the other hand, ensures the same level of comfort provided
by a mechanical system because of its ability to use mechanical cooling when needed.
A key criterion to using hybrid ventilation is whether the capital cost of installing
both a mechanical and natural system is offset by reduced energy costs and other
incentives. Thus, modeling techniques are required to predict the reduction in energy
costs before major design decisions have been made.

Current modeling techniques of naturally ventilated buildings fall into five cat-
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egories: analytical/empirical, small scale, full scale, airflow network, and computa-
tional fluid dynamics (CFD). Each category has its unique advantages and limitations,
which provide ample room for improvements. Analytical/empirical models are too
simple to use in most real-world situations. Small scale models require careful replica-
tion of the full scale building and rely on threshold values of nondimensional numbers
that are often vaguely defined and can vary with geometry. Full scale models are re-
source intensive and often lack sufficient measurements, particularly acurate airflow
visualization. Airflow network models make simplifying assumptions that can neglect
important phenomena. CFD models have been shown to accurately simulate natural
ventilation systems, but generally require long run times and do not provide annual
results or the energy use associated with the system.

This thesis enables designers and engineers to make more informed decisions on
the expected comfort conditions and energy savings of naturally ventilated buildings
by enhancing current modeling techniques. Specific contributions are summarized

below.

e CFD models can be used with more confidence after they have been validated

with small scale and full scale experiments.

e Small scale models relying on buoyancy-driven natural ventilation will more ac-
curately model the full scale building because the threshold value of the nondi-

mensional Grashof number is refined.

e Greater detail can be extracted from a full scale data set because a full scale
experiment has been conducted with more detail than any published work to

date.

e Intricate flow characteristics can now be observed using a novel flow visualiza-

tion technique for in-situ flow visualization in full scale buildings.

e Airflow network models will better account for the significant impact of the

exhaust pathway cross section.
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e Designers can incorporate natural ventilation into a wider range of buildings
because an “ejector effect” has been demonstrated in exhaust shafts that in-
creases the total airflow through naturally ventilated buildings while requiring

less space for the system.

e Only modest duct cross-sections are needed to provide for buoyancy driven

natural ventilation in multi-story buildings.

A 1/4 scale model of a ventilation shaft uses air as its working fluid to validate
various CFD turbulence models. Seventy-two temperature measurements within the
shaft agree with predicted temperatures with an RMSE of 1.09 C, 1.03 C, and 1.92
C for the ke, ke RNG, and LES turbulence models respectively. The largest per-
cent difference between measured and simulated flowrates is 9.2%, 13%, and 14% for
the ke, ke RNG, and LES models respectively. Experimental pathlines are created
within the shaft using a novel flow visualization technique that uses neutrally buoyant
soap bubbles photographed with a long exposure. The profile of these experimental
pathlines agrees well with the simulated pathlines from each of the three turbulence
models.

Small scale experiments of buoyancy driven natural ventilation can not exactly
match the nondimensional Grashof number with the prototype building. Experi-
menters have worked around this problem by developing a threshold Grashof number.
Historically this threshold has been between 106 —10° [23]. The experimental basis for
this range is crude and thus a more detailed study of a simple ventilation chimney has
been conducted. Validated CFD simulations are used to model four different scales
of a simple chimney to suggest a Grashof threshold of 1.2e10. This new threshold
does not gaurantee similtude in every flow configuration, but demonstrates that the
previous threshold is inadequate for the ventilation shaft considered.

A full scale experiment is conducted in the four-story atrium of MIT building
E14 to provide further validation of the three CFD turbulence models. Forty-eight
thermocouple measurements throughout the atrium, measured airflow rates at the

boundary, and flow visualization techniques are used to show close agreement between

173



CFD predictions and measured results. The same neutrally buoyant bubbles are used
to demonstrate an effective in-situ flow visualization process that can be used in

full-scale buoyancy-driven flows.

In the small scale three story building with floor to ceiling openings, higher
flowrates are observed through the third floor than the second even though all other
parameters are held constant. This observation of what has been termed the “ejector
effect” suggests a significant limitation in the simple analytical models typically used
to model buoyancy-driven natural ventilation. CFD simulations of a full scale three
story office building and simple chimney are used to further investigate the “ejector
effect.” Simulations of the three story office building reveal that a 2 m x 2 m chimney
leads to the highest total and most evenly distributed flowrate when compared to a
2mx235m,2mx3m,or 2mx 3.5 m chimney and even a 10 m x 10 m atrium.
In all five cases, the total exhaust area is held constant and all other parameters are
fixed. For the expanded chimney cases, very little air flows through the third floor,
resulting in temperatures approaching 30 °C. This increased flow through the 2 m x
2 m chimney results from two main reasons. First, there is a smaller pressure drop
at the top of the chimney in the 2 m x 2 m case because there is no reduction in
cross-sectional area as the flow approaches the exhaust opening. Second, the small
cross-sectional area allows for high momentum within the shaft that helps induce flow

through upper floors, which is called the "ejector effect.”

Finally, CoolVent is used as a representative airflow network tool to show that
this ”ejector effect” has not been previously accounted for in such models. The
momentum of air within each zone is excluded. Careful design has allowed for the
basic structure of airflow network tools to remain untouched while accounting for
the “ejector effect” with empirical relationships to calculate pressure loss coefficients.
The original CoolVent underpredicts the flowrate through a simple chimney by 25%
and predicts no change when the chimney is expanded, even though a 9% decrease
is observed. The improved CoolVent predicts flowrates that agree to within 3% and
7% for the 2 m x 2 m and 2 m x 4 m chimneys respectively. When the three story

office building is modeled, the original CoolVent underpredicts the CFD values by
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nearly 40% for the first and second floors, and drastically overpredicts the airflow
rate on the third floor for the expanded chimney cases. Furthermore, the original
CoolVent predicts a minimal difference between the different size chimneys, although
substantial differences are predicted with the validated CFD models. The improved
CoolVent values agree much more closely with the CFD values on the first and second
floors, agreeing to within 1% in some cases. The largest disagreement on these two
floors is 256% for the second floor of the 2 m x 3.5 m case. Additionally, the improved
CoolVent matches the trend of decreasing flow rate through the third floor as the

chimney is expanded.

7.2 Future Work

This research will be continued in the immediate future through a post doctoral
researcher who will monitor a newly finished ten story Japanese office building in
central Tokyo. Full building measurements of temperature, air velocities, plug loads,
humidity, and a weather station on the roof will allow for an even more complete
dataset of a buoyancy-driven naturally ventilated building. This dataset will be used
to further validate the CFD and airflow network models.

Additional future work can be conducted by exploring the minimum chimney area
in which the ejector effect dominates over the frictional losses along the sides of the
shaft. As shown in Chapter 6, the frictional losses in a 2 m x 2 m shaft within the
simulated office building are less than 2% of the pressure loss coeflicient that accounts
for the ejector effect. As the shaft area decreases, higher velocities will lead to larger
frictional pressure losses that will eventually dominate over the ejector effect. This
transition point is important for designers and should be identified for various types
of shaft materials.

The empirical models introduced into CoolVent are applicable to other airflow
network tools and can be incorporated to leverage the capabilities of integrated airflow
network models in whole building simulation tools, such as EnergyPlus.

Lastly, the in-situ airflow visualization technique demonstrated in both small scale
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and full scale experiments can be used to observe airflow patterns in more full scale

buoyancy-driven naturally ventilated buildings.
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Appendix A

CoolVent Input File
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Table A.1: Input file for three story office building simulation in CoolVent. The * indicates
chimney width, which is changed with each case. All other inputs are held constant.

Input Values
21.8
1
0.15
0
0
45
90
138

(@23 \V)
O N
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Table A.2: Input file for single chimney simulation in CoolVent. The * indicates chimney
width, which is changed with each case. All other inputs are held constant.

Input Values
21.8

1
0.15

0

0

45

90

138

2*

0.72
11.6
1.43

24
1010
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Appendix B

Old and New CoolVent Discharge

Coefficients

Table B.1: Old and new discharge coefficients used in CoolVent for the three-story office
building with a 2 m x 2 m shaft.

Opening | Old C; | New Cy | Idelchik Diagram
la 0.65 1.40 3.1
2a 0.65 1.40 3.1
3a 0.65 1.40 3.1
1b 1 0.767 6.6
2b 1 0.275 7.4
3b 1 0.162 7.4
lc 1 0.513 7.2
2¢ 1 0.901 7.2
3¢ 1 10.0 -
4 0.85 1.00 8.1
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Table B.2: Old and new discharge coefficients used in CoolVent for the three-story office
building with a 2 m x 2.5 m shaft.

Opening | Old C; | New Cy | Idelchik Diagram
la 0.65 1.40 3.1
2a 0.65 1.40 3.1
3a 0.65 1.40 3.1
1b 1 0.857 6.6
2b 1 0.341 7.4
3b 1 0.177 7.4
lc 1 0.521 7.2
2c 1 1.05 7.2
3¢ 1 10 -
4 0.85 0.806 8.1

Table B.3: Old and new discharge coefficients used in CoolVent for the three-story office
building with a 2 m x 3 m shaft.

Opening | Old C; | New Cy | Idelchik Diagram
la 0.65 1.40 3.1
2a 0.65 1.40 3.1
3a 0.65 1.40 3.1
1b 1 0.933 6.6
2b 1 0.416 7.4
3b 1 0.209 7.4
1c 1 0.532 7.2
2c 1 1.05 7.2
3c 1 10 -
4 0.85 0.639 8.1
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Table B.4: Old and new discharge coefficients used in CoolVent for the three-story office
building with a 2 m x 3.5 m shaft.

Opening | Old Cy; | New Cy | Idelchik Diagram
la, 0.65 1.40 3.1
2a 0.65 1.40 3.1
3a 0.65 1.40 3.1
1b 1 0.990 6.6
2b 1 0.493 7.4
3b 1 0.245 7.4
lc 1 0.541 7.2
2c 1 1.06 7.2
3c 1 10 -
4 0.85 0.518 8.1

Table B.5: Old and new discharge coefficients used in CoolVent for both configurations of
the single chimney.

Chimney | Opening | Old C; | New Cy | Idelchik Diagram
2X2 1 0.65 1.40 3.1
2X2 2 1 1.20 6.6
2X2 3 1 10 —
2X2 4 0.85 1 8.1
2X4 1 0.65 1.40 3.1
2X4 2 1 1.24 6.6
2X4 3 1 10 —
2X4 4 0.85 0.35 8.1
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