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Abstract

Gasification and combustion of porous char particles occurs in many industrial

applications. Reactor-scale outputs of importance depend critically on processes that occur at the

particle-scale. Because char particles often possess a wide range of pore sizes and react under

varying operating conditions, predictive models which can account for the numerous physical

and chemical processes and time-dependent boundary conditions to which a particle is subjected

are necessary. A comprehensive, transient, spherically symmetric model of a reacting, porous

char particle and its surrounding boundary layer has been developed and validated. The model

accounts for heterogeneous and homogeneous reactions, pore structure evolution, gas transport

in and around the porous particle, thermal annealing, fragmentation and ash behavior.

To model the pore structure evolution, an extension of the random pore model has been

developed which allows different pore sizes to grow at different rates, depending on the

instantaneous pore-scale reactant penetration at a given location within the particle. This is

accomplished by incorporating pore-scale effectiveness factors, consistent with the random pore

geometry, into equations for the growth of individual pore sizes. This framework allows the

evolution of the char with local conversion to adapt to changes in boundary conditions (reactants,

temperature) and the development of intra-particle gradients, rather than being pre-determined by

the initial pore structure.

The effects of char gasification reactions during oxy-combustion of pulverized coal are

not fully understood. The single particle char consumption model is used with output from CFD

simulations of high-volatile oxy-coal combustion to analyze representative regions and

trajectories along which char particle burning occurs. These realistic, time-dependent boundary

conditions are used to assess the importance of the gasification reactions to the overall rate of

char consumption. As conversion proceeds, gasification reactions, when significant, can alter the
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location within the particle where char consumption occurs, further affecting the rate of

conversion by inducing structural changes that can accelerate peripheral fragmentation.

Thesis Supervisor: Ahmed F. Ghoniem

Title: Ronald C. Crane (1972) Professor of Mechanical Engineering
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1. Introduction

1.1. Solid Fuel Gasification and Combustion

Gasification and combustion of solid fuels is widely used for power generation and

chemicals production. Coal combustion accounted for almost 45% of total electricity generation

in the United States in 2010 and the share was even higher in countries like China, India and

Australia. In total, 42% of world electricity generation came from coal in 2010 [1]. Utilization of

coal comprised 21% of primary energy consumption in the U.S. in 2010 [2] and 29.6% of

worldwide energy consumption [3]. These fractions are projected to stay relatively constant over

the next two decades, even as total world energy consumption continues to grow [2]. Coal and

coke combustion is also important in the steel and metallurgical industries.

Gasification of coal is well-established as a means to produce chemical precursors used

in a variety of industries. Integrated-gasification-combined-cycle plants offer a possible path

toward coal utilization for electricity generation with limited CO 2 emissions. There is also

interest in using biomass in gasification applications and there are many similarities between

biomass and coal gasification.

1.2. Motivation

Modeling furnaces, boilers and gasifiers is critical to optimizing their design and

operation, because full-scale experimentation and measurement can be difficult in such harsh

environments. Entrained flow gasifiers are beset with reliability and cost issues. Failure of the

injectors and refractory lining resulting from the high operating temperatures and harsh

conditions (the presence of corrosive ash and solid particles) are common challenges. Inefficient

space utilization is another concern, as it is unclear whether entrained flow gasifiers fully utilize
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their large volumes. In gasification and combustion systems, the presence of unconverted char is

obviously problematic. While some unconverted char can be re-circulated, char trapped in slag

could prevent the slag from being used for other purposes and, of course, contributes to a

reduction in the cold gas efficiency of the gasifier. Similar considerations apply to unconverted

char exiting with the fly ash from a furnace. Fouling deposits on downstream heat transfer

surfaces are also a concern. Finally, sub-optimal operating conditions, such as using too much

oxygen in entrained flow gasification, can lead to efficiency and economic penalties.

All of the problems described above are reactor-scale issues. However, processes that

occur at the scale of individual fuel particles have the potential to influence reactor-scale outputs.

This isn't surprising, considering that the vast majority of the energy input to the reactor is in the

form of solid fuel particles. Therefore, the rate and manner of particle conversion ultimately

affects all reactor-scale variables. From a modeling perspective, this implies that models at the

particle-scale can influence the results of reactor-scale models.

This has been demonstrated by recent work in this laboratory using reduced order models

and computational fluid dynamics simulations of entrained flow gasifiers. For instance, it was

shown by CFD simulation that the morphological model employed to described char particle

evolution could have a significant effect on the carbon conversion at the gasifier exit [4].

Elsewhere, the species, temperature and conversion profiles along a gasifier have been shown to

be sensitive to the diameter of the char particles [5]. Similar conclusions regarding the

importance of the char structure evolution model have been drawn based on a simplified gasifier

model [6]. Simulations based on a reduced order model [7] have demonstrated that the relative

level of reactor-scale char conversion when using CO 2 vs. H20 coal slurry, can depend on the
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intra-particle diffusion resistance; a parameter that is highly dependent on the model employed

for individual char particles [8].

Beyond their importance in contributing to the fidelity of reactor-scale models, single

particle models can be used in their own right for fundamental studies. These could potentially

lead to the development of improved analytical or simplified single particle models to be used in

conjunction with reactor-scale models, to inform decisions about what phenomena should be

included in simplified models, to gain insight into particle-scale processes to help determine the

operating conditions or design of reactors, or to design particle-scale experiments.

1.3. Stages of Solid Fuel Gasification

When a coal particle reaches ~400 'C, the macromolecular network of which it is

comprised begins to decompose in a highly complex manner, releasing light gases and tars [9].

This process is called devolatilization, or pyrolysis when it occurs in a non-reactive environment.

For entrained flow gasifiers this process is typically completed after several milliseconds [10]

and pulverized coal furnaces also subject particles to very high heating rates and short

devolatilization times. The volatiles undergo homogeneous reactions and are converted into

ultimate products much faster than the solid char. Much experimental and modeling effort has

gone into the study of devolatilization, which has given rise to three comprehensive

devolatilization models for coal particles that predict volatile yields, rates and to various extents,

composition, based on a characterization of the parent coal: FLASHCHAIN [11], Chemical

Percolation Devolatilization (CPD) [12], and the Functional Group Depolymerization,

Vaporization, and Cross-linking (FG-DVC) model [13]. These models have many

commonalities: they use analytical methods to characterize the coal, they model the breakdown

19



of the macromolecular network structure, they use first order rate laws with distributed activation

energies for light gas release, depolymerization and metaplast cross-linking, and they all use a

network model for tar release [14]. They differ in the assumptions about the network geometries

of the structure, the chemistry of the bridge breaking and cross-linking, the definition of "tar"

and in the statistical methods employed [15]. Modeling devolatilization is primarily an organic

chemistry problem and it is thought that any of the three models above can yield satisfactory

results [14].

As the volatiles escape, the structure and constituents of the solid fuel particles can

change drastically as the char (which consists of mostly solid carbon and ash inclusions) is

formed and this affects most subsequent physical and chemical processes [16]. For this reason,

when modeling char combustion or gasification, it is necessary to have experimental

characterization of the char formed under relevant devolatilization conditions, rather than just

characterization of the parent coal particle. It is hypothesized that for softening coals, volatile

transport occurs through bubble migration during the plastic stage of devolatilization [17,18],

and this process, as well as the swelling of the coal, is key to determining the resultant char

structure [9]. Chars from such coals often possess a large central void and are called

cenospheres. They are known to form in higher quantities at high pressures and heating rates [9].

For non-softening coals, like typical lignites and anthracites, the char structure formed is similar

to an enlargement of the original pore structure of the coal. Chars from these coals typically form

more dense char particles with a more uniform pore structure, but are typically less spherical.

This thesis is limited to the modeling of char consumption. In entrained flow gasification

and pulverized coal combustion environments, char consumption, whether by oxidation (reaction

with 02) or gasification (reaction with Co 2, H20 and in some cases, H2) is significantly slower
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than devolatilization and the homogeneous reaction of the volatiles. From a practical and

modeling perspective, the reaction of the char can be thought of as a rate-limiting-step for the

entire solid fuel combustion or gasification process.

1.4. Classification of Char Consumption Models

There are many physical and chemical processes that occur during char consumption and

these will be discussed in detail in Ch. 2. However, at the most basic level, char consumption can

be visualized as a competition between transport and chemistry that, for most parent fuels and

conditions, occurs within the porous char particles. This is shown schematically in Fig. 1.1,

which illustrates the concentration of reactant outside and within a porous particle, for different

relative rates of reaction and transport.

Reactions slower

C than transport

Reactions faster than
transport

Figure 1.1. Schematic of reactant concentration in and around a reacting porous particle, for the

kinetically limited regime (red), the pore diffusion limited regime (green) and the boundary layer

diffusion limited regime (blue).
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The phenomenon of porous char consumption is often classified into one of three idealized

regimes, depending on the location within the particle where the reaction occurs [19]. For a

given particle size, the regime of reaction depends most strongly on the temperature to which the

particle is exposed. This is shown schematically in Fig. 1.2, with colors that correspond to the

concentration profiles shown in Fig. 1.1.

Zone 111 Zone I1 Zone I

1/T

Fig. 1.2. Arrhenius plot illustrating regimes of char gasification. Measured activation energy

corresponds to slope of line.

In regime I, known as the kinetically controlled regime, the reaction rate is slow enough

relative to diffusion such that the reaction occurs uniformly throughout the particle, with full

penetration of reactants. In this limit the particle size is constant and the measured kinetic

parameters (activation energy and reaction order) are free from distortions. At the opposite limit,

regime III, when reaction occurs much faster than the transport of reactants to/within the particle,
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reaction is confined to the external surface of the particle and the particle density remains

constant throughout conversion. This is known as external diffusion control. For this regime, the

measured activation energy approaches zero. Between these two extremes lie cases in which

reactant concentration gradients exist within the particle, known as regime II, for which kinetics

and transport through the pore structure both influence the char consumption process. In this

regime, the measured activation energy is roughly half its true value.

In reality, in regime II, external concentration gradients also may play a role, while in

regime III, reaction isn't purely confined to the external surface, since partial penetration into

pores intersecting the outer surface must occur to some extent [20]. Nonetheless, this "three zone

theory" is useful for the interpretation and planning of experiments as well as for the

determination of the modeling strategy to be employed.

When one is certain that char consumption is always controlled by kinetics, the effects of

transport are unimportant and may be neglected, leaving much-simplified reaction rate

expression to be solved for the particle. Similarly, when boundary layer diffusion is the rate

controlling step, char consumption may be modeled without accounting for intra-particle

transport, although the modeling is slightly more involved than in the case of kinetic control

(depending on how much detail is incorporated into modeling zone I). In the intermediate

situation (zone II), some method of accounting for the interaction between intra-particle transport

and heterogeneous kinetics is necessary.

Broadly speaking, four approaches to char consumption modeling are taken in the

literature and these will be described in turn.
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1.4.1. Global Models

The simplest types of models are "global models", which vary in complexity, but always

treat the particle as impervious to reactant transport. Any effects of intra-particle diffusion, if

present, are lumped into one of the parameters of the model, typically a kinetic rate constant.

Similarly, any effects due to the char particle's internal surface area are also lumped into the

model parameters, since global models are based on the particle's external surface area. This

implies that such models are generally not transferable to other fuels or reactor conditions other

than those for which the model parameters have been determined.

A common approach of global models is to assume that the reaction occurs in steady-

state and thus, to equate the rates of boundary layer diffusion and chemical reaction [21]:

91 = kD (Cb.,lk -Cs) = kCs" (1. 1)

The mass-transfer coefficient, kD, can be evaluated from correlations or using simple diffusion

expressions and the kinetic constants typically take Arrhenius form and ideally, are evaluated

experimentally for the particular char of interest. Within the context of global models, it is also

possible to account for effects such as gas-phase reactions or particle size reduction.
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CO2

02 02

CT

CO2 CO

(a) (b)

Fig. 1.3. Schematic illustration of species concentration and gas temperature in the particle

boundary layer for (a) the single film model and (b) the double film model. Vertical line represents

the char particle surface.

For example, for the case of char oxidation, the single film models assume a zero rate of reaction

of carbon monoxide with oxygen in the particle's boundary layer, while the double film model

assumes the homogeneous reaction is instantaneous and the char consumption occurs via the

reaction of carbon and carbon dioxide at the particle surface [22]. The trends of species

concentration and temperature in the boundary layer surrounding the burning particle are shown

in Fig. 1.3 for these two limiting models. The recently developed moving flame front model

assumes an intermediate, although somewhat inconsistent situation: an infinitesimal CO flame

exists in the boundary layer, but between the flame and the particle surface, CO and 02 coexist

but do not react whatsoever [23]. The location of the flame adjusts itself to produce the

maximum rate of char oxidation. All of these models ignore the effects of gas transport within

the particle.
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Assuming that the reaction occurs on the external particle surface, it is not difficult to

calculate the rate of reduction in char particle size when using a global model. This can be

considered a type of "shrinking core model," although that term can also be applied within the

context of other modeling strategies. It is also possible to approach the reduction in particle size

empirically, by using correlations for the variation of diameter (and density) with overall

conversion [24]. Such an approach has the advantage of being applicable to any mechanism of

size reduction, but of course, requires experimental knowledge of the behavior of the particular

char and reaction conditions of interest.

Global models have the advantage of simplicity; typically only explicit algebraic

expressions need to be solved. Thus, within CFD simulations, in which hundreds or thousands of

particles are tracked and repeated calculations are required, global models are often employed. In

cases where char particles are of low porosity or the reaction occurs near the limit of external

diffusion control, such models can produce results of sufficient accuracy since the lumped

internal behavior is of little consequence. Nonetheless, such models must be applied with care,

since even in high temperature situations, kinetics or internal diffusion may begin to play a role

later in the combustion or gasification process, when particle sizes have been sufficiently

reduced, or as temperatures decrease far away from the burners.

1.4.2. Modeling Zone II Behavior

Most char combustion [25] and entrained flow gasification systems [26] operate in a

regime such that kinetics, internal diffusion and boundary layer diffusion are all of importance, at

least in some regions of the reactors . This necessitates models that can account for the intra-

particle diffusion and reaction in some way. Unlike global models, the heterogeneous reaction is
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assumed to occur mostly on the internal pore surface area, which is orders of magnitude larger

than the external area, in these more detailed models. Broadly speaking, three general approaches

to such models exist: the effectiveness factor approach, models based on conservation equations

and discrete methods. These will be discussed next.

1.4.2.1. Effectiveness Factor Models

The phenomenon of char consumption, whether via gasification or combustion, shares

many mathematical similarities with problems of heterogeneous catalysis. The effectiveness

factor approach was first derived for catalytic applications [27]. The goal of this approach is to

obtain a reasonably accurate solution for the overall reaction rate without resolving the particle

spatially, in order to minimize the computational effort. The effectiveness factor is defined as the

ratio of the actual reaction rate for the entire porous particle to the ideal rate if there were no

intra-particle diffusion limitations whatsoever, i.e. if the surface reactant concentrations

prevailed throughout the entire particle. The effectiveness factor is calculated based on

integration of a quasi-steady, reaction-diffusion equation for a single reactant through the porous

medium (shown below in spherical coordinates, although it is equally applicable to other simple

geometries),

d 2C. 2 dC. SkC"

dr 2 r dr D(
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By using the non-dimensional Thiele modulus, <Di, one can predict an overall reaction rate for the

particle, 9 1
iactual , using only information about species concentrations at the surface, C,, , without

having to determine the species profiles throughout the entire particle,

iiactal s = 77 (v cjSappk(T, )C, " ) (1.3)

qi-3 1 1(14
~ cj rtn~p ~jJ(1.4)(itanh D, (D i

SkC"-I
=R '' . (1.5)

Df

The reaction rate(s) can be related to the change in particle mass, m, or conversion, X, through a

single ordinary differential equation

dX 1 dm -M
--- = -- -- -= c qjveS.,,k(T,)C,,". (1.6)

dt mo dt pr(1-#0)

Since the calculation of the effectiveness factors requires information about the values of

reactant concentrations at the particle surface, algebraic equations for the transport of each

species i, from the bulk, through a boundary layer and to the particle surface can also be

incorporated into the formulation. For example, for quasi steady-state conditions and accounting

for Stefan flow, this requires an algebraic equation for each species i [20,26],
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kDP( i,bulk - Xi,) i,s rxn,i qrxn,i (1.7)

where qrxn,i, the reaction rate of species i per unit geometrical particle area in [mol /m 2 s], is

related to the effectiveness factor and is given by

R
qxn, i := 71viSki (Ci)"' .R18

3

In a CFD simulation, for each particle that is tracked, an ODE is also solved for the

particle's momentum. Furthermore, another ODE is often required to determine the particle's

temperature, especially for combustion conditions, in which the char particle temperature can

often surpass that of the surrounding gas by several hundred degrees. For an isothermal particle,

we have

dT'
mcp = 4rR 2 - qn h, +qcove,,io + qra,iation (1.9)

Pdt (

Thus, in typical CFD simulations, there are three ordinary differential equations associated with

each solid particle [28]. However, for other applications, if the only desired quantity is the

reaction rate, it is possible to apply the effectiveness factor approach without incorporating any

ODEs, using only Eqs. (1.2)-(1.4).

The effectiveness factor approach is computationally manageable and provides a means

of accounting for zone II behavior. For certain situations it can be adapted to account for some
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complicating effects, such as a change in the number of moles of gas upon reaction (which

occurs during char consumption) and various reaction rate forms. Since it relies upon intrinsic

kinetics, it can be applied to varying boundary conditions. However, there is still a significant

amount of simplification involved in this approach and in particular, when it is applied to non-

catalytic heterogeneous reactions, modeling the evolution of the internal pore structure presents

challenges. In the presence of intra-particle diffusion limitations, the conversion, and therefore

the surface area and effective diffusivity, vary spatially within the particle, and this is not

accounted for by the effectiveness factor approach. Furthermore, phenomena such as peripheral

fragmentation are not incorporated in the effectiveness factor approach. To address these and

other issues, a higher fidelity approach is necessary.

1.4.2.2. Conservation Equation-based Models

The conservation equation-based approach is free from the limitations described above,

but it comes at the price of greater computational cost. Equations of balance for gas species,

energy, mass, and solid material are written for the particle and possibly for some region outside

of the char particle. Since it would be impossible to solve partial differential equations describing

the transport within the actual pore-space due to its utter complexity, local volume averaging

must be performed, in order to treat the composite structure of solid and pores as a single entity

[29]. This averaging must be performed over a volume that is larger than the pore dimensions but

small enough to capture gradients through the particle. Using this description, temperature, mole

fractions, char conversion, etc. become smooth functions of position within the particle and

transport, thermodynamic and reactivity coefficients depend on the locally averaged pore

structure.
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Since the set of partial/ordinary differential equations will be solved numerically, rather

than analytically, there is great freedom to implement complex sub-models that might be

necessary to describe the behavior of the gas-porous solid system. Further advantages of the

conservation equation approach are the spatial resolution it provides and the ability to apply the

model to conditions other than those in which experiments were performed. However, this

approach is typically too computationally expensive to implement directly in CFD simulations.

Also, to use this type of model as a predictive tool, it is necessary to have a physical and kinetic

characterization of the char, or reasonable assumptions for the required inputs. Finally, near the

percolation threshold, the porosity at which the char's pore space undergoes drastic changes in

its connectivity, the continuum approach may not be valid because the length-scale over which

volume averaging must be performed becomes too large to resolve particle-scale gradients [29].

1.4.2.3. Discrete Models

The discrete approach to char consumption modeling is able to capture phenomena that

are not well-modeled using the continuum approach described above [29]. These may include

percolation events and the evolution of a disordered structure that is not amenable to a

continuum description. No assumptions about the connectivity of the pore-space or solid are

required. Ash coalescence and fragmentation are types of events that are better studied using a

discrete approach [30,31].

In this approach, the porous medium is represented by a network, with each node being

assigned an identity: pore, volatile, char, ash, etc. Due to computational limitations, the size of

the entire network typically cannot be as large as an actual particle if the sizes of the pores are as

small as those of the actual pore system. Statistical techniques such as Monte Carlo and random
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walks are employed to determine the evolution of the network, together with rules invoked to

determine when a node-changing event has occurred. The discrete approach is very

computationally expensive. Assumptions about the network (e.g. coordination number) are

required and the complexity of the reaction and transport is sometimes limited due to

computational expense.

Table 1.1. Advantages and disadvantages of the four approaches to char consumption modeling.

Implementable Applies in Spatial Comprehensive Applies to
in CFD all Resolution and Flexible all

conditions Structures
Global Models Yes No No No No

Effectiveness Yes Yes No No No
Factor

Conservation No Yes Yes Yes No
Equations

Discrete No Yes Yes No Yes
Models

1.5. Approach of this Thesis

Table 1.1 summarizes the advantages and disadvantages to the four approaches to char

consumption modeling outlined above. It should be emphasized that the choice of a modeling

strategy depends on the particular goals and applications of the single particle modeling. In this

thesis, the conservation equation approach has been selected and will be discussed in the next

chapters. The reason for selecting this approach is due to its ability to account for structural

gradients that are present in zone II for non-catalytic gas-solid reactions, the comprehensive
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nature of this type of model and its applicability to varying boundary conditions. These three

advantages are important for entrained flow gasification, oxy-combustion and air combustion

systems, in which reaction often occurs in the regime governed by intra-particle diffusion,

multiple reactants may be present simultaneously, structural evolution can have a major impact

and in which the boundary conditions to which char particles are exposed may vary depending

on operating conditions or even for a given particle as it moves through the reactor. However,

the effectiveness factor approach will also be utilized in Ch. 3, as a sub-model within the

conservation equation based model.

1.6. Thesis Outline

In Ch. 2, the relevant chemical, transport and morphological processes occurring during

char consumption will be discussed. The literature will reviewed and sub-models accounting for

these processes will be presented. For some phenomena, new modeling strategies will be

developed. The modeling framework and the sub-models incorporated therein will be described.

In Ch. 3, a more detailed development will be presented for a particular sub-model: that of pore

structure evolution. The pore structure evolution model that is developed enables greater

flexibility and adaptability to varying conditions than existing pore structure evolution models.

Chapter 4 will present the numerical approach used in solving the equations of the char

consumption model. Chapter 5 consists of a validation study and demonstration of the model's

capabilities. Sensitivity to certain parameters and the effects of particular sub-models will be

discussed. Finally, Ch. 6 applies the single particle model to two cases of interest: oxy-fuel

combustion and entrained flow gasification.
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Nomenclature

C concentration (mol/m 3 gas)

c, specific heat for char particle (J/kg K)

D diameter of char particle (m)

Deff effective diffusion coefficient (m2 /s)

h heat of reaction (J/mol)

k intrinsic reaction rate constant (molc /in 2C s (molgas/m 3)")

kD diffusive mass transfer coefficient (mol/m 2 s atm) or (mOl/m 2 S molgas/m 3))

m mass of char particle (kg)

Mc molecular weight of char (g/mol)

n reaction order (-)

P ambient pressure (atm)

qrxn reaction rate based on geometric surface area (mol i/m2 ext s)

qconvecion convective heat flux (W/m 2)

qradiation radiative heat flux (W/m 2)

r radial position within particle (m)

R radius of char particle (in)

91 heterogeneous reaction rate (molc/m 3 s)

S internal surface area (m 2c/m 3)

t time (s)

T, particle temperature (K)

V particle volume (mi3)

X total char conversion (-)
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mole fraction (mol i/mol total)

Greek Symbols

# porosity (m3pore/m 3Total)

rq effectiveness factor (-)

v stoichiometric coefficient (mol/mol)

p density (kg/m 3)

D Thiele modulus (-)

Subscripts

0 at initial time t=0

app apparent (density or conversion)

bulk bulk property

C char

D diffusion

i species i

p particle

s surface property

T true (density)
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Chapter 2. Modeling the Physics and Chemistry of Char Consumption

This chapter surveys the physical processes and accompanying models and sub-models

necessary to implement a comprehensive, spatially-resolved model for char gasification or

combustion. The first section, 2.1, discusses the general modeling framework and the subsequent

sections describe important sub-models for transport, reaction and morphological processes. In

each section, relevant literature is discussed and the approach incorporated in the present

modeling framework is described.

2.1. Conservation Equation-based Single Particle Models

2.1.1. Literature Review

Spatially-resolved models of reacting single char particles in the literature are numerous,

but typically fall into one of two broad categories: models which focus on the intra-particle

transport-reaction-structural coupling and models that focus on processes in the particle

boundary layer, be it complex chemistry [1-5], flow patterns [6-8], or both [9]. The model

described in this thesis falls into the former category, so contributions to that class of model that

employ the conservation equation-based approach will be discussed briefly, with their salient

features, as they pertain to the model which will be described here, emphasized.

Gavalas employed the random capillary model [10] to predict the porosity and surface

area evolution using the pore growth variable, q, as the equation for local solid conversion in a

one-dimensional, pseudo-steady state simulation of a multi-modal porous char particle reacting

isothermally with oxygen [11]. A simplified version of the Feng and Stewart model (FSM) [12]
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was incorporated into the species equation to model the oxygen flux and an equation for the

position of the particle surface as the char particle experienced peripheral fragmentation was

derived [11]. Bhatia and Perlmutter incorporated the random pore model (RPM) [13], which, it

can be shown (see Appendix A.2), is equivalent to Gavalas' random capillary model, into a one-

dimensional, pseudo-steady state simulation of a reacting porous particle [14].

Sotirchos and Amundson [15,16] formulated a general model for transient, one-

dimensional combustion and gasification of porous char, allowing for heterogeneous and

homogeneous reactions and pore-structure-dependent transport and thermodynamic parameters.

The isobaric Dusty Gas Model (DGM [17]) was employed for calculating the fluxes through the

porous particle. An average pore radius for macropores was assumed to be constant throughout

conversion and was used in calculating Knudsen diffusion coefficients. For both constant radius

[15] and shrinking [16] particles, conservation equations for species, mass and energy were

solved within the particle and for a quiescent boundary layer of thickness equal to the particle's

radius. Ballal et al. incorporated seven species into a similar framework and studied the effects of

reactant concentration on ignition, quenching and burnout behavior [18]. A later paper by Morell

et al. [19] allowed for pressure buildup within the porous particle, which is a requirement for

consistency between the porous medium fluxes and the stoichiometry in a reacting system [20].

While the Dusty Gas expressions for the individual fluxes reduce to the Stefan-Maxwell

equations when the porosity is set to unity (for representation of a gas phase boundary layer), the

Dusty Gas model expression for the total flux (convective velocity) does not reduce to the

correct gas phase expression.

Reyes and Jensen [21], and Srinivasachar et al. [22], employed a Bethe lattice to model

the pore structure and used percolation concepts to determine the effective transport coefficients
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for an evolving, porous char structure, within a continuum description of char gasification and

combustion. Shrinking from fragmentation was incorporated, and Srinivasachar et al. employed

the Dusty Gas Model to determine the porous medium fluxes. A mass-transfer coefficient

together with an expression for the non-equimolar fluxes was used as the boundary condition for

the species equation at the char particle surface.

Biggs and Agarwal also employed percolation concepts in a continuum model of the

oxidization of a porous char particle [23]. The Dusty Gas Model was to calculate the fluxes, and

in the boundary layer within the emulsion phase of a fluidized bed, the large pore limit of the

DGM was employed. The energy equation was also solved in the particle and the boundary

layer.

Wang and Bhatia modeled slow char particle gasification with peripheral fragmentation,

heterogeneous and homogeneous reaction and a bi-disperse Dusty Gas Model for the porous

medium fluxes [24]. The total pressure was allowed to vary within the particle and the Maxwell-

Stefan relations were used to calculate the diffusion fluxes in the boundary layer. Uniform

particle temperature and negligible Stefan flow in the particle boundary layer were assumed.

Zolin and Jensen [25] modified and implemented the annealing model of Suuberg et al.

[26] and Hurt et al. [27] concurrently with a quasi-steady single particle char oxidation model.

Peripheral fragmentation was also incorporated in the model.

Cai and Zygourakis formulated a model for highly porous char consisting of spherical

cavities (macropores) surrounding microporous, spherical grains [28]. The species and energy

balances for a pseudo-binary mixture were applied to the macropores and the reaction source

terms, representing consumption of the spherical grains at each radial location in the char,

contained a grain effectiveness factor representing the Knudsen-diffusion-limited rate of reaction
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in the microporous grains. The particles were assumed not to shrink because the high ash content

resulted in an ash shell of constant radius.

Mitchell et al. modeled the oxidation of an isothermal particle using a six step

heterogeneous reaction mechanism [29]. Although not explicitly stated, it appears that particle

shrinkage was accomplished in a piece-wise manner by removing the outermost grid-point once

its local conversion was complete.

2.1.2. Developments in the Current Approach

Many coal and biomass char particles are known to possess multi-modal pore structures

which evolve substantially over the course of conversion in kinetically-limited or mixed

kinetic/intra-particle diffusion-limited conditions. The evolution of the pore structure has a major

effect on the particle's surface area and on the ability of gaseous reactants to diffuse through the

char structure. It has been shown experimentally that different reactants have varying degrees of

success at penetrating and reacting on micropores and small mesopores [30-36]. Furthermore,

during entrained flow gasification or oxy-combustion, char particles are subjected to different

reactions concurrently or sequentially, implying that different pore sizes may grow at different

rates, affecting the evolution of the surface area and intra-particle transport processes. In Ch. 3 an

adaptive random pore model (ARPM) is developed which extends the original random pore

model to allow different pore sizes to grow at different rates, depending on the instantaneous

interplay of kinetics and transport, at the pore scale, at different locations within a char particle.

This thesis incorporates the ARPM into a comprehensive, predictive, single particle

gasification model which is consistent with the evolving, multi-modal pore structure. Gas

transport within the porous structure is modeled using the flux relations of Feng and Stewart,
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which together with the ARPM, provide a consistent and predictive method for handling the

interplay of transport and pore structure evolution, as both are based on a geometry consisting of

straight cylindrical capillaries with various radii. The model presented is also comprehensive in

nature, somewhat like a spatially-resolved analogue of the CBK model [27], in that it can

account for concurrent annealing, particle shrinkage (either due to fragmentation or simply from

reaction) and the possibility of ash adherence on the particle surface. Incorporation of the

fragmentation and ash sub-models, however, requires some assumptions and fitting parameters

not required by the basic version of the model, making those sub-models less predictive and

more useful as qualitative tools.

2.1.3. Basic Model Equations

To apply a continuum-based approach to the modeling of a porous medium, it is

necessary to employ the concept of volume averaging, in which properties are defined as

averages over a representative volume that is larger than the length-scale of the pores, yet smaller

than the characteristic scale of gradients of species, temperature, etc. Therefore, large voids that

appear in cenospheric or sponge-like char particle should not be treated as pores and included in

the averaging [37], but must be handled explicitly in the particle-scale geometry if a continuum

approach is to be employed in a situation with significant species gradients through the particle.

In the context of a one-dimensional model, a cenospheric particle with a single spherical void at

its center can be treated with the boundary conditions described by Loewenberg [38], however

more complex, asymmetric, sponge-like void morphologies would need to be treated with a full

three-dimensional simulation if the continuum approach were to be applied with fidelity to the

actual pore structure.
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Aside from the validity of volume averaging, which was discussed in Ch. 1, another

consideration in applying a continuum approach is whether the structure has sufficient

connectivity for the smooth-field hypothesis to hold [20]. If the initial porosity or connectivity of

the char particle is too low, writing partial differential equations for the porous-medium species

and mass conservation is problematic, as discussed by Sahimi et al. [39]. These two limitations

must be kept in mind: the connectivity of the pore structure must be sufficient, yet the pores must

be small enough to allow for meaningful averaging of properties.

Our approach consists of solving the differential equations of balance inside a spherically

symmetric porous particle with an arbitrary initial porosity profile and in the surrounding

boundary layer, for gas species mole fractions, thermal energy, overall mass and solid

consumption on various pore sizes,

0T, C = -V o J -No oN Vx+ Vj ,k9 1k 1 ,kSi -x I vJk V, I qi',Si (2.1)
k pore i j k pore i

(pcp) 8t =V o(kVT) - (N c, oVT +( I-Ah9k I qikSi (2.2)
j k pore i

a (OTc) ~+V oNr=jVj r9k 1VNrSi (2.3)
j k pore i

dq, --MW~
__ C Ii, k VC,lk (2.4)dt prue k
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These equations and the sub-models they require will be discussed in this and the next chapter.

The overall material balance, Eq. (2.3), can be re-written in terms of the pressure, p. Differential

equations for the recession of the particle's radius, ds/dt and ash layer radius, dra,/dt, can also

be included and will be discussed later. Note that only n-I species equations (Eq. (2.1)) are

solved since the mole fractions, x;, sum to unity.

The reaction terms in Eqs. (2.1)-(2.3) contain the factor qi gS, which represents
pore i

the pore surface area (m2c/m 3Tot) participating in a given heterogeneous reaction. For

homogeneous reactions, k, this term should be replaced with ,TOt (m3 gas/m 3Tot), the total porosity,

since homogeneous reaction rates, 91 k, have units of (mol/m3 gas s), whereas intrinsic

heterogeneous reaction rates have units of (mol/m 2c s) in the conservation-equation approach.

The boundary conditions at the center of the particle, r=0, are dictated by spherical

symmetry,

ax=0, =0 0. (2.5a)
Br B~r ar

The diffusive fluxes, J, and total flux, NToI, are also zero at the particle center. Far from

the particle, at r rbnzk, Direchlet boundary conditions are assigned to the species, temperature

and pressure,

X, = X,,bulk(t), T Tlk (0), p = Pbulk (2.5b)
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At the interface between the porous solid and gas phase, r = s(t), all variables are continuous, as

are all fluxes, with the exception of the heat flux, which is discontinuous due to radiative

exchange between the surface of the particle and the walls, surrounding gas (outside the domain,

however, since the gas-phase is modeled as radiatively non-participating) or other particles:

(-kkVVT),- T) + q-kf (2.5c)

The bulk boundary conditions may be functions of time to allow for a realistic

representation of the conditions to which a char particle is exposed as it moves through a reactor.

Boundary conditions are not required for the pore growth variables, qj, the interface positions at

the edge of the char, s, and ash layer, rash (if it exists), since these variables are governed by

ordinary differential equations. Initial conditions (t-O) for pressure, temperature and species

mole fractions are typically prescribed as uniform profiles, set to known values if available or

simply equal to the initial boundary conditions. The influence of the species mole fraction initial

conditions on the solution fades away very quickly. Initial values of the pore growth variables

are zero and the interface position is set equal to the initial particle radius, ro.

2.2 Pore Structure Evolution

Since non-catalytic gas-solid reactions occur on solid surfaces, the amount of surface area

available for reaction will directly affect the rate of solid conversion. For most chars, the internal

surface area is orders of magnitude larger than the external surface area of the same particles, so

the relevant area is the internal area on the pore walls. Furthermore, it has long been observed

that the rate of reaction of many chars varies throughout conversion in the kinetic regime (e.g.
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[40-42]), which is partly attributable to the fact that the consumption of the solid changes the

amount of surface area available for reaction. Despite the fact that the total surface area may not

be fundamentally related to the reaction rate [33] since heterogeneous reactions may only occur

on reactive sites, it has nonetheless been established that the total surface area is, in general,

proportional to the reactive surface area, so that models for evolution of the pore surface area

(the total surface area) are useful in capturing the change in reaction rate with conversion [43].

The constant of proportionality between total pore area, S, and reactive area is simply absorbed

into the kinetic pre-exponential factor.

The development of a pore structure evolution model for the oxidation and gasification of

char particles with a range of pore sizes will be discussed in more detail in Ch. 3. This model

estimates the surface area participating in a given reaction, a term which appears in Eqs. (2.1)-

(2.3). Here, a very brief overview of pore structure evolution models in the literature will be

provided. Isolated pore models assume pores pass through the entire sample without

consideration of overlap with other pores [44]. It is also possible to simply fit experimental data

for the variation of reaction rate with conversion to empirical equations or, alternatively, to

assume that the surface area decreases linearly with conversion, although both of these

approaches lack a fundamental basis. Simons developed a class of pore structure evolution

models based on the concept of a pore-tree, which assumes straight cylindrical pores that branch

from larger to smaller [45] and which overlap as reaction proceeds. The random pore models,

upon which the model presented in Ch. 3 is based, assume the pore space consists of randomly

located and oriented cylindrical pores that overlap [10,13]. Any distribution of pore radii is

acceptable, so the random pore models have great flexibility in matching experimental data.

Ballal and Zygourakis developed structural evolution models based upon a similar idea as the
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random pore models, although the mathematics is more involved [46]. Due to their simplicity,

flexibility and success at reproducing experimental data, the random pore models have become

the most widely used models for pore structure evolution in non-catalytic gas-solid reactions. As

will be discussed in the following section, the assumption of randomly located and oriented

pores also facilitates simplification of porous medium flux models.

2.3. Transport in the Porous Medium

In addition to determining the surface area available for heterogeneous reactions, the

evolving porous structure also plays a role in the intra-particle species transport. While the DGM

doesn't explicitly account for multi-modal pore structures, the FSM can be used with any pore

size distribution and has the advantage that the adjustable parameters of the DGM are determined

solely by the pore size distribution, given certain assumptions [12,20]. The drawback of the FSM

is its assumption of a thoroughly connected pore structure, which may overestimate the fluxes at

low porosities. Essentially, the FSM applies the flux relations of the DGM to a single pore, and

then integrates the given fluxes over all pore sizes and orientations to calculate the flux of each

species through the porous medium. This is tractable when the pore space is assumed to be

composed of randomly located and oriented cylindrical capillaries. Unless otherwise noted, the

results presented in later chapters employ the FSM as the porous medium flux sub-model,

although the DGM has also been incorporated as an option in the modeling framework.

The DGM can be expressed in many different forms [20], one of which separates the n-1

independent diffusion fluxes, J (the sum of the diffusive fluxes is zero), from the total flux, NTOt,
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The effective diffusion coefficients (Knudsen, DKt2 ,eff and continuum, Dsefi ) include a factor

which accounts for the total porosity (as well as the tortuosity). This form is convenient for

pairing with the gas boundary layer, in which only n-i Maxwell-Stefan equations are

independent. The diffusive fluxes can be re-written in (n-1) x (n-1) matrix form as [20]:

J =[B,]-1 x RHS,

where,

Vp,

j

where,

(2.6a)

1 _

A.
a's

and

NTO, t -

(2.6b)

(2.7)

(2.8)
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Bf (j, j)= + , A
Aj,n s=1 Aj's

s#j

Bf (j, s)= -Xi A
js j,n

and

RHS- Vx.-
RT RT

1-

Kn, j, ff,
s Kns,effj

Following the derivation of Feng and Stewart [12] and the summary by Jackson [20], the

n molar fluxes in the Feng and Stewart model can also be formulated in terms of the n-i

diffusive fluxes, J, and the total flux, NTo. This begins by writing the equations for diffusive and

total flux in a single pore and using the combination of diffusive and pressure-driven fluxes

employed by the Dusty Gas Model to represent J and NTO, with the effective coefficients

replaced by those appropriate for cylinders of radius R:

J = f J(R,Q)f(R,Q)dRdQ
o R

NTt = f JlQNT,(R, Q)f (R, f2)dRdQ
Q R
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where f(R, Q)dRdQ is defined as the fraction of porosity associated with pores of radius R and

orientation Q and l is a unit vector along the axis of a pore with orientation Q . In Eq. (2.7) one

recognizes that BO= R 8, as appropriate for Poisuille flow and effective Knudsen and molecular

diffusion coefficients are no longer necessary, since in a single capillary, they are given by

2R
DKnudsen, j

3
and the unmodified binary diffusion coefficients, Dj,k. The fluxes J can

rrMW.J

be written in explicit form using matrix inversion to solve for J, just as was done for the Dusty

Gas model, but with [B ] employing the coefficients above and the vector RHS also written

for a single pore, which requires the gradients of pressure and mole fractions along the pores to

be expressed as:

dp = lo Vp (2.13a)
dl

dx. -

dl o Vx .
(2.13b)

where, as mentioned above [20], p and xj are smooth field values. Making these substitutions in

(2.11), one obtains,

J = J[Bf]
Q R

1 1 o RHS f(R,Q)dRdQ . (2.14)
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Since [Bf] and RHS do not depend on the orientation, they can be factored out of that

integral, following Feng and Stewart and Jackson [12,20], yielding

=[Bf ]-1 RHS ii fi(R,D)dQ dR. (2.15)
R _

Defining the tortuosity tensor, £(R), by [12,20]:

dR JSQ8 f(R, Q)dQ = K(R)d#(R) , (2.16)

one obtains an equation for the n-I smooth field diffusion fluxes

[= [B, ]- RHS(R) d$(R). (2.17)

To make Eq. (2.17) tractable, certain assumptions must be invoked. Fortunately, the discrete

random pore geometry employed by the ARPM enables such a simplification. The discrete pore

size distribution allows the replacement of the integral with a summation and it can be shown

that the second order tortuosity tensor is isotropic when the pore orientations are isotropically

distributed, as they are with the RPM. This implies that, for our one-dimensional spherically

symmetric geometry, K(R) can be replaced with a scalar, which is equal to 1/3 (Appendix A. 1).

The final equation for the smooth-field diffusion fluxes is given by
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J- ,I , l ,

-'pore J

where the vector of fluxes in each pore size, i, is

J1 = [ Bf ],- x RRS,.

(2.18)

(2.19)

Substitution of the pore-scale total fluxes into (2.12) proceeds along similar lines, using the

expression of the Dusty Gas model with permeability and diffusion coefficients appropriate for a

single capillary. Substituting into Eq. (2.12), one obtains

R Q

f(R, )dQdR + fP= + Vpof(RQ)dQdR. (2.20)
R Q RT 8p x,

s DKn

Factoring out terms independent of pore orientation and proceeding in the same manner as

above, the smooth field total flux is given by

Jj

Nr=- i S DKn,s,

pore i XS

s DKns,i

Vp R 01p 1 )
3RT porei 8dP XS

9s DKfls,)

(2.21)
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in which J,,i are the components of the diffusion fluxes in pore i, for each species, s.

As discussed by Jackson [20] and others [47,48] the development of the FSM assumes

that the smooth field approximation is valid in all pore sizes. This means that the pore space is

thoroughly cross-linked, such that the scalar projection of the smooth field, particle-scale species

gradients in the direction of a pore axis yields the species gradient in that pore. If the pore-space

is cross-linked sufficiently, this assumption is typically satisfied for larger pores, but in the

presence of fast reactions, smooth field concentration gradients may be incorrect for micropores,

since the high surface area to volume ratio implies significant reaction and species gradients

along the micropores, irrespective of their orientation within the particle. The ARPM is useful in

approximating when the smooth field assumption breaks down, since pore-scale effectiveness

factors (discussed in Ch. 3) less than unity imply significant gradients along a pore. For

gasification conditions, simulations generally indicate that the fluxes in micropores may not

satisfy the smooth field assumption, while fluxes in larger pores do so. For oxidation reactions,

small mesopores may also fail to satisfy the smooth field assumption, while it is generally

satisfied in larger mesopores and macropores.

For a first order reaction, Jackson derives a correction factor to apply to pores in which

large pore-scale gradients exist, to be used in conjunction with a smooth-field flux model [20].

The method solves the same pore scale reaction-diffusion equation used in deriving the

effectiveness factor, but with boundary conditions that account for particle scale smooth field

gradients, and calculates the fluxes through the pore. This method is not applicable to non-linear

reactions. As Jackson has noted, the contribution of the micropores to the overall flux is, in most

cases, small compared with the total flux. This has been confirmed in our simulations. For this

reason, it was deemed safe to neglect the micropore contribution to the gas transport.
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Finally, as discussed by Gavalas [10] regarding the FSM, it is known that the assumption

of straight, infinite, cylindrical capillaries is not strictly accurate, given the modest aspect ratio of

pores encountered in practice and the fact that much of the pore volume is overlapped by more

than one pore, especially later in conversion. While this is not a problem in terms of assigning

the porosities in the context of the (adaptive) random pore model, it does alter the idealized

geometry on which the FSM is based. For this reason, following the idea of the bi-disperse DGM

developed in [24], in place of the pore radius, R,, in the FSM we have employed a hydraulic

radius for each pore size: rh , = 24, / S,. This is used in Eq. (2.21) and in calculating the Knudsen

diffusion coefficients used in the FSM.

2.4. Transport in the Gas Phase

In the surrounding gas film in which the char particle is entrained, mass transfer occurs

via continuum diffusion and radial convection due mainly to Stefan flow (the net creation of gas

phase molecules from heterogeneous reactions). The Maxwell-Stefan equations can be solved for

the diffusive fluxes of n-1 species, where it has been assumed that pressure gradients in the

boundary layer are negligible, giving [49]:

S 1 i J Vx . (2.22)
D RT j

The n'h diffusive flux can be obtained from the constraint that the fluxes sum to zero. Equation

(2.22) can also be arranged in matrix form,
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J = [Bf ]-'x RHS (2.23a)

x. " x~
B' jj)= + I (2.23b)

D n _=1 Dj-'
s#j

Bf (j, s) = -x i I (2.23c)
D D

RHS- =- Vx (2.23d)
RT

The radial velocity in the boundary layer is calculated from Eq. (2.3), since total pressure

is almost constant outside the particle and a separate equation for the gas phase momentum is not

necessary. Within the particle, Eq. (2.3) is used to calculate the pressure since pressure may build

up within the porous structure.

It was verified that the choice of the n'h species did not affect the numerical results.

Appendix A. 1 shows plots of species mole fractions using the model described here and in later

chapters, using both CO and N2 as the nth species, with indistinguishable results. However, it is

computationally faster to use, as the nth species, a species that is present in larger mole fractions.

2.5. Thermal Annealing

Annealing is a high temperature process that reduces the reactivity of solid fuel particles.

It is often cited as one of the main causes of unconverted carbon in combustion and entrained

flow gasification systems [27,50]. Carbon present in fly ash often is observed to be highly
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ordered at the atomic level [51]. Despite the relatively high carbon conversions achieved in such

systems, a typical coal with 10% (by weight) ash inclusions that is reacted to 99% carbon

conversion will result in ash that contains -8% carbon, rendering it unusable in concrete

applications [52].

Based largely on analysis using X-ray diffraction (XRD), annealing is thought to be

caused by an increase in atomic ordering of the carbon matrix, similar to the process of

graphitization [26,50]. Annealing has been shown to reduce the reactivity, compared to an un-

annealed char, by up to two orders of magnitude [53], with potentially even greater reductions

[27]. Jenkins et al. found that when subject to identical heat treatments between 873 and 1273 K,

the loss of oxidation reactivity was highest for lignite char, followed by bituminous and

anthracite char, respectively [40]. Senecca et al. found that deactivation of coal chars was more

severe than deactivation of petcoke [54] and Zolin et al. found that char from leached wheat

straw deactivated to a greater degree than coal char and petcoke [53]. In general, it is thought

that the more disordered a carbon's structure, the greater the propensity for annealing.

In addition to increasing the ordering of the char structure, annealing is also thought to

affect the char's reactivity via transformations of the dispersed catalytic inorganic inclusions in

the char, if present in significant quantities [50,55,56]. This is believed to occur via a sintering -

induced loss of catalytic activity for the heterogeneous char oxidation and gasification reactions.

It has also been suggested, based on XRD analysis, that the two phases interact to reduce the

char's reactivity: inorganic inclusions act as catalytic sites to increase the ordering of nearby

carbon crystallites, the latter being directly correlated with the char's reactivity [56]. Loss of char

surface area during heat treatment may play a role as well, although this is thought to be less of a

factor than atomic carbon and mineral rearrangements [54]. The presence of oxygen during
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annealing has been shown to mitigate annealing, to some degree, when the temperature is below

1200 0C, possibly due to the fact that oxygen chemisorbs in this temperature range and inhibits

the rearrangement of graphene layers [57].

The annealing model originally developed by Suuberg et al. [26] and its subsequent

modifications [27,53] has been applied in this study. This model is able to describe the

experimentally observed rapid reduction and subsequent plateau in reactivity when char is

subjected to an isothermal heat treatment, as well as the observation that the activation energy for

annealing increases for higher temperature heat treatments [27]. The interpretation of these

observations is that fresh char contains active sites with a distribution of activation energies for

annealing, Ed. Initially, the char undergoes rapid atomic rearrangements upon heating, but as the

lower activation energy rearrangements approach completion, further solid-phase

transformations require ever higher temperatures. Hurt et al. employed a log-normal distribution

for the initial annealing activation energies [27], while Zolin et al. used a shifted gamma

distribution based on experiments performed with a variety of chars [53].

In this study, the initial normalized distribution of active sites, F, as a function of

annealing activation energies, Ed, is a shifted gamma function,

=( Ed -g "-1 (Ed -g

F(Ed,t = 0)= exp - . (2.24)
17(a )p"a

Annealing destroys active sites as a first order process in the remaining active sites, for each

annealing activation energy,
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S -dF exp E . (2.25)

This equation can be integrated, using the initial distribution of active sites, to yield the updated,

normalized distribution of activation energies,

F(Edit)= ( )a 1 exp C (Ed ) _ deX -T)E (2.26)

The fraction of active sites remaining at any time, N(t)/No, is obtained by integration over all

activation energies:

N(t) = fF(Ed)dEd . (2.27)
No 0

The char's post-heat treatment reactivity towards 02, C0 2, etc. at any time, kHT, is the original,

un-annealed reactivity, ko, multiplied by the fraction of active sites remaining, N(t)/No.

kHT =k 0 N(t) (2.28)
No

The same formulation may be used whether the heat treatment is isothermal, or as is the

case in practice, the temperature varies significantly with time. Although not stated explicitly in

[25], this may be handled by dividing the temperature-time history into discrete time bins of
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uniform temperature, and applying Eq. (2.25) to each bin. The initial condition for each bin is the

distribution function F(t, Ed) where t is now the time at the end of the previous bin. This

continues for each temperature-time bin, giving the following equation for the fraction of active

sites remaining at a given time:

(Ed - "- r (Ed -3) -E
F(Ed,t)= exp - exp - Adbinexp (2.29)

1(a) Q in RTbin

which can again be integrated over all activation energies, Ed, to obtain kHT. Equation (2.29) is

the equation governing concurrent annealing incorporated into the modeling framework.

2.6. Kinetics

The determination of reaction rate expressions and their associated kinetic parameters for

heterogeneous reactions is quite difficult. Not only is it necessary to perform measurements that

are free from transport limitations (preferably at all scales), but complications arising from the

heterogeneity of the char structure must be taken into account if the mechanism and parameters

are to be used for chars and operating conditions different from those of the kinetic experiments.

The intrinsic reaction rate of char with oxygen, carbon dioxide and steam is highly dependent on

the parent coal or solid fuel, the conditions to which it is subjected during devolatilization and

the spatial and size distribution of catalytic mineral inclusions, such as K, Na, Ca, Mg and their

oxides, within the char [58,59]. The latter is thought to increase in importance as rank of the

parent coal decreases [58]. These factors all influence the concentration of active surface sites on

which the heterogeneous reactions occur. Ideally, universally applicable intrinsic kinetics

(normalized per unit of reactive surface area [43] for each reaction) could be determined if a full
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heterogeneous reaction mechanism was formulated and was valid for different chars, if the

catalytic effects of mineral inclusions were quantified and if the effect of carbon crystallinity on

the reactive surface area could be elucidated. However, since such a task is daunting, it is

necessary to determine reaction rate forms valid for a subset of chars and preparation conditions

and to absorb differences between individual chars (due to hydrogen content, catalytic effects,

etc.) into the reaction rate coefficients. To obtain reliable rate data for a given solid fuel and char

formation conditions, this necessitates the performance of measurements for a particular char

under the relevant operating conditions.

Heterogeneous reaction mechanisms can be described by a range of kinetic expressions.

The simplest are power law expressions, of the form,

R=kF;" (2.30)

with a rate coefficient given by the Arrhenius expression

k = A exp(-E/RT). (2.31)

This type of expression can be fit to experimental data to determine the order of reaction, n,

using measurements of log R vs. log Pi, whereas A and E can be determined using Arrhenius

plots of log k vs. I/T. These expressions are limited in validity to pressure ranges under which

the measurements were taken and for which the order, n, is observed to be constant.

Furthermore, despite the fact that k accounts for a dependence on temperature, the range of

temperatures over which a power law expression is valid may also be limited, due to the fact that
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in different temperature ranges, the elementary surface pathways governing the overall reaction

may change. For instance, it has been suggested by Hurt and Calo [60], based on their review of

work by many researchers (e.g. [61-63]), that as temperature increases, the overall reaction

order for char oxidation goes through a minimum, due to the fact that, according to their

mechanism, at low temperatures the reaction is oxygen-surface-complex controlled, at

intermediate temperatures it is desorption controlled and at high temperatures it is adsorption

controlled. However, it is difficult to perform kinetic measurements at higher temperatures due

to diffusion limitations, which must be accounted for in a simplified manner. This results in

significant uncertainties when trying to extract diffusion-free kinetics at high temperatures.

It should be noted that experimental evidence exists suggesting that power law

expressions are valid for char oxidation reactions, spanning several orders of magnitude in

oxygen partial pressure [64]. While power law rate forms are sometimes thought to lack a clear

theoretical basis, it has been shown that for heterogeneous reactions, the distribution of

activation energies for desorption due to the heterogeneity of surface sites can lead to persistent

n ' order behavior [64]. This behavior has been noted in the literature over a range of total and

partial pressures, up to PTotal= 32 atm [65].

As mentioned above, since char gasification reactions occur on surfaces, some type of

adsorption, reaction and desorption mechanism must occur. Furthermore, when a mixture of

several gas species is present, more complex rate mechanisms based on these phenomena can, in

principle, account for the inhibition of the reaction by reactant or product species. This is

especially important during char gasification, which occurs in a background gas of CO 2, CO, H2

and H2 0, typically at high pressures. Examples of this type of reaction mechanism are the

Langmuir, Langmuir-Hinshelwood and semi-global (three step) kinetic mechanisms that have
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been proposed for char oxidation [60,66] and gasification (e.g. [67-70]). Based on a

comprehensive literature review, Liu and Niksa recommend this type of mechanism for

combustion and gasification at high pressure [70]. Equation (2.32) shows the proposed

expression for oxidation, while Eqs. (2.33) shows the expressions for gasification

k k2 Po +kk 3 P
R =k 3 2 (2.32)

c' kIPo, +k3/2

k P
RC+H -

6 H,O
CH,0 k k k k (2.33a)

1±4 P - k6 + k6
co, + co+ PH,0 H,

k k k, k, -

kzP
Rc+co4 'CoC, (2.33b)

kp k kp k61± 4 P o+ + 6 PH +
k5 C k 5 k , k ,

While different elementary processes have been incorporated into such mechanisms, the

commonality is that the surface intermediates are assumed to be in pseudo-steady state, which

permits the formulation of rate laws containing only the concentrations of major species. The

rate laws resultant from this assumption also contain a single expression for the overall reaction

rate (either char consumption or gas production). Even more elaborate approaches relax the

assumption that surface intermediate species (e.g. surface oxides) are in quasi-steady state, and

the reaction expression must therefore be written as a multi-step mechanism that explicitly

includes the concentration(s) of surface intermediates [71,72].
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The heterogeneous reaction rate expression employed for a given (set of) reaction(s)

necessarily depends upon the application for which it is being employed. When considering the

fitting of experimental data taken in the kinetic regime in the presence of a single reactant and at

low pressures, it is often sufficient to employ power law kinetics. Conversely, for applications in

which high-pressures and multiple inhibiting species are present, the use of independent power

law expressions may give erroneous results [36,68-70] and more detailed expressions should be

considered. In other words, the choice of kinetic expressions should be done on a case-by-case

basis and depends upon the experimental kinetic characterization that is available and the

application for which that expression will be employed.

The single particle model in this thesis considers both heterogeneous and homogeneous

reactions. The question of whether homogeneous reactions occur within the pore space (or within

certain pore sizes) or only in the boundary layer appears to be unresolved, but in any case, it is a

simple matter to modify the model one way or the other. In this thesis the homogeneous

reactions have been confined to the particle boundary layer. As the model focuses on the

interplay between transport, kinetics and pore structure evolution, species equations for surface

or gas phase intermediates are not solved. Therefore, adsorption/desorption mechanisms which

assume the intermediates to be in pseudo-steady state, like Langmuir-Hinshelwood expressions,

can be incorporated, but detailed kinetic mechanisms for gas-phase or solid phase reactions are

not included in the modeling framework at this time. Up to six gaseous species may be present

(02, H2, H 2 0, CO, CO 2 and N2 ), with three heterogeneous (Rl-R3) and two homogeneous (R4,

R5) reactions considered:
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C+CO2 ->2CO (RI)

C+ 02 -> CO+ C 2 (R2)
2(j+1) - + J1+1

C+ H2O -> CO+ H2 (R3)

CO+ 02 ->C2 (R4)

H 2 
+  2 0-> H1 0 (R5)

The expression for homogeneous reaction (R4) is from [73] and that for (R5) is taken

from [74]. A final issue needing clarification is the CO/CO 2 product ratio for reaction (R2). We

adopt the results of Tognotti et al. [75] for Spherocarb oxidation, which gives,

j = 70exp(-3070/T). (2.34)

2.7. Fragmentation

Fragmentation of char particles during combustion and gasification can influence carbon

conversion and the production of particulate matter, having a positive effect on the former and a

deleterious effect on the latter. Kerstein and Niksa explained the observation of char

fragmentation using percolation theory, which studies the connectivity of disordered media and

the impact of the local structure on the connectivity of the entire lattice [76]. As the solid char is

consumed by reaction, its porosity increases to a level at which the connectivity of the solid is

insufficient to maintain its structural integrity.

When the pore network is assumed to be random, Kerstein and Niksa found that the

predicted critical porosity, at which the structure undergoes a sudden transition from a
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connected, infinite lattice to a disconnected lattice, is near 70%, irrespective of the pore shape

and size [76]. This model can be applied to particles of uniform porosity, for which the entire

particle is viewed as the infinite lattice and disintegrates at once, or to conditions in which the

porosity varies throughout the particle (zone 1I) and fragmentation occurs locally when the

critical porosity is attained. The latter scenario requires that local volume averaging holds; in

other words, the variation in porosity with location in the particle must occur over scales larger

than those of the pore radii or distance between pores. They also found that for five different

types of graphite and amorphous carbon, the critical porosity in the kinetic regime was between

50% and 85%, although the particular value was distinct (and repeatable) for a particular carbon

sample [76]. For coal combustion and gasification, however, a given feedstock produces a wide

range of char particles during devolatilization, in terms of density, porosity, pore size

distribution, etc.

Other researchers have investigated char fragmentation using simulations of the

consumption of ordered or disordered lattices. Sahimi and Tsotsis [77,78] simulated the

consumption of porous solids in the kinetic and diffusion-limited regimes on square and cubic

lattices and derived the exponents for scaling laws for the size and number of fragments at any

time in the conversion. The fragments that result from char burning in the diffusion-limited

regime are much smaller than those obtained when fragmentation occurs uniformly throughout

the particle. Salatino and Massimilla performed a Monte Carlo simulation of a 2-D lattice and

also concluded that increasingly severe diffusion limitations yields smaller fragments [79].

Using imaging of single char particles derived from four coals of different rank during

combustion at 1250 K, Hurt and Davis found that peripheral fragmentation was a relatively rare

event and speculated that in more realistic combustion conditions, fragmentation behavior is the
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result of a competition between adhesive and disruptive forces [80]. For particles with high ash

content, the char particle size changed little during this low temperature combustion, likely due

to the ash maintaining a solid framework around which the combustion occurred. When the

lower ash content particles experienced noticeable fragmentation, spontaneous agglomeration

was often observed. It should be noted, however, that the resolution was only sufficient to see

fragments of size 2-4 pm or larger.

In a series of papers, Kantorovich, Bar-Ziv and coworkers formulated a combined model

of fragmentation and non-fragmenting shrinkage which is quite complex [81-83]. Their main

conclusion, with respect to fragmentation, was that only meso- and macro-porosity contributes to

fragmentation, whether in zone I or zone II. Shrinkage was determined to originate in the

microporous regions.

Using resistivity measurements and optical imaging, Bhatia and Feng observed peripheral

fragmentation during char reaction in zone II conditions [84]. During peripheral fragmentation,

the char size was observed to shrink and many fragments, as small as the optical resolution of

400 nm, were observed. Their results also were consistent with the model of a local critical

porosity being maintained at the moving char surface as peripheral, percolative fragmentation

occurs [84], consistent with the model of Gavalas [11] discussed below.

While percolative fragmentation is actually a discrete phenomenon, with a distribution of

finite particle sizes [78], it can be modeled using an equation for a continually moving particle

radius, since the fragments are quite small for the case of perimeter fragmentation [84].

According to this model by Gavalas, there are two stages to the particle's size evolution. Prior to

the outermost volume of the particle achieving the critical porosity, i.e. when #(ro, t)< #citica/I the

67



recession of the particle radius due to reaction on the external surface is minimal [10,11]. Once

the critical porosity/conversion is reached at the outermost section, an equation for the particle

radius can be obtained by taking the total time derivative of #(r = s(t), t) =#W,iim , which yields

[11]:

d-- -+ 0, 
(2.35)

dt ar dt at

which can be rearranged to give,

0 if (s = r., t) < 0 wia

ds trt if g(s(t), .t (2.36)

dt -3 1 ar ir=R(t) f (St )=Ocica

This is the differential equation for the evolution of particle radius, for the case of peripheral

fragmentation, that has been incorporated into the modeling framework. Char, as well as any ash

contained therein, is liberated and assumed to react quickly, away from the particle.

2.8. Ash Behavior

Not all chars exhibit fragmentation during reaction in regime I or II. While the reasons

for this are not known, one possibility for the absence of fragmentation is the presence of ash.

For some high ash chars reacting at temperatures below ash melting, it is possible that a solid ash

shell remains surrounding a carbon rich core, causing the particle to maintain its original size.
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However, in many practical cases, the temperature of the particle is such that the included ash

will become soft, sticky or melted. It is possible that the presence of sticky ash inclusions

prevents the char from fragmenting. In such a case, the ash particles would not be liberated once

local conversion reaches unity, but rather, ash particles would adhere to the receding char

particle surface [85,86], possibly contributing to an increased resistance to gas transport late in

the particle's conversion [27].

The behavior of the included mineral manner is one of many factors that affects the size

and composition distribution of the fly ash and much work attempting to understand and predict

those distributions using available physical and chemical characterization of char particles has

been performed [85-88]. These researchers model char combustion with shrinking core behavior

and follow the evolution of the number, size and composition of ash particles as they adhere to

the receding surface. Some inputs regarding the fraction, size, composition and coalescence

properties of the ash particles are required. Monroe and coworkers used a Monte Carlo

simulation and assumed instantaneous coalescence of ash droplets on the surface of cenospheres

[85]. Barta and coworkers successfully predicted the size and SiO 2 distribution of a lignite's fly

ash for the combustion of a distribution of coal particles by combining the particle-level random

coalescence model [86] with the urn model [87] and using computer controlled scanning electron

microscopy to obtain the required inputs. In the model of Barta et al. [86] the char burning

proceeds first as a shrinking core (external diffusion control), during which the number of

coalesced particles on the receding char surface is calculated following Mack [89], and

eventually in kinetic control, which results in the fragmentation of the char and the release of the

partially coalesced ash.
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Miccio et al. [90] and Kurose at al. [91] used Monte Carlo simulations that considered

ash migration within a burning char particle. The ash coalescence was assumed to occur over a

finite time and the results are highly-dependent on the mobility of the ash inclusions (which, in

turn, is dependent on ash softening/melting/fluid properties and the particle temperature). The

simulations indicated that a range of behaviors are possible: inhibition of percolation occurred in

the presence of large amounts of immobile ash, many fragments formed for intermediate ash

mobility, while only a few large fragments remain when ash mobility is high (which is similar to

the assumption of instantaneous coalescence) [90].

While the single particle model developed here is not concerned with the properties of the

resulting fly ash distributions, ideas from the above-referenced works that pertain to the behavior

of ash within single char particles have been incorporated into the modeling framework.

Modeling char/ash morphological behavior in the limiting case of a coherent ash structure

corresponds to char consumption occurring within a particle of constant size. This may be

realistic for chars with a large fraction of ash that does not undergo melting. For chars with little

ash, whether or not the ash is mobile and undergoes coalescence, it may not be present in

sufficient quantities to inhibit the percolation behavior of the char. In such a case, it can be

assumed that if the char undergoes fragmentation, the ash inclusions simply fragment away as

well. When ash is present in sufficient quantities and the particle temperature and ash properties

are such that the ash possesses sufficient mobility, the adherence and coalescence of sticky may

be responsible for char particle size reduction without fragmentation [27].

In modeling such a case in the present framework, there are essentially three stages to

the evolution of the particle's radius, rather than the two that exist for the case of peripheral

fragmentation outlined above. During the first stage, the particle's radius is constant while its
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outermost volume hasn't been fully converted. Once the porosity at the particle edge reaches a

value approaching 100%, the particle begins to shrink with ash particles adhering to the surface.

These two stages are identical, mathematically, to the two stages that exist for peripheral

fragmentation, with the only difference being that in the case of ash adherence, the "critical

porosity" is closer to unity. During the second stage the ash particles are assumed to be too few

in number to affect the transport of gas to and from the porous matrix.

Once the particle's surface has receded enough to liberate a "critical volume" of ash, a

continuous ash layer is formed [27]. There are now three separate regions in the computational

domain: porous char, porous sticky ash and a gas-phase boundary layer. Due to the process of

ash melting/sintering that occurs at a finite rate, the porosity of the ash layer may decrease in

time. However, since the outermost portion of the ash layer has been exposed and free to

coalesce for longer than portions closer to the char surface, the porosity of the ash layer may also

be a function of position. Once the porosity (at any radial location) within the ash layer decreases

below a given threshold, such that diffusion of reactants is no longer possible, it is assumed that

all reactions cease and any remaining char has been encapsulated inside the ash.

In this thesis, this critical ash volume is calculated as follows. Ash inclusions are assumed

to be spheres of radius Lash, which become exposed on the particle surface as it recedes. The

probability that any point on the char surface is covered by a particular ash particle is

Pr(particular ash)= sh (2.37)
4rrs(t)2

and therefore, the probability that a point on the surface is not covered by any ash particles, is

71



Pr(no ash) =
N ash

1- 4"2ash

and the probability that a given point is covered by any ash particle is

Pr(any ash) = 1-
L N ash

Lash

4rrs (t)2

where the total number of ash particles on the char surface is given by,

3

Nash (t) =1 Nash,total

and,

N sh total - Vashtotl

3

- fah Ro
Lash

Substituting into Eq. (2.39) we obtain,

s [ S (t 3 J ash K 0 5 h 3
"ash - LsPr(any ash) =1 -K-

72

(2.38)

(2.39)

(2.40)

(2.41)

(2.42)



The critical coverage can now be specified and compared to the calculated surface

coverage given by Eq. (2.42). Once this threshold is achieved, the ash layer adhering to the

surface is assumed to constitute its own layer and the calculation of two separate moving

boundaries, s(t) and rash(t), is required. This derivation assumes that the ash particle radii do not

change before the critical volume has been reached, which is not strictly accurate, since

coalescence of ash particles will occur and change the particle size.

Loewenberg [38] calculated the radius of a char particle with a surrounding ash layer,

rash(t), using a balance on the mineral matter contained in the char and the instantaneous char

radius, s(t). A balance on the mineral matter in the char that is modified to allow the ash layer

porosity to vary with position, assuming none is lost to vaporization, yields

rsh (t)

r.fash s3 (ash 
2  

ash (r, t))dr. (2.43)
s(t)

We are interested in solving for rash(t), which only appears in the limit of the integral in Eq.

(2.43). Taking the time derivative of both sides and using the Leibnitz rule on the integral gives

ds 80t) a -#, (r, t)) dr ds
faS2 ash r~dr r 2h ash ash ash s 2  ash (2.44)

dt 8t dt_ dt
s(t)

It will be assumed that the local porosity of the ash layer is a linearly decreasing function (with

rate T ) of the time that the ash is both above the softening temperature and exposed on the

surface of the char, which can be represented using a sigmoid function,
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td

0ash (r,)ash, -t) = -[,, 0 (2.45)
t~exposed(r) as x [I01h m 7elt)

If the ash temperature is assumed to be uniform, which is fairly accurate, the integrand in Eq.

(2.44) is only a function of Tasi(t) and is independent of position. It can therefore be brought

outside the integral, which is now easily evaluated. Equation (2.44) can be rearranged to give an

equation for the ash layer thickness as a function of the char particle radius, its time derivative

and the rate at which the ash is decreasing in porosity:

S2 (t " St 'hds -Y - (r' ht W)- S' W

dras ( dt 3 (1+exp[-10(T s, -T1 ,,) (2.46)
dt rsh ( 1 ash (rash (t))]

Equations (2.45) and (2.46) are the equations governing ash layer behavior incorporated

in the model. Unless there is a discontinuity in the value of the ash porosity at the char/ash

interface, then the first term in the numerator of Eq. (2.46) is zero. Note that the linear rate of

decrease in ash porosity, Y, is simplistic, not least due to the fact that the porosity obviously

levels off as it approaches zero. However it is necessary for a tractable solution, because other

forms would not allow the integral in Eq. (2.44) to be evaluated analytically. Also note that the

entire reaction ceases when the porosity anywhere in the ash layer reaches some minimum

(percolation) threshold. This is physically plausible as well as necessary to maintaining Eq.

(2.44) independent of r. This somewhat alleviates the problem of a linear rate being unrealistic

74



near a porosity of zero, since the porosity would never approach zero before reactions have

ceased.

Finally, gas diffusion through the ash layer must be described. The dusty gas model

approach is adopted (FSM with a single pore size) with an average pore size given by the

hydraulic radius, R,,h= 2#ash / Sash .The porosity of the ash is given by Eq. (2.45) and the surface

area of the ash has been taken as constant, but could be made a function of #ash and further

information on ash particle size.

2.9. Conclusions

There are several chemical, transport and morphological processes that are important to

incorporate in a generally applicable model of char combustion and gasification, and these

processes have been reviewed in this chapter. A spherically symmetric, transient model of a

reacting, porous char particle and its surrounding boundary layer has been developed which

incorporates the flux relations of Feng and Stewart with a slight variation and the adaptive

random pore model (to be described in Ch. 3), both of which are consistent with an evolving,

discrete pore size distribution. The modeling framework also allows for different types of kinetic

expressions, concurrent annealing, particle size reduction and the possibility of ash adherence to

the particle surface, although the latter sub-model requires the specification of several parameters

which may be difficult to determine experimentally.
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Nomenclature and Units

A = pre-exponential factor (mol /m 2c s (atm)") or (g /m 2c s (atm)")

Ad =pre-exponential factor for annealing (1I/s)

B1 = matrix defined by Eq. (2.9) (s/m 2)

Bo = Permeability (m2 )

C= concentration (mol/m 3)

C, = specific heat (J/mol K)

C(Ed)= post heat-treatment distribution of annealing activation energies (mol/J)

D = diffusion coefficient (m2 /s)

E = activation energy (J/mol) or (kJ/mol)

Ed= activation energy for annealing (J/mol)

lash =volume fraction of ash in char ()

f = fraction of pore volume

F= distribution of active sites with activation energy (mol/J)

J diffusive flux (mol/m 2 s)

i diffusive flux vector for all species (mol/m 2 s)

k thermal conductivity (W/m K)

k, kHT = (post-annealing heat treatment) reaction rate constant (molc /m2c s (atm)")

i = unit vector along pore axis

loj = total length of pores i per unit volume (m/m 3

Lash = radius of included ash particles (m)

MW= molecular weight (g/mol)

n = number of pore bins, number of gas species, or reaction order
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nj = expected number of intersections of pores i andj per unit length of pores i (1/m)

N(t)/No = fraction of active sites remaining ()

N= Species flux (mol j/m2 s)

Nro, = Convective flux (mol/m 2 s)

p = pressure or partial pressure (Pa) or (atm)

q, q, = pore growth variable (uniform or individual) (m)

qrad= radiative heat flux (W/m2 )

r = radial position (m)

rash= position of moving ash boundary (m)

r= = hydraulic radius (m)

R pore radius (m)

91 intrinsic heterogeneous reaction rate (mol/m 2c s)

R universal gas constant (J/mol K)

RHS= vector of driving forces for diffusion (mol/m4)

s position of moving char boundary (m)

S total pore surface area (m 2c/m 3)

Si pores i surface area (m2 c/m 3)

t = time (s)

T = temperature (K)

u = radial velocity (m/s)

x = mole fraction

X= total solid conversion (-)

V = volume (m 3 )
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Greek Symbols

a = shape parameter in gamma distribution

#8 = scale parameter in gamma distribution, or sigmoid function defined in Eq. (40)

3= shift parameter in gamma distribution (J/mol)

#= porosity (m 3pore i/m3 )

#Tt = total porosity (m3 pore/m 3)

r
7
ik = effectiveness factor for pore i in reaction k (-)

p= viscosity (kg/m s)

v = stoichiometric coefficient (mol/mol)

p = density (kg/m 3)

PTrue= true solid density (helium density) (kg/m 3)

= dimensionless radial coordinate (-)

4 coefficient in determining CO/CO 2 ratio from reaction (R2)

A = expression for DGM or FSM defined in text (m2/s)

Ah, = heat of reaction at a given temperature (J/mol)

CD = Thiele modulus (-)

F = gamma function

T = rate of decrease in ash layer porosity (1 /s)

Q = pore orientation (str)
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Subscripts

0 = at initial time t=0 or initial conversion X=O

ash = property of ash

bin = associated with particular annealing temperature bin

bulk = property at the bulk gas conditions

continuum = molecular diffusion coefficient

critical= at the critical conversion or porosity

C = char

eff= effective coefficient accounting for gas and solid phase

Final = at final time, at X=1

gas = property of gas

hold - length of time at a given temperature heat treatment

i = pore size

j= gas species

k = reaction index

Kn = Knudsen diffusion coefficient

melt = Temperature at which ash "melts"

s = at location just below or beyond porous medium/gas interface

s = gas species

solid = property of solid

t = gas species

Tot =total

True = helium density
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Chapter 3. An Adaptive Random Pore Model for Multimodal Pore Structure Evolution

3.1. Introduction

The structural evolution of porous particles undergoing gasification or combustion in the

kinetically-limited (zone I) or pore diffusion-limited (zone II) regimes is important for predicting

burnout behavior provided intrinsic kinetic expressions are known, and conversely, for

determining proper intrinsic kinetic data from zone I experiments [1-4]. Many models of pore

structure evolution have been developed [5-8], with the random pore models (RPM) being the

most ubiquitous due to their relative simplicity and success at reproducing experimental data

obtained under kinetically controlled conditions.

Many porous solids, including coal and biomass char, are known to possess multi-modal

pore structures [9,10]. Even in what is ostensibly the kinetically controlled regime, it has been

observed that pore sizes below roughly 1-2 nm may not participate in certain char gasification

reactions, and therefore, the entire initial surface area may not always be the correct initial

structural data to be used as input to the pore structure evolution model [1,6,11-13].

It was observed by Hurt that CO 2 did not react significantly in the micropores of a sub-

bituminous coal char, possibly due to the preferential location of catalyst particles in the larger

pores, or the fact that very small pores represent less reactive regions between basal planes [1].

Other researchers have observed on several occasions that 02 does not react significantly in char

micropores with radii below 1-2 nm, and this has been attributed to: (i) slow activated diffusion

of 02 in these small pores [10,14], (ii) a reaction mechanism that leads to strong chemisorption

of oxygen on micropore surfaces [15], or (iii) micropores comprising less reactive sites between

basal planes, which can be revealed by the removal of relatively large, obstructing hydrocarbon

molecules, but which do not participate in oxidation reactions [13].
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Consequently, depending on whether the reactant is oxygen, carbon dioxide or steam,

normalized reaction rate versus conversion curves can exhibit widely differing behavior for the

same char. This is manifested in the observation that for chars with significant initial

microporosity, the normalized rate versus conversion curve may exhibit a distinct maximum

when reacted with oxygen, while it may be monotonically decreasing when reacted with carbon

dioxide or steam [10,15]. Other studies on coal chars which apparently contain significant

amounts of closed porosity conclude that 02 is more effective than CO 2 at opening micropores

early in the conversion process, by removing disorganized hydrocarbon molecules leftover from

pyrolysis, but that neither gas actually reacts substantially on the surface of the micropores

[13,16].

To apply a pore structure evolution model when intra-particle species gradients are

present, the practice has typically been simply to apply the same structural evolution equations

locally, while also solving a species conservation equation to account for the fact that the

reactant concentration will vary across the porous particle [17-20]. This implicitly assumes that

at each position in the particle, the entire pore structure evolves in the same manner with local

conversion, although this evolution may happen at varying rates due to the intra-particle species

and temperature gradients.

In the pore diffusion regime, zone II, typical of many combustion and entrained flow

gasification processes, simulations have indicated that the pore structure evolution has strong

effects on the temperature, burnout times, fragmentation, ignition and extinction behavior of

reacting porous char particles [18-20]. Specifically, when the available internal surface area

increases and displays a maximum with conversion, particles burn at higher temperatures, ignite

at lower ambient temperatures, experience extinction at higher conversions and have lower
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burning times than particles with an available internal surface area that decreases monotonically

with conversion. Furthermore, under certain conditions the latter particles exhibited a conversion

profile with a maximum inside the particle, while the former always had the maximum local

conversion at the particle surface [18-20]. These particle-scale effects are due to both the

influence of the pore surface area on the heterogeneous reaction rates as well as the influence of

the pore structure on the intra-particle diffusion of gaseous species. It should be mentioned that

these authors [18-20] modeled the intra-particle fluxes using the Dusty Gas Model, while other

flux models that explicitly account for the distribution of pore sizes could also be implemented

[21].

During entrained flow gasification and oxy-combustion in particular, coal or biomass

char particles with multimodal porous structures may be subjected to multiple reactions with

widely varying rates, which may occur concurrently or sequentially. Since in most cases the

reactions occur in the regime of mixed kinetic/intra-particle diffusion control (zone II), the

evolving porous structure plays an important role in both the heterogeneous reaction rate as well

as the intra-particle transport. Because of species gradients, temperature gradients or time-

dependent boundary conditions, at certain times and locations within a char particle the

conversion may occur on the surface of the smallest pores, e.g., if C+H 20 is the main reaction at

that location and time, while at other times and locations the reaction may proceed mostly on the

surface of larger pores, e.g., if C+0 2 is the main reaction at that position and time. The resultant

pore structure evolution with local conversion will therefore not be the same throughout the

particle and cannot be predicted based solely on the initial structure. This will in turn affect the

reaction rate and intra-particle gaseous transport and may influence particle temperature, burning

times, relative reaction rates, etc.
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The above considerations indicate that in contrast with the often-invoked assumption, as

conversion proceeds and the intra-particle gradients develop, the solid structure does not

necessarily evolve in the same manner with local conversion at different positions in the porous

solid. Additionally, due to local species and/or temperature variations, a given location may shift

in time from reactions occurring on one subset of pores to reactions occurring on a different

subset. Furthermore, the assumption of a strict cutoff of pore sizes, e.g., 2 nm, that participate in

a given heterogeneous reaction may not always be realistic, since this implies that the entire

range of pore sizes considered by the structural evolution model (i.e. above the cutoff) are

exposed to the local smooth field concentration of reactant, while pores below the cutoff size are

assumed not to be penetrated by reactants whatsoever (although they may contribute a constant

additional surface area considered as surface roughness [6]) .

In other words, most random pore models designate the pores, a priori, as either being in

kinetic control (with full reactant penetration) or in complete diffusion control (with no reactant

penetration), but a particular pore size cannot be in mixed control and cannot switch from one

regime to the other with time or with location. In what follows, concepts introduced by several

researchers [2,6,22-24] are used to relax these assumptions and extend the RPM to account for

various pore sizes growing at different rates depending on the local, instantaneous pore-scale

reactant penetration throughout the solid particle. This is accomplished by incorporating pore-

scale effectiveness factors, consistent with the random pore geometry, into equations for the

growth of individual pore sizes.

This extension has important implications for particles reacting in the kinetic regime and

for conditions of industrial relevance in which intra-particle gradients are present (zone 1I) and/or

gaseous reactants change over the course of conversion, making it likely that pores of certain
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sizes will behave differently according to their location in the particle and with time.

Furthermore, under zone II conditions, in addition to affecting the internal surface area (and thus

the reaction rate), the pore structure evolution affects the intra-particle fluxes as well. When the

structure is not strictly unimodal, implementation of a flux model that can explicitly account for

this multi-modal nature [22,25], such as the Feng and Stewart model [26] may be beneficial . In

such a case, accounting for various pore sizes growing at different rates can improve the

accuracy of the flux model as well.

In Sections 3.2 and 3.3 we review the original RPM in discrete form and implement a

slightly altered version using equations that allow the evolution of pores of different sizes to be

followed separately, which results in a framework with the flexibility necessary to overcome the

shortcomings mentioned above. In Section 3.4 we develop a method for quantifying the

participation of various pore sizes in any reaction, using pore-scale effectiveness factors, which

is consistent with the framework presented in Section 3.3. In Section 3.5 we apply the method of

Section 3.4 to normalize measured kinetic data by the participating surface area in order to

determine intrinsic (i.e. per unit surface area) kinetic rates. Like the original RPM, the current

modified version is completely predictive in nature if the necessary initial measurements are

performed. In Section 3.6, validation of the model using data from the literature is performed and

examples that illustrate the flexibility of the model in cases of intra-particle gradients and time-

dependent boundary conditions are presented.

3.2. The Random Pore Model

The random pore model, developed by Bhatia and Perlmutter [5] and separately by

Gavalas [6] (who called it the random capillary model), is the basis for predicting the structural
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evolution of the porous solid and we will follow the development presented by Gavalas. The

RPM was derived under the assumption that the pores consist of straight cylindrical capillaries

with axes randomly located and oriented in three-dimensional space, although it can be extended

to pores of other shapes [13]. By simply measuring the initial porosity distribution with pore

radius, #(R), using porosimetry and gas adsorption experiments, the random pore model can be

used to predict the pore radii, surface area and porosity of the reacting porous solid at all

subsequent conversions.

Due to the assumption of randomly located pores, the density of pore intersections with

any plane is a Poisson process with mean, X, meaning that the number of pores intersecting a

spatial area element ds is given by k ds. Gavalas also demonstrates that the total length of pore

axes per unit volume is given by 1 = 2k, which is constant in time if no new porosity is created or

uncovered. Hurt modified the RPM to allow A to vary in time as a way of simulating the creation

of new pores, in addition to considering pore enlargement due to reaction [27]. The method was

used to explain the data of Hurt [28] and Murrell [29], but it is not fully predictive because the

ratio of conversion from pore creation to pore widening must be given as an input to the model

or adjusted to fit the experimental data.

In order to have the flexibility to allow various pore sizes to behave differently, we adopt

the discrete formulation of the random pore model as a starting point [22]. When species

gradients are present at the particle scale it may be advantageous to use a discrete form of the

RPM to provide consistency with an intra-particle flux model that is designed for multi-modal

porous structures [22,25,26]. The discrete formulation of the RPM assumes that at time t = 0

there are n discrete pore sizes with radii Roi and associated porosities $O', which are defined
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such that the largest pores at t = 0 are denoted by (R, , ) at all times, and smaller pores by the

subscripts i = n-1, n-2, etc.

Based on the volume of cylindrical pores i, the Poisson distribution dictates that the

probability that a point in space is not covered by any pore of size i, is:

Probability point not covered by any pore i = exp(-rlojR ), (3.1)

where the length of pore axes i per unit volume, including those axes that are overlapped by

larger pores, is lO,i= 2Xi (in Bhatia and Perlmutter's derivation and notation, the sum of all 1oi

would correspond to LEO rather than Lo) .

A volume which is covered by more than one overlapping pore size is assigned to the

largest pore size that overlaps it, which makes physical sense and is consistent with experimental

determinations of#(R) . Based on this definition and the fact that the probabilities of coverage by

different pore sizes are independent, it is possible to write equations for the individual porosities

corresponding to pores i, # , and the total porosity, #To, [22]:

= - exp (-rrl0 R) exp(-rc $ l01R ) (3.2)
j=i+1

n

# =1- exp(-rrl jR 2) (3.3)
j=1
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The right-hand side of Eq. (3.2) represents the probability that a volume is covered by a

pore i (the first term in brackets) and that it is not covered by any pores of sizej larger than i

(second term), which, according to the convention mentioned above, would render that volume

part of porej. The two probabilities on the right-hand-side of equation (3.2) are independent, and

therefore their product gives the joint probability of a volume belonging to pores i. Equation

(3.3) for the total porosity simply results upon summing equation (3.2) over all pore sizes i.

More conveniently from the standpoint of measurements, it is possible to rearrange

equation (3.2) in order to determine the total length of pore axes of each size, 'O , using the

discrete values of initial porosity, 0O,, and radius, R , which can be obtained experimentally:

1o'i ln n (3.4)

In order to model the changing structure (i.e. the pore radii, total porosity and pore

surface area) of the porous solid as it is consumed, most implementations of the random pore

model (with some exceptions that will be discussed later [23,30]) have assumed that all pores

considered by the model (either all the pores, or the entire range of pores above a cutoff radius)

at a given location increase their radii by the same amount, q(r, t), which depends on the local

conversion, X(r,t):

R,(r, t)= R (r)+ q(r, t) (3.5)

92



Based on Eqs. (3.3), (3.5), and by noting that as the pore radius increases by an amount

dq, the volume of the pores per unit volume increases by an amount d#= S dq, Gavalas obtains

an expression relating the pore surface area per unit volume, S, to the pore growth variable, q, by

differentiating equation (3.3) with respect to q (for clarity, from this point we drop reference to r

and t in equations):

S - (1-#oT), 2rclTo(Ro +q) =(1-#OT,,) 2rcoR, (3.6a)
aq

It can be verified, after some manipulations, that this is exactly equivalent to the equation

for surface area evolution derived by Bhatia and Perlmutter [5],

S = So (1- X)1- V ln(1 - X) , (3.6b)

where So is the initial surface area and the structural parameter of the random pore model, y,

given in terms of quantities employed in the random capillary model, is

(3.6c)

The surface area multiplies the intrinsic heterogeneous reaction rate, 91, (mol/m2 s), in

the differential equation describing the evolution of the solid conversion with time:
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dX -MW

d Prue (1 - 0 ,t) k

where MW is the solid's molecular weight, vc,k is the stoichiometric coefficient of the solid

(char) in reaction k and pTrue is the true solid density. Assuming an initially uniform porosity,

solid conversion, which varies from zero to unity, is related to the porosity by,

x = "t ", Tot

(3.7)

(3.8)
#Final 0,Tot

and upon substituting for $7,0, and ToT, in the definition of conversion and taking $Final = I even

with ash present, similar to Lu and Do [31], a quadratic equation relating q and X can be derived:

I loi q2+ 2vrloROej q+ln(1-X)=O. (3.9)

This closes the set of equations needed to determine conversion (Eq. (3.7)), pore radii (Eqs. (3.5)

and (3.9)), total porosity (Eq. (3.3)) and pore surface area (Eq. (3.6a)).
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3.3. Adaptive Random Pore Model (ARPM)

To address the shortcomings mentioned in the introduction, we implement for each pore size, i,

its own pore growth variable, q, (r, t), which is the amount that the radii of pores i have increased

at given location r in the particle, at time t, due to solid consumption:

R, = RO1 +q (3.10)

This gives one the flexibility to deal with situations in which the degree of participation

of pores i in different heterogeneous reactions varies with position and time according to reactant

concentration, temperature, conversion, etc. The differential equations describing the

consumption of the porous solid in time will be written in terms of dq,/dt, since writing the

differential equation as dX / dt will not be useful in this formulation, as will be discussed later in

this section.

We can determine the individual surface areas of pores i, S, (r, t), from the increase in

total pore volume due to an incremental expansion of pores i, dqi:

S, = ~ - "oT' -( (-#o,)2rdog' (RO' + q,). (3.11)
aq, aq,

Finally, although it is not necessary for implementation, to gain insight into the solid

conversion process, we also define for each pore size, i, its own conversion variable, XTrue,i.

However, using the usual linear relationship between conversion and porosity analogous to

equation (3.8),
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X, =_i0' , (3.12)
#Final,Tot - 0,Tot

is not meaningful in this case, because it accounts for changes in porosities other than solid-gas

reactions on pores i. In fact, using this definition, X could even become negative if # decreases

below $O, due to encroachment by larger pores. Rather, we define Xue,,i as the solid conversion

associated solely with the increases in 4, due to solid-gas reactions on the surface of pores i.

However, it is not convenient to use Xrue,i in the differential equations, because it will be

impossible to algebraically relate the various Xrue,i to the qi, which are needed in the expressions

for Si.

To elaborate on the last point, we note that although it is possible to use the Poisson

distribution to calculate the overlap volume between many different combinations of porosity,

correcting for the contributions to Xrue,i due to overlap cannot be accomplished without knowing

the history of the pore structure evolution. For example, consider a small volume which initially

contains solid (char), but at time t is covered by two different pore sizes. If the larger pore size

expanded into the volume after the smaller one, one must correct for the respective porosity gain

and loss caused by the overlap, because the overlap caused the porosities to be reclassified.

However, if a smaller pore expands into the volume after the larger one, no correction is

necessary, since the overlap volume is already included in the larger pore size by definition,

consistent with Eq. (3.2). Thus, knowledge of the order of the expansion of all pores is required

to make the corrections necessary to relate XTrue,i to qi algebraically.
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Therefore, we simply use qj as the state variables [22] and write differential equations

relating these variables to the solid reaction rates on the walls of pores i, as well as to pore scale

effectiveness factors, q1,, that quantify the participation of each pore size, i, in each reaction, k,

dq= f(I 1l,k, ',),k- (3.13)
dt k

The form of the right hand side of Eq. (3.13) and the pore scale effectiveness factors will be

discussed in more detail in the Section 3.4.

As mentioned above, both Bhatia [23] and Sotirchos et al. [30] have developed models in

which each discrete (or discretized) pore size evolves separately, and have analogues of

equations (3.10), (3.11) and (3.13). With the goal of modeling the structural evolution in cases

where pores may experience plugging (due to solid products possessing greater volume than the

solid reactants), those authors considered situations in which the reaction rate on each pore size

depends on the reactant concentration reaching the reaction surface after penetrating from the

pore surface through a product layer. Thus, reaction rate and pore growth could vary with pore

size and location in the particle.

This development differs from theirs in that we consider the effects of transport

limitations caused by the competition between reaction and diffusion throughout the entire

random pore structure, whereas Bhatia and Sotirchos [23,30] consider all pores, regardless of

size and interconnectedness, to possess the smooth field value of reactant concentration at the

pore surface. The different applications are manifested as different forms of the right-hand-side

of the pore growth evolution equations, Eq. (3.13).
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Although it is not possible to determine Xue,,i analytically, the instantaneous change in

XTruei is related to the instantaneous increase in qi by:

dXTrue, i - S, dq1  (3.14)
dt (1-0,Tot ) dt

and XTrue(r, t) is therefore given by numerically integrating

XTuei (q) = f SIdq , (3.15)

where qi is a dummy variable of integration. Si depends on the history of qj and all other qj,

which is the reason why numerical integration is necessary. Even though XTrhl, is not required

for implementation of the model, it is useful in analyzing the amount of conversion attributable

to reactions on various pore sizes.

To our knowledge, previous random pore models have not utilized separate q, and Si for

different pore sizes together with pore-scale effectiveness factors to quantify of the participation

of different pore sizes in different reactions. This extension of the RPM, embodied by Eqs. (3.2),

(3.3), (3.4), (3.10), (3.11), and (3.13), provides a framework with the flexibility necessary to deal

with cases when different pore sizes grow at different rates due to the interplay between transport

and kinetics, and allows the pore structure evolution to adapt to instantaneous, local conditions

within the solid particle. Equation (3.13) is now discussed in more detail.
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3.4. Pore-Scale Effectiveness Factors

Now that separate expressions for all of the variables associated with the individual pore

sizes have been given, it is possible to deal with the fact that at any location and time, any of the

pore sizes may be in a state between complete kinetic and diffusion control for any reaction. We

seek to quantify the participation of all pore sizes i, at any location, in each reaction k. This

information can then be used to describe how the individual pore sizes evolve by writing

appropriate ODEs for the individual pore growth variables, dq, /dt .

In the appendix of the original random capillary model paper [6], Gavalas uses the pore-

scale Thiele modulus [32], (D, a non-dimensional number representing the ratio of the reaction

rate to diffusion rate, to determine when pore sizes may be assumed to be in kinetic control so

that the RPM applies to those pores. Typically 1 <0.3 is sufficient to assume kinetic control and

therefore Gavalas checks to verify whether this condition is satisfied for all pore sizes considered

in his example. For a single cylindrical pore of radius Ri, with nth order kinetics (more complex

kinetic expressions could also be incorporated [33,34]), reactant concentration at the pore

boundary, CSF, intrinsic rate constant, kintrinsic,k, stoichiometric coefficient, u, length, L1, (to be

discussed later in this section), and an appropriate diffusion coefficient, Deff (to be discussed in

Section 3.5), the Thiele modulus is given by [35]:

L (n+1) 2Vkin, C"F
nsi- (3 .1 6 )

' 2 2 RDff
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We expand on this idea by calculating at all times (and locations, if smooth field

gradients are present) an overall effectiveness factor, ro,,t,i,k based on tk and the random pore

structure, which quantifies the degree of participation of pores i, in reaction k, in a manner that is

consistent with the geometry of the adaptive random pore model. The effectiveness factor,

qTgo, (we now drop reference to reaction k), is then used in conjunction with each individual state

equation dq,/dt to shift smoothly from full to partial to negligible reactant penetration for each

pore size i, and to allow the pores to evolve accordingly.

For the simple pore-scale, steady-state, reaction-diffusion equation on which the Thiele

modulus is based, it is possible to derive the effectiveness factor, q,, defined as the actual rate of

conversion in a pore i divided by the theoretical rate if there were no diffusion limitations in the

pore. For this situation, the effectiveness factor is given by [35]:

, tanh(I) (3.17)

Equations (3.16) and (3.17) are exact only for first order reactions, n=1. For other rate

forms it has been established that the use of the "general modulus" provides a good analytical

approximation to the exact solution [33]. For general nth order rates, the inclusion of the factor

(n + 1) / 2 in Eq. (3.16) results from the development of the general modulus (the original Thiele

modulus omits this factor).

Equation (17) represents the effectiveness factor for a single pore. However, the porous

solid has a distribution of pore lengths for each pore size i (recall that i refers to radius), so the

quantity of interest is actually an overall effectiveness factor 7ot,, (where the subscript "Tot"
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indicates it is a function of the distribution of pore lengths) defined as the actual reaction rate for

the entire length distribution of pores i, for each reaction, at a given location, divided by the

theoretical rate if there were no diffusion limitations in any of those pores. However, as we will

see, the fully coupled, non-linear nature of the final equations for the effectiveness factors will

limit our ability to solve for trr1 while also accounting for the full distribution of lengths, so we

will apply a first order analysis in determining qt, In other words, we will simply use the

mean pore length, Li, in evaluating (D in Eq. (3.17) and this will yield a first order

approximation to the mean effectiveness factor, q,, which we will take as qTr'j. Some of the

branching pore models, which assume a fractal porous structure with known pore lengths and

radii, have employed the concept of calculating a Thiele modulus and effectiveness factor for

each level of the assumed hierarchical pore structure [14,24,36]. Here we apply this concept to

the evolving geometry of the random pore model.

To derive the Thiele modulus given by Eq. (3.16), one non-dimensionalizes a simplified

version of a pseudo-steady reaction-diffusion equation (neglecting multicomponent diffusion and

Stefan flow) for the pertinent geometry, which in our case is a single cylindrical pore. One of the

parameters required for the Thiele modulus is the characteristic length for pore-scale diffusion,

which in this case is half the mean length of a pore i. Gavalas' derivation of the RPM is quite

flexible, and he derives the expected number of intersections, per unit length of pores i, between

pores i andj [6]:

n =lj (R, + (3.18)
i~j 2
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The mean length for a pore, i, is defined as the distance between intersections with any

larger pores [6]. Since the intersections are independent Poisson processes and we seek the

distance between intersections with any larger pores, we can simply sum the individual n' to get

the new rate parameter representing the frequency of intersections with any larger pore size.

Then, since the number of intersections with larger pores is still Poisson distributed, the length

between intersections follows an exponential distribution. Therefore the mean distance between

intersections of pores i with larger pores, Ii, is given by the inverse of the Poisson rate parameter

[6]:

n

L = nij (3.19)
j=i+1

The mean length of pores i is a diffusion length scale; it is a distance over which the local

smooth field reactant concentration, which serves as the pore-scale boundary condition, may be

depleted upon penetrating pore i. Equation (3.19) implicitly assumes that all of the larger pores

intersecting a given pore size i are themselves locally fully penetrated by reactant, such that the

concentration in those pores equals the smooth field concentration, CSF, which is used as the

boundary condition for pores i. When using a continuum description for transport in the porous

particle, C = CSF within the largest pores, i=n, is typically a good assumption [21], so full local

penetration is assumed for the largest pores and q,_ = 1. For the next smallest pore size, i=n-1,

we know that all of the intersections with larger pores have the boundary condition C = CSF .

However, for all subsequently smaller pore sizes, i=n-2, n-3... we must account for the fact that
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some of the larger pores intersecting pores i may not be in kinetic control, and therefore the

boundary condition C = CSF is not applicable to those intersections. In that case, Eq. (3.19)

overestimates the number of relevant intersections and underestimates the mean length for

diffusion.

For pores i to have boundary condition C = CSF , the larger pores with which they

intersect must be fully penetrated by the local smooth field reactant concentration. The

effectiveness factor given by Eq. (3.17) accounts for species gradients reducing the reaction rate

(91 = k,trinsicCsF), as well as the fact that the entire pore surface area may not be accessible, due

to the reactant concentration essentially going to zero within the pore.

It is possible, however, to idealize the concept by visualizing the effectiveness factor as

being due solely to a reduction in accessible surface area within pores i, but with a reactant

concentration which remains CSF throughout that exposed area. In accordance with this idealized

view of the effectiveness factor, the fraction of the entire length of larger pores,j, with the

smooth field boundary condition C = CsF , is now given by i, . Therefore, when calculating the

mean pore length between intersections, we utilize the number of intersections between pores i

and larger poresj which have the local smooth field concentration, instead of the total number of

i-j intersection. Since this fraction can be approximated using the effectiveness factor, 77 , of the

larger pores, the following expression should be used in place of Eq. (3.19):

L = (3.20)
j=i+1
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In calculating the Thiele modulus for the interconnected geometry of the ARPM, we must

also account for the fact that a given pore has many other smaller pores that intersect it [6,24],

and therefore, the surface area for reaction on a pore i is larger than simply 2fcRIL,, so Eq. (3.16)

must be modified to account for this as well. The surface area of smaller poresj intersecting a

unit length of pore i is given by 2n' 1 RLI and the reaction on the surfaces of poresj may also

be subject to diffusion limitations. Therefore, Fo depends on t, for all smaller pore sizesj, and

is given by,

~IIi (n + 1)
2 2

vk ntrinsic

D '

2

R,
2RjLJ flI, 7j

2 RL n2
RI

in which the summation term accounts for the surface area of smaller pores j which intersect pore

i.

The definition of an appropriate mean length, L1 , for the smaller poresj branching from

the pores i requires consideration as well. Li. should be calculated by considering the

intersections of poresj with any pores i (whether or not pore i has C=CSF) and the intersections

between poresj with any other pores k, larger than or equal to i, that have the local smooth field

concentration (this fraction being qk for each k; i).
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Figure 3.1. Schematic illustration of the need to consider allj-i intersections but only a fraction,

r7k, ofj-k intersections when calculating Li .

We note that for the purpose of calculating I( we consider all pores i and not just the

fraction r7i (as we do with pores k) because we are calculating L( in order to determine the

surface area of smaller poresj branching from pores i. This situation is illustrated in Figure 3.1.

The surface area under consideration is the dashed areas of pore i and porej; pore k, does not

have the smooth field concentration, while the pore k2 does. The area of pores i andj, between

the smooth-field boundary conditions shown in gray, is what contributes to the depletion of CSF

between the two ends of pore i, so whether or not pore i has the smooth field reactant

concentration, thej-i intersection must be considered in determining the length of porej.

However, one must only consider intersections of porej with pores k that have the smooth field
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reactant concentration, because accounting for thej - k, intersection will underestimate the

surface area branching from pore i that contributes to the depletion of CSF along pore i, since this

area actually extends to thej - k2 intersection.

To calculate this mean length, Li1, we first consider the rate parameter for the Poisson

process representing allj-k intersections (where k > i), _ k,jk ,which is simply

n

j-kj-k - (3.22)
k~i

Then we thin this rate parameter by the probability that for a given intersection and its

closest neighboring intersection, one is aj-i intersection (irrespective of whether pore i has CSF)

and the other is anyj-ksF intersection where k has CSF (i.e. k can be any size, larger or equal to i,

but it must have CSF). For all thej-k intersections, each intersection and its nearest neighbor can

be either with pore size i or with k > i, and can either be amongst the fraction that has C=CSF or

C#CSF. We therefore determine the thinning probability by simply summing all seven of the 16

joint probabilities (which are the products of the marginal probabilities) that fulfill the above

criteria, which are shown in Table 3.1.
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Table 3.1. Marginal probabilities for eachj-k intersection (column entries) and its nearest neighbor

(row entries), and the combinations which satisfy the thinning criteria.

Probability of Pore i with Pore i Pore k > i Pore k > i
j-k intersection CSF without CSF with CSF without CSF
being:

Probability of
nearest
neighboringj-
k intersection
being:

nZ ( - k,)

I, nj'*

n (1-- q)
k>i

k n
k*:

After combining terms in the numerator, the thinning probability is given by:

Thinning

n

2n j7f/ - nj + 2n ' nj k 17
=i+1 . (3.23)

ng 2

I j,k
k=i
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The new rate parameter for determining the frequency ofj-i/j-ksF intersections pairs is

therefore,

A -A Pj-i,]-S - k~j-k Thinning

n

2n] 2i - n],7 2 + 2n1~Zn~

Ii,k

and the length between suchj-i andj-ksF intersections is still exponentially distributed with mean

length, Li, given by the inverse of Eq. (3.24):

n

T _ k=i
n

2n 2, - f , 772 +2n n
k=i+1

(3.25)

Inserting Eqs. (3.20) and (3.25) into (3.21), the final equation for the Thiele modulus for

each pore size is given by:

(n +) vki n,,inscCsF

2 n
4 Dff I nir)

j=i+l

K
R

R2

2ni',

Ri n , Injk
'i

2+2n
k=i+1

Equations (3.17) and (3.26) are applied to determine the effectiveness factor for each

pore size, at each location and for each reaction. Although it appears somewhat complex, Eq.
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(3.26) can be implemented without too much trouble using matrix operations. Furthermore, these

non-linear equations converge quickly given that the solutions are bounded between zero and

unity and that the effectiveness factors do not change too much between time steps. (For this

reason, during the integration of the qi, it is possible to lag the m7 on the right hand side of Eq.

(3.26).) Since each <D and 'h are now coupled to the effectiveness factors for all pore sizes,

both smaller and larger, we have a system of non-linear, fully coupled equations. It is for this

reason that we have used the mean length between intersections rather than accounting for the

entire exponential distribution of lengths.

Other phenomena that occur during char gasification could also be incorporated into this

modeling framework. It is possible to modify the model to take into account that there may be a

minimum utilization of any pore due to reaction near the pore mouth, even if negligible

penetration into the pore occurs [14,37], which is similar to the constant roughness provided by

the non-reacting micropores discussed by Gavalas [6]. Other modifications, such as more

complex reaction mechanisms which account for inhibition and adsorption/desorption

phenomena [38], could be accounted for by modifying the pore scale, Thiele modulus equation

and will be discussed in Ch. 6 with respect to high pressure gasification reactions. The ARPM

framework could also potentially be helpful in capturing the presence of initially inaccessible

porosity, since it seems to be a phenomenon associated with certain pore sizes [13,16,39].

It should be mentioned that since the ARPM allows situations of partial reactant

penetration into the pores, some pores do not react uniformly along their length, distorting their

cylindrical shape, which is an assumption that is built into the equations of the random pore

model. The model essentially redistributes the uneven conversion on a given pore size into a

uniform conversion along those pores, shown schematically in Figure 3.2, thus maintaining
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cylindrical pores in the ARPM equations. We believe that it is better to take this effect into

account using the method outlined above, even though it means that we will be overtly

acknowledging the limits of the geometric assumptions of the RPM, which exist in any case.

Furthermore, in many cases, the pore-scale effectiveness factors spend much of the conversion

near zero or unity, or transition quickly between the two, as will be seen later, minimizing the

effects of this assumption.

Figure 3.2. Schematic of the redistribution of the actual uneven conversion (gray pore) to a

conversion which is uniform along the pore axis (white pore).

The overall effectiveness factor quantifying the participation of pores i in heterogeneous

reaction k at any location is now given by q,k . To complete the structural evolution model, at

each location, state equations (ODEs) for the pore growth variables due to reactions on each pore

size i, by all reactants k, are written:

dq, _-MWc Z1i,k VC,k 9 Ik, (3.27)
dt pTue k
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where 9 1 = k,,,itrinsicsk CF,k is the heterogeneous reaction rate, and all other variables are as before.

It should be noted that pores which are originally not penetrated significantly by reactants

(77i ~ 0) can eventually begin to react (even though q, and Ri have not increased) due to the

decrease in i as larger pores expand and decrease the distance between intersections.

Compared to previous implementations of the random pore model, which required a class

of pores to be either fully reacting or fully non-reacting, this fraction better represents the actual

situation, and instead of dq,/dt being either zero or its full value, it may assume intermediate

values and may change with conversion, which can capture the reality of the interplay between

reaction and diffusion at the pore scale as well as at the particle scale. Essentially, through the

value of h, these ODEs become complicated, non-linear functions of qi. These n equations

(3.27) for pore growth replace the single equation (3.7) used in most previous models. When

particle-scale gradients are present, these n solid-phase "species equations" can be used in

conjunction with any appropriate form of the conservation equations for gaseous species, energy

and momentum in the porous medium. These equations are described in Ch. 4. The source terms

due to heterogeneous reactions in the equations for gaseous species and energy conservation are

proportional to 9 1
k 1 S, for each reaction, k, so equation (3.11) for the surface areas is

utilized explicitly when the ARPM is coupled with other conservation equations. This

formulation allows the quantification of the participation of various pores i in different reactions

to vary with position, time and degree, without any prior assumptions in this regard.
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3.5. Method for Determination of Intrinsic Kinetic Rates

Given the initial porosity distribution, #(R), the true solid density, ps,,u and the

inorganic fraction of the reacting solid, the model is fully deterministic ifthe intrinsic reaction

rate is known. However, as mentioned above, in many cases there is uncertainty associated with

intrinsic rate constants, often due to incomplete penetration of reactants into very small pores,

even in what is ostensibly the "purely kinetic" regime. In other words, to determine the intrinsic

kinetic rate from conversion measurements, the measured overall reaction rate for the particle

must be normalized by the surface area that is participating in the reactions, which is unknown,

and is in fact an output of the current model.

Sometimes experimental evidence exists which can be used to determine whether pores

of a certain size participate in a particular reaction. As discussed in Section 3.1, it has been

observed for certain chars reacting with 02 that the reaction occurs largely within the mesopores

(diameter 2-50 nm) and macropores (diameter > 50 nm), while the micropores (diameter < 2 nm)

are mostly inaccessible to oxygen, and the measured rate is therefore best normalized by the

meso- and macro-pore surface areas [11,13,15]. However, this type of information is often only

qualitative in nature and may be lacking for the purposes of predicting intrinsic reaction rates if

the pores straddle the range between micro- and meso-pores.

Using the equations presented in Section 3.4 together with the measured overall

conversion rate, dX/dt, and pore structure parameters (Si, n , etc.) derived from measurements

of $(R), a quantitative estimate of the surface area that participates in a reaction, and thus, the

intrinsic reaction rate, can be obtained. This assumes the intrinsic rate is constant with

conversion, but if it is not, the following procedure can be performed more than once, at any
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point in the conversion that the overall rate and the pore structure data are both measured (or

known through interpolation). Whenever the overall conversion rate and the pore structure,

determined from # (R1), are both known, all terms in Eqs. (3.17) and (3.26) are known with the

exception of kntrinsic , which appears in Eq. (3.26), and can be written for each reaction, k, as:

kintrinsick Overall, measured, k (3.28)

Now for each pore size i, Eq. (3.28) is substituted into Eq. (3.26), which in turn is

substituted into Eq. (3.17), yielding n nonlinear algebraic equations for n unknowns, ,i which

can be solved simultaneously. Again, these non-linear equations should converge quickly given

the fact that the solutions are bounded between zero and unity. Once the individual yi have

been obtained by solving the coupled non-linear equations above, they can be substituted into

Eq. (3.28) to determine the intrinsic reaction rate(s).

3.6 Results and Discussion

In order to validate and explore the flexibility of the ARPM, we apply it to the simulation

of char gasification. To test the model without using any fitting parameters, data on the complete

initial porosity distribution, $(R), as well as the true density, ash content, and kinetic parameters

(overall pre-exponential factor, activation energy and reaction order) are required as inputs to the

model. Although many studies provide initial surface area and/or porosity values, sometimes
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even divided into micropore and macropore fractions, ideally the entire #(R) distribution should

be used to determine representative discrete radii, RO j, and porosity values, #0,, to be used in

Eq. (3.4).

The data reported by Su and Perlmutter [9] is one of a few studies [9,40-42] that reports

the necessary measurements for testing the model. The pore volume distributions reported by Su

and Perlmutter are the most complete. However, the char consumption experiments of Su and

Perlmutter were performed in the kinetic regime (i.e. without any smooth field species

gradients). So while the data can be used to validate the ARPM, it does not allow the model to

exhibit its flexibility in adapting to evolving smooth-field species and temperature gradients or

time-dependent boundary conditions.

For chars generated at varying pyrolysis rates and temperatures, Su and Perlmutter

performed CO 2 and N2 adsorption experiments along with mercury porosimetry to determine the

entire initial pore volume distribution as a function of pore radius. In order to test the predictive

power of the original random pore model, the conversion rate versus conversion curves were

measured and the RPM structural parameter V/ determined from the original pore structure was

compared to the value of y determined by fitting the data. The structural-based y was

determined using the equation given by Bhatia and Perlmutter [5]:

4;4L,T,,(1 -$0o,01 )
s = L T2 

(3.29)
0,Tot

It can be shown that this expression for V is identical to equation (3.6c), although it should be

noted that LOTO, = (1-00,T )Z O . When certain pore sizes are assumed to be non-reacting, it can
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also be shown that equation (3.6c) should only be summed over the reacting pore sizes (see

Appendix A.2).

As mentioned by Bhatia and Vartak [43], the structure-based V/ should be determined

from the initial porosity distribution by assuming that pore overlap exists at X= 0, using

summations of equations (4) and (11), or their continuous counterparts integrated over all pore

sizes:

LoTaf = (1- boc Ro) - dR (3.30)
0 LR 2 1_ -g(R')dR'

L R_

SOTot = (1 - 0 0 , )0 2#0(R) dR (3.31)

R 1 - $(R)dRj
R _

This is in accordance with Gavalas [6] and in contrast to the procedure originally adopted

by Su and Perlmutter and several others, which neglected overlapping porosity at X= 0. This has

been taken into account in determining V/ in the comparisons presented below.

Oxidation measurements on coal chars were performed by Su and Perlmutter in air at

several temperatures, all in the kinetically controlled regime, as determined by the lack of change

in reaction rate with varying particle size, as well as the constancy of the activation energy. For

application of the ARPM and determination of kintrinsic, the overall reaction rate at zero

conversion is required, since this was the point at which the pore structure was measured. Since
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the first data point for reaction rate was taken at a conversion of 10%, extrapolation back to X

0 was required. Assuming that the effectiveness factor for each pore size is roughly constant

throughout conversion, plotting (1 / (1- X) x dX/dt)2 vs. - ln(1 - X) should yield a straight line.

The overall reaction rate constant kerall,eas,,,ed = A e-EIRT) can then be determined by measuring

the intercept at - ln(l - X)= 0, which yields (kOverallmeasured Cn / (1_-OTot ))2 The reaction order,

n, was determined experimentally to be unity and the activation energy was also determined

experimentally using Arrhenius plots for each sample [9].

Su and Perlmutter assumed that the entire measured surface area was accessible for

reaction at X:= 0, i.e., kOverall,measured kintrinsicSOTo , and used this value in determining k .insic

Rather than assuming the entire pore surface area is available for reaction, we use the method

outlined in Section 3.5 to determine the participating surface area and to calculate the intrinsic

reaction rate constant, knr,i, . As mentioned by Su and Perlmutter, there is some uncertainty in

kOerall, easured since the plots are not perfectly linear, especially at higher conversions. Following

the procedure described above, and assuming that all q, remain roughly constant through the

conversion (which turns out to be true), we recalculated extrapolated values for the initial

reactivity based on just the first five data points.

All of the chars from Su and Perlmutter were produced by pyrolizing coal at very slow

heating rates (10 K/min or less) and three of the six chars have initial porosities of less than 20%

(it appears that the porosity given for sample D in their Table 4 is in error) [9]. To ensure that the

pore structure was well connected [44] and a uniform smooth field reactant concentration

prevailed throughout the particle, we chose the two highest porosity samples, B and E, for

validation of the adaptive random pore model. Furthermore, we used the highest temperature
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runs available for each char, since those conditions would correspond to the maximum pore-

scale diffusion limitations, if such limitations were to exist.

Using the initial continuous dV / d ln(r) distribution given by Su and Perlmutter which

naturally divided the pore sizes into three ranges (although the delineation is not very sharp for

sample E) we determined the discrete values of radii and porosity for equation (4). When

increasing the number of pore sizes beyond three, whether for the micro-, meso- or macropores,

we divided that porosity bin into equal parts and determined the mean radii for the new, smaller,

pore size bins. After determining kOverall,measured and using Eqs. (3.4) and (3.11) to determine S,,,

we applied Eqs. (3.17), (3.26) and (3.28) to solve simultaneously for the initial effectiveness

factors and kinrinsi, . Table 3.2 displays some of the relevant parameters used in the validation. In

some cases, the discrete porosity values have been further divided, as described above.

Table 3.2. Parameters employed in testing the ARPM with chars B and E from the experiments of

Su and Perlmutter [9].

Sample [-]icro [- ]1nso [] /iacro [-1 EO, kintrisiCo" Ptrue Prue

(Temp)
(Rmicro [A]) (Rneso [A]) (Rnacro [A]) [kJ/mol] [ tg/m 2 s] [g/cm 3]

B (728 K) 0.109 (7.1) 0.031 0.148 (1877) 89.96 3.48 1.42
(58.9)

E (703 K) 0.089 (6.7) 0.034 0.137 (1918) 110.87 3.20 1.54
(105.5)

In calculating the Thiele modulus and effectiveness factors, both at time zero and

throughout the conversion, we accounted for the fact that several studies, including Su and
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Perlmutter [9], have uncovered evidence that oxygen is subject to severe configurational

diffusion limitations in char micropores, since transport becomes an activated process when the

diffusing molecule is always under the influence of the pore walls. Experiments quantifying this

effect for oxygen on coal char are limited, aside from Salatino [14], who incorporates the effects

of configurational diffusion into the Knudsen diffusion term following the ideas of Satterfield

[35] and Floess [45] and uses the following combined expression:

D . -2R, 8RT ex o (.2
Knudsen/Configuration, 3 T exp R,, (3.32)

The pore scale effective diffusivity, for each species, location and pore size, is then

approximated as:

1 1 1
- + (3.33)

Deff Dontiu, DKn/Config

By incorporating this definition of diffusivity into the pore-scale Thiele modulus and

effectiveness factor, we have accounted for the phenomenon of reduced diffusion of 02 in

micropores from any type of diffusion [10,14], as well as the possibility that the reaction

mechanism leads to strong chemisorption of oxygen in micropores, since Salatino suggests that

the strong chemisorption can be described by the incorporation of a configurational diffusion

resistance [15].
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The parameter u in Eq. (3.32), which is related to the activation energy for

configurational diffusion, has a significant impact on the diffusion in micropores. Salatino

estimates a value of u = 2 x 10~8 [m] for oxygen diffusion in a bituminous coal char at 693 K

(which is quite similar to the temperatures used by Su and Perlmutter), which is relatively high

due to the propensity of oxygen to chemisorb on the surface of the carbon [14]. Instead of using

a as a fitting parameter, we also employ the value given by Salatino, due to the similarity of the

experimental conditions. Since experiments determining (- for H20 and CO 2 on coal char were

not found, we have assumed a for H20 and CO2 to be (5-10) x 10-9 [m] in the results shown

later, corresponding to the known smaller configurational limitations of these molecules [9,10].

In any case, the validation data requires only the configurational diffusion parameter for oxygen.
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Figure 3.3. Rate versus conversion using the ARPM with five pore size bins, the RPM based on the

entire pore size distribution, the RPM using the pore size distribution excluding micropores and

experimental values [9], for (a) char sample B in air at 728 K and (b) char sample E in air at 703 K.

Figure 3.3 (a) shows the results for sample B at 728 K. The adaptive random pore model

is compared to the measured data [9], and to the original random pore model using structural

parameters calculated from Eq. (3.29), with Lo and So calculated from Eqs. (3.30) and (3.31).

Without doing any parameter fitting, including for the determination of the intrinsic reactivity,

the ARPM matches the experimental data well. Using the original RPM with V/ determined

using the entire spectrum of pore sizes clearly does not fit the data as well, since diffusion

limitations prevent oxygen from penetrating the smallest pores in these samples. In fact,

according to the results of the ARPM, the smallest pores' surface area contribute negligibly to

120



the reaction at X= 0. The original RPM with y calculated using Lo and So based only on the

mesopores and macropores produces a curve that nearly coincides with the results of the adaptive

model (the discrepancy is due to the discretized pore sizes used in the ARPM), because in this

case, the pore scale effectiveness factors are essentially zero for the micropores and unity for all

other pores and are basically constant with conversion. Figure 3.3(b) illustrates the same

comparison for sample E at 703 K. Without using any fitting parameters, the ARPM provides a

better match to the shape of the data than the original RPM using V/ based on all pore sizes,

although in this case, neither match the data very well. The same observations regarding the two

determinations of y apply to this sample as well.

Based on these comparisons we can conclude that the pore-scale effectiveness factors in

the ARPM correctly account for the observation that oxygen does not penetrate the small pores

to a significant extent. Furthermore, the method of Section 3.5 provides an internally consistent

manner of determining the intrinsic reactivity that when used in conjunction with the adaptive

random pore model, provides a fully predictive model for solid consumption that matches the

data of Su reasonably well, without any fitting parameters.

Figure 3.4 illustrates the effect of increasing the number of pore size bins considered by

the model. For sample B, once five discrete pore sizes are used, there is only a small change in

the results upon increasing the number of pore sizes further. It should be noted, however, that the

best method for determining the discrete pore sizes and radii used in Eq. (3.4) may vary with the

particular sample and conditions. For example, for this char reacting with oxygen, the sub-

division of the micropores into smaller bins has a minimal effect, since the micropores are not

penetrated by oxygen to a significant extent, whereas sub-dividing the mesopores into two or
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three bins has a larger effect since they provide the main surface for reaction with oxygen in this

case.
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Figure 3.4. Rate versus conversion using the ARPM with different numbers of pore size bins

compared to the experimentally measured values [91 for char sample B in air at 728 K.

As mentioned above, the experiments of Su were done in the kinetically controlled

regime, which in this case implies only smoothfield kinetic control, since there are significant

diffusion limitations in the micropores. The ARPM predicts values of rq, near unity for all pores

above micropore size, and near zero for the micropores, although it changes slightly as

conversion proceeds. Nonetheless, the ARPM is capable of handling more complex situations

and can predict r/,k(r, t) for conditions when variations in pore utilization exist with pore size, i,
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reactant, k, and location, r, and vary substantially as conversion proceeds due to the evolution of

smooth field species and temperature gradients. To demonstrate this, the ARPM has been

integrated into a simulation of a reacting, spherical, porous particle and its surroundings,

consisting of partial differential equations for each gas species, overall mass conservation,

energy conservation and radial momentum conservation, which are described in Ch. 4.
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Figure 3.5. Normalized, local surface area evolution with local conversion for different radial

locations in a 128 pm diameter spherical particle with the properties of char sample B 191, in an

environment of 10% H 20, 40% CO 2 and 50% N2 at 2000 K and 1 atm.

Figure 3.5 illustrates the ability of the model to allow the porous structure at different

locations in the particle to evolve in different manners. This figure was obtained by simulating

the gasification of a 128 pm diameter particle with the properties of char B from Su and
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Perlmutter, using four pore size bins, in a reducing atmosphere of 10% H2 0, 40% CO 2 and 50%

N2 at a temperature of 2000 K. The intrinsic kinetic parameters employed for these two reactions

are shown in Table 3.3. In order to illustrate the ARPM's flexibility in handling variations in

pore utilization with pore size, location and reaction, we have chosen simple nth order

expressions for the gasification reactions. Although char gasification reactions may be better

represented by Langmuir-Hinshelwood kinetics in many cases, due to the adsorption-desorption

nature of surface reactions and the ability of reaction products to inhibit heterogeneous reactions

[38,46], our goal here is simply to illustrate the flexibility of the ARPM, and nth order rate forms

have been employed. Computing analytical expressions for the effectiveness factors for

Langmuir-Hinshelwood kinetics (with product inhibition) will be discussed in Ch. 6.

Table 3.3. Kinetic parameters used for gasification reactions [471.

Reaction A [g/m 2 s atm"] E [kJ/mol] n

C+C0 2  202,000 243.2 0.4

C+H 20 226,000 238.2 0.4

Despite the fact that the initial pore structure is identical throughout the particle, Figure

3.5 shows that the surface area evolves differently with local conversion at different locations.

Near the outer edge of the particle (r = 60 tm), the surface area first increases and exhibits a

peak at roughly 34% local conversion. Further towards the particle center, the surface area is

either flat or actually decreases with local conversion before beginning to rise and peaking, with

the maximum occurring at larger values of local conversion at locations closer to the particle

center. Plotting the normalized surface area (rather than the normalized reaction rate, which is

affected by the particle-scale species and temperature gradients) shows that the often-used
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assumption that the structure evolves in the same manner with local conversion may not always

be correct. Furthermore, the restriction on the conversion at which the surface area is maximized

that is imposed by the RPM (Xmax < 0.393) [5,6] is not applicable when the assumptions inherent

in the RPM are relaxed, as they are here.
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Figure 3.6. Final true conversion profiles for char B [91 in 10% H20, 40% CO2 and 50% N2 at 2000

K and 1 atm.

For the same case, examining the final true conversion profiles in Figure 3.6, which are

calculated using Eq. (3.15), provides insight into the phenomenon exhibited in Figure 3.5.

Toward the char surface, the particle experiences more conversion on the micropores and less

conversion on the larger pores compared to locations further toward the particle center. Since
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Figure 3.5 normalizes the surface area by the total initial surface area, inner locations where the

smallest pores participate less in the reaction have smaller normalized areas as conversion

proceeds, because the smallest pores experience mostly overlap with larger pores and less

growth, until later conversions. At locations closer to the particle surface, the smallest pores

experience a greater degree of growth before overlap begins to dominate. The ability of the

ARPM to capture an initially uniform pore structure evolving differently depending on its

location stems from the fact that the model separates the local conversion variable q into separate

entities, qj, and then calculates a separate 7, (r,t) for each one.

There are two possible reasons why the micropores participate in the conversion near the

particle edge more so than at the center. For these conditions, intra-particle species gradients

exist for both reactants (regime II), but of the two gasification reactions, at these conditions and

with the kinetic expressions employed, the char-steam reaction is roughly 50% faster than the

reaction of char with CO 2 and there is less H20 in the system, leading to steeper gradients of

H20. Therefore, the C+H 20 reaction dominates near the edge of the particle (at least initially)

and the C+C0 2 reaction dominates towards the center of the particle. Furthermore, for the sake

of elucidation, we have taken the value ofoC02 = 2oU2 0 , which is plausible given the reported

ability of H20 to penetrate very small micropores [48] and the faster configurational diffusion of

H20 in carbon micropores as compared to CO 2 [49,50]. This means that CO 2 is more diffusion-

limited in the smallest pores than H20. Therefore, due to depletion of H2 0 across the particle,

near the edge the smallest pores participate in the reaction more than towards the center of the

particle, leading to the conversion profiles observed in Figure 3.6. Secondly, since for both

reactions we have employed a fractional reaction order, as reactant concentrations are depleted

toward the particle center, the Thiele modulus increases and the effectiveness factor decreases.
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The micropores effectiveness factors are more sensitive to this than those of the larger pores and

thus there is less conversion on the micropores near the particle center.
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Figure 3.7. Evolution of micropore effectiveness factors with local conversion for both reactions,

for char sample B 19] in an environment of 10% H 20, 40% CO2 and 50% N2 at 2000 K and 1 atm.

For this same case, Figure 3.7 depicts the evolution of the micropore effectiveness

factors, ri k (r, t), with local conversion, for the C+H 20 and C+C0 2 reactions at two different

locations (center, r = 0 pim and edge, r = 60 ptm). Over the course of conversion, all effectiveness

factors increase as pore lengths, L,, decrease and pore radii increase. It is observed that

throughout conversion, the micropore effectiveness factor is larger for the C+H 20 reaction than

for the C+C0 2, at both locations.
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More interestingly, even for the C+C0 2 reaction, throughout the conversion the

micropore effectiveness factor is larger for the edge location (r = 60 pm) than for the center

location (r = 0 pm). This could be explained by the presence of intra-particle species gradients

reducing the effectiveness factor towards the particle center for the C+C0 2 reaction, as

mentioned above. However, this could also be due to the fact that near the edge, steam penetrates

the smallest pores and reacts, which increases the size of these pores and thus increases the

effectiveness factor for the C+C0 2 reaction as well. In other words, steam activates the

micropores near the surface to a greater degree. This explanation is substantiated later by Figure

3.10.

1.2 -

0.8 --

-y ARPM for 02 first

0
0 0.2 0.4 0.6 0.8

Char Conversion [ ]

Figure 3.8. Evolution of normalized surface area with conversion for char sample B [9] reacting in

kinetic control, when exposed first to a gasifying atmosphere followed by an oxidizing one and vice

versa, according to the RPM (for which there is no difference) and the ARPM.
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Another situation of practical interest is when the reactant gas to which the particle is

exposed changes over the course of conversion. Figure 3.8 depicts the evolution of the ratio of

char surface area to the original surface area with overall conversion for a particle subjected to

boundary conditions that change with time. Specifically, the same particle considered above

(char B, five pore size bins) is either exposed to an oxidizing atmosphere followed by a reducing

atmosphere or a reducing atmosphere followed by an oxidizing one. Unlike Figures 3.5-3.7, both

conditions correspond to reactions occurring under smooth field kinetic control, although pore

level limitations exist for the oxygen atmosphere, as has been mentioned above. In both cases,

the char-0 2 reaction accounts for 64% of conversion and the char-CO 2 and char-H 20 reaction for

36%. Figure 3.8 compares the surface area ratio predicted by the ARPM for both situations, as

well as predictions of the original RPM with V/ based on the entire pore size distribution.

When the particle reacts first with oxygen, Figure 3.8 shows that S(t)T,,,,/SO Total

decreases monotonically, since oxygen cannot penetrate the smallest pores to a significant

degree; therefore these pores do not experience growth, rather, they only coalesce with larger

pores. This monotonic decrease in normalized total surface area should not be confused as being

contradictory with the observed maximum in the normalized reaction rate when using 02 as a

reactant, as reported by others [10,15], since we have already seen in Figures 3.3 and 3.4 that the

reaction rate of sample B exhibits a distinct peak when reacting under these same oxidizing

conditions. In fact, when plotting the normalized reaction rate, the oxidizing conditions show a

larger peak than the reducing conditions, consistent with the experiments [10,15].
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Figure 3.9. Evolution of normalized total and individual surface areas, S;, with conversion for char

sample B [91 reacting under kinetic control, predicted by the ARPM, (a) when exposed first to the

oxidizing atmosphere and (b) when exposed first to the gasifying atmosphere.
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Rather, as shown in Figure 3.9(a), since the micropores contribute the majority of the

surface area, the normalized total surface area, S(t),,,l/SOTo,,l , closely follows the micropore

surface area evolution, which is monotonically decreasing due to the effect of overlap when

exposed first to oxygen. When the particle reacts first with CO 2 and H20, the normalized surface

area increases with conversion and shows a peak before decreasing, as shown in Figure 3.9(b).

This is due to the participation of the micropores in the reactions to a greater extent. It can be

verified that the evolution of S(t),,,,,/SO Total and (dX/dt) / (dX/dt)o coincide only when there

are negligible diffusion limitations in all pore sizes (i.e. all 77k (t) 1).
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Figure 3.10. Evolution ofX and Xr,,,, on each pore size (a) when exposed first to an oxidizing

atmosphere and (b) when exposed first to an atmosphere of CO2 and H 20.
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It is interesting to note that when the char particle reacts first with CO 2 and H20, the

subsequent reaction with 02 does occur on the micropores as well. This can be seen in Figures

3.10(a) and 3.10(b), which show conversion-time behavior for each pore size corresponding to

the cases of Figures 3.8(a) and (b), respectively. In Figure 3.10(b), oxygen is slowly added to the

system as a boundary condition beginning at t = 730s, and even after the switchover to oxygen is

completed, the majority of the char conversion is still due to oxidation reactions occurring on the

micropores. The reason is that during the initial reaction of the char with CO 2 and H20 the

micropores expand and subsequently allow for increased penetration of 02. In contrast, during

the first 600 s of Figure 3.10(a) (when oxidation is occurring) a negligible fraction of the

conversion occurs on the micropores, since they have not been "activated" first with CO2 and

H20.

3.7. Conclusions

An extension of the random pore model has been developed which allows any pore size,

at any location and time, to be in any state between complete kinetic and diffusion control for

any reaction. This has been accomplished by considering, for each pore size, separate equations

for pore growth, conversion and surface area, (qi, XTrUe,, and Si) using the random capillary model

formulation and by employing pore-scale effectiveness factors, q,, to quantify the participation

of all pore sizes in all reactions, at all locations and times. At any time when measured reaction

rate and structural data are both available, the method can be applied to determine intrinsic (per

unit surface area) kinetic parameters. This framework allows the evolution of the char structure

with local conversion to adapt to changes in boundary conditions or the development of intra-
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particle species or temperature gradients, rather than being pre-determined by the value of the

structural parameter, Vt". Without any fitting parameters, the ARPM has been validated with the

coal char oxidation data of Su and Perlmutter [9] with satisfactory agreement, and examples of

the flexibility of the model have been provided. Furthermore, the inherent ability of the model to

separately quantify the participation of pores of different sizes in different reactions makes it

amenable to extensions that account for more complex phenomena. For example, the opening of

initially closed porosity by a particular reactant [13,16] or the existence of a different initial

reactivity [51] may be phenomena that are associated with certain pore sizes and reactants.
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Nomenclature and Units

A pre-exponential factor (molc /m 2c s (molgas/m3)")

C concentration (mol/m3)

D diffusion coefficient (m2/s)

E activation energy (J/mol)

kintrinsic = intrinsic reaction rate constant (moic /m 2c s (molgas/m 3 )")

koverall measured= apparent reaction rate constant (mOiC /m3 (molgas/m 3)n)

/= total length of pores per unit volume (m/m3)

lO,i total length of pores i per unit volume (m/m 3)

Li = mean distance between intersections of pores i and larger pores (in)

L = mean length between intersections of poresj with any pores i and with pores k, larger than

or equal to i, with the smooth field concentration (in)

MW= molecular weight (g/mol)

n = number of pore bins, or reaction order

n y =expected number of intersections between pores i andj per unit length of pores i (1/m)

PThinning = probability that for a given intersection and its closest neighbor, one is aj-i

intersection and the other is any j-ksF intersection (-)

q, qi= pore growth variable (uniform or individual) (m)

r = radial position within particle (in)

R = pore radius (in)

93= heterogeneous reaction rate (molc/m 2c s)

R = gas constant (J/mol K)

S = total pore surface area (in 2c/m 3)
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Si = pore i surface area (m2 c/m 3)

t = time (s)

T = temperature (K)

V = pore volume (units of ref. 9) (cm 3/g)

X= total solid conversion (-)

XTrue,i = solid conversion due to reaction on pores i (-)

Greek Symbols

# = porosity (m3 pore i/m3 )

#Tt = total porosity (m 3pore/m 3)

#(R) = porosity distribution with pore radius (units of ref. 9) (m3 pore i/m3 A)

7 , = effectiveness factor for pore i of mean length i, in reaction k (-)

qror,i,k= effectiveness factor for entire length distribution of pores i in reaction k (-)

A = Poisson density (1/m 2 )

v = stoichiometric coefficient (mol/mol)

PTrue = true solid density (helium density) (kg/m3 )

o= pore radius at which configurational diffusion becomes significant (m)

/= Random Pore model structural parameter (-)

(= Thiele modulus (-)
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Subscripts

0 at initial time t=O or initial conversion X=0

C char

continuum = molecular diffusion coefficient

E = hypothetical property of porous structure without pore overlap

eff= effective (diffusion coefficient)

Final= at final time, at X=1

i = pore size

j= pore size

k = pore size, or reaction index

Kn/Config = combined Knudsen and configurational

SF smooth field

Tot for the entire distribution of pore lengths

True, i = due to reaction on pores i
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Chapter 4. Numerical Approach

4.1 Numerical Implementation

Because of the highly non-linear and stiff nature of the system of governing equations, a

method of lines approach has been adopted in order to utilize the sophisticated computational

tools that have been developed for solving large systems of ordinary differential equations

(ODEs). The partial differential equations (Eqs. (2.1)-(2.3)) are transformed into a set of ordinary

differential equation using the well-known control volume discretization along the spatial

coordinate [1]. The resulting system of ODEs is then integrated in time using a fully implicit

scheme, with a Jacobian-Free Newton-Krylov method employed for the solution of the resulting

system of nonlinear algebraic equations at each time step [2]. Banded preconditioning matrices

are applied from the left. The code is written in MATLAB and the temporal integration is

performed using the CVODE solver [2]. A typical relative tolerance of 10 5 and absolute

tolerances of 10~6 are used for variables that are of order unity.

The physical domain was discretizated using the control volume formulation employed

by Patankar [1], with an non-uniform grid generated using general interior stretching functions

[3]. The non-uniform grid allows for increased resolution in areas of steep gradients, such as near

the particle/gas-phase interface. The grid-points are centered between the control volume faces

(as opposed to locating the interfaces halfway between adjacent grid-points). All state variables

are calculated at the control volume centers, with the exception of the velocity in the gas phase,

which is calculated at the control volume faces. Similarly, all diffusion and convective fluxes are

evaluated at the control volume faces. The grid used is shown schematically in Fig. 4.1. Control

volume centers are denoted by rr;, and control volume faces by rj, wherej is the index for
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position. The particle center (r = 0) is located at rj= , and the bulk gas boundary conditions at

r=s+J. A control volume face is also located at the particle-gas interface (rj=s half+I), following the

strategy of Patankar [1] for interfaces.

1-f n J n

rr- r r rr,+L~r'r

Figure 4.1. Schematic of discretization of the spatial coordinate.

All advective terms in equations (2.1)-(2.2) were evaluated using upwinding, via the sigmoid

function given by [4], to ensure a rapid but smooth transition between zero and one as the

velocity changes from negative to positive. Although in most cases the velocity is directed away

from the char particle (positive velocity, u), the velocity could become negative in some regions

of the boundary layer in cases where the gas temperature is rapidly decreasing. The domain

typically extended to roughly 10 particle radii.

The multi-component fluxes are evaluated at the control volume faces using the Feng and

Stewart model or the Dusty Gas model within the particle and using the Maxwell-Stefan multi-

component diffusion relations in the gas phase. The state variables required by these flux models

are calculated using linear interpolation between the adjacent grid-point values. For example,

T(r1 ) = f T(rrI) + (1- f,, )T(rr1 ), (4.1)
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where, f,( ) , (4.2)
rr1 - rr1

as shown in Fig. 4.1. The transport coefficients required by these flux models corresponding to

"conductivities" (e.g. Dj, D s) are functions of temperature, mole fraction, pore size, etc., and are

evaluated using harmonic averaging of the surrounding grid points, for instance:

D( ( )'f, ) + .l" I (4.3)L D(r. _ ) DK (rj]

The harmonic mean provides a convenient and physically realistic method of accounting for

instances of sharp transition of properties [1] , which are especially pronounced at the interface

between the porous solid and the homogeneous gas-phase, in which pore size and Knudsen

diffusivities become infinite. For the case of a Knudsen diffusion coefficient, this yields

DKs haf DK sr half] 
(4.4)

It should be noted that taking the harmonic mean of the entire matrix of coefficients [B,]-' can

result in discontinuities in the species profiles; therefore, the harmonic mean of the individual

components of the matrices should be calculated.
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At the particle/gas-phase interface there is an additional heat flux due to radiative

exchange, qrad, between the surface of the char particle and its surroundings. Using two

infinitesimal control volumes at the interface, one can derive, from Eq. (2.5c), a non-linear

algebraic expression for the interface temperature in terms of the surrounding temperatures on

either side of the interface and the temperature with which the particle interacts radiantly. This

non-linear equation cannot be solved explicitly for the interface temperature, Tshalf Solving a

non-linear algebraic equation would necessitate either solving the model as a differential

algebraic system or employing a non-linear equation solving routine at every time step of the

ODE solver; both of which are undesirable. Therefore, the non-linear term on the right-hand side

is lagged by one time-step to give an explicit equation for the current interface temperature. A

similar procedure is adopted in solving for the pore-scale effectiveness factors that appear in Eq.

(3.17) via Eq. (3.26), in that the effectiveness factor terms that appear on the right-hand side of

Eq. (3.26) are lagged by one time-step. Time steps are typically of the order 10- 5_10 4 s.

At the interface between particle and gas-phase, the convective flux was calculated using

the Feng and Stewart relation. For locations beyond the interface, the velocity, u, was calculated

using the continuity equation, since the pressure is nearly constant outside the particle. For the

gas-phase, by using the ideal gas law, p = pR,,,T, the continuity equation (Eq. (2.3)), can be

converted to an equation in which time derivatives of temperature and species mole fraction

appear, but in which the velocity appears only in the spatial derivatives,

1 8 2 pnaT p aR,~
Iar 2Pu) = T (4.5)r 2 ar (T at R,, at

where the last term can be expressed as,
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p OR 1 , --p ax]

Rmx at MW= (W-Ln at - (4.6)

In the method of lines approach, this would result in a system of differential algebraic equations

upon discretization, which is not desirable, due to the notorious difficulty of initializing DAE

solvers with consistent initial conditions. However, for our one-dimensional, constant pressure

situation, it is possible to substitute for the temperature and species derivative terms using the

discretized right-hand-sides of the species and energy equations (2.1, 2.2) and to take advantage

of the fact that all velocity terms in the equation appear linearly, whether in the first-order spatial

derivative or in the advective terms in the energy and species equations. The velocities can then

be obtained sequentially by solution of the linear system shown below,

B 0 u(r 2) RHS(rr,)

A B u(r) RHS(rr2)

A B u(r4 ) = RHS(rr) , (4.7)

0 A B u(r5 ) RHS(rr4 )

where the r-locations are the control volume faces, at which the velocity is calculated and the rr-

locations are the control volume centers, at which the temperature and mole fractions are

calculated. A and B contain all coefficients of the velocities from Eq. (4.5), both from the left-

hand side and from the advective terms on the right hand side, and RHS contains all the non-

velocity terms from the right-hand side of Eq. (4.5). The boundary condition for this first order

145



equation is the porous medium/gas-phase interface velocity calculated from the FSM, so an

outflow boundary condition is not needed for the velocity.

Essentially, the velocities have been eliminated (converted to non-state variables), much

like the convective velocity in the porous phase and the diffusive fluxes in both phases. This

allows the numerical solution to treat the system as one of ODEs rather than DAEs, with the

penalty being that there is no longer explicit error control on the velocities themselves. However,

this can be mitigated by tightening the tolerances on the energy and species equations. Another,

simpler option, is to calculate the time-derivatives on the right-hand side of eq. (4.5) using a

manual first order discretization using current and lagged values for T and Rnix (or xi). In many

cases, the contribution of the unsteady terms to the convective velocity is quite small compared

to that induced by Stefan flow. The latter option is followed for the results presented in later

chapters.

Computation of the fraction of active sites remaining in the annealing model requires

numerical integration over all activation energies for annealing at every time. The temperature of

a bin is calculated as a weighted average over the time bin, either once a minimum time interval

has passed, or once the temperature difference between the current temperature and the last bin's

temperature exceeds a minimum value (20 K was used in this study).

For the calculations involving a single moving boundary, the front-fixing coordinate

transformation given by Landau [5], and utilized by many previous investigators (e.g., [6-8]), is

used,

=rs - (4.8)
s(t)
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This immobilizes the porous solid/gas interface at g =1. This transformation induces pseudo-

convective terms in all time derivative terms (the empty parentheses represent any variable)

taken at constant g, which are given by,

a( a()+ -s ) . (4.9a)
at at r s(t) dt) a

Of course, the transformation also modifies spatial derivatives:

a() I a() *(4.9b)
ar s(t) ag

The spatial derivatives in the pseudo-convective terms are generally evaluated using centered

finite difference expressions appropriate for unevenly spaced grid points, but the spatial

derivative of conversion (or equivalently, porosity, or qj) in the equation for the position of the

char/gas-phase interface is calculated using a second order, one-sided expression.

For cases in which the build-up of an ash layer is modeled on top of a shrinking char

particle, there are two moving boundaries toward the end of conversion, once the adhering ash

forms its own layer. It is possible to employ two front-fixing transformations, but this presents a

problem in using local volume averaging, since one must, a priori, assign a certain number of

grid-points to the ash layer, which initially is very thin. Therefore, in this study, the interface

between the porous solid (whether it be char or ash) and the gas phase is always fixed via the

Landau transformation. This is convenient because the porous medium, with its particular

equations and sub-models, is always on one side of = 1, while the gas-phase is on the other.
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When there is an ash layer accumulating on top of the char, this means that rash(t) replaces s(t) as

the variable used in Eqs. (4.8) and (4.9) for non-dimensionalization, and the equation for the

char/ash interface position, Eq. (2.36), is modified as

-rh(t )

ds at s(t)
rash (t)

dt a$ (4.10)

aish ()

However, the location of the char/ash interface is no longer immobilized on a grid-point, since it

migrates inwards with respect to the ash layer, crossing grid-points as it goes. Therefore, the

location of the char/ash interface is calculated using a front-tracking method [9] with the spatial

derivative in Eq. (4.10) calculated using Lagrange polynomials and the value of porosity, 4, at

the point s(t), where it is constant at its critical value, and the values at the nearest two grid-

points inward. The time derivative in Eq. (4.10) is calculated using temperature, mole fractions,

etc. at the interface that are determined by linear interpolation. When s(t) crosses a grid point,

there is a sudden change in the values used in the calculation of the spatial derivative. To smooth

out this behavior, a one-sided derivative evaluated using $5 rit and the porosity at the two nearest

gridpoints, #,; , #,-2 was averaged with a one-sided derivative evaluated using $ri,, and #;-2,

#4 , using the expression,

=+ -) (4.11)
S 0)'
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where

p x= K 1 (4.12)

1 +exp -2 ( 0 - - 0.5

4.2 Calculation of properties

Gas-phase properties are calculated dynamically as functions of the local state variables.

The heat capacity of the gas mixture is evaluated as a function of temperature using the values

from the NIST property database [10]. Binary diffusion coefficients are calculated following

Reid [11] and Knudsen diffusion coefficients are given by DKn.den = 2R, T Thermal
3 rrMW

conductivities are calculated using the relations given by Donskoi [12,13] which were fitted to

detailed expressions based on molecular theory. The viscosity of the gas mixture only enters into

the Darcy term in the FSM and is simply evaluated using the expression of Morell [8],

p =1.13 x 10-5T' 2 . In the porous phase, the thermal conductivity and heat capacity is that of the

effective medium, comprised of solid and gas. The expressions are also taken from Morell [8],

and are given by,

C = (1- #)Cp,solid + 1Cp gas (4.13)

ke = (1- )2 ksoid 2kga (4.14)
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The gas properties were evaluated as described above and those of the solid were taken as

weighted averages of the local ash fraction and char fraction in the solid phase. The values for

the char were taken from Sotrichos [14] and those of the ash were based on various authors [15-

17]. Finally, the temperature, T, and pore growth variables, qj, were non-dimensionalized, in

some cases, in order to bring their values closer to unity to facilitate error control during the

integration.

Nomenclature and Units

A = term defined by Eq. (4.7) (kg/m4)

B = term defined by Eq. (4.7) (kg/m 4)

Bf= matrix defined by Eq. (2.9) (s/m 2

Cp = specific heat (J/mol K)

D diffusion coefficient (in2/S)

fn length ratio defined by Eq. (4.2) ()

k thermal conductivity (W/m K)

MW = molecular weight (g/mol)

p = pressure (N/m2) or (atm)

qrad = radiative heat flux (W/m 2)

r = radial position of control volume face (in)

rr = radial position of control volume center (in)
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rash = position of moving ash boundary (m)

R pore radius (in)

R universal gas constant (J/mol K)

R,ix = specific gas constant (J/kg K)

RHS= vector of driving forces for diffusion (mol/m4)

s = position of moving char boundary (m)

t = time (s)

T = temperature (K)

u = radial velocity (m/s)

x = mole fraction

X= total solid conversion (-)

Greek Symbols

P = weighting sigmoid function defined in Eq. (4.12)

#= total porosity (m 3pore/m 3)

r,, = effectiveness factor for pore i in reaction k (-)

v = stoichiometric coefficient (mol/mol)

p density (kg/m 3)

g dimensionless radial coordinate (-)

Subscripts

0 = at initial time t=O or initial conversion X=O

ash = property of ash
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critical = at the critical conversion or porosity

C= char

eff= effective coefficient accounting for gas and solid phase

gas = property of gas

i = species

j= grid point

Kn Knudsen diffusion coefficient

S half = at porous medium/gas interface

solid = property of solid

Tot = total
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Chapter 5. Model Validation and Demonstration

5.1. Introduction

In this chapter, the comprehensive model developed in previous chapters is validated

using a well-characterized char from the literature and combustion experiments performed in

zone II that are suited to testing the model without requiring parameter tuning. The impact of

reaction on different pore sizes is investigated and the differences between the RPM and ARPM

are examined. The capabilities of the ash adherence sub-model are also demonstrated for a

hypothetical case of combustion near the ash melting temperature.

5.2. Inputs and Experiments for Model Validation

To test the single particle char consumption model without using fitting parameters, it is

necessary to have, as input, measurements of the char's pore size distribution, particle size,

density and ash content, as well as zone I reaction rate data at a conversion level at which the

pore size distribution has also been measured (see Ch. 3.5). For purposes of validation, zone II

measurements of interest such as conversion, temperature or surface area vs. time or conversion,

for the same char, must be available, together with the boundary conditions to which the particle

has been exposed throughout its conversion.

We have attempted to validate the model with zone II Spherocarb oxidation data from the

literature [1,2]. Spherocarb, a synthetic char, has been employed by several research groups for

fundamental studies of char gasification and oxidation. Its pore structure has been well

characterized, it contains minimal amounts of ash, a small amount of remaining volatiles and

moisture (~4% wt) and is highly spherical and uniform (mean diameter of 140 pim), which makes

it very suitable for validation of the model.
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The initial pore structure of Spherocarb and its reaction rate with oxygen in the

kinetically controlled regime has been characterized extensively and is summarized by D'Amore,

et al. [3-5], and the results presented therein were employed to divide the pore size distribution

into discrete bins of porosity and pore radius [6,7]. The surface area in the (A)RPM is completely

determined by the measured pore size distribution, #(R) , therefore in order to match the surface

area to the measured values, the average radius of the smallest micropore bin was adjusted

downward. This should not have a large effect on the results because, as will be discussed, the

micropores seem to negligibly participate in the oxidation of Spherocarb, although gasification

can occur on the micropores to some extent depending on the conditions. Table 5.1 shows the

discretized pore structure determined from the data of D'Amore, et al. [3]. The initial surface

area associated with each pore size can be calculated from ( (R) using Eq. (3.11), and is also

shown in Table 5.1.

Table 5.1. Parameters employed in pore size distribution of Spherocarb char.

Micropores Mesopores Macropores

R,(A) 4.0 10.8 65.1 665.2 5721.8 26078.0

0(m3/m3) 0.1289 0.0204 0.0364 0.0707 0.1001 0.3241

Si(m 2/m3) 5.41x108 2.6x10 7 7.3x106 1.2x06 1.8x105 1.0x10 5

D'Amore has measured the reaction rates for Spherocarb particles in oxygen at several

different temperatures and oxygen concentrations as a function of conversion [4] using an
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electrodynamic balance and a TGA and also summarized measurements taken by Floess [8] and

Hurt using a TGA apparatus [9]. Since the pore structure characterization is done at zero

conversion, the reaction rate must be extrapolated back to zero conversion as well in order to

apply the method of the ARPM to determine the intrinsic (per unit area) rate of oxidation. For

this purpose, we used the method of Su and Perlmutter [10] described in Chapter 3.6 and applied

it to the Spherocarb data measured via TGA at temperatures of 673, 703 and 768 K and using

only the data points up to 50% conversion for accuracy [10]. Figure 5.1 illustrates the procedure

of Su and Perlmutter [10] applied to determine the initial apparent oxidation rate of Spherocarb

char for the three low temperature experiments summarized by D'Amore et al. [4]. Once the

apparent rate is calculated, the intrinsic pre-exponential factor is estimated using the method of

the ARPM described in Chapter 3.5, since the activation energy and the order of reaction have

also been experimentally determined [4].

673 K 693 K 768 K
6.OE- 1 2E-10 2.5E-08

y. 5E-1 y7.76E-11x+ 2,97E-12 AN5.0E-11 y776 E-1297 2 y 2.32E-1Ox+2.16E-11 AY 2.39E-08x+3.27E-09

4R 9.9X4E-01 1.5E-10 R159.E0E-01 R2 =9.87E-01
UE-E-11-

V4 .E11, ' 15E08

12.0E-11 5 5 5E-09

0.0E+00 0 0
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8

NJI-X) -LN(i-X) -LN(1-X)

Figure 5.1. Procedure of Su and Perlmutter [10] to extrapolate the reaction rate to the conversion at

which the pore size distribution has also been measured, using the assumption that the pore

structure evolution parameter of the ARPM is constant.
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Using the method of the ARPM to estimate the surface area participating in the oxidation

reaction [7], it has been calculated that the micropores contribute negligibly to the oxidation of

Spherocarb, even in what is ostensibly the kinetically controlled regime. This is in agreement

with the evidence of D'Amore et al. [4] who found that the normalized micropore size

distribution of Spherocarb was remarkably constant with conversion during oxidation

experiments and with the results of D'Amore et al. [5] based on the reaction rate variation with

conversion, but is opposite the conclusion of Hurt et al. [11], which was based on the absence of

a particle-size effect, SEM observation that macropores did not exhibit growth with conversion

and a pore-scale Thiele analysis. The intrinsic rate of oxidation determined by the ARPM is

shown in Table 5.2. The reaction order and activation energy were also taken from [4].

Indirect evidence for the non-participation of micropores in the oxidation of Spherocarb

has also been obtained. Similar to the analysis performed by D'Amore et al. [5], the normalized

reaction rate with conversion has been calculated for the discretized pore structure of Spherocarb

char, based on the assumption that all pore sizes participate fully in the oxidation reactions and

also based on the assumption that micropores are completely excluded, while other pore sizes

participate fully. The two profiles are also compared to the kinetic measurements at the three

temperatures shown above, appropriately normalized. The two assumptions yield qualitatively

different profiles: when micropores are excluded, the rate vs. conversion curve exhibits a peak,

( RPM = 9.31 ), while it is almost monotonically decreasing (WRM = 2.65) in the case of

micropore participation. It is also evident from Fig. 5.2 that exclusion of micropores yields a

curve that more closely fits the experimentally measured kinetic data. For the measurements

performed at 693 and 768 K, the random pore (capillary) model based solely on the initial pore
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structure with ,,,,,o = 0 and mesoilacr = 1 produces quite satisfactory results throughout

conversion without the use of any fitting parameters.

0 4ji excluding micropores
0 - i based on all pores

2 0 Data at 673 K
A Data at 693 K
1 Data at 768 K

R0

1.5 -

z
0

00 0.2 004 066 0. 8
Conversion []

Figure 5.2. Normalized rate versus conversion for the low temperature oxidation data summarized

in D'amore et al. [4] and comparison with the random pore model, with full participation of all

pores and with the assumption that micropores do not participate whatsoever.

It was argued by Floess et al. that the reaction rate of Spherocarb char versus conversion

exhibited a maximum due to the adsorption of oxygen early in conversion, distorting

(decreasing) the TGA measurement of mass loss and under-estimating the reaction rate early in

conversion [12]. Although no figures were presented, it was mentioned that after partial

conversion, upon out-gassing the sample and then restarting oxidation, a peak (it was not

mentioned if it was to the same extent) could be observed.

It is quite possible that both effects occur and can be reconciled, largely based on the

interpretation of Salatino [13]. Early in conversion, chemisorption of oxygen in char micropores

occurs. However, its desorption as CO or CO 2 is limited, and instead, oxygen slowly migrates
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along micropore surfaces until reaching an active site for oxidation, whereupon it can complete

the reaction. This can be modeled as configurational diffusion, as described in Chapter 3.

Overall, this process is quite slow and results in minimal oxidation occurring on char micropores

[13]. The main question, then, is whether the oxidation rate extrapolated back to zero conversion

is too low. Taking this into consideration, and also examining Fig. 5.2, in which the data of

Floess et al. (673 K) shows a much larger peak and a much worse fit to either the RPM or ARPM

(no micropore participation) and a moderately lower reactivity than the other two temperatures, it

was decided to base the oxidation pre-exponential factor, A, shown in Table 5.2 on the data at

693 K and 738 K collected by Hurt, exclusively.

Although it hasn't been considered in previous attempts at modeling the experiments of

Waters et al. [1,2], char gasification reactions may be significant, since the gas mixture is 16-

20% H20 and 2-3% CO2 by volume and particle temperatures typically peak between 1700 and

2100 K; conditions under which gasification might be expected to play a non-negligible role.

Furthermore, although the intrinsic reaction rate of carbon with steam is much slower than the

reaction with oxygen [14], steam is known to be able to penetrate and react in small pores that

are often inaccessible to oxygen [15] and Spherocarb particles have a very high level of

microporosity compared to typical char particles.

For this validation study, which simulates combustion at atmospheric pressure, n' order

heterogeneous reactions are considered. For carbon oxidation, nh order behavior has been

explained as being a consequence of the distribution of activation energies for combustion

among the carbon sites [16]. Although gasification reactions (RI) and (R3) are most realistically

modeled using a Langmuir-Hinshelwood rate form [17], especially at high pressures [18], for the

low and limited partial pressure ranges encountered throughout the char conversion in these
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experiments, a power law rate form was deemed acceptable and employed for its simplifying

effects and due to the limited knowledge of all of the rate constants contained in a Langmuir-

Hinshelwood expression [19]. Shaddix and coworkers have discussed the advantages of

employing simply n'h order rate forms for representing char gasification reactions [19,20].

Steam gasification data for uncatalyzed Spherocarb does not exist in the literature.

However, Floess et al. performed kinetic measurements on the reaction rate parameters of

Spherocarb char with carbon dioxide [8] and this can be used to estimate the steam gasification

rate as well. Walker et al. [21] has suggested that the apparent reaction rate of char with steam is

roughly three times its rate with carbon dioxide, while Harris and Smith have also found a

similar ratio to hold for different chars in their measurements [14]. Shaddix et al. have

summarized data from several researchers and concluded that for a given char, the reaction rate

with steam is indeed roughly three times its rate with CO 2 [19]. Furthermore, the experimental

data in the literature as well as theoretical considerations indicate the activation energy for the

C+H 20 reaction is very close to that of the C+C0 2 reaction, meaning that the pre-exponential

factor of the former is simply three times that of the latter [19].

The same procedure used to determine the intrinsic kinetics of Spherocarb oxidation was

followed for the C+C0 2 kinetics. The procedure of Su and Perlmutter [10] was applied to

determine the initial apparent gasification rate of Spherocarb char based in the data of Floess et

al. [8], at each temperature. Floess' data was taken at four temperatures ranging from 1240-1350

K. The apparent pre-exponential factor was determined from the Arrhenius equation, using the

activation energy determined by Floess et al. [12]. Although the order of reaction was not

measured, based on the order determined for several chars in the literature [22], a value of n=0.4

was assigned. The method of the ARPM was employed to estimate the fraction of the surface
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area participating the in the gasification reaction, and the intrinsic pre-exponential factor was

again calculated using Eq. (3.28). The intrinsic reaction rate parameters for steam and carbon

dioxide are shown in Table 5.2. The homogeneous reaction of carbon monoxide with oxygen in

the boundary layer surrounding Spherocarb particles is deemed to be important by Waters et al.

[1] and Tognotti et al. [23], especially in the presence of water vapor. Therefore reactions (R4)

and (R5) for the oxidation of carbon monoxide and hydrogen were also included in the

simulation.

Table 5.2. Kinetic parameters for Spherocarb combustion and gasification.

Reaction A [mol /m 2 s atm"] E [kJ/mol] n

C+0 2  29,180 150.6 1.0

C+H 20 55,248 281.2 0.4

C+C0 2 18,416 281.2 0.4

It was not necessary to include a sub-model for the ash behavior in this case, since

Spherocarb has minimal ash content [5]. However, it was necessary to decide whether to allow

for peripheral fragmentation in the simulation. Spherocarb, like some other highly microporous

chars, has been known to undergo shrinkage in the kinetic regime, which is thought to be caused

by atomic rearrangements (densification) rather than peripheral fragmentation [24]. Although it

is not negligible, the shrinkage is less significant earlier in the char's conversion (see Figure 1 in

[24]), where Waters' data was mostly collected. Since Waters' data is taken in regime II, in
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which the mechanism of shrinkage is unknown, and because the extent of shrinkage is smaller at

the lower conversion levels measured and there is not a predictive model consistent with the

(A)RPM that can account for shrinkage, in what follows we simply use the measured (r/ro) vs. X

data to form a differential equation for particle radius, without allowing for any conversion to be

caused by the shrinkage, so that the mass balance is satisfied. In other words, the only effect

shrinkage has in the simulation is to reduce the particle's diameter; no structural rearrangements

(e.g. densification, pore elimination) are incorporated and no conversion due to diameter

reduction is counted toward the overall conversion. If, as hypothesized [3], micropore

elimination is the mechanism by which shrinkage occurs for this char, this approach seems an

appropriate way to calculate conversion, since micropores do not participate in the char

oxidation. This implies, however, that the gasification rates may be over-estimated in what

follows, since char gasification does occur on the micropores to a large extent, and the micro-

porosity (and surface area) would be smaller than calculated due to shrinkage.

Aside from the required inputs mentioned above, it is necessary to know the temperature-

time history of the solid fuel particle to apply the annealing sub-model, described in Chapter 2.

Since Spherocarb was manufactured commercially, its preparation conditions have not been

publicized. However, annealing measurements on as-received Spherocarb (which has already

been annealed, to some extent, during its production) have been summarized [25] and can be

used to set up an inverse problem for determining the distribution of annealing activation

energies for as-received, Spherocarb. For reaction times of 1800 s, at three different

temperatures, N(t)/N,,ce.ved was measured, where Nreceived represents the as-received, post-

production-heat-treatment value. Thus, C(Ed) is to be determined from the following equation,

using the three pairs of (T, N(t)/N,,,,ed) shown in Table 5.3:
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Nceed = C(Ed)exp[-Atexp(-Ed /R T)]dEd (5.1)

Table 5.3. Annealing measurements (summarized in [25]) and calculations for Spherocarb subject

to different heat treatment temperatures for 1800 s.

THT[K] 1173 1473 1673

(N(t)/N,,,ived) measured 1.0 0.66-0.72 0.37-0.38

(N(t)/Nceived calculated 1.0 0.709 0.392

Consistent with these measurements, it has also been shown by Raman Spectroscopy [26]

that annealing of Spherocarb is negligible at temperatures of 1173 K, but does occur at 1473 K.

In practice, however, solving this integral equation using only three data points would be very

difficult. For this reason, simple trial and error was employed. The annealing model of Zolin et

al. [27] was adopted, with all the recommended values of the shifted gamma distribution, with

the exception of P, which was increased slightly to 45000, which is still within the recommended

range. Assuming that during its production, Spherocarb is heated with a simple temperature ramp

followed by a temperature hold, the ramp rate, hold temperature (the most important parameter)

and hold time were varied until the ratio of the reactivity after experiment to the reactivity of as-

received Spherocarb approached the three experimentally determined data points. The values

determined by this trial-and-error procedure for Spherocarb's heat treatment are shown in Table

5.4. While this is certainly not the actual heat treatment undergone by Spherocarb, it yields

results reasonably consistent with annealing measurements, as shown by Figure 5.3 and Table

5.3.
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Table 5.4. Parameters determined for heat treatment of Spherocarb.

Once the production (devolatilization) heat treatment is known, it is possible to apply the

annealing model as outlined above by simply appending the temperature-time history during

combustion to that of the heat treatment during production. The intrinsic rates determined above

(Table 5.2) can account for the fact that the char has already undergone an initial heat treatment

during production by dividing the pre-exponential factors by NreceiveI/No and appending the

production heat treatment to the concurrent annealing model. In this way, at the beginning of

combustion, the reactivities are the same as those given in Table 5.2 based on measurements.

3.5 x 106
- Initial

3 o Post-Production
--- Post-HT1173K

C .--- Post-HT1473 K
S2.5- - Post-HT 1673 K

E
0

S2-

0

C
.0

L

0.5 1

0
0 1 2 3 4 5 6 7 8

E d X 106

Figure 5.3. Distribution of remaining active sites for annealing after heat treatment to different

temperatures for 1800 s, using the results shown in Table 5.4 to calculate the "post-production"

distribution of Spherocarb.
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Finally, the time-dependent boundary conditions to which the particles have been

exposed must be described. The experiments described by Waters et al. were performed in the

Sandia entrained flow reactor that has been described in a number of papers [28-30]. Gas-phase

flames are used to generate a variety of conditions in the downstream region of the reactor. The

post-flame region has a uniform gas composition around its centerline and a gas temperature

profile that decreases linearly with distance along the axis at a rate of roughly -1 K/mm [28].

Based on Fig. 2 in the study by Murphy and Shaddix [30], the location of the peak temperature

was estimated. The gas temperature in the region before the peak temperature is given by

comparison with Fig. 2 in Molina and Shaddix [31] and with Fig. 1 in the study of Shaddix and

Molina [32]. The particle velocity is roughly 2.5 m/s [1], enabling conversion of position in the

reactor to residence time of the particles. The gas flow relative to the particle has typically been

neglected in modeling this reactor since the Reynolds number based on the slip velocity is ~10-6

[30], permitting the use of a spherically symmetric domain with only a radial velocity

component, consistent with the model developed in this thesis. The wall temperature, used in

calculating radiation heat loss from the particle, is given as 500 K for this reactor [1,29,30] and

the particle emissivity is given as 0.85 [1]. Measurements of char conversion and particle

temperature were performed at three heights in the reactor (12.7, 19.1 and 25.4 cm) and have

been described in more detail by Waters'et al. [1].

5.3. Model Validation and Discussion

To validate the model, cases 2, 4 and 5 in Waters' experiments have been simulated. The

gas temperature profiles are shown in Fig. 5.4, and the species mole fraction boundary conditions

are shown in Table 5.5, with the balance of the gas being nitrogen [1].
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Table 5.5. Boundary conditions for Cases 2, 4 and 5.

X 0 2  XH20 Xco2

Case 2 0.12 0.18 0.02

Case 4 0.12 0.20 0.03

Case 5 0.24 0.16 0.02

The simulation results for the particle temperature (at the edge of the particle) are also included

in Fig. 5.4 for comparison. Case 5, which has the highest bulk gas oxygen concentration, has the

lowest bulk gas temperature. For the cases with 12% 02, the particle temperature rise is roughly

100 K toward the end of the reactor, while for case 5, which has 24% 02 in the bulk gas, the

particle temperature rise exceeds 400 K, despite the occurrence of endothermic char-steam

gasification reactions.

2

1.8-

1.4 -

1.2
Z'1.2 -- Case 2,T

1 - --"-Case 2, Tgas
-a-Case 4, T

0.8 - -- Case 4, Toa

0.6 -- Case 5, TsartIce

0.4 - - Case 5, Tgas.

0 0.02 0.04 0.06 0.08 0.1
Time [s]

Figure 5.4. Bulk gas (and calculated particle) temperatures along the reactor for cases 2, 4 and 5.
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Figure 5.5. Experimental [1] and simulation results for conversion versus time for cases 2, 4 and 5.

Measured data points [1] and simulation results, using the inputs described above, for

particle conversion vs. time for the three cases, are shown in Fig. 5.5. A mass loss of 4% due to

moisture and volatile evolution was incorporated [1]. The qualitative trends are good and the

quantitative agreement is quite reasonable. However, the first conversion data points of case 2

are under-predicted by the model. Given that cases 2 and 4 have the same oxygen concentration,

but case 2 has a significantly lower gas temperature, it is unclear why case 2 and case 4 have the

same measured conversion at t=0.051 s. The last data point for conversion of case 5 is also

slightly under-predicted. The qualitative trends predicted for cases 4 and 5 both match the

experimental trends well; that predicted for case 2, less so.
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Figure 5.6. Experimental [1] and simulation results for particle temperature versus time for cases 2,

4 and 5, for (a) the entire reactor and (b) a magnification of the region of high particle

temperatures.
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Measured data points [1] and calculated particle temperatures vs. time for the three cases

are shown in Fig. 5.6. The simulations indicate that the particles are almost of uniform

temperature (the surface temperature is shown in Fig. 5.6). Again, both the qualitative trends and

the quantitative agreement are reasonable, with the largest discrepancies occurring for the

measurements at the earliest times. In accordance with the measurements, the simulation results

for cases 2 and 4 both predict that the particle temperature decreases slightly between the data

points at t=0.077 s and t=O. 102 s. However, the particle temperature predicted for case 5

decreases quickly after peaking near 0.08 s, while the experimental data shows a continued rise

in the char particle temperature.

The simulated particle temperature decreases due to the decrease in surface area and

particle size. The source of this qualitative discrepancy with Waters' data for case 5 is unclear.

One possibility, suggested by the under-prediction of both conversion and particle temperature at

the last data point, is that late in conversion, after H20 and CO 2 have reacted on the surface of

the micropores, increasing their width, and after oxidation on mesopores has decreased the

length of micropores, oxygen begins to react to a greater extent on the micropores than predicted

by the model, in a manner similar to Fig. 3.10(b). Another possible contribution to the under-

prediction of particle temperature could be shrinkage (densification), which is thought to be

caused by the elimination of microporosity, as discussed above, and which decreases the micro-

porous surface area available for the endothermic gasification reactions.
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Figure 5.7. Final conversion profiles for (a) conversion on all pores and (b) conversion attributable

to reaction on micro- and meso-pores.

The final conversion profiles (at t=O.102 s) are shown in Figs. 5.7(a) and (b). The total

conversion profiles (Fig. 5.7(a)) suggest that overall, char consumption occurs in zone 1I, with

reaction occurring throughout the particle, although to a much lesser extent in the interior. Cases

2 and 4, with 12% bulk oxygen, exhibit similar profiles, while case 5 has relatively less

conversion near the particle interior. The attribution of conversion to reaction on the various pore

sizes can be accomplished using Eq. (3.15). Figure 5.7(b) shows that the mesoporous surface

area dominates the char consumption, due to the limitations on char oxidation in the micropores

due to configurational diffusion. Char gasification occurs predominantly on the surface of the

micropores, due to the assumed small configurational diffusion limitations and the large

micropore surface area of Spherocarb.

Cases 2 and 4 exhibit micropore conversion profiles that are nearly constant with position

(slightly higher toward the particle interior for case 2 and slightly lower toward the interior for

case 4). The micropore conversion profile for case 5, on the other hand, decreases toward the

particle center. The reason for this discrepancy can be inferred from Figure 5.8, which shows
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species mole fraction profiles for all species except nitrogen (so that the species with small mole

fractions can be clearly seen), throughout the particle (r < ~70 tm) and the surrounding boundary

layer. Due to the higher particle temperature achieved during case 5, even H2 0 becomes mass-

transport limited in the particle's interior, as its concentration approaches zero during the high-

temperature period of case 5, which can be seen in Fig. 5.8(f). This is to be contrasted with cases

2 and 4, for which the steam mole fraction profiles do not approach zero toward the interior of

the particle.

Figure 5.8 indicates that for all cases, the char-oxygen reaction is significantly transport-

limited, while the gasification reactions are transport-limited to a much lesser extent. CO is the

main by-product of char oxidation at these temperatures, which can be inferred from the

comparison of the CO and CO2 profiles throughout the particles. Figure 5.8(e) is the lowest

temperature snapshot of the six case/time combinations shown in Fig. 5.8 and it is evident that

the CO/CO 2 ratio decreases with temperature. Outside of the particles, homogeneous CO

oxidation occurs which contributes to the small peak in CO 2 in the gas boundary layer. All

species profiles indicate that concentration gradients in the boundary are much less severe than

within the particle, although near the particle, 02, H2 and CO 2 are consumed via homogeneous

reaction. In accordance with the simulation results of other researchers, all species mole fractions

are continuous across the gas/porous medium interface, although the slopes exhibits a

discontinuity due to the change in the governing flux sub-models [19,20,33].
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Taken together, Figs. 5.5 and 5.6 provide a reasonable level of confidence in the overall

model and in its ability to predict the behavior of well-characterized char particles subject to

conditions in which multiple reactions occur in the regime of intra-particle diffusion limitations.

This has been done without using fitting parameters to adjust the results to the measured data,

although the c parameters, representing the pore size at which configurational diffusion becomes

significant, are not well-known and can have a significant influence on the simulations. This is

particularly true in this case, because Spherocarb particles have such a large microporous surface

area.

As mentioned in Ch. 3.6, the configurational diffusion parameter for the reaction of char

with oxygen has been taken directly from the literature, although this was extracted in an indirect

manner for a bituminous coal char reacting at 693 K. Since configurational diffusion is thought

to be a temperature-dependent phenomenon, this adds another layer of uncertainty to the a

parameters. However, it has been shown experimentally that micropores are largely excluded

from participation in both zone I and zone II char oxidation [34,35]. A numerical model of high

temperature Spherocarb oxidation (100% oxygen) also reached the same conclusion [36]. For

this reason, the constant value of o, = 20 nm is taken as a best-available estimate that

qualitatively captures observed char oxidation behavior.

Also important to the simulation results, is the value ofUo, which is not available from

the literature. Microporous diffusion limitations have been observed for char reacting with 02

[13,35,37,38] and CO 2 [35,39] but we are not aware of reported configurational diffusion

limitations for the reaction of char with H20. Researchers have reported enhanced surface area

development during the reaction of the same char with CO 2 compared to 02 [38,40],

substantiating the hypothesis that configurational diffusion limitations for CO 2 are less severe
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than for 02, although conflicting results also exist [35]. Upon reacting the same lignite char with

02, CO 2 and H20, Harris and Smith found that the surface area developed at 30% conversion

was 500, 600 and 976 m2/g, for the three reactants, respectively, suggesting that H20 reacts to a

greater extent on smaller pores than does 02 or even CO 2 [14]. The same qualitative order for

configurational diffusion limitations is also supported by Walker [41] and the studies of Koresh

[42], although there is disagreement in the literature regarding the facility with which CO 2 and

H20 may enter small pores [43].

Based on the lack of any qualitative information suggesting incomplete reaction of steam

in char micropores and given the lack of quantitative information about -,,, to use as input, this

parameter was chosen such that in zone I, complete micropore penetration occurred and the

intrinsic char-steam reaction rate was thus normalized by the entire surface area. The base-case

simulations were performed with a value of C-2' = 1 nm, which implied that even at the higher

temperatures of Waters' data, configurational diffusion limitations were minimal. In summary,

in the base-case, steam was assumed to have minimal configurational diffusion limitations at all

temperatures, whereas oxygen was assumed to have negligible micropore participation at all

temperatures due to slow configurational diffusion. CO 2 was assigned an intermediate value of

o-H,0= 5 nm, qualitatively consistent with the experiments described in the preceding discussion.

At the higher temperatures of Waters' experiments, the variation of H20 can affect the

results of the simulation. Due to the lack of quantitative information about this parameter,

simulations were performed as o-,O was varied from 1-5 nm (a range for which low temperature

gasification still occurred throughout the micropore structure) in order to assess the impact it had

on the conversion and temperature profiles. Figure 5.9 shows the effect of 0O, on temperature
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and conversion for cases 2 and 5. For both cases, o-H20 = 3 nm yields results similar to

-H2 0 = 1 nm. For the lower temperature experiment, case 2, the difference in particle conversion

and temperature is small when using a value of -H20 = 5 nm, but for case 5, such a change

lowers the conversion at t=0.102 s from -37% to ~32% and increases the particle temperature by

roughly 100 K. This is due to the fact that the very large micropore surface area now participates

to a smaller extent in the endothermic steam gasification reaction.

0.4
- Case 2, YH 2O= 1 nm

-.- Case 2, oH2 O= 3 nm
0.3 --- Case 2, cH 2O= 5 nm

0.25. Case5, H201 nm
0.2 ---n case 2, oH20= 5 nm 400.1H

.050

0 0.02 0.04 0.06 0.08 0.1 0.12
Time [s]

s 1

E --- Case2 5, oHo=1nm
- Case5, 0 H20= nm

0 0.02 0.04 0.06 0.08 0.1 0.12
Time [s]

Figure 5.9. Effect of variation of c-H20 on conversion (top) and particle temperature (bottom) for

cases 2 and 5.
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Figure 5.10 shows final conversion profiles for these cases and indicates that the loss in

overall conversion is mostly caused by decreased micropore conversion, since gasification

reactions mostly occurs on micropores (at least when -,,O = 1 nm). This is to be expected since

mesopores diffusion limitations are hardly affected by the value of CYO. Micropore conversion

profiles are calculated from numerical integration of Eq. (3.15).
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Figure 5.10. Effect of variation of cH2 0 on micropore conversion profiles for cases 2 and 5.

Figure 5.11 shows the evolution of the normalized, total surface area with time for these

cases. Upon increasing the configurational diffusion limitations, the surface areas decrease

relative to the base cases, even though conversion is lower at a given time. This is because

micropores now expand less, while still experiencing the same degree of overlap by larger pores.
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Figure 5.11. Effect of variation of CH2O on surface area evolution for cases 2 and 5.

The impact of the pore structure evolution and the gasification reaction during these

combustion simulations are illustrated in Figs. 5.12 and 5.13, which show conversion and

particle temperature profiles, respectively, for case 2, using both the ARPM and the RPM, with

and without accounting for the gasification reactions, for the base-case. In applying the RPM, all

pore-scale effectiveness factors are set to unity and the reaction rate parameters are re-

normalized accordingly. In other words, the intrinsic char oxidation reaction is much lower for

the RPM, since the surface area on which it occurs is taken to be much larger. In this way, the

initial apparent reactivity is identical for the RPM and ARPM, although the pore structure will

evolve differently in the two cases.
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Figure 5.12. Conversion versus time for case 2, using the RPM and the ARPM, both of which with
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Figure 5.13. Particle temperature versus time, for case 2, using the RPM and the ARPM, both of

which with and without gasification reactions turned on.
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Figures 5.12 and 5.13 show that, in the case of the ARPM, neglecting the gasification

reactions decreases conversion at t=0.102 s from 0.22 to 0.205 and increases particle temperature

by a maximum of 40 K. For the RPM, these disparities are somewhat greater (0.255 to 0.225 and

-65 K). When using the original RPM, the conversion is higher for both cases (gasification on

and off), respectively, than when using the ARPM. This is because the RPM allows all pore sizes

to participate in all reactions fully and therefore the micropore growth (qico) is the same as the

growth of all other pores (instead of experiencing mostly overlap), thus slowing the decrease in

surface area with conversion experienced by the particle. This is evident from examination of

Figure 5.14.
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Figure 5.14. Normalized total surface area versus total conversion, for case 2, using

the ARPM, both of which with and without gasification reactions turned on.
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Figure 5.15. Conversion versus time for case 5, using the
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Figures 5.15 and 5.16 show the same plots for case 5. The trends regarding gasification

described for case 2 also hold for case 5, but there is a larger difference in conversion and

particle temperature between cases in which gasification is turned on and off. For the ARPM,

neglecting gasification in case 5 decreases the conversion from 0.37 to 0.29 at t-O.102 s, while

increasing char particle temperature by roughly 200 K, which is over 100 K above the measured

temperatures. For the RPM, the differences are even greater. The steady-state char combustion

simulations performed by Shaddix et al. report a similar qualitative trend [19]: at 1690 K, the

total char consumption rate, which also accounts for concurrent steam gasification, increases as

02 mole fraction increases from 0.12 to 0.24 to 0.36. This is in contrast to their results for

concurrent CO 2 gasification, which they find increases the rate of char consumption for 12% 02,

while having a negligible and a negative influence on char consumption rates for 24% and 36%

02, respectively [20]. The difference between the gasifying agents is attributed to the greater

endothermicity of the C+C0 2 reaction.

Similar to Fig. 5.13, the particle temperature simulated with the RPM is initially higher

than that calculated using the ARPM, but eventually becomes lower at a given time. (This trend

is beginning to become apparent for case 2 but is clear for case 5.) Furthermore, the difference in

conversion between the RPM and ARPM reaches a maximum and then begins to decrease as

time progresses.
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Figure 5.17. Normalized total surface area versus total conversion, for case 5, using the RPM and

the ARPM, both of which with and without gasification reactions turned on.

The same qualitative observation as was made for case 2 in Figure 5.14 can be made

regarding case 5, as shown in Figure 5.17. It is also worth mentioning that when gasification

reactions are turned on, the surface area is larger in both cases. In the case of the RPM (in which

all pore-scale effectiveness factors are unity anyway), the reason is that gasification reactions

change the conversion profile within the particle, which affects dST, /dX, , even though the

local dS/dX is identical everywhere. For the ARPM, this is due to the additional fact that, in

contrast to oxidation, gasification occurs on the micropores to a degree, increasing the surface

area compared to the case of pure oxidation.
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Figure 5.18. Conversion profiles, on micro-, meso- and macro- pores, with gasification reactions on
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Figure 5.18 shows conversion profiles on each pore class for the ARPM and RPM, with

gasification reactions both considered and neglected, at t=0. 102 s, for cases 2 and 5. For the

ARPM, when gasification reactions are considered, it is indeed seen that micropores are able to

participate in char conversion, due to the ability of H20, in contrast to 02, to react on small

pores. Furthermore, the total conversion profile within the particle is more uniform when

gasification reactions are considered because H20 and CO 2 experience fewer diffusion

limitations than 02. When gasification reactions are neglected, micropore conversion is

negligible. Conversion is confined to the outer regions of the particle to a greater extent for case

5 than it is for case 2. When using the RPM, it is safe to assume that all conversion occurs on the

micropores for Spherocarb char.
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Figure 5.19. Calculated particle temperature for cases 2, 4 and 5, each with the concurrent

annealing sub-model turned on and off.
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Finally, the impact of the concurrent annealing sub-model was evaluated in Figs. 5.19

and 5.20. Figure 5.19 shows the particle temperatures for the three cases with and without the

annealing sub-model. When the model was turned off, the reaction rates are simply decreased by

a fraction equal to the amount of annealing experienced during the production of Spherocarb,

whereas when the annealing model is turned on, the entire heat treatment (production and

concurrent combustion) is considered. Figure 5.19, which shows the particle temperatures late in

the simulations, indicates that there is practically no need to consider concurrent annealing in the

present experiments/simulations. This is due to the fact that the production heat treatment that

has been included (Table 5.4) occurs over a much longer period of time than do the experiments

of Waters et al. [1,2].

Despite the high temperatures achieved, the fraction of active sites that are deactivated

during combustion is at most (case 5 in Figure 5.20(c)) a few percentage points below the post-

production/pre-combustion value. Nonetheless, this would not necessarily have been known a

priori, because the annealing model and fraction of active sites remaining is dependent on the

temperature-time history achieved during combustion.
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5.4. Effect of Flux Model

When using the Feng and Stewart model, the flux in the micropores may not satisfy the

smooth field hypothesis in the presence of fast reactions (e.g. oxidation), as mentioned in Ch. 2,

and the correction of Jackson is not applicable in this case [44]. As also mentioned by Jackson,
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the contribution of the micropore flux is typically small compared to transport in other pore

sizes. A comparison of simulations of case 2 employing the FSM with and without accounting

for the micropore contribution to the fluxes was performed. The difference in the overall

conversion results is negligible; they are identical to the third decimal place.

The Feng and Stewart model explicitly accounts for multi-modal pore structures, while

the Dusty Gas model uses an average pore size and porosity in its calculation of the parameters

characterizing continuum diffusion, viscous flow and Knudsen diffusion contributions. Without

the ability to perform experiments to determine the values of the adjustable parameters in the

DGM, determining a representative average pore size for an evolving, multi-modal pore structure

may be problematic. Some investigators have assumed that reaction occurs solely on the

micropores, due to their large surface area, while the gas transport occurs solely via the

macropores [45,46].
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Figure 5.21. Comparison of total conversion versus time for the FSM and the DGM using several

calculations of the average pore size, for combustion conditions.
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Figure 5.21 compares the integrated char conversion profiles for a 60 tm radius particle

with the properties of "Char B" from Su and Perlmutter [10], with its pore size discretized into

four bins (micropores (R1), small mesopores (R2), large mesopores (R3) and macropores (R4) ) as

in [7] and as shown in Table 5.6, undergoing combustion in an environment of 21% 02 and 78%

N2 at 1400 K and atmospheric pressure, using the FSM and the DGM. The tortuosity required by

the DGM is set to three, in accordance with the FSM of K= 1/3.

Table 5.6. Discretized pore size distribution for "char B".

R,(A) 7.1 40 90 1877

#, 0.1089 0.016 0.015 0.1483

The average pore radius in the DGM has been obtained by taking the hydraulic radius, r =2$/S,

where the porosity and surface area include contributions from different pore sizes, as indicated

in the legend of Fig. 5.21. All other model parameters are identical, and the ARPM has been

applied in both cases.

It is observed that inclusion of the micropores in the calculation of rh produces results

that differ significantly from the predictions of the FSM, while calculation of rh by including all

macropores and large mesopores produces a result most similar to the FSM predictions. Figure

5.21 was obtained for a situation in which intra-particle diffusion limitations were deemed

significant throughout the course of conversion, based on the profiles of the reactants and

products throughout the porous structure.
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Figure 5.22. Comparison of total conversion versus time for the FSM and the DGM using several

calculations of the average pore size, for gasification conditions.

Figure 5.22 shows an identical plot for gasification conditions. The char structure is the

same as that of Figure 5.21, but the environment consists of 10% H20, 40% CO2 and 50% N2 at

1900 K and atmospheric pressure. The results are somewhat different than Fig 5.21 in that the

FSM is closest to the DGM with ravg based on the two largest pore sizes, but later in conversion,

the results from the FSM begin to approach that of the DGM with ravg based on the three largest

pore sizes. In fact, both figures indicate that the FSM yields a conversion that increases less

rapidly than the DGM later in conversion.

These figures indicate that the practice of using the DGM for calculation of the fluxes by

excluding the micropores and small mesopores yields results similar to the slightly more

complex Feng and Stewart model, which explicitly considers each pore size separately. The

reason for the distortion of the results of the DGM by including the micropores is due to their

large contribution to the surface area, which drastically reduces the average pore radius
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parameter, whereas neglecting all the mesopores in the calculation results in fluxes that are too

large. This is not to say, of course, that either model is "correct."
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Figure 5.23. Diffusive and convective fluxes of CO 2 and H20 in and around a char particle in a

gasifying environment.

Figure 5.23 examines the molar fluxes in and around a 50 pm radius char particle, also

using char B with the same discretized pore size distribution, reacting in a gasification

environment of 10% H2, 20% H20, 20% CO, 40% CO2 (and 10% N2) at 1800 K, at an overall

conversion of 5%, using the FSM. To assess the magnitude of the convective term, the molar

fluxes, for both gasifying agents, are divided into their diffusive (J;) and convective (x;NTot)

contributions. For these conditions, the convective contribution to species transport in the

boundary layer is about 13% and 21% of the contribution of diffusive transport for H20 and

C0 2, respectively, while within the particle, the convective contribution to species transport
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varies with position but tends to be somewhat larger. The convective term should not be omitted

from simulations of char consumption, especially for fast heterogeneous reactions.

5.5. Demonstration of Ash Adherence Sub-model

As mentioned in Ch. 2, previous investigators have examined the effects of concurrent

annealing and of fragmentation on the overall burnout behavior and dynamic temperature

response of char particles. Here we show results of the comprehensive model with the ARPM,

FSM, concurrent annealing, particle shrinkage and ash layer sub-models included, to illustrate

the capabilities of the present model with regard to prediction of char and ash layer evolution. Of

course, the true behavior of the ash layer and char particle size require experimental

determination; the results presented here are simply to exhibit the capability of the model in this

regard.

The simulated char particle is again sample B from Su and Perlmutter [10], the porosity

of the macropores is increased to 0.54, a high-ash coal char is examined (10% by volume) and a

base-case ash melting temperature is taken as 1450 K. The rate at which the porosity of the ash

layer decreases when its temperature is above Tmeit, in Eq. (2.45), is taken to be Y =0.4 (1/s). The

particles react in a uniform environment of 14% 02 and 5% H20 with a bulk gas temperature of

1500 K and a wall temperature of 1000 K with which the particles interact radiantly. The particle

emissivity is again taken as 0.85. The conditions were such that the particles reacted in the

regime of mixed reaction/pore-diffusion control. The critical char porosity is 95%, which means

that some char is left in the ash layer and is assumed to be encapsulated.
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Figure 5.24. Evolution of normalized ash (open symbols) and char (closed symbols) radii with time

for three combinations of ash "melting temperature" and ash volume fraction.

Figure 5.24 shows the evolution of the outer particle dimension, rash(t), and the char

radius, s(t), with time for three cases: the base-case of 10% ash, Tet=14 5 0 K, a case with a

higher ash content (20%) and the same melting temperature and a case with a lower melting

temperature (1400 K) but the same ash content (10%). These chars contain a high, but not

unrealistic [47], fraction of ash, to highlight the differences between the cases.

When the chars reach their critical porosities, diameter reduction begins and when the

critical ash coverage on the surface reaches 50%, the ash layer is assumed to constitute its own

layer, with the open and closed symbols diverging for each case. This occurs earlier for the case

with higher ash content (20%), but the same case exhibits lower temperatures, as shown in Fig.

5.25, and also slower conversion, due to the increased diffusion resistance from the increased ash

content.
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Figure 5.25. Particle temperature versus time for the same three combinations of ash "melting

temperature" and ash volume fraction.

Compared to the base-case, the case with the lower ash melting temperature (1400 K)

exhibits a continual decrease in both rash(t) and s(t), since the particle temperature remains above

the melting temperature throughout conversion. For both cases with a melting temperature of

1450 K, the particle's temperature eventually falls below the melting temperature and the ash

layer ceases its densification, causing rash(t) to flatten out while s(t) continues to decrease.
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Figure 5.26. Total Porosity profiles throughout conversion for (a) 20% ash, T.=1450 K particle,

and (b) 10% ash, T.=1400 K particle.

Figure 5.26 shows the total porosity profiles, which account for the presence of both ash

and char, for the cases with 20% ash, Tmeit=1450 K and 10% ash, Tme,=1400 K. It is observed in

Fig. 5.26(a) that the porosity profile in the ash layer eventually ceases to change with time as the

particle's ash layer temperature decreases below the melting temperature and ash densification

stops, while this is not the case in Fig 5.26(b), since the melting temperature is lower and the

particle temperature higher (above Tne,) in this case. It is also observed that the porosity of the

ash layer, in Fig 5.26(a), decreases below the values observed in Fig 5.26(b), because the ash

layer has had a longer time to undergo densification, since the higher ash content leads to a faster

buildup of ash on the surface.

5.6. Conclusions

The comprehensive single particle char consumption model developed in previous

chapters has been validated using zone II combustion data for Spherocarb char without the use of
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fitting parameters (although the configurational diffusion parameters employed were based on

best-estimates) and reasonable agreement with experimental measurements of particle

temperature and conversion have been obtained. For this char, the participation of various pore

sizes in reaction and the occurrence of gasification reactions in certain combustion conditions are

shown to have non-negligible effects on the overall conversion and temperature evolution. An

examination of the impact of the flux sub-model was performed and it has been shown that

inclusion of the micropores in the average pore radius of the DGM produces results very

dissimilar to those of the FSM. Examples of high-ash char particles reacting in an environment

of 14% 02 and 5% H20 near the ash melting temperature have been used to illustrate the full

capabilities of the model in calculating the size and porosity of both char and ash layers.
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Chapter 6. Applications of the Single Particle Char Consumption Model

In this chapter, the single particle model is applied to study char consumption in oxy-

combustion and entrained flow gasification environments. The majority of the chapter is devoted

to oxy-combustion, specifically, to an examination of the importance of accounting for

gasification reactions under oxy-combustion conditions. The importance of accounting for

annealing during entrained flow gasification modeling is also highlighted.

6.1. The Influence of Gasification Reactions during Oxy-Combustion

6.1.1. Introduction

Oxyfuel combustion of pulverized coal is one of three major carbon capture technologies

that can be used with coal-fired power plants and has been the subject of significant research

over the past three decades [1-4]. During oxyfuel combustion, pulverized coal is burned using

nearly pure oxygen from an air separation unit, while recycled flue gas is used to moderate the

combustion temperature in order to maintain heat transfer and combustion characteristics similar

to those encountered in conventional air-fired combustion environments.

Recent experimental and modeling studies have investigated the effects of CO 2 (and H20)

on char combustion/gasification under oxy-fired combustion conditions, in which the CO 2 partial

pressure is significantly higher than that in conventional air-fired combustion [5-11]. The

elevated levels of CO 2 may influence char combustion via the reduced diffusivity of oxygen in

CO 2 [7,10]; its higher specific heat; the endothermicity of the gasification reactions and their

contribution to the char consumption rate [5,8,11,12]. Because reactions may occur in different

limiting regimes depending on the temperature, bulk oxygen concentration, coal rank and
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particle size, the char conversion rate in 0 2/CO 2 may be higher or lower than in 0 2/N 2 . Chen et

al. [3] reviewed oxyfuel coal combustion experiments and classified the operating conditions

into three regimes. At low temperatures, the presence of CO 2 does not change the char

consumption rate because of the slow gasification kinetics; at high temperatures and sufficiently

high 02 mole fractions, where oxidation is diffusion-limited, the char consumption rate is lower

because of the lower diffusivity of 02 in CO 2; at high temperatures and lower 02 mole fractions,

the char-CO2 gasification reaction can increase the char consumption rate.

Hecht et al. [13] reviewed the experimental literature and performed single char particle

simulations of oxyfuel combustion and emphasized the uncertainty and variability of the CO 2

gasification rate. Using a detailed mechanism for char and CO oxidation and a single-step

expression for char gasification, they performed single particle simulations at 1724 K and at

oxygen mole fractions of 12, 24 and 36% to obtain steady-state species and temperature profiles

and char consumption rates. For their simulation conditions, and for the entire range of pre-

exponential factors evaluated, the gasification reaction increased the rate of char consumption at

02 mole fractions below 24%, beyond which it slightly decreased the rate, because the lower

particle temperatures that result from the endothermic gasification reactions reduced the rate of

char oxidation.

The detailed char modeling studies referenced above [7,8,13] were performed using time-

independent boundary conditions and assuming steady-state. However, in a furnace or utility

boiler, all particles experience time-dependent boundary conditions along their trajectories as

they undergo conversion. Depending on the coal rank and burner setup, the oxygen mole fraction

and surrounding gas temperatures can vary significantly during a particle's lifetime as it

penetrates the volatile flame zone and traverses the post-flame region. It is important to study the
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transient char consumption behavior under realistic, time-dependent boundary conditions in

order to ascertain the effect of gasification reactions in practical oxyfuel combustion systems.

In what follows, the effects of char gasification reactions are investigated throughout

conversion using realistic boundary conditions present during oxyfuel combustion. Coal particle

time-dependent boundary conditions are tracked in a CFD simulation [14] of a 100 kWth pilot

scale test facility, and representative regions and trajectories are identified. The comprehensive,

time-dependent, single-particle char consumption model is then used to investigate the effect of

the gasification reactions on char particle consumption for three representative regions, as well as

for two typical particle trajectories identified within the furnace.

6.1.2. CFD Modeling of a Pilot-Scale Oxyfuel Coal Combustion Test Facility

Andersson and coworkers [15,16] conducted a series of experiments using the Chalmers

100 kWth test facility under air-fired and oxyfuel combustion conditions. In a previous study

[14], a 3D CFD approach was used to simulate the flow-field, heat transfer and gas and solid

phase combustion under air-fired and oxyfuel conditions. The simulation successfully predicted

the volatile flame shape near the burner, and the results agreed reasonably well with

experimental measurements in terms of temperature and major species distributions.

The geometry and operating conditions of the pilot-scale oxyfuel combustion test facility

were given in [16]. The facility consists of a gravimetric coal feeder, a swirl burner, a cylindrical

refractory-lined furnace with an inner height of 2.4 m and an inner diameter of 0.8 m, a fabric

filter and a flue gas recycle system. The coal burner consists of a fuel lance (i.d.=34 mm),

surrounded by cylindrical primary and secondary feed-gas registers. The primary register is
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swirled with a fin angle of 450 and has an outer diameter of 52 mm, whereas the secondary

register has a more moderate swirl number with a fin angle of 150 and outer diameter of 92 mm.

A German lignite coal (Lausitz) was used in the experiments. Four different cases were

investigated [15,16]: an air-fired case and three oxyfuel combustion cases with decreasing flue

gas recycle rates. The oxygen mole fractions were 25%, 27% and 29% in both the primary and

secondary streams. The current study focuses on the case with 29% oxygen, which has the

highest oxygen concentration and most stable combustion characteristics.

6.1.3. Application of Single Particle Char Consumption Model

The comprehensive, time-dependent, single particle char consumption model developed

in the previous chapters is applied to study oxy-combustion. The incorporation of the ARPM,

which can account for the fact that, for many chars, oxidation on the surface of micropores is

limited to a much greater extent than gasification [17-20], is particularly relevant to oxy-

combustion environments in which both 02 and CO2 (and H20) react simultaneously, possibly in

different regions of the char particle.

The characterization of the char that is formed during this oxy-combustion experiment is

not available, but the coal's proximate analysis indicates that it loses -60% of its mass as

volatiles. Therefore, the char particles were assumed to be highly porous, and consistent with the

high-volatile yield and the non-swelling nature of lignites, were assigned the same pore size

distribution as Spherocarb char particles, which have been well-characterized [21]. The pore size

distribution ranges over several orders of magnitude, and was divided as shown in Table 5.1. The

true density of the particles was assumed to be 1700 kg/m 3 to bring the mass and diameter of the
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particles in line with those used in the CFD simulation, as particle mass and diameter were

considered to be the most important variables affecting the calculated particle trajectories.

Based on their literature review, Hecht et al. [13] found that the relative apparent rate of

the C+CO 2 reaction to the C+0 2 reaction is roughly 0.1-3.0x10-4 at 1073 K. They also

determined that a best guess value of the activation energy for the C+C0 2 reaction is -251

kJ/mol, compared to the typically much-lower activation energy for oxidation of -160 kJ/mol.

Using these values yields a ratio of the gasification to oxidation reaction of 0.1-3.0x10- at 2000

K. The reactivity of Spherocarb char, with both oxygen [21] and carbon dioxide [22], has been

measured in the kinetic regime over a range of temperatures, and the activation energies and pre-

exponential factors have been determined. The oxidation rate law fit a first order kinetic

expression, while the gasification reaction was only measured at 1 atm and thus, not fit to a

particular rate law. A power law expression of order n=0.4 for the gasification reaction will be

assumed, similar to the six chars gasified by Hla et al. [23] and also similar to the value n=0.45

determined by Gonzalo-Tirado et al. [12]. Using these kinetic expressions, the relative rates at

both 1073 K and 2000 K fall into the ranges given by Hecht et al. [13]. At 1073 K the ratio of

rates is 1.779e-05, while at 2000 K, the ratio increases to 0.0157. The char-steam reaction rate

has not been measured for this char, so its activation energy was taken to be the same as the

C+C0 2 reaction [8], and as a conservative estimate, its pre-exponential factor is assumed to be

double that of the C+C0 2 reaction [8].

When applied to the actual particle trajectories, however, these expressions yielded final

char conversions in the furnace of only 40-60%; clearly too low for these lignite char particles.

This is not surprising, given the high activation energies and the annealing results reviewed in

Ch.5 that indicate that Spherocarb undergoes a significant heat treatment during its production.
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Therefore, to bring the intrinsic reactivity with oxygen in line with that of a typical lignite at

1073 K [24], all of the pre-exponential factors from [21,22] were multiplied by a factor of

roughly four, thus increasing the reactivities while maintaining the same ratios that fall within

the range summarized by Hecht et al. [13]. The values of the intrinsic kinetic parameters

employed in the simulation are given in Table 6.1.

Table 6.1. Kinetic parameters used for combustion and gasification reactions.

Reaction A [mol/mc2 s atm"] E [kJ/mol] n

C+0 2-CO/CO 2  1.2387 x105  150.6 1.0

C+C0 242CO 7.8048 x10 4  281.2 0.4

C+H 2O4CO+H2 1.56096 x10 5 281.2 0.4

Note that the pore surface area (mc 2 ) that participates in the gasification reactions is much

larger than the area participating in char oxidation, since the intrinsic rates (per unit internal area)

of the respective reactions are estimated using the method of the ARPM [25]. The values of both

aH2O and aC, are taken, conservatively, as 5 nm. The thermal annealing sub-model has been

turned off in this section. Finally, following Hecht et al. [13], who, based on a detailed gas-phase

CO oxidation mechanism, found the single film model to be adequate at 1724 K and bulk oxygen

mole fractions below 12%, gas-phase reactions were turned off, since the oxygen mole fraction

rarely exceeded 15% anywhere (and 6% in high temperature regions).
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The pore structure of Spherocarb, combined with the intrinsic reactivity enhanced to match

the lignite char from the literature, is thought to be a good representation of the relatively high

volatile lignite used in the oxy-combustion experiments [15,16].

Simulations have been performed for particles of constant radius, Ro=5 0 pm, and for

particles of initially the same size which shrink (s(t)<Ro) due to peripheral fragmentation at a

critical porosity, #Ati,,, , of 81%. The expression for reduction in particle radius has been derived

by Gavalas [26] and is given in Eq. (2.36).

Of course, the true evolution of the char particles' external dimensions requires

experimental determination. However, the aim of the simulations, in this regard, is simply to

capture qualitative differences between the two behaviors (shrinking and constant particle size)

and any possible effects of gasification reactions.

6.1.4. Results and Discussion

6.1.4.1. CFD Simulation and Particle Trajectories

Figure 6.1 shows CFD simulation results for the distributions of the gas temperature, 02,

CO 2 and H20 mole fractions in the first meter of the furnace with 29% oxygen mole fraction in

the burner streams [14]. The temperature distribution indicates that a volatile diffusion flame is

stabilized in the vicinity of the burner supported by the internal recirculation zone formed by the

swirling burner flow. The oxygen mole fraction is high near the burner outlet (up to 29%) and

declines along the axis due to volatile and char combustion. CO 2 is the major species in most of

the furnace, with a mole fraction above 70%, except in the region near the burner, where higher
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volatile and steam concentrations are produced by de-moisturization and devolatilization

following the coal particles' injection into the furnace.

m
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Figure 6.1. CFD simulation results for (a) temperature, (b) 02, (c) CO 2 and (d) steam distributions

in the first meter of a 100 kWth pilot scale test facility under oxyfuel combustion with 29% oxygen.

It can be seen in Fig. 6.1 that, while not entirely distinct, several regions can be identified

for char consumption. Downstream of the primary and secondary gas-registers, the gas

temperature is relatively low and the oxygen mole fraction is relatively high due to penetration of

the cold oxidizer stream; this is termed the "pre-flame" region. Closer to the furnace centerline,

in the volatile flame zone, the gas temperature is at its peak and the oxygen concentration is low

due to volatile combustion; this is termed the "flame" region. Further downstream of the pre-

flame and flame regions is the post-flame region, in which the oxygen concentration is

supplemented by the secondary stream and the temperature varies depending on the radial

location. Far downstream from the burners (beyond I m), the environment becomes more
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uniformly low temperature and rich in CO 2. Char consumption is slow in this region and thus is

not considered important. Table 6.2 lists typical boundary conditions for the aforementioned

variables in the three regions.

Table 6.2. Bulk gas conditions in the three regions identified for char consumption.

Pre-Flame Region Flame Region Post-Flame Region

T (K) 1373 1773 1573

X02 0.12 0.03 0.06

XCO2 0.74 0.77 0.80

x20 0.10 0.16 0.10

Particle trajectories from the CFD simulation were analyzed. Several trajectories, in terms of

their bulk gas temperature and oxygen fraction, are shown in Fig. 6.2, which indicates that

particle trajectories can be grouped into two modes (shown as blue and red lines). Some coal

particles travel through the pre-flame region, where the gas temperature is relatively low (1000-

1400 K) and the oxygen mole fraction is relatively high (10-15%), while other particles are

injected closer to the centerline and traverse the flame region, where the volatile matter is burned

at higher gas temperatures (-1800 K) and the oxygen mole fraction is low (<3%). These

trajectories have been termed Particle Modes 1 and 2, respectively. All the particles then travel to

the post-flame region, where the gas temperature varies, but in which Mode 2 particles generally

experience temperatures that are higher by 100-200 K.
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Figure 6.2. Histories of gas temperature and oxygen mole fraction along several coal particle

trajectories in the CFD simulation. Trajectories with solid lines (PM1 and PM2) were chosen to be

investigated using the comprehensive char combustion model.

It should be noted that the fuel burned in the experiment and modeled in the CFD

simulation has a high volatile content, and hence the oxygen present during char combustion is

relatively low due to the relatively high percentage of oxygen consumed in burning the volatiles.

In practice, the oxygen mole fraction present during char combustion depends on the

stoichiometry, flue gas recycle ratio, the coal's volatile content and the path of the particle.

The representative boundary conditions employed in the single particle simulations for

Modes 1 and 2 are delineated in Fig. 6.2 as PMl (solid blue line) and PM2 (solid red line). The

single particle simulation of char consumption begins at the point when the volatile content of
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the coal particle has been depleted, which is also indicated in Fig. 6.2. The conversion

characteristics of the char particles in the various regions present within the furnace, as well as

along the trajectories, will be examined using the comprehensive single particle char

consumption model. The effect of the gasification reactions will be studied as a function of the

boundary conditions and extent of conversion.

6.1.4.2. Single Particle Model at Constant Particle Size

Figure 6.3 shows the radial profiles of the mole fractions of 02 and CO 2, temperature and

char conversion at two levels of total char particle conversion (integrated for the entire particle)

with and without consideration of the gasification reactions, for a porous char particle (r < 50

tm) and its surrounding boundary layer (calculated to > 10 particle radii), reacting at the

constant boundary conditions of the pre-flame, flame and post-flame regions (Table 6.2). In the

pre-flame region, gasification reactions had a relatively small effect on most of the particle-scale

profiles because of the low gas temperature and the dominance of char oxidation. A small

difference between simulations with gasification reactions on and off is evident in the CO 2

profiles and temperature profiles at 25% overall conversion and in the conversion profiles at 75%

overall conversion. These differences are small. However, gasification reactions become more

significant in the other two regions.
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Figure 6.3. 02 and CO2 mole fractions, temperature and char conversion profiles in and around char

particles at overall conversions of 25% and 75%, with gasification reactions turned off and on. (a) Pre-

Flame region, (b) Flame region, and (c) Post-Flame region.

In both the flame and post-flame regions, and at both conversions, the effect of the

gasification reaction on the oxygen profiles is small, while there are, of course, steeper gradients

of CO 2 and lower particle temperatures (lower than the bulk gas, for the flame region) when

gasification is considered. The conversion profiles illustrate that the gasification reactions can

significantly alter the location within the particle where char consumption occurs. When the

gasification reactions are turned on, more char consumption occurs toward the center of the
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particle, because of the ability of CO 2 and H20 to penetrate the particle before they become

depleted, as compared to 02. The conversion profiles may affect char consumption rates and

fragmentation behavior, given that when present, peripheral fragmentation may be inversely

proportional to porosity gradients (Eq. 2.36).
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Figure 6.4. (a) Char consumption rates vs. conversion for the three regions, without gasification

reactions, and (b) the ratio of the rates calculated with and without gasification.

Figure 6.4(a) shows the char consumption rate for particles in the three regions without

considering the gasification reactions, throughout their conversion, while Fig. 6.4(b) shows the

ratio of the conversion rates with and without allowing for gasification, in each region. In the

pre-flame region, the consumption rate and the particle temperature rise (up to 320 K according

to Fig. 6.3(a)) are the highest of the three regions, and the rates are almost identical with and

without gasification, due to the high oxygen concentration and the relatively low temperature of
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the bulk gas. In the post-flame region, there is a discernible difference between the two char

consumption rates, which varies with conversion, from a minimum 16% increase at low

conversions to a maximum increase of 40% at higher conversions. Finally, in the volatile flame

region, gasification is important and can increase the char consumption rate by up to 200%,

varying significantly with conversion. This is, of course, due to the high temperatures and low

oxygen concentration in the flame region, due to the consumption of volatiles.

Using the equations presented in Ch. 3, it is possible to examine the contributions of

reaction on the various pore sizes to the overall char consumption rate. Figure 6.5(a) and (b)

shows the individual conversion rates for each pore class, integrated for the whole particle, with

gasification reactions on and off, for the flame and the post-flame regions, respectively. In both

regions, the macropores contribute a small fraction of the total char consumption, irrespective of

the occurrence of gasification reactions, since the pore-scale effectiveness factors are essentially

unity for the macropores and the intrinsic char oxidation rate is much higher than the intrinsic

gasification rates. In both regions, when gasification reactions are turned off, the micropores

participate negligibly in the char consumption, since configurational diffusion limitations for

oxygen in the micropores are assumed to be sufficiently severe such that the micropore aren't

penetrated by reactive 02 to a significant degree, as in Ch. 5. When gasification reactions are

turned on, reaction on the micropore surfaces contributes significantly to the overall conversion.

In the flame region, the micropores provide the highest amount of reactive char surface area.
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Figure 6.5. Contribution to total char consumption rate for reaction on different pore sizes, with

gasification reactions turned both on and off, for (a) the flame region and (b) the post-flame region.

The char conversion rate due to reaction on the mesoporous surface area is more

interesting. For both regions it is observed that up to a total conversion of between 45-50%,

(dX/dt) is higher with gasification reactions turned off, after which, it is higher for the case

when gasification reactions are turned on. The increase in the ratio with conversion in Fig. 6.4(b)

is due to the more quickly decreasing contribution of the mesopores to the conversion rate later

in conversion for the case when gasification reactions are turned off. Although there are many

interacting effects that may contribute to this behavior, it is thought to be caused by the steeper

conversion profiles present at any given overall conversion, when the gasification reactions are

turned off. This results in total mesopore surface areas (i.e. integrated for the entire particle) that

peak and decrease earlier in the conversion compared to the case with gasification reactions

turned on. This can be seen in Fig. 6.6, which plots the evolution of the normalized total and

mesoporous surface areas with gasification reactions on and off, for the post-flame region.
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Figure 6.6. Evolution of the normalized total and mesoporous surface areas with

gasification reactions on and off, for the post-flame region.

When gasification reactions are turned on and when they are non-negligible (in the flame

and post-flame regions) the local change in surface area with conversion shows a less rapid

decrease than the case with gasification reactions turned off, due to the participation of

micropores in the expansion, as opposed to being only subject to overlap by larger pores. This is

evident from comparing the blue and red lines in Fig. 6.7. It is also noticed that, similar to Fig.

3.5, the local surface area evolves differently with local conversion depending on the location

within the particle. This is especially pronounced for the intermediate case, i.e. post-flame

region, for which it seems that oxygen dominates the reaction near the exterior while gasification

is more important in the interior.
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Figure 6.7. Variation of the normalized, local surface area with local conversion for the particle

interior (r = 4 sm) and exterior (r = 48 pm), with gasification reactions both on and off, for (a) the

flame region and (b) the post-flame region.

Figure 6.8 shows the char conversion rates for particles subject to time-dependent

boundary conditions corresponding to the two representative trajectories extracted from the CFD

simulation, PMl and PM2, each with the gasification reactions turned on and off. It is observed

that the PMl trajectory particle behaves similar to particles in the pre-flame region, in that char

oxidation is dominant and gasification plays only a small role throughout conversion. Even in the

post-flame region, PM 1 particles experience lower temperatures than PM2 particles, due to their

trajectory being further from the high-temperature, low-oxygen region near the furnace's axis,

and therefore gasification is minimal.
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Figure 6.8. Char consumption rates versus time along the two typical trajectories (PM1 and PM2),

each with gasification reactions turned off (open symbols) and on (closed symbols), as indicated in

the legend.

The PM2 trajectory particle, however, exhibits significant differences in consumption

rate when accounting for gasification. At char consumption times below 0.25 s, which, as can be

seen in Fig. 6.2, correspond to the time-frame during which the PM2 particle experiences high

temperatures (1800 K decreasing to 1550 K) and during which the oxygen mole fraction

increases from 1% to 6% in the flame and post-flame regions, the rate is significantly enhanced

by the gasification reactions. Beyond this time, however, the rate for the case with gasification

reactions is lower than in the case of pure oxidation. At char consumption times of 0.25 s, the

particle conversion is roughly 20% higher with gasification occurring, therefore when the PM2
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particles enter the post-flame zone where gasification reactions are slow, the participating pore

surface area is also smaller, causing the consumption rate to fall below the calculated rate in the

case for which gasification reactions are turned off.

Examining the final conversion profiles throughout the particles resultant from reaction

on each pore size, Fig. 6.9 shows that for PM2 particles, consideration of the gasification

reaction substantially alters the internal evolution of the char particles. The majority of the

conversion occurs on mesopores in both cases, although micropore participation is very

significant when gasification reactions are considered, which can be seen in Fig. 6.9(b). This is

especially the case toward the particle interior, where micropore reaction contributes almost 50%

of the total conversion. Similar to the observations made regarding Figs. 6.3(b) and 6.3(c), this is

due to the fact that gasification agents can penetrate the particle and react, due to both their

higher concentrations and slower kinetics, whereas oxygen tends to be consumed closer to the

particle surface. For this reason, the mesopores, to which oxidation is confined, dominate the

final conversion near the particle's exterior.

217



PM2, Gasification OFF

- Micropores-small
" - Micropores-large
"""-- Mesopores-small
--- Mesopores-large

- Macropores-small
Macropores-large

0 10 20 30 40 5
Position [jim]

PM2, Gasification ON

-............ **..

.. Micropores-small
- - Micropores-large

..... Mesopores-small
- - Mesopores-large
- Macropores-small

Macropores-large

-4

10 20 30
Position [jim]

0

40 50

Figure 6.9. Final conversion profiles for each pore size throughout the PM2 trajectory particle, for

(a) gasification reactions neglected and (b) gasification reactions turned on.
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6.1.4.3. Single Particle Model with Fragmentation

The preceding analysis was performed for particles of constant size. As mentioned in

Section 6.1.3, it is not known how the size of the particular lignite char particles in the

experiment evolves with conversion. Nonetheless, the char particles could conceivably undergo

peripheral fragmentation, and this possibility is explored using the model of Gavalas [26]

described in Ch. 2. According to Eq. (2.36), shown again below, internal conversion, which

decreases gradients in porosity, accelerates the reduction in particle radius due to fragmentation,

where in the limit of pure kinetic control, fragmentation occurs instantaneously throughout the

particle.

0 if #(s = ro, t)<#Oiwcl

ds _ 1ir a(6.1)
dt - at aif ) (s(t),t)= ,ritica

-3 O r=R(t)

The evolution of total particle conversion, which is calculated for the fragmenting case by

assuming the fragments are counted toward conversion (i.e. they are small and react quickly), is

shown in Fig. 6.10 for the constant boundary conditions of the intermediate, post-flame region,

with a critical porosity of 81%. When the particles are assumed to fragment, conversion is

accelerated, with the conversion occurring fastest when gasification reactions are also turned on.
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Figure 6.11. Evolution of total conversion with time, for fragmenting and constant radius particles,

for gasification reactions both on and off, for (a) the PM1 trajectory particle and (b) the PM2

trajectory particle.
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Figure 6.11 plots the same variables as Fig. 6.10, for char particles subject to the time-

dependent boundary conditions of the PM1 and PM2 trajectories. The difference in overall

conversion between the fragmenting and non-fragmenting cases (for a given assumption about

gasification reactions) is larger for the PM1 particles than for PM2 particles. This is due to the

fact that conversion of PM 1 particles is confined to the exterior, to a greater degree, so that the

acceleration of exterior conversion is more important to the overall particle conversion. This

difference would decrease as the critical porosity is increased.

In terms of the effect of gasification reactions, the PM 1 trajectory shows little change

when gasification reactions are turned on, as expected. The PM2 trajectory particle shows

marked increases in total conversion at a given time when gasification reactions are considered,

also as expected. Furthermore, it appears that the difference shown in Figure 6.11(b) is larger for

the fragmenting case than for the constant radius particle.

To verify this, Fig. 6.12 examines the difference in conversion with gasification reactions

turned on and off, for PM2 particles that shrink due to peripheral fragmentation at a critical

porosity of 81%. As mentioned above, the total conversion, XTOT, includes the fragmented char

volume in the conversion calculation, while apparent conversion, XApp, simply accounts for the

conversion of the remaining char.
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Figure 6.12. Difference in total and apparent conversion vs. time between cases with gasification

reactions turned on and off, for PM2.

While both measures of char conversion are higher when gasification reactions are turned on,

Fig. 6.12 shows that the difference in XTOT between the two cases is almost double the difference

in XAPP at some points along the PM2 trajectory. Peripheral fragmentation begins within 6 ms of

each other for the two cases, but with gasification reactions turned on, the reduction in particle

size is much faster. This is due to the fact that CO2 and H20 penetrate further into the particle

than 02, because of their higher mole fractions and slower gasification rates, decreasing the

porosity gradients in the char as conversion proceeds and enhancing the rate of peripheral

fragmentation, according to Eq. (6.1). At later times, when XTOT levels off as it approaches unity

(full conversion) for the case with gasification reactions turned on (which can be seen in Fig.

6. 11(b)), this trend reverses.
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6.1.4.4. Sensitivity to Kinetic Parameters

The base-case char particle employed in this study has a relatively high microporous

surface area and has higher activation energies, for both oxidation and gasification, than the best-

estimate values, as reviewed by Hecht et al. [13]. The ratio of apparent gasification to oxidation

reactivity, neglecting contributions of reactant concentration and reaction order, is given by

C0 A 0i,coS E -Ec 0, exp 2 c (6.2)
9qOI 7i A0,2 RT

The value of Eo2 - Eco2 in the base case is roughly -130 kJ/mol. The lignite studied by Harris and

Smith [24] has an activation energy for oxidation, E0, , of 127 kJ/mol, and an activation energy

for gasification, Eco2 , of 230 kJ/mol, which gives a value of E02 - Eco, -103 kJ/mol. The

absolute, and difference in, activation energies are lower than the base-case.

To ensure a fair comparison, the pre-exponential factors are adjusted to achieve the same

ratio of initial apparent rates, 93co, /91o, , as the base-case at 1073 K. When scaled to higher

temperatures characteristic of oxy-combustion furnaces, this lower absolute difference in

activation energies implies that the ratio would increase less than the base-case. While the base

case kinetics result in a ratio, 91Co /9o2 , that may be towards the upper end of the spectrum at

high temperatures, this new ratio, based on E0, - Eco, = -103 kJ/mol, is likely near the lower end

of the spectrum at high temperatures. The activation energies and pre-exponential factors for this
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situation are shown in the second row of Table 6.3. These kinetic parameters were applied to the

same char particles as used above, with constant radii and were applied to the PM2 trajectory

particle to assess the importance of gasification reactions.

6.1.4.5. Sensitivity to Pore Structure

The char employed in the base-case above also has a very high microporous surface area.

While the kinetics employed in this study are chosen to give apparent rates (units of [mol/m 3 s])

in line with literature estimates, thus removing the effect of the pore structure on the initial rates,

nonetheless, the evolution of the pore structure and its influence on the importance of

gasification reactions should be examined. To this end, the pore structure of the char employed

in the study was also varied by maintaining the same initial porosity, but using a pore structure

without any micropores (the smallest pore radius was 3 nm). This was performed for both the

high AEa and low AEa kinetics described in the preceding section. The kinetics and the RPM

parameters, Va, and V,,,e,,,mc, which characterize the evolution of the pore structure, are also

shown in Table 6.3. Note that for the low surface area case, Yall and Ylmeso+macro are identical. The

initial, apparent rates, without accounting for any pore-level transport limitations, are identical

for the two pore structure, which is indicated in Table 6.3 by the values of Aco 2 SaII and

A02Smeso+macro. Note that Sall= Smeso+macro for the non-microporous char.
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Table 6.3. Kinetic and pore structure parameters for sensitivity study. Top row corresponds to the

base case.
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Figure 6.13. Char consumption rates for with and without considering gasification reactions, for

high and low AEa kinetics, for (a) the base case, highly microporous particle and (b) a non-

microporous particle with a lower surface area.
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Figures 6.13 and 6.14 summarize the importance of gasification reactions for the four

char/kinetic combinations, each performed with gasification reactions both on and off, as shown

in Table 6.3. Figure 6.13(a) is for the highly microporous char and Fig. 6.13(b) is for the non-

microporous char. Focusing first on Fig 6.13(a), it is observed that indeed, when the lower

activation energies measured by Harris and Smith [24] for a lignite coal char are employed, the

difference between the cases with and without gasification is reduced significantly. Nonetheless,

gasification reactions are still important for the PM2 particle, especially at times before 0.2 s.

The red lines in Fig. 6.13(a) are the same as those in Fig. 6.8 (the base-case).

For the non-microporous char shown in Fig. 6.13(b), both kinetic expressions (high and

low AEa) actually exhibit a higher difference between cases with gasification on and off than

does the highly microporous char. This is shown more concisely in Fig. 6.14, in which the ratios

of the rates with and without accounting for gasification are shown for all cases. The reason that

the non-microporous char shows a greater difference than the highly microporous char can, to a

large extent, be attributed to the surface area participating in the gasification reactions. Figure

6.15 shows the total surface area, on all pore sizes, participating in the C+C0 2 reaction

normalized by the initial total surface area, as a function of time and position, for each particle.

In the high temperature region, around t-0. 1 s, the highly microporous char experiences

significant transport limitations in the small pores (Fig. 6.15(a)), a phenomenon that is not a

present for the non-microporous char which has larger pore sizes and whose area increases early

in conversion. It can be concluded that, for this particular oxy-combustion furnace, for certain

trajectories, the gasification reactions are important over a range of particle structures and kinetic

parameters and should not be excluded from modeling or CFD studies, although the magnitude

of their importance depends on the particular char's physical and chemical characterization.
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Figure 6.14. Ratio of char consumption rates with and without consideration of gasification

reactions, for the four rows of Table 6.3, for PM2 trajectory particles.
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Figure 6.15. Ratio of surface area participating in the C+C0 2 reaction to the total, initial surface

area, as a function of position and time, for the high AE, kinetics and the PM2 trajectory, for (a) the

highly microporous (high SA) particle and (b) the non-microporous (low SA) particle.
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6.1.5 Conclusions

A CFD simulation of a pilot-scale furnace has been employed to determine the boundary

conditions to which char particles are subjected during oxyfuel combustion of a high-volatile

coal. Particles typically follow one of two trajectories, taking them through different regions in

the furnace. The first trajectory (Mode 1) causes char particles to react under relatively high

oxygen concentrations and lower temperatures, while the second (Mode 2) results in char

particles that react in more varied conditions, with higher temperatures and lower oxygen

concentrations.

Employing these representative regions and trajectories as boundary conditions, single-

particle char consumption simulations have been performed to evaluate the importance of char

gasification reactions on char consumption rates and the effects of conversion and particle

history. Most of the Mode 1 char conversion occurs in the pre-flame region and the effect of

gasification reactions is minimal. Mode 2 particles react in the flame and post-flame regions and

the effect of gasification reactions can be significant. For a lignite char in this particular furnace,

this conclusion holds true for reaction ratios (C+CO 2 to C+0 2) on both ends of the spectrum for

typical chars, as well as for high and low initial surface areas. Furthermore, CO 2 and H20 react

more uniformly throughout the particle compared to 02, which is more diffusion-limited. This

affects the relative importance of the gasification reactions with conversion and can also induce

structural changes in the char that result in accelerated conversion via peripheral fragmentation.

For modeling char consumption in moderate- to high-volatile oxyfuel conditions, the char

gasification reaction should not be neglected without careful consideration of the reaction rates

of the particular char and typical trajectories through the furnace.
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6.2. Entrained Flow Gasification

6.2.1. Introduction

Entrained flow gasifiers typically operate at pressures in excess of 25 atm and use pure

oxygen, instead of air, as the oxidizing gas. Fuel particles are subject to very high heating rates,

quickly releasing their volatiles which bum with oxygen and subsequently undergo much slower

char gasification. Entrained flow gasification within a 1000 tons per day, slurry-fed, GE Cool

Water entrained flow gasifier operating at 41.45 atm with an exit gas temperature of 1600 K has

recently been studied using a 2-D CFD simulation, with Lagrangian particle tracking employed

for the solid coal/char particles [27].

Typically, only the smallest particles undergo any significant char oxidation in this

particular system. Since the oxygen is completely consumed within 1 meter of the injectors,

mostly via reaction with volatiles (the gasifier length is -7 meters) and is confined to a region

near the reactor's centerline, only small particles that finish devolatilization relatively quickly are

still located in regions with oxygen present when char consumption begins (it is assumed that the

outflow of volatiles prevents oxygen from reaching the char surface and reacting) [28].

Therefore, most char particles react predominately with CO 2 and H2 0 for this particular gasifier.

Even for the smaller particles, any char oxidation that does occur is likely to take place very near

zone 1II, due to the very high temperatures present in this region [28]. According to the analysis

by Kumar, it is only for the particles of diameter < 85 ptm that decreasing the particle size by

grinding has any effect on the time required to achieve 75% conversion, since larger char

particles react almost exclusively in the kinetically controlled regime [28]. Therefore, in what

follows, attention is focused solely on the gasification reactions, since any oxidation that would
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occur would likely simply reduce the char particle diameter without affecting its density (~zone

III).

6.2.2. Langmuir-Hinshelwood Kinetic Expressions and Char Characterization

If gasification in this entrained flow system is, in fact, near the kinetically controlled limit

for the vast majority of the mass of solid char, then it is extremely important to incorporate

accurate kinetic expressions into any models. Kinetic measurements for conditions relevant to

entrained flow gasification have not been reported widely in the literature, although Liu and

Niksa provide a good review of the data that is available [29]. Entrained flow conditions are

conspicuous for the presence of multiple reactants (C0 2 , H20) and products (CO, H2) at high

total pressures. For this reason, most investigators have concluded that a Langmuir-Hinshelwood

type reaction mechanism must be employed, since simple power law expressions cannot account

for reactant competition for active sites or product inhibition, particularly at elevated pressures

[29-3 1]. Liu and Niksa recommend a kinetic expression of the form of Eq. (2.33) shown below,

with pressures in units of atm and give apparent kinetic parameters, assuming as Arrhenius form

for the rate constants, for each of the ki based on averaged data from several coal chars. These are

shown in Table 6.4. The pre-exponential factors for kinetic parameters k5 and k7 were extracted

from Figs. 13 and 14(a) in Liu and Niksa, respectively [29].
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k6PHO

k, k5 k, k,

k k k k
1±+ 4 Po, 4 Pco+

k k' k k,
+k4 CO 2 + C PHO+ PH-

Table 6.4. Apparent kinetic parameters used in entrained flow gasification simulations [29].

These kinetic expressions have been incorporated into the single particle char

consumption model as intrinsic kinetic rates simply by normalizing them with the entire surface

area of the char particles considered. Botero et al. also reviewed high pressure kinetics for

entrained flow gasification [32]. They employ the rate form given by Muhlen et al. [30], with the

main difference being whether CO 2 or H20 gasification is faster at high temperatures. They

determined that for this particular reactor and feedstock, the reactivity is ~10 times higher than
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RC+H20 (6.3 a)

(6.3b)

A [1/s] or [1/ atm s] E [kJ/mol]

k4 293 145

k'4 192 122

k5  46212 177.4

k6 4000 160

k 3 70

k7 36022 152.1



the average parameters reported by Liu and Niksa [29] and to deal with the wide disparity in

gasification rates that are reported in the literature, they employ a constant factor, the "reactivity

parameter", that multiplies Eqs. (6.3) and can be tuned to match overall reactor data (conversion,

temperature). This concept was employed here as well and the pre-exponential factors shown in

Table 6.4 are all multiplied by ten, since the objective is simply to employ reasonable kinetics

and char properties in applying the single particle model to examine any notable features of char

gasification under entrained flow conditions. Along these lines, since we aren't validating any

particular experiments under entrained flow conditions, a hypothetical pore structure was also

assumed, with a total porosity of just over 50%, and with a pore size distribution shown in Table

6.5, with pores spanning the range of micropores to macropores. The particle diameter was

chosen as 140 tm, which is toward the higher end of the range for such a gasifier.

Table 6.5. Discrete pore size distribution used in entrained flow gasification simulations.

Micropores Small Mesopores Large Mesopores Macropores

R, [A] 7 40 90 1877

# [m3/m3 ] 0.129 0.067 0.064 0.248

6.2.3. Particle Trajectories and Thermal Annealing

Examination of the particle trajectories in the CFD simulation by Kumar shows that

typical particles experience a short exposure to a very high temperature during devolatilization,

after which the temperature (and bulk gas concentration) during char gasification is relatively
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constant. Some char particles, however, circulate back to the zone just-downstream of the

volatile flame and experience another short exposure to a very high temperature (approaching

2500 K), although still in a region without oxygen present. Based on examination of the

boundary conditions of the particles and on Fig. 4.30 in Kumar [28], the boundary conditions

shown in Table 6.6 (Low T and High T) were assigned for these two regions. In order to simulate

this recirculation in the single particle model, the temperature and species boundary conditions

were changed as step functions at various times, with the duration of the high temperature

boundary conditions being 0.02 s.

Table 6.6. Boundary conditions used in simulating the gasification of char particles subject to

recirculation to the post-flame zone.

Low T Region: High T Region

(H20 slurry) (H20 slurry)

T (K) 1800 2500

XH2 0.30 0.13

XH20 0.22 0.48

XCO 0.35 0.26

XCo2 0.13 0.13

In their review, Liu and Niksa emphasize the importance of thermal annealing for

entrained flow gasification conditions [29]. Due to the very high temperatures present, the

concurrent annealing model was employed in conjunction with the char consumption model

(they employed an effectiveness factor approach). For the current simulations, it was assumed
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that during devolatilization char particles were subject to a linear temperature ramp of 104 K/s

after which they was held at 2000 K for 0.02 s. The kinetic parameters and the annealing model

accounted for this pre-char-consumption heat treatment in the same manner as in Ch. 5.

-..

LL

0

0.5

0.45

0.4

0.35

0.3

0.25

0.2

0.15

0.1

0.05

4. - H20

.. 2m

--

50 100 150 200 250 300 350 400 450
Location [Dm]

Figure 6.16. Mole fraction profiles in and around a 70 pm radius particle, at t = 0.1 s, in the low

temperature region.

The species profiles in and around the particle for the base-case (Low T region only) are

shown in Fig. 6.16 at a time of 0.10 s. It is observed that (with the tenfold increase in reactivity

employed) the char gasification reactions are mildly affected by transport limitations, but not to a

great extent. The gradients in char conversion/porosity are even smaller, as shown in Fig. 6.17,

although not negligible.
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Figure 6.17. Conversion profiles throughout a 70 pm radius particle in the low temperature region

at several times.

The overall char conversion vs. time is plotted in Fig. 6.18 for a particle reacting only in the low

temperature region and for three hypothetical trajectories that take the particle to the high

temperature region for 0.02 s at different times in their history: 0.1-0.12 s, 0.36-0.38 s and 0.6-

0.62 s. It can be seen that a sharp increase in conversion occurs while the particles are subjected

to the high temperature boundary conditions, with slightly larger increases for earlier jumps. It is

also seen that after the particles again reach the low temperature region, the slope of the

conversion vs. time plot has decreased markedly. This is due to the influence of annealing while

the char is in the high temperature region. Compared to the post-devolatilization reactivity,

annealing is minimal for the base-case low temperature region, while for the other cases,

annealing has further reduced the char reactivity by roughly 33%. The most notable feature of
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Fig. 6.18 is that it appears that the later a particle traverses the high temperature region, the better

(at least up until 0.6 s, for this hypothetical situation). This is because the benefits of the high

temperature on conversion are obtained without the deleterious effects of annealing taking hold

early in the particle's conversion. Although particle trajectories are no doubt difficult to predict

and control, this qualitative understanding might be beneficial in planning the design of particle

injectors in entrained flow systems.
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Figure 6.18. Total conversion versus time for the base case and cases where the particle is exposed

to the high temperature boundary conditions.

To get an indication of the transport limitations along these trajectories, Figure 6.19

shows ex-post-facto effectiveness factor calculations for these cases using the definition of the

effectiveness factor as shown in Eq. (6.4) which accounts solely for species gradients that exist

through the particle.
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3 (9Co2 +9 H20 )r 2dr

r = r (6.4)
""'"""a RO'(91Co

2 s +
9 1

H
2 0,s

It is seen that for the base case, for these assumed constant sized particles, the effectiveness

factor increases from -78% to -85% as conversion proceeds, due to a decrease in diffusion

limitations. During excursions in the high temperature region, the effectiveness factor falls

significantly, but only to ~40%, despite the fact that the gas temperature reaches 2500 K. This is

partly due to the slow kinetics of char gasification, even with the "reactivity factor" of ten

employed here and partly due to the fact that in just 0.02 s, the char does not reach the gas

temperature of 2500 K.
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Figure 6.19. Calculated effectiveness factors versus time for the
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6.2.4. Conclusions

The single particle char consumption model has been applied to entrained flow

gasification conditions using what is thought to be a realistic combination of kinetics, pore

structure and particle size, although the kinetics may be somewhat fast. Even so, it seems that in

general, char gasification for most particle sizes and boundary conditions occurs near the

kinetically-controlled regime, which implies that it is of utmost importance to incorporate

accurate kinetic expressions and parameters for the particular char being studied.

The outstanding feature of the char particle trajectories from a CFD simulation of an

entrained flow gasifier [28] was the recirculation of certain particles back to the zone just-

downstream of the volatile flame, where they were exposed to a very high temperature

(approaching 2500 K) gasifying environment. Such trajectories were examined with the model

and the tradeoff between increasing conversion rates and thermal annealing due to the high

temperature was discussed. Despite the uncertainty in the kinetics employed, it seems possible to

draw the conclusion that, in general, later recirculation to the hot zone is advantageous.
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Chapter 7. Conclusions and Future Work

7.1. Conclusions

A comprehensive, predictive model for the gasification and combustion of multi-modal,

porous char particles has been developed. The model is a transient, one-dimensional, spherically

symmetric simulation of a reacting, porous char particle and its surrounding boundary layer. The

model incorporates the adaptive random pore model (ARPM), which is consistent with an

evolving, multi-modal porous structure and which extends the original random pore model to

allow different pore sizes to grow at different rates depending on the instantaneous interplay

between transport and kinetics at the pore-scale, at different locations within the particle.

For each pore size, the ARPM employs separate equations for pore growth, conversion

and surface area, using the random capillary model formulation and by employing pore-scale

effectiveness factors to estimate the participation of all pore sizes in different reactions, at all

locations and times. At any time when measured reaction rate and structural data are both

available, the method can be applied to estimate intrinsic (per unit surface area) kinetic

parameters. This framework allows the evolution of the char structure with local conversion to

adapt to time-dependent boundary conditions or the development of intra-particle species or

temperature gradients, rather than being pre-determined. Without fitting parameters, the ARPM

has been validated using coal char oxidation data in the kinetic regime with reasonable

agreement [1].

For the comprehensive model, gas transport within the porous structure is modeled using

the flux relations of Feng and Stewart, which are also consistent with a multi-modal pore

structure. The model can account for concurrent annealing, which is very important for high
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temperature conditions, and for particle size reduction due to peripheral fragmentation. A model

for the adherence and softening of included ash on the particle surface was also developed and

incorporated into the overall modeling framework.

The model has been validated against zone II combustion data for Spherocarb char [2]

without the use of fitting parameters and reasonable agreement with experimental measurements

of particle temperature and conversion have been obtained. The participation of various pore

sizes in reaction and the occurrence of gasification reactions in certain combustion conditions are

shown to have non-negligible effects on the overall conversion and temperature evolution in

these conditions.

Results from a CFD simulation of a pilot-scale furnace have been used to determine the

boundary conditions to which char particles are subjected during oxyfuel combustion of a lignite

coal. Employing representative regions and trajectories as boundary conditions, single-particle

char consumption simulations have been performed to evaluate the importance of char

gasification reactions on char consumption rates and the effects of conversion and particle

history. For the pre-flame region of that particular furnace and coal type, the effect of

gasification reactions is minimal. For the flame and post-flame regions the effect of gasification

reactions can be significant. Furthermore, CO 2 and H2 0 react more uniformly throughout the

particle compared to 02, which is more diffusion-limited. This affects the relative importance of

the gasification reactions with conversion and can also induce structural changes in the char that

result in accelerated conversion via peripheral fragmentation. For modeling char consumption in

moderate- to high-volatile oxyfuel conditions, it can be concluded that the char gasification

reaction(s) should not be neglected without careful consideration of the reaction rates of the

particular char and typical trajectories through the furnace.

242



The single particle char consumption model has also been applied to entrained flow

gasification conditions, represented by time-dependent boundary conditions that exhibit sudden

steps in gas temperature and species concentration to conditions typical of the zone just-

downstream of the volatile flame. The model was used to examine the tradeoff between

increasing conversion rates and thermal annealing due to the high gas temperature. It appears

that recirculation to the hot zone later in conversion is advantageous.

7.2. Potential Applications of the Single Particle Model

Interest exists in using CO 2 as a slurrying medium for entrained flow gasification due to

the oxygen savings that would result from not having to generate the heat needed to vaporize

large amounts of H20 [3]. However, there is concern that altering the gas concentration within

the reactor will result in lower char conversion levels due to the difference in rates between

steam and CO 2 gasification and the fact that when using a CO 2 slurry, the mole fraction of CO is

greatly increased while that of H20 is significantly decreased [3]. Interest also exists in the

gasification of very high ash coals, which can produce chars with greater than 50% ash by

weight [4]. The present model could potentially be useful in studying both such situations.

However, to make even useful qualitative predictions about either of these cases, it is important

that the kinetic parameters and the parameters required by the ash-adherence sub-model be

known with a higher degree of confidence.
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A. Appendix

A.1. Flux Sub-model

We shall now verify that the tortuosity tensor, as defined in the Feng and Stewart model

and applied to the geometry assumed by the adaptive random pore model, in which there are no

dead-end pores, does in fact reduce to an isotropic tensor. The tortuosity tensor, r(R) , is

defined by the equation [1]:

dR J3,3Q f(R, Q)dQ = K(R) d#(R), (A.1)

where f(R, Q) is the fraction of pore-space associated with interconnected pores of radius in the

interval R+dR, with orientation within the incremental solid angle dQ about Q and 6. is a unit

vector along a pore of orientation Q. Since the pore size and orientation are uncorrelated,

f(R,Q)= f(R)f(Q), (A.2)

and since all orientations are equally probable, f(Q) = 1 When there are no dead-end pores

present, the fraction of interconnected pores,f, is the same as the porosity, #. In spherical

coordinates, the unit vector ( = cos 0 e6 + sin 0 sin V/ e, and the integral over all orientations,

Eq. (A.1), can be written as
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#(R) 2f z2 cos 2
, cos6sin0sinV/ sin OdOdyi = K(R)db(R). (A.3)

2 )jdRJ f _cos 0sin0sin V/ cos 2

Evaluating the integrals and substituting, d4(R) = $(R)dR, one obtains

0
ic(R)= , (A.4)

0 /3

which implies that the tortuosity is isotropic and equal to 1/3 for the random geometry of the

RPM in the presence of a distribution of pore sizes.

It was also verified that the choice of the nth species in the mass transport model did not

affect the numerical results. For the gasification case with bulk mole fractions shown below and

a bulk temperature of 2500 K and using the kinetic data shown in Table 6.4 with a 57 pm char

particle of 41% porosity, it is seen that the results for species mole fraction profiles are identical

whether the n'h species was taken as N2 or CO.
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Figure A.1. Mole fraction profiles in and around a 57 pm radius particle, under gasification

conditions, using (a) N2 as the n'/ species and (b) CO as the n' species in the calculation.

Appendix A.2. Relation between the RPM Structural Parameter, y//RPM, and the ARPM

We now show that the pore structure evolution predicted by the random pore model [2]

and the random capillary model (RCM) are identical [3]. This is not surprising given that they

are based on the same assumptions about the pore structure geometry and pore growth

mechanism (uniform radial expansion). Nonetheless, the two authors approach the derivation in

different ways and there has been some confusion in the literature with respect to the parameters

of Gavalas' model. It will also be shown that when certain pore sizes do not participate in the

reaction(s), that the structural parameter of the RPM, y, when used to predict normalized

conversion rates and when calculated using the measurements of the initial pore structure, should

employ the entire pore volume, but only the participating surface area and pore length. This is

useful in comparing modeling results for the ARPM, which is based on Gavalas' RCM

derivation, with literature results for chars based on the RPM derivation.
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The expression derived by Gavalas for the dimensionless reaction rate (total char

conversion rate) or dimensionless surface area will be manipulated into the form employed by

Bhatia and Perlmutter in the RPM. The dimensionless ratio representing the RPM parameter, yV,

will be compared with the expression given by the RPM. This will be performed for the general,

discrete case, in which n pore sizes are present but only pore sizesj > i participate in reaction

(i.e. pore-scale effectiveness factors, r7,, are either zero or unity). For simplicity, it will be

assumed i=1 in what follows; in other words qj= = 0 and qj>1 = 1 at all times (no reaction on the

smallest pore size, full penetration on larger pores).

In such a case, using the relationships given for total porosity Eq. (3.3) in the definition

of total conversion Eq. (3.8), and separating the exponential term for i = 1 from all other pore

sizes,j, the total conversion can be written,

exp -j 1 ,R ] exp [-r(l 1R)] - exp -r j (Ro0 + q) exp [-;r(l 1R. )] exp [-r(lR j)
X -- e - , (A. 5)

exp !-7rloR4 exp[-r(O R)

which after cancellation becomes,

exp -r l0 (RO1 + q)

X=I- L * (A.6)

exp -fclojR 2]
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After expanding the term in parentheses and substituting for q= q, because all pore sizes aside

from i grow the same amount, q, we obtain

X = 1- exp
[; lI Z'0

and upon differentiation,

dXdX - 2ffv(1 - X)Z lj (Roa +q),dt j~i

where v dq is the rate of pore wall recession
dt

for all pores] > i, which depends on the reaction

rate and char density. Equation (A.7) can be solved for q(X) using the quadratic formula,

2

- ln(1- X)

lol

and inserted into Eq. (A.8) to yield, upon cancellation and rearrangement,

dX 2Tv(1
di'

- i 2 ln(1- X).

x (00

l R

(2ROq + q2)]
(A.7)

(A.8)

- loR'i R +

(A.9)

(A.10)
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Comparing Eq. (A. 10) with Bhatia and Perlmutter's derivation (e.g. Equation (1) in [4]),

dX

dt (A.11)

and substituting for the reaction rate (units of m/s) v = kC" and for the initial surface area

so /(1- #0',) = 2;71 l1 ,R0 (note that it is the surface area of pores participating in the reaction
j#i

that goes into the reaction rate expression), it is seen that:

(a) the RPM parameter, y, is expressed in terms of RCM variables as

I ;0,j
V/i = (3.6c)

,1
in which the summation is over only the reacting pore sizes, as was mentioned in Ch. 3, and that

(b) the two models are identical, although the formulation of Gavalas offers more flexibility.

Substituting in Equation (3.6c) using Eq. (3.11) and noting thatLOTO, = (1-#y 0,T)ll,O , because
jti

is constant since it includes overlapped volume, it is seen that Eq. (3.6c) is identical to the

RPM definition of W given by (3.29). Note that both models require the entire pore size

distribution to be measured to determine the pore length per unit volume.
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