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Abstract

The work presented here is a study of thermally enhanced injection in light-emitting
diodes (LEDs). This effect, which we refer to as "thermal pumping", results from
Peltier energy exchange from the lattice to charge carriers when current is injected
into an LED. For an applied voltage V such that qV < (hw), where q is the electron
charge and (hw) is the average emitted photon energy, thermal pumping can greatly
enhance the wall plug efficiency of an LED. Thermal pumping can even give rise to
LED wall plug efficiency greater than one, which corresponds to electroluminescent
cooling of the diode lattice. Thermal pumping and electroluminescent cooling will
be studied through numerical modeling and experiment. Our results include the first
ever experimental demonstration of electroluminescent cooling in an LED. Finally we
use the intuition gained from the study of thermal pumping to design an LED for
maximized optical power output with 100% wall plug efficiency.

Thesis Supervisor: Rajeev Ram
Title: Professor

3



4



Acknowledgments

I owe special thanks to Rajeev Ram, who has been my research advisor for the past

two years. I never would have imagined that I could learn as much as I have during my

time in his research group. His technical expertise, creativity, wisdom and patience

not only made this learning process possible, they also made it very enjoyable.

It would be an understatement to say that Parthi Santhanam was essential to my

development as a researcher. His ability to explain complex physics in simple and

intuitive terms never ceases to amaze me. His passion for sharing scientific knowledge

and understanding is truly inspiring, and his sense of humor ensured that no matter

how frustrated or stuck we were, research was always fun. I could not have hoped for

a better research partner and friend all rolled up into one.

I cannot thank the Physical Optics and Electronics group enough for creating such

a wonderful research environment. Evelyn, Harry, Jason, Joe, Karan, Katey, Kevin,

Krishna, Matthew, Reja, Shireen (that's right, alphabetical order), thank you for

putting up with my dumb questions and dumb jokes (both of which were ceaseless).

I miss working with all of you all already. I hope we can get together again soon.

I would never have gotten here without the support I've received from my friends

and family. The list of close friends and family members to whom I owe thanks is far

too long to put here, but you know who you are.

Mackenzie, I couldn't have done this without you. Thank you for sticking with

me.

Lastly Mom, Dad, Rosie, this one's for you.

5



6



Contents

I IntirodIlctiol 23

1.1 Applicat ionls of Ilnoernta Light Generationl . . . . . . . . . . . . . . 25

11..1t Electrical Modulation of linoernt Sour-ces; . . . . . . . . . . 26

1.2 Light-E mit ing D iodes . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.2.1 LED Q iuin Lfticict y .. . . . . . . . . . . . . . . . . . . . . 28

1.2.2 Thermal Piuiping ind l(ctodumin((eset Cooling in LE)s . 32

I . ToolS for Studying LEDs . . . . . . . . . . . . . . . . . . . . . . . . . 37

.3. Hytoynami (Cltrge mnd netirgy Troisport . . . . . . . . . 38

1. (lmpter SIninilry and Ths )i uliin . . . . . . . . . . . . . . . . . 42

2 L ED Modeling and Characterization 43

2.1 A Prototyvpical Svst iu . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.2 mlohing. Peli.ier He t ra sfer . . . . . . . . . . . . . . . . . . . . . 46

2.2.1 A Resistor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.2.2 A p-o u i ion tiheI Long-Baise Lii . . . . . . . . . . . . . 52

A.2.3 A pan Jnnetionl in t he Short-Blase Limit . . . . . . . . . . . . 56

2.2.4 ApnDuloterojnction wit1 h RadViative Recomio"t ionl 59

2.3\: de i g R a LED . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

2..L Light Exr mto id Phtoton Rcycling . . . . . . . . . . . . . 67

2.?.2 Siuhin Device Cbmr wretc ic . . . . . . . . . . . . . . . . 74

2.4 1 F-,erimepwllR Deceh Owlrateriatioli . . . . . . . . . . . . . . . . . 78

2'.57 SumnrHYY MA ICndusions . . . . . . . . . . . . . . . . . . . . .... 84

7



3 LED Characterization with Lock-In Measurements 87

1 pte verview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.2 Lock-In M easuremnent . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.3 Final LED Characterization Apjpr ai tus . . . . . . . . . . . . . . . . . 90

3. 1 C 1 lH4le(gs Fa(ced inl Measle11ent.. . . . . . . . . . . . . . . . . 94

3.4 Limit of Optical Powve Detection . . . . . . . . . . . . . . . . . . . . 96

3.5 Lock-li LED Characteriation Results . . . . . . . . . . . . . . . . . 100

3.6 Suimmay nd Conclisiois . . . . . . . . . . . . . . . . . . . . . . . . 104

4 Design for Thermal Pumping in LEDs 107

4.1 C haplt O. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

1.2 Materiatl Constraints for GInAsSb GaSh LEDs . . . . . . . . . . . . 108

43.3 LED Optimuization for 1Thrmal Puimping. . . . . . . . . . . . . . . . . 109

4.4 SimteIwd Chararisics of Opt imized LEDs . . . . . . . . . . . . . 119

1.75 Siunnryr aind1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 120

5 Conclusions and Future Work 123

. F ture W ork . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

.1. 1 LFDs. in Othir Mater'ial Systems . . . . . . . . . . . . . . . . 126

35.1.2 ILE D Self-HIet ing for Pionoii ( ( Reccing . . . . . . . . . . .. 126

,.. Nanostutie(t LEDs for Hig h Quaiinn Effi(ienc . . . . . .. 127

8



List of Figures

1-1 .Crton depicti)l of in le(tron aln h tol bei ng injeited it the ative

regioni of an LED where illhy recoinbine to ein1it a) photont with energy

by tlue cirle w1t Ith ni d av to deno t nega (t)i Ihre The un-I' Iic

o eii l I v l b d t I I I I (t h hN e Ii mpe F e ted t I I t I

I I + it s I (11t t l I ap lit pi tp....I ..ve hm..g.e. E. and EI d

th I ondu Itio bandI (t edg In Iae ban edg engsrsptily

wh ich ar o h n pe an lt L II we1 i (r bounda(Llries of the energ- ban ga )il(Ino If

wh Ih I h t r in a111-111 s ion t, l r emaot exist. E I an EI denot

h eF r i e lrgies of electrts )I ili ole respectively, l ab v w1iit t1i1

proabliy f oenany f a gie t-t is les ilm 50% TlI p) and

In lI bels Indc t Ie in rie w I Jl I th rlectron-ace tn an Ilcrn

doan imvi Ie repcieY. The cente regio hasM~l a1 111 sn i bandI

Ia 11han th tl( -wo witr rego s I()14tind ica t1ing a diffe~rent. Inm I it coinpo1)(-

viton The Ira re i s on t he sid o f 11th junct Ii 11 1t intal

co tacts which do not havie I ban gap . . . . . . . . .1 28

9



2-1 Diagram showing the Hip-chip mesaH structur uised by kflfe LED, DLtd.

for th le LED2tSr 1m1d ot her devices.. The 1absls show (I ) he n-Gi)Sb

sibtrate, (2) the n(-GaiAsSb liyer. (3) the p-G InAsSb Liver. (1) the

p+-GaSb laver. (5) the Silicon catrriel. (6) the aiode contact. and (7)

tII' U-slhped cathode contoct. ("" ) an1d (9) are the coat i pmls oi

tlie silicoi carrier[1]. Note 181that although separite in- mnd p-GlIlAsSh

lav(ers a1re labele( in this Figirc. thIlese elayers were not intenltiollly

doped a n1d the 1 deIsi ty of dopn) It isi I I Is regioi is not k IowI. . . . . 45

2 -2 Photogl)aphs slowiing the me1sat striture of tHhe LED21Sr froi the top

(8) and side (1 ) (fro n [2]). . . . . . . . . . . . . . . . . . . . . . . . . 45

2- P11)hoogra ph of tihe packagedI LED21Sr (from [3]). . . . . . . . . . . . . 46

2-1 Bm(d (iagami of an l-doped resitIor s ing the relative energ is of

the conduiction banIld edge the cond~uctionl band edge_)) E(' the F(1rmi1

level El and t i vl u ban(1 1 d e;dge I E'( r\' . The bhwk arrows inliceI

Peltier (niergy echanieAl' the contaictx . . . . . . . . . . . . . . . . 49

2-5 Simited resitor 100mbNils ini 30) K ambiellt. (8) Banid diagrami

in1dica11 itin, the spatial profil(s of the reltive eergies ot the conIdctiol

banld EdgeE the Fermi level Ee, and the va lence banld edge Ev (b)

siml t ed -VA cuirve, (c) spatIial profile of I tw electronl tem11peratuIre T"

ad la tice tJ'1emperato T1. (d) ) ell icil work as i fioi il (m of 1ppl(d

voltae ias. (c) sotal pofile of eniitergy flux throuillgh the hittice Siid

elecorons, S'. and (f)lj net o heatv wu Hu of I the resist or t hroughi theo bt ice. 51

2 - ( Long p-nt jun11ctionl. The cuve lack alrrow- again1 inditca te Poltier

ex clumg II e. Thie vert ical arrows near t he junctoionl of the],' dvice imlicalte

en11rg)y trans-fer du ig rCo1mition event. The solid ve~rt ical arrow~s

ind~icate the contrib1utionf of enery gineld from PeIltier exc'klmg Ilo'( 14he11

emlittedt phonfon or phtoton antd the( diashed~l viCe1(1 arrow ini OtsWh

contributionl of work dome bv the applied elect rit. pmoential gradmient. . 53

10



2-7 Si ilnt proIles of it iutled p-n J1 8 f m]ji t hin in tt' kn base 11 limit at

100mVA, bials in 300)A V mhbieit. (i to) iid Iit'Iiagrn' indicatlin Ith rela-

tive1 n oftht Hondrition band edge E. teit electro( Fenni) tlvel

EI the hIole Ferini level E0iand the valence bandoi edgite Ev . (b) donor

(N) mid cceplto (N [ )opant delinities. (c) SIN recomb1intin rIlte.

(d) electrnm and hle( currentc denlsit ies I, an11l l11 (c) clectron mid holeI

teniperTuresV 7', an1d Th. (C) energv(!' finx through,"1 the lattice $s electrons

S (, m id hleI(s S 11. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2-8' Simulatd device charalcteristics o)f a p-nl juntctiont inI the longL base lim1it

inl 300' K aibient. (al) silmulated -J-V cha1racltristic plotI ted( on a; I -

lo IhmIic scalle ;1nd( onI a1 11lea scale Inl Ih i nset (b) hIpuit electrival

work IV anld hleat Hovw ot 00W as" a funct ion of applied volItage onI a1

se I o Ia it ln ic scile and () ill li lt' i n i ihe' in I i llset, (c) e -ilhl I ed

(ornInIII) ed PeltIier,(() c fi ln a('1 ) t ontact .. . . . . . . . . . . . . . . . . 56

2-9 Shot p junctionm. Arrows, inineeeg xh Ias Inl igIure

2--i . ecis i ftli dI lo is tt In It i ll i -I ie Iiilit [oKle millo1tu itY

ca rvrr ditffuse to the co1tsb foreI reICombI )tiing . . . . . . . . . . . 57

2-10 Spaial oil s of' ai dimlalited p)--n jutt(in at 30 hbias InL 3 I(\

amienclt. (a) Band diagnunl inditcalting theo r-elative energies of, the (.onI-

duictio banlmd 1dg Eo, t he elcron Fermi hevel the hle( Fermi

level J E i and the valne bantd edge) Emib dnr(N)ad neVeptor

(NA ) dopant dest.(c) SlH recombitimt Iiont ra tc. (d) clectrnm anld

hle hem1:renit densties W'- J and[ J1, (c) clolecrou and[ hol tepeatr "

an 7 (I1', ((1) (energy HuxI Ithrough) Ewhit lalce Sl elect rous Se, and holdes S.58

2-1 i Slimnhal d evc einuwa teristiWs of* a p-l'n jnne, ti inl 3)00 \ amient.

(('smn a d J-V (.hmcteristl on aI semi Cll-Ilg rilthmic sealle mid on at

linear cale inth in . (b) lupnut elctical- work I IV andht f out

Q u, al a unction of applied voltag onI i aV semi-logarIithmlIL(- il cle' and

()u a1 linlem scal, Inl t he' ins~et .. . . . . . . . . . . . . . . . . . . . . . . 59

11



2-12 p-i-n double heiterojuncti. Black arrows inlicafte Ienergy exclan11gle as

il Fimes 2-6 nid 2-9. The )ilk arrow ildient s light-mit (e1 1ergy

transfer o it Of the device. . . . . . . . . . . . . . . . . . . . . . . . . 60

2-I3 Spatial profiles )f simulated p--n dollble hitero j ctio a 100I IV

biIs iII '300 K atilbuit. ( B) 1nlld diagIr(I))nIll in1diciating the eiati e(' -(1

ieos of the conldu(ct(ioll band1(1 edge E(, t he electron Fermi level E1  the

hle(( Fermi level Er 1( a 51d the valenice b1md eerEv, (b) donor' (NJ))

11nd icceptor (A) dopan t d01 jenlsitie. (c) SIR recom1'bination ralte. (d)

lectroln and hole current dit I ensities Je 11( 1, (c) 18lectron and hole ten-

peratoires T, and T, (e) enrgv flux through'1 the 1lattice S, electrons

(( an1 d h es1 S - -. - - . - - - - - - - - - - - . . . . . . . . . . . . . -.. 61

2-14f Siilioted elecrical caralncteistics of, (I p-l- do ble 1 h1tomijunctiont

LED in 300\' mitbicntl (a) stinmlated J-V ca(t 1 r isti o at seImi( -

loglrithlvc l e ill' n 1 a lila scae inl the inset. Ih 111pIut lectrical

work I1 a111 heat Hflow olOt 01 a )unctioll of applied voltge) on 1 a

s'emt i n scale 811(d '( nt l 11 (le scal in the ilet (c) cal a11ted

m i ~ S~ Peltier (oi i t contacts . . . . . . . . . . . . . . . . . . 62

2-15~ SiuaI mlcrcltootcleerycnesin waatristics of at p-

/'-n double hecterojunlction LED in 300)("E Ktubint. (at) s himtd L-J

ebhnlaeteristic. (b) iteral- quanuml efficien1Cy7 rq Mi avrgolectrlonl

and1( hole carrier denlsities. n an'fd p) as al functionl of in~je"cd current. . . 63

2- 16 Spa t I prof iles of a1 simla1ht ed p -i- n double hetecrojnti w oPlIt\II h~ dopmI

dilffusi'onl at 100mVi\ iaLs inl 3'00, KE amllbient. (o) Banld digrnindien t-

ing)) the relative energies(- of the conduA1ctionI Imd edgec Ec. rthe electronl

Fermi11 level Iy the holo Fermi rlevel E '1and the valence banld edge,(

E.(b) donlor (NA-1) 01d acceptor (N\*A) dopat dnsiies (c) SR H ro-

omintin at. (d) eletron)l antd hole0 CIurrent det('ieSI- -1, and J1,(e

eletron10I anld hmle tTprau O L ad 76(c) enegy lu t-tbrough the

lattiee S . elc ronls Se' mnd holes Sj, . . . . . . . . . . . . . . . . . . . 64

12



2- 17 S imula t Ied electIrical charIa.;I crIsts of.- (,1 ip-/n douI be hetew(rojunIc wt ion

LED wi th dopatt diffsJl iol i) 0 Kaibieint . (aI ) siltiulted 1-V char-

teri stli oI a i ni- ogarithnilscal( Iui oi a lit ner c11 a le 11 the inset.

( iptj)I eletria -it. .. ... ...Wk IV ..nd .ea flow on. t Q2 . , .s a f uction of 6

aplied voltage onIt ; I mi- l I i c al d (n l tlea sale in t he

is t (c) calculated conlibined -)(,ie c oeff ie t alt cont111 ts. . . . . . 65

2 -18S Simlatll'led elcrcloo t cal enery corer'1sionl ebamracteristics (df a

p)/- )(,n14 dule eteojun-ction LED wiih dopan 11t dtiffuso in 30001 Il ."((Ani-

bien -1t1. ( 1) sinmh ed L -J cha I riI( t ) ristl i ii( ) ini ernail <pIliat um111 efflitle(ncy

rt u ave r g e11 l I l ,t rn I I l It h(oI ...e crI. er.. . . . de.t s id pI a. s a I.. . m o.. ..t ion 6

Af in jectA ed clnrrenIt. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

2-0 P)utl putt lIPh[t powr dnsity L, plot tcd agitip t ectrical1 power

da(Ished) Jn it-t houm l ue dopant l f io in11o t he act ive regionl.

Wel se ca lect rohnin rescentI coolding :- is , rdilcl ed inl bot h devices11.

b ~tmt it is- prtlicted at1 higher pwer Inl the d[(vice with dtopmnt

difuin.Thsreulsfrom a higherY quanitlIH on rdia tive( OffiCiCy A ar

eqii bi mnI)-1 1 in t Iie t ive regiI o n1,0 1. . . . . . . . . . . . . . . . . . . . . . 66

13



2-2() Tie I llle( SC(ell8i10 cm)fsideleII()Ill. 11 811118 Ihltl (f 1)11101 ext'roc(1 8)1

110111 I Iie acI ic' I 1 i () 1 51VCs8 ()xk- I ;i ( kv. [8.1(c11 I r11 li o sI ill ts w II tl

p l-l (toll (Mh1tlittl 1t 8l ril1( loin )11140tl (111 ()eflm a lmll )( (lit ill the

sh181). Ill S(ennuinrl( I a j)110t01 is ('itilt-tOe lIJA\ 81(1> Ili Seemitan 2 a pfotoli

plek i't iiig(101 determinedl hY its 011411181m 118 jell 01W. 'Tis ceoirespo)IIds

to a SllO( ti mir)11t8(trlfil( 0. Ill Sc(1181i() 3 8 ()1 15 848lI" ( (il t-t-c

Tils (U110>j)Ul1(is to) (5)1118(1 s>1118(0 ioiighiess (8115114 (liffllse 1011(511011.

We l~te that the (Thit(t- is Selmnlr8edl 11011 thc ( V iiegiii Ln lv hy;l p-

( 1i) liver lit t he LED21ISr. hu(lt thuu veryv lit tl ( hI so1Jptioll SIIA (111(

pis 111)011411 1 lie 8(ctive 104101 SIm l 'dlm(1 1101 be i fleetc e Y I V Li>lier. . 68

2-21 11'lsm -il e r wh(ichii the r1+11141011 1zhl'11( X. 8111 ~S irv e file(l is

(letlicl ((1Ilgn. 1Tle (Iislhe( liMe> (O'0rsIm~o11( 1 lid X/ 'IS 1 mi0d81(

thws fi Y.s p~ ii 14 i.As sI 8 XVII 1, 1 -- T/2. Iiw pe[)( I i ilv Iilm!

L fo P ()1 Ivel 1 / i il 5( I (v th 11(' t 8151 )(( the liti I' (( (IS pm [d8 ill

tI. /.. .. .. . . .. . . .. . . .. . . .. . . .. . . .. . . .... 70

899 ClIiiuiililt ivL' (1141 lii fills 01( plth 1)8111 d 1(14 s 1511111iw1 specsllk i 81(1(ii

Ii 1>nve refle l hol (1)If, (A t lhe ll) (P 1 ,()])IOct ilre slO viI ill (8l 11(ml I lhe cmle-

s1)018 i n4 oIn1)lt (tensity fuic(1imls ileO >11) +11 ill (h). hwu n 11( thle

er11r (1 (11 to 11041(51if 111ht Ii buwrts H nreilter Illi 21T ill thle (Ii Ihlii

1+111(5111)1 hie ) ploill) ill( 41 ei ri Il 818 111(1 8)11> with Ii Lwk ( w(te'

hues,,-) 8111(1 witkl8)1t ioU(1VI0 t iles) iii 04 tw 111 1s1i~1l1,' tihlttv it1

ex+1wtllv 21' ~~u.. .. ...... ........... ..... ...... 72

2-2)) Exj)e(1(tl1 11(1 phmtoni exiil m 18111 fliciellcV '11'0 i Ii urol (l (d, [he

nx1111(11111 pillhIKIpI I o(m58 eo> 1. 1iit h reiK1  lt4(1 r Ii him '//Irc

S-xhOl to (ltilt(i111i1iiil\ittt to oxt-i ut lilJit . .. .. .. . .... 73

2-2,1 Llectriciil ( i) (lii thieitil (h)) (if-cllt (liwijillas Ol'ltl-' )811410 thfe

14



2-25 Siniiilh aIed I-V m1 L-I (btar[iOisti c of tIe L 2 1Sr at Iee ambie]w0ant

t I prO tIu's. (n) SII ovs the -V tIv(,s on a sem IIi-logarit I mIII Iic sc 1e all d

a 1lnear seale inl the ilst and (b) -4ivs tIhe L-1 curves on at logaithmi

sCale and( al lino~r s cale inl the inse t . . . . . . . . . . . . . . . . . . . . 75

2-26 Simulated (umim n 1 a d twall-pl ('eff n as1 a funco11 Of bias for

lie LED21Sr at tiree ' aniiieiit temperatu . . . . . . . . . . . . . . . 76

2-27 Siailitel ooling power L - oIf the LED21Sr for low- opeh1> 1ration

a I1 3 C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

2-2> Spat ial pro)fles of (ai Energv Flux ain (b) letroll ad" he K iteim-i

1110 in, ih IW D2rI Sor ()pern ioi a m1 xunm ooling p at 1m 1. ( 77

2-2) 1 _)l 4ck d iag i (1r dec41) ribing ie ('NJ ) 1e 1xperline >1taI sotu 1u1 to II b(Iara tnrze

11 I 1D2 1 Sr. Ile t1 hi( lin 1e i 41(n 111es the ll porto of$ the ( e tup 1th1t

is br1)Ig ht to el'evat'ed p a .. . . . . . . . . . . . . . . . . . . 79

2-10 Photo of the xpeimn1tal apparatuS used to chnracterize the LED21Sr. 80

2-3')1 Silnated (lines) and mniasured (Iinarkers) 1-V ebanacteristics- of thle

L ED21r. (1) SIhwS tbe Simlaion data before tHe SR H r1C()1bilatiol

liftm11110 ill 114 a(iv 'gion an Ithe series resistoance were.14 us(ed' as t11ting,

psametel rs tI nomtch t he curves(, (n a heilg ihmic scale and1( a linear

scal( ill tile ins('r. (b) 4' the esulIt of the t on a stemai t1 1lie

S(ale and A AMine >4a inl th illnS . . . . . . . . . . . . . . . . . . . . 80

2 12 (n) Eiliission spectra lies1nivd froill the LlD21Sr at three differlit

tclupem i- ll'esv . h) tile santee i sSIll s pcclra sl1town ill (a) Overlaid

1)ltO 11ll11( p l 11resplisiVity (Ao th1e ilill 1. lill rs.(llide (IllaAS)

ptl()Ito- ()ode uised r0 ala ur ptical p ..e . . . . . . . . . . . . . . . 81

2- )):. (a) 14iec 'ise( appro)Xit1itiou1 111f t )tO-d1i(d pcctrlA lesp(lisivitly

11441 1) t ((h1lte tI aveir r(sposIitV ovl the( LED141 21Si liiiSsio

spec(1tron1. (1) Ca1Ilnated 1vere responsivity to t1h 1L21Sr sp-qwc

t r111 a0s a func (11io1 4 th4 L D2 1Sr's ' il tempera tur e.. . . . . . . . . . . . 82

15



2-134 il[an id Stand rviation of the ig(dit power signal ieasured wliile

the LED21Sr was unbiased plotted as function of thlie LED21Sr ten-

p er ture. . . . . . . . . . . . . . . . . . . . . . . . . . . . .......83

2-:5 Siiimulated (liiies) aid meastired (ijaikers) L- chiarcteristics of fi

LED21Sr. (a) shows the sinmlation data b efore the siuuat ii data

was( redued by a collec(t ion (7ffiienc fitting" pametr on a logithic

scale aid a linear scle iII t he inSei. (b) sws I the result of t he fit on

al g rcale an(f a li ar scaile iII the inlse. . . . . . . . . . . . 83

2-3 SiniliatI (lines') and rna sured (markers) (uimtum ( a) and waill-plu,

(b) (fficiency ch aracleristics of Ili LED21Sr. . . . . . . . . . . . . . . 84

I-f ilork diiarli describinIi the rork-li bised LED cbaracteriiat ion ap-

paiat S. This svsteii is verv imilar to the apparatus used for DC

(bruicterizatiol iII Chbafpter 2 (shown ini Figur 2-29). except that the

(lec1trical(d IaMS is nw Mn o-(f fuar wav cu[rient sou rre and trhe

opical power is meiai sured isin, lock-in. . . . . . . . . . . . . . . . . . 92

a) Plot of Oh spectril densitv ofd ciurreii noise iii fe SR() trasimi

pedene iamplilier. (b) Plit sluiivingI the frequenires at which Itr nsim-

pde ga(In ill sAF offl ( fifferenit gin sre t tints on th Sl 70 tra IL-jill

pedenc( nIplifier. Both plots tIkel froim []. . . . . . . . . . . . . . . 93

3 Claracteri/at ion of (a) the tratnsimpe(bile ('aini uised to triasdiuce

photo-(urret into a volta si gnail at 1 and (b) thir gail stage tse(

to amplify t he volftagei aross thte Il) befo('e tok-in fo gains fioim

I t 1000 mid em iniput sig Ao 1mVA.Boh ch'aractrizaion were \_11(

performted ft 1kHz usingi thlor ik-in apiptfiier. \e see some gini sa in

ration foou 1fttput sigals gratr than appr)xiimtelY 2V for the tr-i

siipedaice aiimplifier oi 500mV frim th volt age siiia mnpriliir. .. 94

16



0-4 Noise ma1e8su1red with Ithe )pooiode oetco at () 21 C ad (b) -

20"C. We see thit tle noise in thw mVleasied (optical power signal de-

mcrss substan'ltially1. This indticates thalt therml noise' in the( photo-

<io(rle [51 sets tie o ptical power, detection limiI t )t ti iinesurilleit

app1 am tus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

31-5 Oica power signal with SNJ >>1 with th det tr t -20oC In

01(11 e )\( r s '..................................................9

(at) the blue crossesilte (X 1 ) vaue and rd ereles indliclat

(z) values.In ( b h) Ihte ilck s-iuare shov's () (). For at signli

to noise ratio this irge (zeY ('1/) arV iliSting1 ishable f ((111p (0')

oni at polr plot and thuts arc not shown. Tis -cease (s to b)e t ruc for

sma lier SNR . See Figre s 3-i mid 37 . . . . . . . . . . . . . . . . . 98

3-6 Optina power signal0 i h S 1itS 1iiwt he ete tr1 at -201 In

(i) Ilhe blui crosses indicaite (s.. Y) .vaies ma.l . red cir.les indic1te

(Xz. Y j) values. In (b) W e grown crosses show the, corrsponding

(X':. Y') mlue(S. the b lack tnoeshowq ((p). (W')). Mnd Ithe bhwk1 x0's

indi te (p i ( ')). . . . . . . . . . . . . . . . . . . . . . . . . .. 98

3-7 Opt ial power signal wi th SNY on Ix1 it the detcto at 1 -20"C. in

(a he bluec crosses indlicate (Xi. 11) values antd red circles indicate

(Xza z/) vlues.In (b) theo grveen cro(sses, show thecresodn

(X',W') values, the( bbwk squarv shows ((),('),ad th olck x'S

indionte ( (p) ± (70 (O)). . . . . . . . . . . . . . . . . . . . . . . . . . . 99

:S Compa0rison oFi" K' - (n)l an1d ILf (b) lumimtrshuls o th LED2I W.

ats predlictd by- the moM dev-ipeld in Chapter 2 (lines). it, measu red

using the( DC ebarnetorizatio n aparatus utSed in Chaiopter 2 (nunitikers

with White area1) andI AS HmaSured uising thle lock-in appara tuJS dtescribed

inl this Chimp er (filledl nmark rS). . . . . . . . . . . . . . . . . . . . . . 100

17



3-9 (oltmison of the [/-I (a) an1d rj-L (b) characterist ics of thIie LED2 1 Sr

"Is predicted b y Itle rodel developed in Chapte 2 (lines), as mea-

sured using the DC charictetriza'ti{ol appara'tuts described i Chliaipter 2

(itiarkers with white area) and as measured itsing the lock-111in ptu1UtiMs

described in Ihis Chper11 ( filled mrkers). Elect rohiilescenti cooliig

is demoistrated i (b). . . . . .. . . . . . . . . . . . . . . . . . . . . 102

1-10 Elect irolmilie'scen cooing )ower is a functin o ciirret i lie 1LED21 Sr

at 11T7C. 129 (C ad 81 1351f( s pr1(icte(d by the mlIodel Ieveloped in

Chamjpter 2 (lnes) and measurd Ls111 the loCk-in a1ppnratus (1sclbed

abhove (111rkers). Negative valules iidicae t hat niet I itl i ie Is occuirringo

(11ue to inefficiencies ii the . . . . . . . . . . . . . . . . . . . . . .

1 Low-bias / a111d R1 as a) functioll o temperatur1 predicted by till

11od('l d leveioIpiedI inl Chipter 2 amd measured at 12 tenperitures b1-

tween 25\ C ian 137( ns[itng the lock in technique (escribed above. .

4-1I Cdeuoted values of* t he Auge'(r recombm~inti coeffiieen C mid t he

SRH1 recombinati11 onl Mlifeiei the GIh, sjSh ctive region of

al GanAsSbC/GaSb LED asi8 functions of teml1jperature. C is c(alculated

[or t1111ee s i lo tero m pe 1ra ture values. .. . . . . . . . . . . . . . .

103

104

112

4-2 (alnted vilies of inftriniisic carr

gion of a Ga 1 InAs Sb7 L)ED

N) lc(laed1 follow i 1Heikkih

possible room tempratre alus of

4'3 Ca1l1uate(1 valuis of the b himoken 1tlar

lekage coefticilit ) s fi 11(onls o)

4- o Calcuhilted recombin(at1ion eficien1cy

for three poss"ible vaIlue of tHie Anger

da shed lines inldica te 1/,, ca lclated

toncntionll nli lin thctv rC-

am the op111 tll dopant density

[ 6]. No"', is calculatd for t hr-ee

C. .... ... .. ... ... ..

reCOmbl ina1"tionl coefficientt b and(

temperAT turet( . . . . . . . . . . . .

1/2 a s a fun tct ion IIOF temperaw turteI

recomtbimiton coeftficelnt C.Th

f'or optilmal doping-.) .. . . . . . . .

18

113

115

116



4 -5 Locion om (f Lfl IImaxiom~ for t he Ithree C valuets bigconsidered. The

(.(nt our Is alrounI d each11 maxKima1 intdienlte t he boundaL1res wit Ih I Ilch

L, I is at le(st 98% ad( 95% o)f the maxinnun. . . . . . . . . . . . . 118

t-6) (a)[-V and (bL-I chmnteristics of thie LED21-Sr (1(m4 Ad exper-

iment ) at 25'C. 844 ad 135"C. anld mdld ebracterist les (f op-

timized Gal ~s /abLEfs Devices1 were o)ptimized for)I

Anger) w aa ee orepndn to C), 0.lCo) and 0.01Co at 270"C,

31'TC nlld 2 C)( respectivelv. Optimized LEIDs ae miodleled lsn

thIe samew tnmosverse area (G.2-1.t,12m) and extracwt ion efficiency (J1%)(

u(ed to modl(4 t1h LLD21Sr. . . . . . . . . . . . . . . . . . . . . . . . 120

17 \N'l putg hff*iln y / plotted against ilit power L of hi' LED21Sr

(1mdel mnd e'xperimenta) aIt 25vl'C. 84'C d 13)5"C, mnd modeled ebar-

aeIsts (of oPtnid G11a"I iIn ~ a~ nl I Ib L EDs,. Devices werev

at 270'. 3'15)C and 2)(C respectively. Opt iimiized LEDs ire 1imidled

11sin1g themn rsverse area (L.- 1( m') d hx trcion ( 1 elffiie\

(1 % used to mdel ie LIID21Sr. . . . . . . . . . . . . . . . . . . . 121

19



20



List of Tables

2.1 ti parI..m.......tervau uZ...............S for nIrI.cal ImoeI..lng ad s s hfo

(aIb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 7

r( Con)IInaIItiz n at s at( S0 fu nctions of varr ierdesity. do an de)1y mlat-

ti('( tempratueMa d Ithe mat-rial param1ters, givenl in] Tkle 2.1. . . 48

L1 At tibu) tes of the LELD strnwt ures cor respond)ing to the1 the II''m[txima(I

shown in1 FPIure 4-,- for d ifferen~tt value W Of the Ane paaIe Co.( . '11J' 119

21



22



Chapter 1

Introduction

In recent years, light-emitting diodes (LEDs) have entered applications ranging from

communications and sensing to consumer goods, and have even begun to penetrate the

enormous general-purpose lighting market. LED efficiency is often a major concern

for designers of these devices. Thermal management is another. Before an LED

is fabricated, simulation tools are used to predict and optimize the electrical and

optical characteristics based on material properties, geometry, doping and operating

conditions.

One of the most important performance metrics for LEDs is wall-plug efficiency

rq. Wall-plug efficiency gives the ratio of optical power emitted by an LED to the

electrical power it consumes, set by the voltage across and the current through the

device [7]:
L

IV

where L is the total optical output power, V is the applied voltage and I is the

current. Generally this ratio is dependent not only on the materials and geometry of

an LED, but also on the electrical bias conditions and temperature. The wall-plug

efficiency q is determined by the feeding efficiency i7f and the quantum efficiency 77Q:

n- 7f TQ (1.2)

Quantum efficiency ro compares the rate of electron injection to the rate of photon
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emission and feeding efficiency qf compares the energy carried by each photon emitted

from the LED to the electrical work done on each electron passed through the device

[7].

70 1- (1.3)
q (hw )

lfw= (1.4)
qV

where (hw) is the average photon energy of the output light and q is electron

charge. The q values achieved in state-of-the-art LEDs vary widely with the spec-

trum and brightness required by the applications for which the LEDs are developed.

Gallium Nitride- (GaN-) based blue and near ultraviolet LEDs, which are of great

interest for general purpose lighting applications, have been demonstrated with rj

35% and ro _ 36% at 6Wcm-2 optical output and T1 - 25% and Q a 32% at 35Wcm-2

optical output [8]. Deep ultraviolet LEDs on the other hand, which have more niche

applications in medicine and manufacturing, have only been demonstrated with 7 a

1% and rg ) 1.2% at 360mWcm 2 [9, 10]. Near-Infrared LEDs based on Indium Gal-

lium Arsenide (InGaAs), which are useful for sensing and short range communication,

have been demonstrated with r1 _ 48% and ro - 50% at 1.6Wcm-2 [11]. Mid-infrared

LEDs based on Gallium Antimonide (GaSb) and Indium Arsenide (InAs), which are

useful for gas analysis by absorption spectroscopy, have been demonstrated with rj

1% and qr - 1% at 0.3mWCm 2 [12]. The notable trend seen across the entire spec-

trum of LED development is that 7r TqQ with 77f < 1. In every case mentioned

above 1 is limited by 71Q as a result of either poor conversion of injected current into

photons within the LED or poor extraction of photons from the device. These limits

often result from material growth and processing constraints, and improvements to

these limits usually result from novel LED geometries, surface treatments and growth

techniques.

A fundamentally different approach to improving T1 in LEDs is to increase 17f.

While rg has a fundamental limit of 100%, qf can actually exceed 100% and has no
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fundamental limit [13]. This is a result of the fact that the electrical work done per

electron in an LED qV can be arbitrarily small, while the average energy of emit-

ted photons (hw) is set by the band gap energy of the semiconductor in the active

region of the LED and thus is approximately fixed. When qV < (hw) ('ry > 1),

light emission results from thermoelectrically assisted injection of carriers into the

active region. More specifically, electrons gain energy from the lattice through Peltier

exchange before entering the active region where they lose energy by emitting pho-

tons. The photons emitted carry away both the electrical energy qV and the Peltier

heat the injected electron absorbed from the lattice [14]. This thermal pumping effect

even permits LED operation with output light power exceeding input electrical power,

causing net cooling of the device [15]. This is referred to in the literature as electrolu-

minescent cooling [6, 13], electroluminescence refrigeration [16, 17], opto-thermionic

cooling [18, 19], and thermo-photonic cooling [20].

In this thesis we will seek to examine thermal pumping of LEDs and electrolumi-

nescent cooling through numerical modeling and experiment, and to explore possible

applications to LED design. Experimental demonstration of electroluminescent cool-

ing has never before been demonstrated [13], although there are some ongoing efforts

to do so [21]. Modeling of these effects in optoelectronic devices is also a new appli-

cation space for commercial device simulation software.

In Section 1.1 applications of LEDs will be presented. The principle of operation of

an LED and a more in-depth explanation of thermal pumping and electroluminescent

cooling in LEDs will be presented in Section 1.2. Methods of experimental LED

characterization and numerical modeling that will be used to study these effects will

be presented in Section 1.3. A summary of Chapter 1 and an overview of this thesis

will be presented in Section 1.4.

1.1 Applications of Incoherent Light Generation

Broad spectrum incoherent light is required for a wide range of sensing applications.

Useful information about a system or environment can be surmised by collection of
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incoherent light and analysis of its intensity, spectrum and direction. Understanding

how light interacts with matter through absorption, emission, reflection, fluorescence,

etc. allows us to use collected incoherent light to measure quantities like position,

temperature, velocity and chemical composition, among other things. The most im-

portant and ubiquitous example of sensing with incoherent radiation is sight. Humans

and other animals use vision to collect useful information about their environments

and even for communication. There are also many man-made systems that sense

using incoherent light. These measurement systems are not limited to the visible

spectrum; information can be gathered with light of wavelengths ranging twelve or-

ders of magnitude, from angstroms (x-ray absorption imaging) to 100m (HF band

radar and radio telescopes).

Light must be generated for a measurement when the incoherent light naturally

present in a system is insufficient for gathering useful information. The spectrum and

intensity of light generated for measurement should be suited to excite light-matter

interactions that are dynamic functions of the quantities to be measured. Thus it is

of interest to consider sources of incoherent light and to understand how to control

light generation, not just in terms of spectrum and intensity but also spatially and

temporally.

1.1.1 Electrical Modulation of Incoherent Sources

For applications related to sensing or communication, the ability to modulate the

power of an incoherent light source is beneficial. In general power density of noise

present at low frequencies is large in electronic systems with amplification due to

flicker or '/ noise [5]. Thus incoherent sources that can be modulated at high fre-

quencies are can often improve the signal-to-noise-ratio (SNR) of systems for sensing

and communication. Sources of incoherent light which rely on the filtered black-

body radition of a heated element are limited to very slow modulation frequencies

by long thermal time constants associated with raising and lowering the temperature

of a massive object. On the other hand modulation of incoherent light output from

LEDs is limited by relatively short time constants associated with electron injection
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and relaxation. Thus LEDs can be modulated at much higher frequencies and have

potential for use in sensing and communication in the presence of significant noise.

One example of such an application is lock-in absorption spectroscopy, which will be

discussed in depth in Chapter 3 of this thesis.

1.2 Light-Emitting Diodes

LEDs are semiconductor devices that emit incoherent radiation when an electrical

current is passed through them. This radiation is a result of electron transitions from

occupied conduction band states to unoccupied valance band states of the semicon-

ductor that makes up the LED. This process, known as recombination takes place

near the interface of a region with a high concentration of electron-accepting impu-

rities (a p-doped region) and a region with a high concentration of electron-donating

impurities (an n-doped region). Such an interface is known as a p-n junction. Elec-

trons transitioning from conduction band states to valence band states must release

energy approximately equal to the band gap of the semiconductor. Recombination

is said to be radiative when this energy is emitted in the form of a photon, and this

mechanism is the basis of light generation in LEDs. This process is depicted in Figure

LEDs are often made up of several semiconductor layers with varied band gap

energies and doping levels. One purpose of these layers is to confine conduction band

electrons to a region where they are likely to encounter an unoccupied valence band

state (a hole) and undergo radiative recombination. This confinement region where

light is generated is known as the active region of the LED.

The energy of each photon emitted as a result of radiative recombination in an

LED is associated with a momentum-conserving electronic transition near the band-

edge of the semiconductor in the active region. The energy of each photon is ap-

proximately equal to the active region band gap energy. As a result, the incoherent

light emitted by an LED falls in a relatively narrow band of wavelengths near the

wavelength that corresponds to the band gap energy. In general the bandwidth of
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Figure 1-1: Cartoon depiction of an electron and hole being injected into the active
region of an LED where they recombine to emit a photon with energy hw. The
conduction band state occupied by an electron is represented by the blue circle with
"-" inside to denote negative charge. The unoccupied valence band state (the hole) is
represented by a blue circle with a "+" to indicate its apparent positive charge. EC
and Ey denote the conduction band edge and valence band edge energies respectively,
which are the upper and lower boundaries of the energy band gap in which electrons
in a semiconductor cannot exist. EFn and EFp denote the Fermi energies of electrons
and holes respectively, above which the probability of occupancy of a given state is
less than 50%. The (p) and (n) labels indicate regions rich with electron-accepting
and electron-donating impurities respectively. The center region has a smaller band
gap than the two outer regions, indicating a different material composition. The gray
regions on either side of the junction indicate metal contacts which do not have a
band gap.

light associated with radiative electron-hole recombination corresponds to a spread

in photon energy on the order of kBT, where kB is the Boltzmann constant and T is

the temperature of the active region in Kelvin.

1.2.1 LED Quantum Efficiency

The quantum efficiency r/Q of an LED can be subdivided into two consituent effi-

ciencies, the internal quantum efficiency (IQE) 7IQE and the extraction efficiency

77extraction. The following discussion of these efficiencies and what determines them

will closely follow Chapters 2 and 3 of Light Emitting Diodes by Schubert [7].
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TIQ = nIQE7extraction

The IQE TIQE is defined as the ratio of the number of photons leaving the active

region of an LED per second to the total number of electrons that are injected into

the device per second. Extraction efficiency, 7extraction, is the ratio of the number of

photons leaving the active region per second to the number of photons emitted from

the LED per second. To consider JIQE we must further subdivide r1IQE into two more

efficiencies, the recombination efficiency ]rec and the efficiency of photon escape from

the active region 7tact. The recombination efficiency ?rec is defined as the ratio of the

rate of radiative electron-hole recombination in the active region to the total rate of

electron-hole recombination in the active region.

LEDs are usually modeled as having three types of recombination in the bulk

of the active region. These are Shockley-Read-Hall (SRH), bimolecular and Auger

recombination. SRH recombination occurs an electron (hole) encounters an occupied

(occupied) localized state inside the energy band gap associated with an impurity in

the semiconductor crystal (known as a 'trap state') and 'falls' into it. Bimolecular

recombination occurs when an electron encounters a hole and they recombine by

emitting a photon. Auger recombination occurs when carrier concentrations are so

high that electrons interact with electrons or holes interact with holes. In an Auger

process two or more charge carriers of the same type scatter off of one another,

causing at least one to undergo an interband transition after transfering momentum

to the other(s) [22]. Trap-based SRH recombination can also happen at material

interfaces. This is known as surface SRH recombination. In most cases bimolecular

recombination is the only one of these types that causes photon emission. The rates

of these three types of recombination RSRH, Rbimol and RAu, in cm-3s-1 and RSRH,surf

in cm-2s-1 can be calculated as follows [7]:
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RSRH 3 (1.6)
T SRH,h,0 (3T (n - ni) + TSRH,e,O 2

Rbimol = B 0 (*T !)2 (np - n 2) (1.7)
300 Egap,0

RA., =C(n +p)(np - n 2) (1.8)

RSRH,surf -- (1.9)
Vsurf (n + p + 2ni)

where n and p are the electron and hole concentrations in cm-3, ni is the equi-

librium concentration of electrons and holes in an undoped material T is the lattice

temperature, T SRH,i,0 is an SRH recombination lifetime in seconds that encapsulates

the density of trap states and the strength of their interactions with carriers, B 0 is a

bimolecular recombination coefficient describing the strength of electron-hole interac-

tions at 300'K, Egap is the band gap energy, Egap,o is the band gap energy at 300'K,

C is a coefficient that encapsulates the many-body physics of Auger interactions in

a given material and Vsurf is a surface recombination velocity that encapsulates the

density of traps on a surface and the strength of their interactions with electrons

and holes to relate electron and hole densities to surface SRH rates. We assume

both carrier populations are in the Boltzmann limit and calculate the intrinsic carrier

concentration ni as [5]

-Egap

ni = X/NcNve kBT (1.10)

where Nc and Nv are the densities of states near the conduction and valence

band edges, respectively. We note that NC, Nv and other mentioned material param-

eters such as C have polynomial temperature dependencies, but that the exponential

temperature dependence of ni dominates the temperature dependences of all of these

recombination rates (and thus of lrec). We can now calculate T rec:

fvcLCt RbimoidV

c v (RSRH +- Rbmol + RAugdV + A RSRH,surAf (1
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where the integral in the numerator is over the volume of the active region (Vact)

and the integrals in the denominator are over the entire volume of the device (Ve)

and total surface area A relevant to surface SRH recombination.

Comparing the descriptions of the various recombination mechanisms and the

equations describing their rates, we see a correspondence between the number of

carriers involved in a process and the power law dependence of the rate of that process

on carrier concentrations. SRH processes that only involve one carrier and a trap are

approximately proportional to n+p. Bimolecular processes which involve one electron

and one hole are proportional to np. Auger processes which involve two electrons and

one hole or two holes and one electron are proportional to n2 p or np2 respectively. We

note that higher order Auger processes are not considered here. With this intuition we

can infer that at low or highly asymmetric carrier concentrations SRH recombination

should dominate, that bimolecular processes should become more important if both

carrier concentrations are significantly out of equalibrium, and that Auger processes

begin to dominate if the carrier concentrations are increased further.

To properly calculate T IQE we must consider the case in which an emitted photon

is re-absorbed before escaping the active region, leading to another electron-hole

pair that subsequently recombine to emit another photon that may escape the active

region. We also must consider that this sequence of events, known as photon recycling,

can happen arbitrarily many times [13]. Thus we calculate 'TIQE:

TIIQE = irecriact + l7rec(1 - lact)Tlrec)act + 77rec[(1 - rlact)rrec ] 2ract + -

00

=-recact 1[(1 - 17act)77rec]n

n=O

_ Urec~act (1.12)
1 - (1 - riact)rirec

Considering Equations 1.2, L 5 and L 12 we can write 77 as

'If Tlextraction?7rec7act (1.13)
1 - (1 - act)Trec
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We note that this includes the assumption that emitted photons that are absorbed

outside of the active region do not contribute electron-hole pairs that could contribute

to subsequent light emission. If non-radiative recombination dominates in the active

region (.rec < 1) or almost all emitted photons escape the active region (riact ~ 1)

then 77rec(1 - riact) < 1 and we can write

' ~ f' extractionr7recrlact (1-14)

All of these efficiencies can be predicted directly from simulations in the CAD

modeling software discussed below. Wall-plug efficiency j and quantum efficiency rQ

can be experimentally verified using data from the electrical and optical characteri-

zation techniques. Internal quantum efficiency TIIQE can be directly measured using

laser-induced photoluminescence in an unbiased LED[23]. In some cases the extrac-

tion efficiency of LED geometries can be directly measured using photo-excitation

combined with photodetection[24]. In other cases rextraction can only be estimated us-

ing material absorption parameters and LED geometry. Established analytical models

exist for this technique [25]. Many modern LEDs emit from quantum-confined active

regions with thicknesses much smaller than the wavelength of the emitted photons

[26, 27], and thus riact ~ 1. Driven by the goal of entering the general purpose light-

ing market, a great deal of reasearch has been done (and is ongoing) to improve the

achievable values of 'Textraction and rrec in GaN-based LEDs [26]. As a result the high-

est reported Textraction and '7IQE values are usually found in these devices. GaN-based

LEDs emitting in the visible and UV spectra have been demonstrated with 'TIQE

values above 75% and Textraction values above 80%[27, 28, 23].

1.2.2 Thermal Pumping and Electroluminescent Cooling in

LEDs

The quantum efficiency rQ of an LED and of its constituent efficiencies discussed

above have a maximum value of 1. The feeding efficiency qf on the other hand

does not. For this reason, from a thermodynamics standpoint 77 is more accurately
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described as a coefficient of performance for a heat pump. When the voltage bias V

across an LED is small enough that qV < (hw), then rf > 1. It is easy to see that if

7f> 0 E then 1 > 1. In this situation the coefficient of performance of an LED has

overcome all inefficiency in the device and the LED operates as a heat pump. Put

another way, when wall plug efficiency y exceeds unity then conservation of energy

requires electrically driven light emission to be accompanied by net absorption of heat

from the ambient environment.

The study of electroluminescent cooling stretches back six decades. As early

as 1951, Lehovec et al. speculated on the role of thermo-electric heat exchange in

SiC LEDs [29]. The authors were motivated by their observation of light emission

with average photon energy (hw) on the order of the electrical input energy per

electron, given by the product of the electrons charge q and the bias voltage V. Then

beginning with Jan Tauc in 1957 [14], a body of literature theoretically establishing

the thermodynamic consistency of electro-luminescent cooling and exploring its limits

began to emerge [15]. In fact, although net cooling had not been experimentally

demonstrated, in 1959 a US Patent was granted for a refrigeration device based on

the principle [30].

In 1964, Dousmanis et al. demonstrated that a GaAs diode could produce elec-

troluminescence with an average photon energy 3% greater than qV [311. Still, net

cooling was not achieved due to non-radiative recombination [32] and the authors

concluded that the fraction of current resulting in escaping photons, typically called

the external quantum efficiency or simply quantum efficiency qQ, must be large to

observe net cooling.

Then in 1985, Berdahl derived [32] that the radiant heat pumping power of

semiconductor diodes decreased exponentially with the ratio of the diode materials

bandgap Egap to the thermal energy kBT.

In the last decade, several modeling and design efforts have aimed to raise TQ

toward unity by maximizing the fraction of recombination that is radiative [6, 13, 19]

and employing photon recycling to improve photon extraction [6, 13, 16]. Efforts to

observe electroluminescent cooling with q near 100% continue to be active [20].
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Since qf clearly diverges as the applied voltage approaches zero, it is of interest

to consider the value of qQ in the same limit. For a diode in the low-bias limit we

assume that all current density results from bimolecular and bulk SRH recombination

in the active region of the device [5] and that the electron and hole concentrations

n and p approach an equilibrium value of ni (if the active region is not doped).

Auger recombination is neglected because we assume that carrier concentrations near

equilibrium are too small for it to be significant. We also assume that Tlextraction is

independent of voltage bias and that 17rec(1 - nact) < 1 so that photon recycling

is insignificant. Using Equations 1. 5, 1.6, 1. 7, 1.11, 1.10 and 1. 12, q is shown to

approach a finite value as the applied voltage V approaches 0:

lirn'Q = lextraction Rbimol

V->o RSRH + Rbimol

77extraction actB

[4niTSRHI 1 + 'actB

4 1ex traction ract BTSRH ni

1 + 4 7TactBTSRHfni
4 rextractionractBTSRHrni (47actBTSRHni < 1)

- Egap
4 =extraction'tactBOTSRH \/ NvNc e 2kBT (1.15)

Note that we have done this calculation using BO to calculate the bimolecular

recombination rate which is only valid at 300'K, but that the temperature dependence

of limVo r/Q is dominated by the exponential dependence of ni. Since r/Q approaches

a finite value at zero bias while qf diverges, y must also diverge as the applied voltage

approaches zero [13]. Note that this indicates that EL cooling occurs in all LEDs

for a small enough applied voltage. Under the same assumptions we can readily

approximate the voltage, current density and emitted light power density in this

limit when n = 1. The voltage V,,i is approximated by setting 7f = Q1:
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V -=1 = Ug (1.16)
q

-Egap

{hw)49extractionBoTSRH v'Nv Nce 2kBT
(1.17)

q

Current density J,=1 is approximated by

J77=1 ~qtRSRH

qt
~ R (np -n
AtyVRH

= n(kin - 1)
AniTSRH

qt -Egap qV7=1

= NvNoe kBT (ekBT 1_
4 niTSRH

qW -Egap

~ ~NvNce * )4 niTSRH kBT

(Kua) -EgaP 3

= kBTextractionqBo(NvNce kBT )2 (1.18)

where t is the thickness of the active region and non-radiative SRH recombination

is assumed to dominate and occur uniformly over this width. Note that we have taken

the Taylor approximation for the exponential dependence on applied voltage under

the assumption that V,7=1 is on the order of kBT. Finally, light power density L7= 1 is

calculated to be

L7=1 ~rextraction (i)tRBmo(
- Egap qV,?=1

= lextraction (khw)tBoNvNce kBT (eqki-)
-Eap qV

~ qextraction ka)tBoNV NCe kBT(q
kBT

2 xtraction(h) 2Bt(NvNce kBT 2

T(1.19)kBT
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Examining Equation 1. 19 we see that L, 1 decreases exponentially as a function

of the ratio of band gap to thermal energy, 3Egay. This dependence results from the

proportionality of L, 1 to the cube of the intrinsic carrier concentration ni. We also

see from Equation 1. 15 that the low bias minimum IQE is proportional to ni and

thus also increases exponentially as the ratio -- is reduced. These relationships

indicate that the effect of thermal pumping should be most apparent in LEDs with

small active region band gaps at high temperature.

Thermal pumping of an LED can also be described in terms of Peltier heat transfer

at a p-n junction. Following Pipe's description of Peltier heat transfer in a p-n diode

in Section 2.5.2 of [33], we can calculate the light power density pumped out of the

lattice and into the optical field LPUmp in terms of Hph and 11n,e, which are the Peltier

coefficients of the holes on the p-doped side and electrons on the n-doped side of the

LED. These Peltier coefficients are just averages of the energies per unit charge of

the majority carriers on either side of the diode weighted by the relative contribution

of the carriers to conduction as a function of energy [33, 34]. We find that for an

applied current density J

LPUmp =IJ(ph + fln,e) (1.20)

and that total light emission L should be the sum of Lpmp and the emitted light due

to electrical work qV, Lwork

L = Lwork + Lpump

= 7rQJ(flp,h + n,e + V) (1.21)

= nQ J(hw) (1.22)

We note that Equation 1.22 is simply a restatement of our previous definition of

'qQ and that Equations I.20 and 1 21 are valid only for a p-n homojunction in which
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all recombination occurs away from the contacts. Although most LEDs incorporate

heterojunctions, we can still use these equations to get an intution for how Peltier

heat contributes to light emission from an LED. In Chapter 2 we will numerically

model thermal pumping in an LED without making these approximations.

1.3 Tools for Studying LEDs

In this thesis thermal pumping and electroluminescent cooling in LEDs will be stud-

ied with numerical modeling and experiment. Numerical modeling should give an

intuition for microscopic charge and energy transport dynamics and their connection

to easily measured device characteristics, while experimental LED characterization

will be useful for comparison with modeling results and validation of the intuition

they give us.

LEDs can be experimentally characterized using a few simple techniques. The

electrical characteristics can be measured using a power supply and multimeter or a

parameter analyzer. If an LED is packaged with a lens so that the emission pattern is

partially collimated, then placing the LED in close proximity to a relatively large area

photodetector can allow for free-space light power measurement with reasonable light

collection efficiency. If an LED emits light over a large solid angle then an integrating

sphere can be used to collect and analyze the power and spectrum of light output from

an LED[35]. These measurements can be used to determine the relationship between

light output power and voltage (L-V) or current (L-I) bias, and also to determine

the wall-plug efficiency and EQE of the device. If the light power becomes small

compared to noise measured by the detector, it is also possible to modulate the light

signal and perform a phase and frequency sensitive measurement to greatly improve

signal to noise ratio. This technique, known as lock-in measurement, is explained in

Chapter 3.

Designers of solid state electronic and optoelectronic devices such as diodes, tran-

sistors, LEDs and lasers in industry and academia use technology computer aided

design (TCAD) finite-element modeling tools such as Silvaco ATLAS TM , Crosslight
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APSYSTMand Synopsis SentauruSTMto simulate the electrical, optical and thermal

characteristics of their devices under specified bias and boundary conditions[36, 37].

In a finite-element model a device is broken in many small elements, partial differen-

tial equations describing relevant physics are approximated as difference equations,

boundary conditions are specified and numerical steady-state solutions to the differ-

ence equations are solved for iteratively. These software packages are useful both for

gaining a general intuition for the physical processes that are important to device

operation and for fine tuning and optimizing a device.

In this thesis we will study charge and energy transport phenomena in an LED us-

ing Synopsis SentaurusTMTCAD. While Sentaurus is most commonly used to model

complimentary-metal-oxide-semiconductor (CMOS) electronics in 1, 2 or 3 dimen-

sions, it is a very general purpose tool for modeling charge and energy transport in

semiconductor devices. Sentaurus even has a host of tools for modeling light genera-

tion, propagation and absorption in optoelectronic devices such as LEDs, lasers and

photodiodes [38]. In particular we have chosen to use Sentaurus for this investigation

because it includes the Stratton model for hydrodynamic charge and energy trans-

port model in semiconductors [38, 39, 40], which accounts for the energy flux through

the electrons, holes and lattice separately. This will be useful for modeling Peltier

exchange in an LED.

1.3.1 Hydrodynamic Charge and Energy Transport

A hydrodynamic charge and energy tranport model includes the k0 , k' and k2 mo-

ments of the Boltzmann transport equation to account for tranfer and conservation of

charge, momentum and energy respectively [39]. Time-independent versions of these

balance equations are solved in this framework to model steady-state behavior. The

following discussion of the hydrodynamic model follows Chapter 5 of Fundamentals

of Carrier Transport by Lundstrom [39] as well as the Sentaurus User Guide [38].
To begin with we define the electron, hole and lattice temperatures as they are

used in this model. The electron and hole temperatures Te and Th are defined using

the average thermal kinetic energy of the carriers we and Wh, assuming that each
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population is a non-interacting gas in three dimensions

we = 1kB.e 1-23)
2
3

Wh = -kBTh (1.24)
2

while the lattice temperature T describes the thermal occupation of the phonon

modes in the lattice that determine its heat capacity:

W1 = c1 Ti (1.25)

To begin with, electrostatics are modeled with Poisson's Equation

V2 =p q(p - n + ND- NA), (1.26)
E 6

where # is the electrostatic potential, q is the electron charge magnitude, E is the

static dielectric constant of the semiconductor, p and n are the hole and electron

densities and ND and NA are ionized donor and acceptor densities. The continuity

equations describe charge carrier flux into and out of a differential volume of semi-

conductor:

V. =qRnet (1.27)

-- q
V JA = -Rnet (1.28)

C

where Je and Jh are the electron and hole current densities respectively and Rnet

is the net recombination rate in cm-3s-1 (this term is negative for net generation).

The momentum balance equations gives us the electron and hole current densities in

separate drift, density-gradient-diffusion and temperature-gradient-diffusion compo-

nents:
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e -qpe(nVEc + kTeVn + AckBnVTe) (1.29)

Jh = -qph(pVEv + kTVp + AhkBnVT) (1.30)

where pc and pA are the electron and hole mobilities, EC and Ev are the conduc-

tion and valence band edge energies, and Ae and Ah are correction factors accounting

for energy flux through degenerate carrier populations. According to Fermi-Dirac

statistics [41]

Fi EC-EFn

_____BT_ (1.31)
F 1 (EC-EFn

F1 EFp--Ev

Ah= F1 (EkBT) (1.32)
F 1 EFp-EV

2 (kB Th

where EFn and EFp are the electron and hole quasi-Fermi energies and F repre-

sents a Fermi integral of order i. The energy balance equations describe the carrier-

mediated energy flux into and out of a differential volume of the semiconductor:

3 Te - T

V - Se = Je -VEC - -kB TeRnet - (1.33)

3 Th-T(
17 - Sh = Jh - VEy - -kB ThRnet - (1.34)

2 [he Th

where Te and tauh are energy relaxation times associated with the electrons and

holes respectively. We note that these equations encode Peltier heat exchange between

the lattice and the charge carriers. As electrons flow along a positive gradient in EC

or holes flow along a negative gradient in Ev energy, a negative acomponent is added

to the divergence of their energy fluxes denoting a decrease in average carrier energy.

This leads to a steady state temperature lower than that of the lattice and thus
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net energy absportion from the lattice, accounted for by the energy relaxation term

on the right hand side of 1. ;3 and I . Equations 1.,3 and .34 are accompanied

by the energy balance equation for the lattice, which acocunts for heating due to

electron-phonon scattering and recombination:

-. '3 3 Te - T Th - T]

VSi = kB(Te + Th) + Egap Rnet + -kB [e + (1.35)

We note here that Equations 33, 1 .31 and 1.35 are only valid in the Boltzmann

limit, and that Sentaurus does not include a correction for the average kinetic energy

of degenerate charge carriers according to Fermi-Dirac statistics [41]. The electron-

and hole-mediated energy fluxes are calculated according to the Stratton model for

hydrodynamic flow [40]:

-- 5rhe kB e k2npeTe
Se = [ Je + . B VTe (1.36)

-- 5r A kBTh - k2h Ahh
Sh = h JkB h - .PB VT 1  (1.37)

where r is a material parameter that encodes the power-law dependence of the

scattering rate on carrier energy E [34, 39]:

1 ~ E (-- (1.38)
Ti

Finally, energy flux through the lattice is described the the familiar heat equation

Si = -KVT (1.39)

where K is the lattice thermal conductivity.
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1.4 Chapter Summary and Thesis Outline

In Section 1 we defined the wall plug efficiency 1 of an LED and the phenomenon of

electroluminescent cooling. Motivation for studying the effects of thermal pumping

in LEDs and a brief overview of previous work on the subject was given. In Section

1.1 various applications of incoherent light sources were discussed. In Section 1.2 we

discussed the microscopic physical processes that give rise to light emission in LEDs,

how they determine device efficiency and how they can give rise to thermal pumping

and electroluminescent cooling. Finally in Section 1.3 we discussed the experimental

and numerical modeling techniques that will be used in this thesis to investigate

thermal pumping and electroluminescent cooling in LEDs in the following Chapters.

Chapter 2 will describe the modeling of thermoelectric pumping effects in a model

system. The model will be built step by step and simulated device characteristics

will be presented compared with experiment. Predictions of EL cooling in these

simulations will be highlighted and discussed.

In Chapter 3 a method based on lock-in amplification for precisely measuring

the electrical and optical characteristics of an LED will be presented. The noise

limitations of our measurement system will be given. Experimental results including

evidence of EL cooling and demonstration of an efficient radiation source for mid-IR

spectroscopy systems will be presented and again compared with Sentaurus modeling

results.

Chapter 4 will describe the design and modeling of thermally-pumped LEDs. De-

vices optimized for high-temperature, high-power operation and devices optimized for

room-temperature, low-power operation will be considered. A new high-temperature

packaging scheme for LEDs will be presented along with predictions of the power

efficiencies that could be achieved by a thermally-pumped LED packaged in this way.

Potential applications of this technology will be discussed.

In Chapter 5 a summary of this work will be presented along with conclusions and

suggestions for future work on the subject will be given.
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Chapter 2

LED Modeling and

Characterization

A real world model system is needed to study thermal pumping and electrolumines-

cent cooling in LEDs. It is desirable that the system is accessible for both simulation

and experimentation. Sufficient information about the materials and structure of

the device is required for the development of a reasonable numerical model. Experi-

mental study of the thermal pumping of LEDs involves characterization of electrical

and optical device properties such as voltage (V), current (I) and light power (L), as

functions of the diode temperature (T). As discussed in Chapter 1, these macroscopic

device characteristics can be predicted by modeling microscopic carrier and energy

transport dynamics with Sentaurus. Comparison of simulated and experimentally

measured device characteristics can be used to test the validity of the model.

In Section 2.1 a prototypical system for studying thermal pumping in LEDs will

be introduced. In Section 2.2 a numerical model for charge and energy transport in an

LED will be built up step by step using Sentaurus Device. In Section 2.3 simulated L-

I-V-T characteristics for our LED will be given and an apparatus for experimentally

measuring these characteristics will be introduced. Results of experimental device

characterization with this apparatus will be given and compared with simulation

results. In Section 2.4 the possibility of demonstrating improved LED efficiency due

to thermal pumping and the challenges involved will be discussed. Conclusions and
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a summary of this Chapter will be given in Section 2.5.

2.1 A Prototypical System

As discussed in Chapter 1, the theory describing EL cooling suggests that the promi-

nence of the effect decreases exponentially with the ratio of the band gap energy of

the material in the active region to the thermal energy in the active region Eg Thus
kBT

an LED with a small active region band gap (corresponding to long wavelength elec-

troluminescence) that can survive to high temperature would be ideal for studying

thermal pumping in LEDs. In most conventional applications, LEDs are operated

at high bias where device performance deteriorates as temperature increases, and

thus are not packaged to withstand high temperatures. This thesis will focus on

the study of thermal pumping in a GaSb/In.15 Ga.s5 As.13Sb.s7 double-heterojunction

p-i-n LED [3]. The device consists of a 2.5-4p thick, "nominally undoped" [2] layer

of GaSb/In.15 Ga.s5 As.13 Sb.s7 and a 3-5pt thick p+-GaSb layer grown on an n-GaSb

substrate. The doping levels of the p+-GaSb and n-GaSb were NA = .5 - 1 - 1018

cm-3 and ND= 4 - 1017 Cm-3, respectively. The LED is similar to those described in

[2] and [1]. These publications give information about the device structure, which is

useful for modeling. The LED was grown by liquid-phase epitaxy (LPE) on an n-

GaSb substrate, etched into a mesa structure 280pm in diameter [42], metalized with

contacts, flip-chip bonded to a semi-insulating Si mounting pad, and packaged with a

Si lens inside a threaded M5xO.5 can. Note that the uncertainty in the epitaxial layer

thicknesses and doping levels are a result of the uncertainties associated with liquid

phase growth. The LED is a commercial device distributed by Joffe LED, Ltd., a

company affiliated with the Mid-IR Diode Opto-pair Group (MIRDOG) at the Joffe

Physico-Technical Institute in St. Petersburg, Russia. The part number of the device

is LED21Sr. Figures 2- , 2-2 and 2-: are included from [1], [2] and [3] to give an idea

of the LED geometry.

Before we can study thermal pumping in the LED21Sr, we must first develop

a general model for charge and energy transport through an LED that can self-
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consistently account for the the Peltier exchange that should give rise to thermal

pumping effects and ultimately electroluminescent cooling. This task is undertaken

in Section 2.2.

7 ,*

5

\~ ~

1

2
3

9

Figure 2-1: Diagram showing the flip-chip mesa structure used by loffe LED, Ltd. for
the LED21Sr and other devices.. The labsls show (1) the n-GaSb substrate, (2) the
n-GaInAsSb layer, (3) the p-GaInAsSb layer, (4) the p+-GaSb layer, (5) the silicon
carrier, (6) the anode contact, and (7) the U-shaped cathode contact. (8) and (9)
are the contact pads on the silicon carrier[1]. Note that although separate n- and p-
GaInAsSb layers are labeled in this Figure, these layers were not intentionally doped
and the density of dopants in this region is not known.

(a)

0 pm L

Figure 2-2: Photographs showing the mesa structure of the LED21Sr from the top
(a) and side (b) (from [2]).
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Figure 2-3: Photograph of the packaged LED21Sr (from [3]).

2.2 Modeling Peltier Heat Transfer

The model for thermal pumping in LEDs will be built in four steps. First, charge and

energy transfer will be modeled in the simplest possible device, a resistor. Next, a p-n

junction in which almost all minority carriers recombine before diffusing to the con-

tacts will be modeled. A p-i-n junction in which most minority carriers diffuse to the

contacts before recombining will be modeled next to demonstrate the importance of

boundary conditions and energy transfer at contacts. Finally, a double-heterojunction

p-i-n diode resembling the LED discussed in the previous Section will be modeled.

This step-by-step approach should emphasize the importance of various attributes of

LEDs to charge and energy transport and prepare us to study a real system through

numerical simulation.

Because we are building towards a model for a device in the InAs/GaSb material

system, the devices modeled in this Section will modeled in the same material system

for the sake of simplicity and continuity. The first three devices will all be modeled

as GaSb, and the fourth device will be modeled as GaSb and In.15 Ga.s5 As. 13Sb.87 (the

alloy composition given for the active region of the LEDs discussed in the previous

Section). The material parameters used for these two materials and their sources are

given in Table 2.1 and equations for which these parameters are most relevant are

given in Table 2.2.

46



Material Parameter Symbol Ga. 51n.15 As.13Sb.s7  GaSb value
value at 300K at 300K

Band gap
Temperature dependent band

gap narrowing parameter
N-type band gap

narrowing parameters

P-type band gap
narrowing parameters

Electron SRH lifetime
Hole SRH lifetime
Surface SRH

recombination velocity
Radiative recombination

coefficient
Auger recombination

coefficient
Electron mobility
Electron mobility

temperature exponent
Hole mobility
Hole mobility

temperature exponent
Conduction band effective

density of states
Valence band effective

density of states
Lattice thermal

conductivity
Static dielectric constant
Series Resistance
Light Collection Efficiency

Egap,o

a

AN

BN

CN
Ap

Byp

CP

TSRH,e,0

TSRH,h,O

Vsurf

0.583 eV[ 3]

n/a
n/a
n/a
n/a
n/a
n/a
95 nst
95 nst

B0 3.10-11 cm 3 s-[ 18]

C

/pe,0

p/h,0

2.3.10-28 cm 6 s-1 [47]

5000 cm 2 V-1 S-1[49]

1. 9[501

850 cm 2 V-1 S-1[52]

Yh

Nc0

E

R
r/coi

1.9-1017 cm-3[3]J

1.5-1019 cm-3[5s)]

0.14 W cm-1 K-1[5]

15.64[)]

0.726 eV["""

3.78- 10-4 eV-K-1 ["I

13.6-10-9 eV-cm[451

1-66-1. eV-cm3[4

1. 19' 10 10 eV-m E"[

8.07-10-9 eV-cm1 451

2810-7 eV-cml"5]

4.12-1-1 eV-cm3[4
10 nsl"]
600 nsl"]

1900 cm-s_1 [47]

8.5-10-11 cm 3 S-1[61]

5-10-30 cm 6 s-1 [I]

3150 cm 2 V-1 S-1[46]

0.9[51]

640 cm 2 V-1 s-I[1]

2.1-1017 cm-3[5

1.8.1019 cm-3[54]

0.3 W cm-1 K-15 5

15.7 [54]

779Qt

Table 2.1: Material parameter values used for numerical modeling and sources for
each.

2.2.1 A Resistor

To begin we will model charge and energy transfer in an (n)-doped GaSb resistor with

a donor density of 1016 cm-3. A resistor is a useful first case study in charge and energy
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Table 2.2: Equations used to calculate band gap narrowing, carrier mobilities and
recombination rates as functions of carrier density, dopant density, lattice temperature
and the material parameters given in Table 2. 1.

transport because it isolates charge transfer due to drift and energy transfer from the

carriers to the lattice by the Joule heating. A constant doping profile dictates that

neither majority nor minority carrier density diffusion should contribute to the current

density. The chemical potential y = EC - EFn remains constant and the electron

and hole quasi-Fermi energies are equal throughout the device. When a voltage is

applied to the resistor the same constant gradient appears in the conduction band

edge energy and Fermi energy, as depicted in Figure 2- 1. As electrons flow down the

potential energy gradient across the device they gain kinetic energy. This gain in

kinetic energy gain appears as the first term on the right-hand-side of Equation 1.33

for electrons:

3 ~Te -T
V - Se = Je -VEc - -kB TeRnet -§T

2 _ T-e

This kinetic energy is then lost to the lattice through collisions. The energy

relaxation time describes the rate at which this energy transfer occurs on average.

In GaSb the energy relaxation time is taken to be 1.5 picoseconds for electrons and

holes [56]. In later steps the same energy relaxation time will be used for GaInAsSb
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Model

Band Gap
Effective densities

of states
Electron mobility
Hole mobility
SRH recombination

rate
Surface SRH

recombination rate
Bimolecular

recombination rate
Auger recombination

rate

Formula

Egap =Egap,o - a(T - 300) - AiN BiNi- CiNi2

3

Ni= Ni, () 2

ye = pe,o (3)0
ph = Ph,o 300

np-nRSRH= -3 3
TSRH,h,0 n-lEni)-|TSRH,e, ( P+fli)

RSRH,surf osurf(n+p+2ni)

3 ( gP)2
Rrad Bo ( ) 2 )2 (np - n )

RAug = C(n ± p)(np - n?)

Units

eV

cm-3

cm 2 V-1 s-

cm 2 V-1 s-

cm-3 s-1

-2 -1
Cm S

cm-3 s-1

cm 3 s-1



because experimental data about carrier energy relaxation in this material is not

presently available. Once this energy is transfered to the lattice it is conducted out

as heat, as described by Equation 1.39:

S, -KVT

E' .--

Figure 2-4: Band diagram of an n-doped resistor showing the relative energies of
the conduction band edge the conduction band edge Ec, the Fermi level EF and the
valence band edge Ev. The black arrows indicate Peltier energy exchange at the
contacts.

Peltier heat transfer at the contacts is depicted in 2-1 by black arrows. The arrow

on the right indicates the change in average conduction energy that occurs as electrons

pass from a metal where conduction almost exactly the Fermi energy on average, to

semiconductor where conduction must occur at energies above the Conduction Band

edge. Electrons traversing this junction first lose energy as a result of this change

and then subsequently absorb energy from the lattice to re-equilibrate. Thus cooling

occurs as majority carriers enter a device the contacts. The arrow on the left indicates

the opposite process, where carriers lose the extra conduction energy and heat the

lattice. The magnitude of Peltier cooling where electrons enter this resistor should be

equal to that of the Peltier heating that occurs when the electrons since the difference

in conduction energy is the same at both interfaces. Thus the net contribution of these

two processes to energy transfer into or out of the device should be zero.

Sentaurus does not have a model for Peltier energy exchange across metal-semiconductor

interfaces. However by examining how conduction energy changes as carriers enter

49



and leave the device through the contacts we can directly calculate what this en-

ergy exchange should be. Calculating Peltier exchange that should be present at the

contacts allows us to confirm conservation of energy in a given model, but it does

not permit self-consistent coupling of carrier and lattice energy flux and tempera-

ture profiles to recombination and current density calculations. In this model lattice

heat transfer out of the resistor matches input electrical work exactly, indicating that

energy is conserved. This occurs because the difference between metal and semicon-

ductor conduction energy is the same at both contacts since the resistor is uniformly

doped throughout. Thus the Peltier exchange that occurs as electrons enter this re-

sistor is equal and opposite to that which occurs when they leave on the other side,

and the two contributions cancel. This will not be true of the devices modeled in later

steps. We note that although energy conservation holds in this device, the missing

energy source and sink corresponding to Peltier exchange at the contacts affects the

calculated steady state energy flux and temperature distributions.

The results of the simulation or a resistor are shown in Figure 2-5. As we expect

for a resistor, the band diagram has a constant gradient and simulated the current-

voltage characteristic is linear. The temperature distribution is parabolic, indicative

of uniform energy dissipation from the electrons to the lattice. The energy flow

distribution shows that the electrons carry in approximately the same amount of

energy that they carry out, while the lattice is conducting heat away from the center

of the resistor. The lack of heat flow out of the device through the electrons indicates

that the lattice thermal conductivity is much larger than that of the electrons. We

note that there is a small steady-state difference in the temperature of the electrons

and that of the lattice across the device. The non-zero energy relaxation time that

couples electron kinetic energy density gained by flowing down a potential gradient to

lattice heat. Finally the electrical power input is equal to the heat power flowing out

of t he device for all bias conditions. Thus we have denionstrated complete transfer

of work done on the electrons to lattice heat.
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2.2.2 A p-n Junction in the Long-Base Limit

We now turn to the p-n junction. The charge and energy transport characteristics

of this device are different than those of a resistor in a few important ways. First

since placing a p doped region next to an n doped region creates a large spatial

gradient in carrier density, we know that carrier-density-gradient-driven diffusion will

determine current. We also see that diffusing minority carriers will flow across a

band-edge gradient near the junction that will give rise to Peltier cooling. Similar to

the resistor, Peltier cooling should occur when carriers enter the semiconductor. In

this case however, the Peltier exchange that occurs if a carrier diffuses to the opposite

contact should account for the both energy gained upon entering the semiconductor

as well as the energy gained from the band edge gradient at the junction. If carriers do

not diffuse to the opposite contact but instead recombines somewhere in the device,

then energy equal to the sum of the electron and hole carrier energies and the band

gap energy the band gap energy is released either in the form of a phonon or a

photon [33]. Phonons contribute to the energy density in the lattice while photons

contribute to the energy density of the electromagnetic field. In the case of net

recombination energy will leave the device through both of these media. For the sake

of simplicity we will first model a p-n junction in which the vast majority of minority

carriers recombine before reaching the contact, a regime known as the long-base limit.

Also only one form of non-radiative Shockley-Read-Hall (SRH) recombination will be

modeled. The relevant energy transfer pathways in this device are depicted in Figure

Plots depicting this modeled diode are presented in Figure 2-7 and the simulated

electrical and thermal characteristics are given in Figure 2-8. Almost all carriers

recombine very near the p-n interface the electron and hole quasi-Fermi levels come

back into equilibrium away from the contacts. We see that holes and electrons carry

energy toward the junction from the p- and n-side contacts respectively, and that

the lattice conducts heat away from the junction once it is released by electron-hole

recombination. We notice however that simulated lattice heat flow out of the device
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Figure 2-6: Long p-n junction. The curved black arrows again indicate Peltier ex-
change. The vertical arrows near the junction of the device indicate energy transfer
during recombination event. The solid vertical arrows indicate the contribution of en-
ergy gained from Peltier exchange to the emitted phonon or photon and the dashed
verticle arrow indicates the contribution of work done by the applied electric potential
gradient.

is larger than the electrical power dissipated. This is because the Peltier energy

exchange at at the contacts depicted in Figure 2-6 is not included in this model.

Following Chapter 2 of Bipolar Thermoelectric Devices by Pipe [33], the cooling

occurring at the contacts should be:

Qcontacts Q Qpcontact + Qncontact

~ (Ali,+ Afln)

Ep + 1h,p) + ( EC - EFn ien)
q q

where we assume that only majority carriers contribute to Peltier exchange at

each contact because the diode is in the long base limit. This assumption is checked

by calculating the difference between the electrical work done and the heat flux out

of the diode and dividing by current:

(ipcontact + fncontact) Qt - JV (22)
J
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We expect that the missing heat should account for the energy differences between

the Fermi levels and band edges at the contacts as well as the increase in average ki-

netic energy carriers experience when entering passing from a metal with a symmetric

density of states to a semiconductor where the density states is highly asymmetric

near the band edges [34, 39].

5
(TIpcontact+llncontact) = [EFp -Ev]pcontact [EC -EFnncontact+ (TeAe+rh Ah)kBT (2.3)

2

where the last term on the right hand side of Equation 2.3 gives the summed

average kinetic energies of electrons and holes associated with conduction. We recall

from Equation 1.38 that ri is related to the power law dependence on energy scattering

of the scattering rate for a given carrier species.

1

Ti

and from Equations I . I and I12 that Ae and Ah represent correction factors for

the average energy of conducting carriers outside of the Boltzmann limit.

F 1 EC -EFn

Aei kBTe )_
F1Ec-EFn
2 k Te

F 1 EFpEv
Fi ( E k T f

F 1 EFpEv
F2 ( kBTh

The value of U7 pcontact + 1 1
ncontact calculated from the simulated device characteris-

tics according to Equation 2.2 is plotted in Figure 2->. This value is independent of

the applied voltage bias and equal to exactly the analytical prediction given by Equa-

tion 2.:3. Thus we have shown that we can track energy transfer in a p-n junction in

the long base limit with the exception of the Peltier cooling that should occur when

majority carriers enter the device at the contacts.
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Figure 2-7: Spatial profiles of a simulated p-n junction in the long base limit at
1OOmV bias in 300'K ambient. (a) Band diagram indicating the relative energies of
the conduction band edge Ec, the electron Fermi level EFn, the hole Fermi level EFp
and the valence band edge Ev, (b) donor (ND) and acceptor (NA) dopant densities,
(c) SRH recombination rate, (d) electron and hole current densities Je and Jh (c)
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Figure 2-8: Simulated device characteristics of a p-n junction in the long base limit in

300'K ambient. (a) simulated J-V characteristic plotted on a semi-logarithmic scale
and on a linear scale in the inset, (b) Input electrical work IV and heat flow out Qout

as a function of applied voltage on a semi-logarithmic scale and on a linear scale in

the inset, (c) calculated combined Peltier coefficient at contacts.

2.2.3 A p-i-n Junction in the Short-Base Limit

Next, we move our diode out of the long-base limit to see how minority carriers

diffusing all the way to the contacts affect the model for energy transfer in the diode.

This is accomplished by shortening the length of the entire diode and increasing the

carrier lifetime associated with SRH recombination. We also add a longer transition

region between the p and n sides. The purpose of this is merely to further resemble

the structure of the LED that we eventually intend to model. As depicted in Figure

2-9, Peltier energy transfer occurs both when carriers enter this device and when they

leave. In this device minority carriers that diffuse all the way to the contact undergo

surface recombination and lose energy equal to the Peltier heat they absorbed while

traversing the diode plus the applied potential difference. This energy transfer is not
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accounted for in the hydrodynamic model of Sentaurus. Thus carriers that traverse

the entire diode appear to remove heat from the lattice that is never re-deposited.

r ~EC

p C
EFn

E Fp

Figure 2-9: Short p-i-n junction. Arrows indicate energy exchange as in Figure 2-6.
Because this diode is not in the long-base limit some minority carriers diffuse to the
contacts before recombining.

The simulation results for this p-i-n structure are presented in Figure 2- 1 (. We

see that significant minority carrier current reaches the contacts. Otherwise the prop-

erties of energy transport across this diode look fairly similar to those across the p-n

junction. We can see that the majority of bulk SRH recombination happens in the

intrinsic region, and that a significant portion of the heat transfered to the lattice by

this recombination is reabsorbed by the holes at the p-i interface and by the electrons

at the i-n interface. The majority carrier temperatures also dip slightly at the edge

of the intrinsic region. These are signatures of the Peltier cooling that is occurring at

these interfaces.

The simulated device characteristics, shown in Figure 2-11, also look fairly similar

to the previous device. We see that as the bias is increased the margin between heat

flux out through the lattice and electrical work decreases, corresponding to missing

surface recombination heat. Thus we have shown that energy transfer due to surface

recombination at the contacts is also missing from our diode model and must be

accounted for externally.

We have learned from these three device models that energy transfer due to Joule

heating, recombination and Peltier transfer within the device is modeled correctly,
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while energy transfer at the contacts due to Peltier exchange and surface recombina-

tion is not. Luckily we can readily calculate these missing quantities based on the
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current flowing through the device, the average carrier energy associated with con-

duction, and the amount of minority carrier current that diffuses all the way across

the diode.

cC'10
E

U)10

10

E

0
CL

0 0.1 0.2
Voltage (V)

(a)

0 0.1 0.2
Voltage (V)

0.3

0.3

(b)

Figure 2-11: Simulated device characteristics of a p-i-n junction in 300'K ambient.
(a) simulated J-V characteristic on a semi-logarithmic scale and on a linear scale in
the inset, (b) Input electrical work IV and heat flow out Qout as a function of applied
voltage on a semi-logarithmic scale and on a linear scale in the inset.

2.2.4 A p-i-n Double-Heterojunction with Radiative Recom-

bination

By making our p-i-n structure a double heteojunction and adding radiative and Auger

recombination, our diode begins to closely resemble the LED presented in Section

2.1. The p- and n- regions will still be modeled as GaSb but the intrinsic region

will be modeled as In.15Ga.85As.13Sb.s7 which has a band gap approximately 75%

that of GaSb (see 2.1). The dominant energy transfer processes in this diode are
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shown in Figure 2-12. Minority carrier diffusion should not contribute significantly to

conduction because of the large band discontinuities at the hetero-interfaces. In this

version of the model energy transfered to photons by radiative recombination will not

be be assumed to leave the system, corresponding to perfect optical extraction. We

also include degenerate doping on the n-side of this diode.

En c

in Figures 2-6 and 2-9. The pink arrow indicates light-mediated energy transfer out
of the device.

Figure 2-13 shows spatial profiles of various microscopic variables across the LED.

This snapshot of the diode at a 100mV bias indicates that recombination happens

approximately uniformly across the intrinsic region and that non-radiative SRH re-

combination dominates over radiative recombination by almost two orders of magni-

tude. By examining the energy flux diagram we observe significant cooling as both

the p-i and i-n interfaces as majority carriers enter the active region.

We see in Figure 2-14 that over the bias range of interest the Peltier coefficient for

cooling at the contacts, calculated using the difference between input electrical power

and the total energy outflow through light and lattice heat is approximately constant

over the bias range of interest. This indicates that minority diffusion current is not

particularly important in this device.

Figure 2-15 shows the predicted light-current relationship for this LED. By plot-

ting the quantum efficiency together with the average electron and hole concentrations
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across the active region, we can see that quantum efficiency reaches a minimum at low

injection levels once the carrier populations approach their equilibrium values. Note
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Figure 2-14: Simulated electrical characteristics of a p-i-n double heterojunction LED

in 3000 K ambient. (a) simulated J-V characteristic on a semi-logarithmic scale and

on a linear scale in the inset, (b) Input electrical work IV and heat flow out Qout as

a function of applied voltage on a semi-logarithmic scale and on a linear scale in the

inset, (c) calculated combined Peltier coefficient at contacts.

that the equilibrium electron and hole densities averaged across the active region vary

slightly as a result of asymmetric charge screening at the p-i and i-n interfaces.

Dopant Diffusion

One structural aspect of the LED21Sr that has not yet been considered is dopant

diffusion into the active region. As shown above, the low-bas quantum efficiency

of the LED is affected by the carrier concentration in the active region. Dopant

diffusion from the doped GaSb layers into the GaInAsSb layer could thus make a

significant impact on device efficiency in this regime. The liquid-phase epitaxial

growth method used to fabricate the LED21Sr generally does not result in abrupt

doping profiles [57, 58, 59]. We can highlight the importance of dopant diffusion to
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Figure 2-15: Simulated electrical-to-optical energy conversion characteristics of a p-
i-n double heterojunction LED in 300'K ambient. (a) simulated L-J characteristic,
(b) internal quantum efficiency 77Q and average electron and hole carrier densities n
and p as a function of injected current.

the characteristics of the LED by modeling the same device with dopants diffused

into the active region. Analysis of the doping profiles achieved with liquid-phase

epitaxy suggest that modeling dopant diffusion across region interfaces with Gaussian

profiles is more accurate [59]. Studies of dopant diffusion associated with LPE in the

GaSb material system suggests that modeling diffusion with a characteristic length

of approximately 100nm should be reasonable [58]. In this case we have graded the

dopant densities from the constant doping values in the p and n regions to values

far below the room temperature intrinsic carrier concentration at the center of the

active region. The grading profile used on each side is Gaussian with a characteristic

length of 100nm. Figure 2- hi shows a snapshot of the diode with dopant diffusion

under the same 1OOmV electrical bias as in Figure 2- 13. We see that dopant diffusion

simultaneously reduces the relative importance of SRH recombination and increases

the importance of Auger recombination across the active region of the device by

raising the average carrier density.

The electrical characteristics of the LED with dopant diffusion are shown in Figure

2-11. We see that the predicted electrical characteristics of the device are not heavily

affected by this change, although slightly more current is expected to flow through

the device at high bias as a result of increased Auger recombination.
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The simulated optical device characteristics shown in Figure 2-18 demonstrate an

increase in low bias quantum efficiency from 2.6-10- to 1.3.10-2. This is a result of the
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Figure 2-17: Simulated electrical characteristics of a p-i-n double heterojunction LED
with dopant diffusion in 300'K ambient. (a) simulated J-V characteristic on a semi-
logarithmic scale and on a linear scale in the inset, (b) Input electrical work IV and
heat flow out Qut as a function of applied voltage on a semi-logarithmic scale and
on a linear scale in the inset, (c) calculated combined Peltier coefficient at contacts.

increased equilibrium carrier densities in the active region due to dopant diffusion.

Figure 2- 19 shows the predicted light power density L plotted as a function of

input electrical power density JV at low bias. We see that simulated light power

density exceeds input electrical power density in these diodes and that it does so at a

higher power level when the diode has dopants in the active region. We note however

that this model does not yet consider the issue of light extraction. Even though the

physical principles underlying electroluminescent cooling are not precluded by light

extraction, this does mean that the power densities in this LED model do not yet

reflect those expected in a real system. In the next Section we will attempt to correct

for this.
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density JV for p-i-n double heterojunction LEDs at 300'K with (red dashed) and
without (blue) dopant diffusion into the active region. We see that electroluminescent
cooling is predicted in both devices, but that it is predicted at higher power in the
device with dopant diffusion. This results from a higher quantum radiative efficiency
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2.3 Modeling a Real LED

We now turn to the LED21Sr presented in Section 1 of this Chapter. Only a few

modifications are necessary to transform the LED modeled in the previous Section

into one that should resemble this existing device very closely. First we incorporate

the geometry of the LED21Sr as presented in [2]. We use 4pum for the widths of the p-

type GaSb and intrinsic GaInAsSb epitaxial layers and approximate the current path

through the n-type region as 12pum, based on the flip-chip device geometry shown

in Figure 2- 1. Based on direct communication with the producers of these devices,

we know that the active region of our sample is a circle approximately 280pm in

diameter. Thus the transverse area of the device is taken to be 6.16-10 4 cm 2. We

include the Jain-Roulston model for doping-dependent band gap narrowing [45] given

in Table 2.2 in the p- and n- GaSb regions with the parameters given in Table 2. 1.

This model accounts for apparent shifts in band gap energy due to carrier-impurity

interactions and many-body effects on carrier exchange energies [45]. We will also

include non-radiative surface-SRH recombination at the GaSb/GaInAsSb interfaces.

Section 2.3.1 deal with the inclusion of light extraction from the active region of the

diode and photon recycling in the model. In Section 2.3.2 we will examine simulated

characteristics of the LED21Sr.

2.3.1 Light Extraction and Photon Recycling

One essential piece of this model that has not yet been discussed is light extraction.

Our one dimensional model for charge and energy transport across this does not cal-

culate the probability that a photon generated by a radiative recombination event

will escape the diode before being re-absorbed. We can approximate this probability

by finding the average path length to the surface of a photon generated with a ran-

dom trajectory at a random point in a slab as thick as the active region and using

experimental absorption data for GaInAsSb at nearly the mole-fraction of our device

[47].

The first step in this calculation is to generate a probability density function for
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the path length of a photon generated in the active region. Given that the diameter

of the active region cylinder is much greater than its thickness we neglect edge effects

by approximating the the slab as infinite in the two transverse dimensions. We also

assume that one face of the cylinder is highly reflective based on the experimental

results presented in [2]. We will call the reflective surface the bottom of the cylinder

and the non-reflective surface the top. We don't know whether reflection from the

bottom surface is specular (angle preserving) or diffuse (angle randomizing), but we

can bound the path length distribution by trying both assumptions.

o0 0

Figure 2-20: The three scenarios considered in our calculation of photon extraction
from the active region are shown above. Each scenario starts with a photon emitted
at a random polar angle from a random point in the slab. In Scenario 1 a photon is
emitted upwards. In Scenario 2 a photon emitted downwards and then reflected off
the gold contact on the back plane at angle determined by its original trajectory. This
corresponds to a smooth contact surface. In Scenario 3 a photon is again emitted
downwards but is reflected from the contact at a new random angle. This corresponds
to contact suface roughness causing diffuse reflection. We note that the contact is
separated from the active region by a p-GaSb layer in the LED21Sr, but that very
little absorption should occur in this region and that the trajectory angle of a photon's
second pass through the active region should not be affected by this layer.

As depicted in Figure 2-20, the path length of a photon L is a function of two

random variables, the distance from the top surface S and the polar angle .

L
S

cos E
(2.4)

First we consider the probability of escape if a photon is emitted upwards (in the

top 27r steradians of the space of possible trajectories). Somewhat surprisingly, the
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polar angle of a random trajectory is not uniformly distributed. This can be seen by

considering the area of a differential ring-shaped slice of the surface area of a sphere

associated with 27r radians of azimuthal angle and differential variation in polar angle

dO. It is clear that the area of this differential ring grows as 0 is varied from 0 to

-r/2 radians and then decreases as 0 is varied from r/2 to 7r. Thus the probability

distribution function fe of 8 can be written

fE (0 ) dA
A

27er 2 sin OdO

47rr 2

sin0 
(2.5)

2

Where A and dA are the surface area of a sphere and a differential element of

that area respectively and r is the radius of the same sphere. Thus the cumulative

distribution function Fe of 0 can be written

0
Fe(0) j fe(')d '

J sin 0' dO'
Jo 2
-cosO 1

+ - (2.6)2 2

Where 1 is added as a constant of integration in the last step so that 0 < Fe < 1

for 0 < 0 < wr. By working with X = cos 0 instead of E as a random variable, we

can achieve a uniform distribution Fx.

Fx(x) 2 (2.7)
2

The distribution for the distance from the top of the slab Fs(s) is also uniform.
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(2.8)

where T is the thickness of the slab. We now seek the cumulative distribution

FL(1). First consider the distribution of path lengths if the photon is emitted upward.

In this scenario probability is distributed uniformly over the space S E (0, T), X C

(0, 1). FL, up(l) describes the area in X, S space where S/x > 1. As shown in Figure

2-21 there are two discrete regimes, 1 < T and 1 > T, which lead to a piecewise

distribution FL, up().

X
1

0

L = T/2

L4 172,

- -

L=T

L=2T

T S

Figure 2-21: The space over which the random variables X and S are defined is
depicted above. The dashed lines correspond to fixed X/S ratios and thus fixed path
lengths. As shown for L = T/2, the probability that L < 1 for a given I value set by
the area above the line corresponding to L = 1.

FL,up(l) =FIj,(slx

1 xT
T 2

= 2T

1T-

s <Tx -

:1 < T

: l > T
(2.9)

We know that X and S are also uniformly distributed in the space S C (0, T), X C

(-1, 0). If we assume specular reflection, then 1 = T- + 1 where the first and second

terms represent the path lengths before and after reflection respectively. We note

that the minimum path length for emission downward is T and find the probability

using an area calculation in X, S space as above:

70

Fs (s) = I
T



FL,downspec(l) { (1-T)
2

21T

2L

:T< l < 2T

1l> 2T

If reflection off of the back surface is diffusive, we add a third dimension X 2 E (0, 1)

to the X, S space in which the previous calculation was done to represent possible

values of the cosine of the polar angle of reflection. The volume in X, S, X 2 space

corresponding to L < 1 can be calculated for T < I < 2T to be

(2.11)
1 - T

FL,down,dif f (1 I - T T < 1 < 2T
6T

We neglect the corresponding calculation for 1 > 2T because it is significantly more

complicated and these long path lengths will have little impact on this extraction

calculation because extraction probability decreases exponentially with path length.

We can bound the error this causes by comparing our extraction calculation results

with (Equation 2.t 1) and without (Equation 2.1) all of the missing probability at

exactly 2T. The total path length distributions for specular and diffusive reflection at

the backplane are now calculated by averaging FLp with the corresponding FL,down
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1
= (FL,up + FLdown,spec)
2 :<

T

1 - T+ (1T) :T< <<2T
2 41 41T

I _T l> 2TL -

1
- (FLup + FL,down,dif )
2

I' b :<T
T

> 1 T 1T T<l

- :>2T4 T1 >-2

T :<
<TT 1-~ :T;

1- T 1>2T
141 -
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Path Length L (pim)

(a)
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Path Length L (rn)
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Figure 2-22: Cummulative distributions for path lengths assuming specular and dif-
fusive reflection off of the gold contact are shown in (a), and the corresponding prob-
ability density functions are shown in (b). We bound the error due to neglecting path
lengths greater than 2T in the diffusive reflection case by plotting the distribution
functions with (black dotted lines) and without (red dashed lines) all of the missing
probability at exactly 2T = 8pum.

These cumulative distribution functions and their corresponding probability dis-

tribution functions are plotted for the case when T is equal to 4pm in Figure 2-22.
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The expected value for extraction is then found by integrating extraction as a function

of path length with the path length probability distribution function.

00

= jeCalf(l)dl (2.15)

where a is the material absorption averaged over the LED emission spectrum.

In this case the value of a is taken to be 4000cm-1 [471]. The expected extraction

efficiency considering lengths 0 < I < L is plotted in Figure 2-2. We see that any of

the possible assumptions considered thus far lead to a net extraction between 14.6%

and 16.2%. For simplicity we will use 15% as the expected value of extraction.

0.16-

0.14-

U) 0.12 ext,spec for u s
f rText,diff

S 0.1-

0.08 -

0.06 -

0.04 -

0.02 -

0 5 10 15
Path Lenqth L (jm)

Figure 2-23: Expected net photon extraction efficiency (gext) as a function of the

maxiumum path length considered. Path lengths greater than 8pm are shown to

contribute insignificantly to extracted light.

The emission, re-absorption and subsequent re-emission of a photon in the active

region of an LED is often called photon recycling [7, 60, 6,1:3]. On net this process

does not contribute to light emission or net recombination. Since light extraction is

not simulated in our LED model it is not possible to include this effect self consistently.

As a first order correction, we will reduce the bimolecular recombination coefficent of
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GaInAsSb BGaInAsSb to equal (Kext)BGaInAsSb. From a light emission standpoint this

is correction is equivalent to the assumption that electron-hole pairs generated by

photon re-absorption will all recombine non-radiatively. Since the modeled quantum

efficiency of the LED21Sr is low in the bias range of interest (,qg < 3 - 10- for

no dopant diffusion), this is a reasonable assumption. Following the same line of

reasoning we will reduce the bimolecular recombination coefficient in GaSb BGaSb to

zero, since the thick GaSb layers should permit very little photon extraction.

2.3.2 Simulating Device Characteristics

The last step in simulating the characteristics of an LED21Sr is to place the model

in a simulated environment. In the case of modeling charge and energy transport,

this amounts to setting realistic electrical and thermal boundary conditions. We will

be studying the LED with the package held at a constant temperature and with an

electrical bias across the anode and cathode enforced with a voltage supply. There

are finite electrical and thermal resistances between the points at which temperature

and voltage are controlled and the actual diode interfaces that correspond to the

edges of the modeled structure. We will place the diode in an electrical and thermal

circuit, as shown in 2-24J to account for these resistances. Doing so should allow for

prediction of realistic experimental results through simulation. According to [1], the

contacts on this LED are ohmic and each add a resistance of approximately O.4Q.

Thus we will use an R value of 0.8Q to account for the total series resistance. The

experimental characterization results presented in Section 2.4 will show that this is

very close to the measured series resistance value. The thermal resistance between

the diode and the package is not given for this type of device, but based on other

work thermally characterizing LED packaging [61] we assume that that Rtherm has a

value of approximately 10 KW-1.

Now that we have made adjustments to account for light extraction and placed

appropriate boundary conditions on the device, we can simulate the LED21Sr. We

sweep voltage bias as before, but we do so at elevated ambient temperatures so that

we can see the effect of increased temperature on thermal pumping. The simulated
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Figure 2-24: Electrical (a) and thermal (b) circuit diagrams demonstrating how the
environment is included in the simulation of LED characteristics.

device characteristics are shown in Figure 2-5
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Figure 2-25: Simulated I-V and L-I characteristics of the LED21Sr at three ambient
temperatures. (a) shows the I-V curves on a semi-logarithmic scale and a linear scale
in the inset and (b) shows the L-I curves on a logarithmic scale and a linear scale in
the inset.

In Figure 2-26) ?Q and q are plotted as a function of current and light respectively

at various temperatures. As before we see that the LED is predicted to achieve

electroluminescent cooling at low bias. We see that the low bias quantum efficiency

increases with temperature along with the light powers at which the 77 minimum and

,q= 1 are predicted.

The the predicted cooling power of the LED21Sr, defined here as the difference

between optical power output and input electrical power L - IV, is plotted against
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Figure 2-26: Simulated quantum and wall-plug efficiency as a function of bias for the
LED21Sr at three ambient temperatures.

current in Figure 2-27. We see that although the efficiency of the LED diverges as the

applied voltage goes to zero, the cooling power has a maximum value. Figure 2-28

shows the predicted temperature and energy flux profiles across the LED21Sr junction

when it is operating at maximum cooling power at 135'C. We see that the electron

and hole populations both cool near the heterojunctions due to Peltier exchange, but

that the minimum calculated temperature in the device was approximately 2.5mK

below the temperature at the boundaries. We note that only the electron and hole

population temperatures are plotted because the heat capacities of these systems

(jnkBT 2 B ~ 4 ' WK-1cm) are more than seven orders of magnitude

smaller than that of the lattice (= 1WK-1cm- 3 ). Since these systems are tightly

coupled by a ips energy relaxation time, spatial variation in lattice temperature

corresponding to mK-scale variation in electron and hole temperatures is well below

the numerical resolution of this calculation.

Although we have done our best to model the device characteristics of the LED21Sr

based on parameters found in the literature, it is likely that these published param-

eters will not perfectly describe the device we are studying. Most of the experimen-

tally determined parameters found in Table 2.1 were measured with devices grown

by growth methods associated with low defect densities, while the LPE method used

to grow LED21Sr usually leads to high defect densities. Thus we expect that the
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Figure 2-27: Simulated cooling power L - IV of the LED21Sr for low-bias operation
at 135 0C.
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Figure 2-28: Spatial profiles of (a) Energy flux and (b) electron and hole temperature

in the LED21Sr for operation at maximum cooling power at 135'C.

rate of trap-based SRH recombination in the LED21Sr may turn out to be slightly

faster than suggested in this model. We also know that the series resistance caused

by the contacts can be easily probed by measuring the I-V characteristic of the LED

at high bias. Once we have experimental I-V data the SRH recombination lifetime

TSRH and the series resistance R will be used as fitting parameters to match the simu-

lated electrical properties to the measured data. Since the efficiency with which light

is transfered to active region of the photo-detector once it escapes the active region

of the LED is not known, measured light power curves will be used to determine a

77



collection efficiency by which to reduce the simulated light power. These will be the

only three fitting parameters used to model the LED21Sr.

2.4 Experimental Device Characterization

We would like to compare our numerical model for the LED21Sr with experiment.

A block diagram describing the experimental setup is shown in Figure 2-29 and a

photograph of the setup is shown in Figure 2-30. This setup provides control over

the voltage bias placed on the LED as well as the temperature of the LED package.

The thermally isolated portion of the experiment consists of the LED21Sr, a resistive

cartridge heater and two thermistors inside a copper cylinder. Thermal paste is used

to thermally couple the LED and heater to the copper cylinder. One thermistor

is placed in contact with the LED, while the other is placed in contact with the

heater. One Wavelength Electronics LFI-3751 Temperature Controller is used with

the heater and the thermistor on the heater to bring the entire thermally isolated setup

to elevated steady-state temperatures, while another LFI-3751 is used with the second

thermistor to measure the LED temperature. Voltage bias and current measurement

are achieved with a Keithley 2635A SourceMeter. Light Power is transduced into a

current signal using a Hamamatsu G5853-23 indium gallium arsenide (InGaAs) p-i-n

photo-diode, and that current signal is then transduced into a voltage signal using

a Stanford Research Systems SR570 Low-Noise Current Pre-amplifer. Note that the

photo-diode is operated with zero reverse bias (photovoltaic mode). This is discussed

in discussed in Section 3.3.1. Finally the voltage signal is measured using an Agilent

34401A Digital Multimeter. This setup allows for measurement of injected current

and emitted light power as a function of applied voltage bias and temperature.

Although evidence of thermal pumping of LEDs is predicted by simulation to be

more easily observed (i.e. at higher power) as the LED temperature is increased,

there is a maximum temperature above which the LED21Sr fails. Two main types

of high-temperature failure have been observed. In some cases LEDs became open

circuits at temperatures above approximately 120'C. In devices where this did not
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occur, an irreversible reduction in LED quantum efficiency was observed when the

diodes were brought above approximately 140 C. In these cases the LED I-V curves

measured after the device is taken to a lower temperature are seen not to match

those taken at the same temperature before exceeding 140'C. This indicates that the

device, not just the extraction efficiency, is irreversibly changing. While the exact

failure modes are not known, they likely result from thermal expansion of packaging

materials and melting of solder used to contact the LED. Although the spectrum of

one LED was be measured at temperatures up to 195'C, LED efficiency will only be

studied at temperatures up to 135'C to ensure that measurements are repeatable.

Temperature Multimeter Transimpedence
Controller Amplifier

Temperature Measured
Sensor Light

I VR-ePhoto-
Heater LED. diode

Temperature
A + V - Temperature Sensor

Measurement

Figure 2-29: Block diagram describing the experimental setup used to characterize
the LED21Sr. The dashed line indicates the portion of the setup that is brought to
elevated temperatures.

I-V data measured at room temperature and two elevated temperatures is plotted

with simulated characteristics at the corresponding temperatures in Figure 2-31. In

Figure 2-I (a) we see that the simulated IV characteristic predicts less current than

is observed experimentally. Since SRH recombination in the active region dominates

at low bias, we can adjust the SRH lifetime for GaInAsSb as a fitting parameter to

improve this match. We also note a slight mismatch in the series resistance seen
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Figure 2-30: Photo of the experimental apparatus used to characterize the LED21Sr.

at high bias, which will be corrected by changing the series resistance from 0.8Q to

0.779Q. Figure 2-31 (b) shows the match achieved by decreasing T SRH from 125ns to

95ns.
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Figure 2-31: Simulated (lines) and measured (markers) I-V characteristics of the
LED21Sr. (a) shows the simulation data before the SRH recombination lifetime in
the active region and the series resistance were used as fitting parameters to match
the curves on a semi-logarithmic scale and a linear scale in the inset. (b) shows the
result of the fit on a semi-logarithmic scale and a linear scale in the inset.
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Before characterizing the LED optically we must first consider the overlap between

the emitted spectrum of the LED and the spectral responsivity of the photo-diode

used to measure optical power. The spectrum emitted by the LED was measured

with the same setup as shown in Figure 2 29, except with the photo-diode replaced

by a Fourier transform infrared (FTIR) spectrometer. Spectra measured from the

LED at three different temperatures are shown in Figure 2-32 (a), and their overlap

with the spectral responsivity of the photo-diode [62] is shown in Figure 2 2 (b). We

approximate the spectral responsivity of the photo-diode as the piecewise function

shown in Figure 2-32 (a) and calculate the average responsivity of the photo-diode

in Amperes per Watt optical power as a function of temperature using LED spectra

measured at 15 temperatures between 25'C and 195'C (shown in Figure 222 (b)).

To make predictions of measured optical power at different temperatures, we reduce

the predicted total optical power by the ratio of average responsivity to the maximum

responsivity of 1.3A/W.

1.4

1.2 I

2C-
-- 25C ! i '-5

S0.8 -- 84C 1% 5C
U)

135C
0.6 oC~O.6i/VV 0.6

(a 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8

18 2 2.2 2.4 2.6Wavelength (jim) Wavelength (pm)

(a) (b)

Figure 2-32: (a) Emission spectra measured from the LED21Sr at three different
temperatures. (b) the same emission spectra shown in (a) overlaid onto the spectral
responsivity of the indium gallium arsenide (InGaAs) photo-diode used to measure
optical power.

We must also establish a floor for valid light power measurements set by the noise

present in the measurement system. This noise floor was determined by taking many

measurements with the LED unbiased after each bias sweep and looking at their mean
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Figure 2-33: (a) Piecewise approximation of the photo-diode spectral responsivity

used to calculate the average responsivity over the LED21Sr emission spectrum.

(b) Calculated average responsivity to the LED21Sr spectrum as a function of the

LED21Sr's temperature.

and standard deviation. The mean of these measurements was subtracted from the

measured light power values from that sweep and the standard deviation was taken

to be the light power uncertainty. Light power uncertainties measured at the end of

bias sweeps performed with the LED at 12 temperatures between 25'C and 125 C

are plotted in Figure 2-34. Noise in the light power signal is seen to be approximately

independent of LED temperature. This indicates that the noise is a result of a

thermal process somewhere in the measurement apparatus that is not brought to

elevated temperatures. It seems likely that this thermal noise originates either in

the photo-diode or the transimpedance amplifier, and that the slight variations in

the measured noise at different LED temperatures shown in Figure 2-34 result from

minor variations in the temperature of either the photo-diode or the transimpedance

amplifier. Measured light data is cut off when the uncertainty approaches 10% of

the measured value, thus establishing the noise floor of approximately 100nW. Light

power data at levels below this value will not be considered in this comparison.

A comparison of measured and simulated L-I curves is shown in Figure 2-35.

Figure 2-35 (a) shows the measured data with simulated L-I curves that are only

reduced to account for the spectral response of the detector. Figure 2-35 (b) shows the
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Figure 2-34: Mean and standard deviation of the light power signal measured while
the LED21Sr was unbiased plotted as function of the LED21Sr temperature.

same measured data compared with simulated curves adjusted with an 14% collection

efficiency. This collection efficiency acts as a fitting parameter accounting for light

that exits the active region of the LED but is not absorbed in the active region of the

detector.

-4 

xlOL16 f10 i C

-,00
0 0.15 0.3

2

Z/

10-5 10 10-3 10-2
Current (A)

(a)

1 0

L.

0
0.0)

10

101-

-610

105 10 4  10 3  10-2
Current (A)

(b)

Figure 2-35: Simulated (lines) and measured (markers) L-J characteristics of the
LED21Sr. (a) shows the simulation data before the simulation data was reduced by
a collection efficiency fitting parameter on a logarithmic scale and a linear scale in
the inset. (b) shows the result of the fit on a logarithmic scale and a linear scale in
the inset.
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As seen in Figure 2-36, the light power noise floor prevents us from observing clear

signatures of thermally assisted pumping of the LED21Sr. The measured data does

not reach light levels where the external quantum efficiency approaches a low-bias

minimum. As a result none of the measurements demonstrate improved wall-plug

efficiency at low bias, and only the 135 C data shows a low-bias wall plug efficiency

that is not significantly lower than the maximum high-bias efficiency. However some

aspects of the experimental results are encouraging. We do see that external quantum

efficiency falls with increasing temperature at high bias and rises with increasing

temperature at low bias. We also see a wall-plug efficiency minimum at low bias at

135 0C. Both of these features are predicted in the model. If the wall-plug efficiency

continues to rise as predicted by numerical simulation, wall-plug efficiency in excess

of 100% (and thus electroluminescent cooling) should be observable at approximately

100pW. This will require that the noise optical noise floor be lowered by at least three

orders of magnitude.
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Figure 2-36: Simulated (lines) and measured (markers) quantum (a) and wall-plug
(b) efficiency characteristics of the LED21Sr.

2.5 Summary and Conclusions

In Section 2.1 we introduced the LED21Sr as a useful device for studying thermal

pumping in LEDs. This device was chosen because of its small active region band
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gap, the fact that it was rated to survive to elevated temperatures and the fact that

its structure is published, making it accessible for numerical modeling. In Section

2.2, a model for the charge and energy transport occurring in across a p-i-n double

heterojunction diode was developed in four steps and then applied to model the

LED21Sr. In the development of this model we saw that Peltier energy exchange

within an LED can be modeled with hydrodynamic transport in Sentaurus, while

energy exchange at the contacts cannot. Nonetheless we are able to simulate the

effects of thermal pumping at low bias as and the dependence of these effects on device

temperature. Predictions of the power levels at which electroluminescent cooling

should be observable were given. Finally in Section 2.3 an experimental apparatus

for characterizing the LED21Sr was introduced and collected data was compared with

simulation results. Experimental results were used to add three fitting parameters to

the model. Although some evidence of thermal pumping was seen at low bias and

high temperature in the LED21Sr, the optical noise floor and maximum achievable

temperature prevented the observation of electroluminescent cooling or even high

efficiency. While light-power emission from an LED in excess of input electrical

power is predicted in the hydrodynamic model presented, net energy flux into the

device is not demonstrated by the model due to the lack of Peltier exchange at the

modeled device contacts. To experimentally observe electroluminescent cooling in the

LED21Sr the optical noise floor will need to be reduced to below 100pW. To this end,

we will explore the use of lock-in amplification in Chapter 3.
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Chapter 3

LED Characterization with

Lock-In Measurements

3.1 Chapter Overview

The modeling results presented in Chapter 2 suggest that electroluminescent cooling

should be measurable in the low-bias regime of a mid-IR LED at elevated temperature.

Comparison between model and experiment with the LED21Sr suggests that this mea-

surement will require the ability to measure optical power signals below 100pW. The

noise present in a DC optical power measurement was shown to introduce significant

( 10%) uncertainty into power signals below approximately 100nW. In this Chapter

we will seek to sufficiently lower the limit of detection of our optical power measure-

ment system such that detection of electroluminescent cooling can be achieved. To

do so we will attempt to reduce the noise power present in our measured signal by

modulating the optical power output from the LED21Sr and performing phase-locked

power measurement over a narrow signal bandwidth centered around the frequency

of modulation. This synchronous detection technique, known as lock-in measurement

will be shown to lower the optical power detection limit sufficiently to observe the

effects of thermal pumping in the LED21Sr including electroluminescent cooling.

In Section 3.2 the principle of lock-in measurement will be explained. In Section

3.3 the apparatus used to characterize the LED21Sr at low bias will be described.
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Challenges encountered while designing this apparatus will also be discussed. In

Section 3.4 the new limit of optical power detection achieved with this apparatus will

be characterized. Results of L-I-V-T characterization of the LED21Sr using lock-in

measurement including evidence of electroluminescent cooling will be presented in

Section 3.5. Finally a Chapter summary and conclusions will be given in Section 3.6.

3.2 Lock-In Measurement

For the purpose of optimizing the power efficiency of a light source for a measurement

system, it is necessary to determine the minimum light power required for a usable

signal. Generally there is some power below which the signal to be measured is

lost in the presence of noise that is inherent to the system. Noise in a signal is

usually associated with random processes including thermal excitations and randomly

distributed arrivals of quanta such as electrons and photons. Usually noise signals

in electronic systems are most spectrally dense near zero frequency because of slow

averaging times associated with thermal motion of charged particles [5]. This effect

is known as 1/f noise.

One method for recovery of a signal in the presence of significant noise is frequency

and phase sensitive detection, known as lock-in measurement. In this scheme an

excitation signal e(t) modulates the dynamic quantity to be measured at a frequency

Wo.

e(t) = A sin(wot + #1) (3.1)

A unity amplitude reference signal r(t) that is frequency and phase matched to

e(t) is also generated for use in lock-in process.

r(t) = sin(wot + #1) (3.2)

The system is then probed and a signal s(t) which contains both the desired signal

at the excitation frequency and a noise component n(t) is measured.
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s(t) = B sin(wot + #2) + n(t) (3.3)

Note that the signal component of s(t) may have a constant phase offset from the

excitation signal #2 - #1 due to reactive elements in the system being probed. Also

note that n(t) is a random process whose power spectral density is generally non-zero

at across all frequencies. The next step in the lock-in process occurs when s(t) is

multiplied by r(t).

s(t) - r(t) [B sin(wot + #2) + n(t)] [sin(wot + 41)]
B

= 2 cos(2wot + #1 + 72)2
B

+- cos(#1 - #2) + n(t) sin(wot + #1) (3.4)

This multiplication process generates a DC component that is proportional to the

desired signal amplitude B and modulates low frequency noise away from baseband.

A narrow-band, low-pass filter is applied to the product of r(t) and s(t), leaving only

the DC component } cos(#1 - #2 ). Typically a lock-in system adds an adjustable

time delay to the reference signal so that the reference phase #2 can matched to the

excitation phase #1. When the #2 is equal to #1 then

B B
- cos(#1 - 42) = 2 (3.5)
22

and the output of the lock-in amplifier is maximized as

B
LPF * [s(t) r(t)] = -- LPF * [n(t) sin(wot + 1)]

2
B -j~1

+ N(jw) -e1[edwot - e--wo0]do
2 ~ 2i

- 7+1 Im[ei01N(jw)1dwB wo+WeJ

B
- + 2wcIm[eiI1N(jo0 )] (3.6)
2
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where we is the cutoff frequency of the low-pass filter and N(jW) is the Fourier

transform of the autocorrelation of the noise n(t). This process of selecting a very

narrow band of frequencies around the excitation frequency wo and counting only

the signal portion in that band that oscillates with a constant phase offset from the

excitation signal, #2 - #1, is called phase sensitive detection (PSD). PSD Through

PSD the functional relationship B(A) can be measured against a noise background

much smaller than the noise present in a DC measurement.

One example of a case in which a signal must be measured amidst large back-

ground noise is infrared absorption spectroscopy. Water (H 20), oxygen (02), 0-zone

(03), carbon dioxide (C0 2 ), methane (CH 4) and many other gases of interest have

strong absorption peaks in the infrared[63, 64]. In the presence of significant back-

ground noise, a lock-in measurement may allow a system to resolve small changes in

concentrations of these gases that are not discernible with a DC measurement. This is

especially relevant in high temperature environments where the power of background

infrared radiation becomes large.

3.3 Final LED Characterization Apparatus

We now modify the experimental apparatus used for DC L-I-V-T characterization of

the LED21Sr in Chapter 2 to take advantage of lock-in. The goal of this modification

is to reduce the system's optical power limit-of-detection (LOD) by at least three or-

ders of magnitude from 10-7 W to less than 10-10 W. We must first adjust our electrical

bias scheme. Based on the device modeling in Chapter 2, we expect that we will need

to source a modulated bias of approximately 10-4V and 10-7 A to achieve the desired

optical power levels. Direct application of a voltage signal of this amplitude is not

feasible with standard equipment [65] because thermal noise present in the amplifiers

used in a function generator causes uncertainty in the output signal on this order

[5]. Thus we choose to apply a current bias. This is achieved by applying a voltage

bias to a series load comprised of the LED and a known resistance R that is much

larger than the LED. Since the load seen by the function generator is dominated by
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the constant series resistance R, when a voltage signal of amplitude V is applied a

current signal approximately - in amplitude flows through the LED. We perform a

lock-in measurement of the voltage across the LED to find the exact amplitude of the

applied electrical bias signal. We call this signal VLED. Knowing V, R and VLED, we

can also solve for the amplitude of the applied current signal

ILED - VLED (3-7)R

R values of 5kW, 50kQ, 500kQ and 5MQ can be used with voltage signal amplitudes

20mV< V <10V to apply currents 4nA ILED <2mA. As shown in Section 3.4,

this current range is sufficient for reaching the light power limit of detection and

overlapping with the DC data presented in Chapter 2. To measure optical power

output from the LED, we perform a lock-in measurement on the voltage signal that

results from output transimpedance amplification of the photo-current output from

the photo-diode opt. Transimpedance amplification of this signal involves two daisy-

chained amplifiers with a net gain of 107. The temperature control portion of this LED

characterization apparatus is the same as in Chapter 2. A block diagram describing

the lock-in characterization apparatus is shown in Figure - 1.

A sinusoidal ILED signal would result in a VLED with significant power density

at higher harmonics of the fundamental frequency because the non-linearity of the

LED's I-V characteristic. Thus we choose to bias the LED with an on-off square wave

modulation signal, pushing all non-linearities to the high harmonics associated with

the rising and falling edges of the square wave. To choose a modulation frequency,

we consider the spectral noise density and gain-bandwidth of the Stanford Research

Systems SR570 transimpedance amplifier shown in Figure 3-2. The 1/ noise present

in the system is seen to fall below the background thermal noise at approximately

100Hz for all gain settings. Thus to ensure avoiding 1/ noise we would like to operate

at least 1kHz. Although gain bandwidth curves are not plotted for all gain settings

in Figure 2 (b), we can surmise that at 1kHz transimpedance gain settings greater

than 106 (1pA/V) may begin to roll off, and that for signal frequencies greater than
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Figure 3-1: Block diagram describing the lock-in based LED characterization appa-
ratus. This system is very similar to the apparatus used for DC characterization in
Chapter 2 (shown in Figure 2-29), except that the electrical bias is now an on-off
square wave current source and the optical power is measured using lock-in.

1kHz an even lower gain setting must be used to avoid roll-off. Thus we will bias

the LED with a 1kHz on-off square wave current signal of varied amplitude and

amplify Iopt with a transimpedance gain of 106V/A. We also add a second gain stage

along optical power signal path with a gain of 10. This daisy-chain of amplification

applies a net transimpedance gain of 10V/A to Iopt. Since the responsivity of the

photo-diode detector is approximately 1.3A/W for the emission spectrum of LED,

VOPt corresponding to a measured optical power signal with amplitude 10-' 0 W will be

on the order of 1mV.

Although the lock-in amplifier acts as a very narrow band-pass filter around the

frequency of modulation, lock-in filtering only takes place after the input analog signal

is converted to a digital signal by an analog to digital converter (ADC). Filtering in

the pre-lock-in amplification stages prevents overloading of the input of the ADC.
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Figure 3-2: (a) Plot of the spectral density of current noise in the SR570 transim-
pedence amplifier. (b) Plot showing the frequencies at which transimpedence gain
rolls off for different gain settings on the SR570 transimpedence amplifier. Both plots
taken from [4].

To this end we apply a single pole (6dB per decade) high-pass filter with a corner

frequency of 30Hz and a three pole (18dB per decade) low-pass filter with a corner

frequency of 30kHz using the amplifiers along the optical power signal pathway. We

also add a gain stage in the VLED signal pathway. This will be used to ensure that

the amplitude of VLED at the input to the lock-in amplifier is greater than 1mV. The

gain in the Vpt and VLED signal pathways is characterized at 1kHz in Figure .

The V,t pathway gain was characterized for input signals with amplitudes ranging

from 3nA-300nA. We see that it is nearly ideal for a wide range of inputs and that

non-ideality only appears when the output signal is on the order of 2V. We supplied

a 1mV input signal to the VLED amplifier by biasing the LED with a current signal

corresponding to a 1mV amplitude VLED. This was verified by measuring VLED

using the lock-in amplifier without external amplification. Then the VLED signal was

run through the external amplifier and several gain settings were tested. We see

approximately ideal gain for gain settings between 1-1000. Non-ideality is only seen

for outputs greater than approximately 500mV. We assume that for neither of these

gain stages will become non-linear for signals of smaller amplitude than those used

in these measurements. Based on these measured gain characteristics at 1kHz, we do
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not expect significant distortion over the signal range of interest.

Ideal Gain 100 Ideal Gain ->
7 / -0

of 10 z/0
04 - -0
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10- 10 10 1
Input Current (A) Voltage Signal Gain (unitless)

(a) (b)

Figure 3-3: Characterization of (a) the transimpedance gain used to transduce photo-
current into a voltage signal at 107 and (b) the gain stage used to amplify the voltage
across the LED before lock-in for gains from 1 to 1000 and an input signal of 1mV.
Both characterizations were performed at 1kHz using the lock-in amplifier. We see
some gain saturation for output signals greater than approximately 2V for the tran-
simpedance amplifier or 500mV from the voltage signal amplifier.

3.3.1 Challenges Faced in Measurement

Having described the finalized measurement apparatus for low-power LED L-I-V-T

characterization, it is also of interest to describe some of the pitfalls that were encoun-

tered during the design and realization process. Two of these, namely reverse biasing

the photo--diode and application of a voltage bias signal with sub-millivolt ampli-

tude, have already been alluded to. The other two issues are related to temperature

measurement and control.

We initially attempted to measure optical power using the Hamamatsu G853-23

with a 1V reverse bias applied, which is given as the standard operating condition

for the device 1[621. We saw that shot noise in the photo-diode current resulting from

the reverse bias greatly increased the noise equivalent power in our frequency range

of interest and thus raised our limit of optical power detection. We learned that

application of a reverse bias to this type of photo-diode is only necessary to ensure
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linear responsivity for signals at frequencies or powers much greater than those we

were measuring [63]. Thus we began to use our photo-diode with zero applied bias,

as a photovoltaic detector.

At first we attempted to supply and on-off voltage bias signal to the LED for the

purpose of lock-in measurement. Since our function generators are limited to 1OmV

signal amplitudes [65], we initially attempted to apply an inverse gain of 10-2 between

the function generator output and the LED using a single-stage amplifier circuit on a

bread board. This solution was shown to introduce significant noise into the LED bias

signal and raise the optical power limit of detection. Although function generators

that can output pV scale signals are available [66], we found that the approximate

current signal bias scheme described above was more quickly realized and allowed

for optical power detection limited only by current noise intrinsic to the photo-diode

(shown below).

We also encountered two significant issues related to temperature measurement

and control. The first generation of this measurement apparatus included only one

thermistor. This thermistor was placed on the LED and was used both to measure

the temperature of the LED and for feedback to the temperature controller. With this

temperature control scheme we were unable to avoid temperature oscillations, which

had amplitudes of approximately 5C when the target temperature was greater than

120'C. We realized that this was a result of the long thermal time constant associ-

ated with the thermal impedence between the sensor and the heater and the thermal

capacitance of the copper cylinder. To abate this issue we added a second temper-

ature sensor in direct contact with the heater for tighter temperature control, while

continuing to measure LED temperature directly on the surface of the LED package

surface. We also realized that even with thermal paste coupling the LED temperature

measurement thermistor to the LED, the measured temperature would increase by

several degrees if the thermistor was pressed against the LED. The difference between

measured temperatures with and without pressured applied increased linearly from

00 C to 80C as the LED temperature was increased from broom 25'C to 135 0 C, in-

dicating that a significant thermal impedence between the sensor and the LED. We
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minimized the thermal impedence by adding a clamp to press the thermistor against

the LED package.

3.4 Limit of Optical Power Detection

Now that we have a method for biasing the LED and characterized gain along the

Vot and VLED signal pathways, we seek to establish the optical power LOD of our

measurement system. We take light power signal measurements with no bias signal

applied to the LED with the photo-diode at room temperature and with the photo-

diode cooled to -21'C. In this measurement, a is time constant was used for the

12dB per decade digital band-pass filter that is implemented by the lock-in amplifier,

corresponding to a noise bandwidth of approximately 250mHz. The results of these

measurements are shown in Figure 3-1. We notice two things from this data. First,

the spread of the measured values for no signal input is significantly dependent on

the photo-diode temperature. This indicates that thermal noise in the photo-diode,

which is given by the manufacturer to be approximately 16pW/v Hz [62], is setting

the LOD of our detection system. Secondly we notice is that the noise is not centered

around the origin. These offsets result from crosstalk between the signal and the

reference signal which can happen both outside of and within the lock-in amplifier

[67].

So that we can account for offsets present in our measurements, we will take

measurements with no bias signal applied to the LED (zero-signal measurements

(Xzi, Yzi)) each time a signal is applied. Each measurement will consist of 10 zero-

signal measurements taken before the bias signal is applied to the LED , 10 mea-

surements with a bias signal applied to the LED (Xi, Y), and 10 more zero-signal

measurements after the bias signal has been turned off. Each measured data point

can be considered in Cartesian coordinates (X, Y) or polar coordinates (p, 0). Fol-

lowing the strategy employed by the lock-in amplifier manufacturers [67], the offset

will be dealt with in Cartesian coordinates and then the signal will be considered in

polar coordinates. The average Cartesian coordinates of the zero-bias measurements

96.



21"C Detector
37E/4 -

7E/2

0

(a)

7c/2
-20 C Detector

37r/4 4,40 !W. 7c/4

-33/4 -x/4w

-1/2

(b)

Figure 3-4: Noise measured with the photodiode detector at (a) 21'C and (b) -20'C.
We see that the noise in the measured optical power signal decreases substantially.
This indicates that thermal noise in the photodiode [5] sets the optical power detection
limit of this measurement apparatus.

((Xz), (Yz)) will be taken to be the true origin of the polar measurement, and all data

points measured with the bias signal on will be corrected so that they are referenced

to this point.

(XII Y1')= (X, - (Xz), Y - (Yz)) (3.8)

Next the average phase angle (0') of the adjsuted data points is calculated.

(Y')(6') = arctan (X') (3.9)

The the line from the origin to each adjusted point is then projected onto the

radial line associated with (0') and the length of this projection is taken to be the

signal magnitude for that data point pi.

pi = X' cos(O) + Y' sin(O) (3.10)

The mean of these magnitudes (p) is taken to be the measured value, and the

standard deviation op
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Figure 3-5: Optical power signal with SNR>1 with the detector at -20'C. In (a) the
blue crosses indicate (Xi, Y) values and red circles indicate (Xzi, Yzi) values. In (b)

the black square shows ((p), (K')). For a signal to noise ratio this large (Xzi, Yzi) are
indistinguishable from ((p), (0')) on a polar plot and thus are not shown. This ceases

to be true for smaller SNR's. See Figures 3 6 and 3-7.
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Figure 3-6: Optical power signal with SNR ~10 with the detector at -20'C. In (a)
the blue crosses indicate (Xi, Y) values and red circles indicate (Xzi, Yzi) values. In

(b) the green crosses show the corresponding (X', Y') values, the black square shows

((p), (0')), and the black x's indicate ((p) ± o, (0')).
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Figure 3-7: Optical power signal with SNR ~-1 with the detector at -20'C. In (a)
the blue crosses indicate (Xi, Y) values and red circles indicate (Xzj, Yzj) values. In
(b) the green crosses show the corresponding (X', Y') values, the black square shows
((p), (0')), and the black x's indicate ((p) ± o-, (0')).

This process of removing the zero offset ((Xz), (Yz)) and calculating signal mag-

nitude (p) and uncertainty o-, is shown for signals with signal to noise ratios (SNRs) of

approximately 104, 10, and 1 are shown in Figures :-5, 3-6, and .- 7 respectively. The

uncertainty in lock-in optical power measurements is approximately 5pW, meaning

that the optical power limit of detection has been lowered approximately four orders

of magnitude from that of the DC measurement system in Chapter 2. Note that the

VLED signal can be measured with a very high SNR even at bias signal amplitudes

corresponding to the optical power LOD, so the uncertainty associated with the LED

bias always negligible. We can now apply this optical power measurement scheme to

the L-I-V-T characterization of the LED21Sr at low bias.
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Figure 3-8: Comparison of the I-V (a) and L-I (b) characteristics of the LED21Sr

as predicted by the model developed in Chapter 2 (lines), as measured using the

DC characterization apparatus used in Chapter 2 (markers with white area) and as

measured using the lock-in apparatus described in this Chapter (filled markers).

3.5 Lock-In LED Characterization Results

I-V-T and L-I-T characteristics with the simulation results and DC experimental data

presented in Chapter 2 and new data measured with the lock-in system discussed
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above are presented in Figure 3-. We see that the lock-in and DC I-V and L-I

experimental data overlap well at all temperatures. Note that the modeled device

characteristics are the same as those presented at the end of Chapter 2, including the

fitting parameter values.

Figure 3-9 shows ?Q-I and TI-L characteristics from the L-I-V-T data presented

in Figure 3-8. We see that TIQ approaches a constant value at low bias, that this

value rises with temperature, and that the predicted j ~ V-1 relationship is well

replicated by experiment. Most notably we see that three data points taken at 135'C

demonstrate q > 1 with uncertainties too small to suggest that these are spurious re-

sults. Note that several other data points with r1 > 1 were measured at temperatures

between 84'C and 135'C. We view this as conclusive evidence of electroluminescent

cooling. To our knowledge this is also the first experimental evidence of this phe-

nomenon.

The measured electoluminescent cooling power is plotted in Figure .- 10. We

see that cooling power rises linearly with current at low bias before heating due

to inefficiency in the device that has a quadratic dependence on current begins to

dominate and eventually brings the LED into the more familiar net-heating regime.

We also note that the maximum cooling power rises with increasing temperature. We

can quantitatively encapsulate the enhancement seen in the thermal pumping effects

at elevated temperatures in two values, the low-bias quantum efficiency limvo ?7Q and

the zero-bias resistance Rzb. While limvo qg is familiar from Chapter 1, we have

not yet encountered Rzb. Rzb describes the linear relationship between the applied

voltage and the injected current in the low-bias regime. For a small applied voltage

bias V, insignificant leakage occurs in an LED and current is determined by the net

recombination rate in the active region [5, 13]. In the LED21Sr we assume SRH

recombination dominates at low bias.
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Figure 3-9: Comparison of the qQ-1 (a) and q-L (b) characteristics of the LED21Sr
as predicted by the model developed in Chapter 2 (lines), as measured using the
DC characterization apparatus described in Chapter 2 (markers with white area) and
as measured using the lock-in apparatus described in this Chapter (filled markers).
Electroluminescent cooling is demonstrated in (b).
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Figure 3-10: Electroluminescent cooling power as a function of current in the LED21Sr
at 117 0C, 129'C and 135'C as predicted by the model developed in Chapter 2 (lines)
and measured using the lock-in apparatus described above (markers). Negative values
indicate that net heating is occurring due to inefficiencies in the LED.

We assume in deriving Equation.3. 1 2 that qV is on the order of kBT, thus allow-
qV

ing the approximation eB -1~ by Taylor expansion. Physically we interpret

this approximation as equivalent to assuming that the deviation from equilibrium

(V = 0) is small enough to give rise to a linear response from the diode. We see

that Rzb decreases with increasing temperature as a result of an increasing intrinsic

carrier density in the active region. This means that for a fixed applied voltage in

the low-bias regime, increasing the diode temperatures will increase the current that

flows, and thus the light that is emitted (since the TQ in this regime is approximately

constant). A more complete treatment of the temperature dependencies of Rzb and TQ

will be presented in Chapter 4. Figure 3-11 shows simulated and measured values of

limvo 77Q and Rzb as a function of LED temperature. We see that the modeled tem-

perature dependencies of these values matches experiment well. We also see that over

the range of temperatures measured, which corresponds to 37% increase in kBT from

25'C to 135 C, limvo Io and Rzb improved (increased and decreased respectively)

by approximately one and a half orders of magnitude.
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Figure 3-11: Low-bias qQ and Rzb as a function of temperature predicted by the model
developed in Chapter 2 and measured at 12 temperatures between 250C and 135'C
using the lock in technique described above.

3.6 Summary and Conclusions

In Section 3.2 lock-in measurement was discussed in detail. In Section 3.3 mea-

surement apparatus designed to use lock-in amplification for low-bias L-I-V-T LED

characterization was presented. In Section 3.4 the optical power limit of detection

was shown to be approximately 5pW, an improvement of nearly four orders of mag-

nitude in comparison with the DC characterization technique employed in Chapter 2.

In Section 3.5 we presented L-I-V-T characteristics of the LED21Sr collected using

this lock-in measurement apparatus. We showed that this data included demonstra-

tion of electroluminescent cooling at low-bias as predicted by the model developed in

Chapter 2.

We have experimentally confirmed the theoretical prediction that an LED can

act as a heat pump at low bias, emitting light with q > 1, and that this effect

grows strongly as the temperature of the LED is increased. To demonstrate this

phenomenon, it was necessary to resolve picowatt-scale optical power signals emitted

from a LED emitting in the mid-infrared at elevated temperature. This was achieved

using a precision frequency- and phase-sensitive lock-in measurement. While this
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result is conceptually interesting, it seems likely that the optical power levels achiev-

able at high efficiency due to thermal pumping will need to be increased significantly

before this effect can be of practical interest. In Chapter 4 we will use the modeling

framework developed in Chapter 2 to explore potential design strategies to enhance

thermal pumping in an LED and give quantitative predictions of potential improve-

ment in the achievable optical power at unity efficiency L,=1 as a function of band

gap and device temperature.
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Chapter 4

Design for Thermal Pumping in

LEDs

4.1 Chapter Overview

Generation of optical power with r > 1 by a thermally pumped LED can only

have applications at the system level if sufficient light power can be achieved in

the thermal pumping regime. We can use the optical power generated with unity

wall plug efficiency L= 1 (T) as a figure of merit to describe thermal pumping in

an LED at temperature T. In Chapter 3 we demonstrated experimentally that

Lq=1 (135 0 C) 10 -l0W for the LED21Sr. We now seek to give quantitative predic-

tions of improvement in L,=1(T) that could be achieved in a double-heteroj unction

LED in the GaInAsSb/GaSb material system. In Section 4.2, the methods of max-

imizing L,= 1 of a GaInAsSb/GaSb LED for a given operating temperature T and

relevant design constraints will be discussed. In Section 4.3 we will consider the dif-

ferent factors that determine L7= 1 and how they depend on temperature and LED

structure. We will develop a comprehensive model for L7= 1 and optimize it within

our specified design constraints. In Section 4.4 the optimized design will be simulated

using the approach presented in Chapter 2, and predictions of device characteristics

in the thermal-pumping regime will be given. Section 4.5 will include a summary of

the Chapter and conclusions.
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4.2 Material Constraints for GaInAsSb/GaSb LEDs

As discussed in Chapter 1, for fixed recombination parameters TSRH, B and C, Lq=1

should increase exponentially as the ratio of the active region band gap to the thermal

energy - E approaches zero. TSRH, B and C have polynomial dependencies on Egap

and T that cause the quantum efficiency rQ at fixed carrier density to decrease with

Ega. However the exponential dependence of the intrinsic carrier concentration ni on

Egcauses L= 1 to increase as -g approaches zero even though 7g is decreasing.
Thu wesee tominmiega M .Irctice, the minimum achievable band gap Egap~min

and the maximum achievable temperature Tmax will be set by material constraints.

The minimum achievable band gap in the GaInAsSb quaternary material system

lattice-matched to GaSb is approximately 300meV at molefractions near Ga.13In.8 7 -

As.8 Sb.1 2 [68, 69]. However heterojunctions between GaSb and GaInAsSb near this

mole-fraction form broken-gap type II interfaces which exhibit either large-barrier

Schottky-like electrical characteristics (n-GaSb/n-GaInAsSb, p-GaSb/p-GaInAsSb,

n-GaSb/p-GaInAsSb) or inter-band-tunneling-dominated electrical characteristics (p-

GaSb/n-GaInAsSb) [69]. Although there is potential for the use of such interfaces

in LEDs, designing with these electron transport effects and modeling effects like

nonlocal recombination that occur at these interfaces goes beyond the scope of this

thesis. A miscibility gap exists in which GaInAsSb will not form for mole fractions

that correspond to band gaps between approximately 0.32eV and 0.5eV [69], although

growth of metastable alloy in this miscibility gap with a room temperature band gap

of 0.45eV on GaSb has been demonstrated [70]. Thus we will set Egap,min to be 0.45eV

in undoped GaInAsSb at room temperature.

The melting point of GaSb, 712'C (985'K) [71], is lower than that of GaInAsSb,

1100'C (1373 0 K) [53]. However the melting point of GaSb will only be the limit-

ing factor that determines Tmax if GaSb can be metalized with a contact that can

survive above 712'C. GaSb-based devices contacted with gold in the same fashion

as the LED21Sr exhibit diffusion of gold into the GaSb at temperatures near 1800 C

[42]. Low resistance, thermally stable contact methods to n- and p-type GaSb have
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recently become a topic of great interest [72, 73, 74, 75]. State of the art ohmic con-

tacts in this material show significant atomic diffusion at the contact interface above

approximately 350 C [72, 73, 74], however the annealing procedures used to probe the

thermal stability of these structures were never longer than 400 hours. Lead contacts

on n-GaSb intended to create Schottky barriers have shown low-resistance metallurgi-

cal junction formation for anneal temperatures above 450'C [76]. Recently Schottky

contacts to n-GaSb with effective barriers of 70meV have been demonstrated with

thin dielectric layers of titanium dioxide (TiO2) between aluminum (Al) and GaSb

[75]. While the thermal stability of these contacts was not presented, the melting

temperatures of Al (660'C [77]) and TiO 2 (1870'C [78]) suggest that such a struc-

ture may survive to temperatures above 600'C. It is unclear which GaSb contact

method would set Tma, of an LED in this material system, so we will consider device

characteristics as functions of temperature T between 25'C and 600'C.

4.3 LED Optimization for Thermal Pumping

Our goal in this Chapter is to maximize the optical power output of a thermally

pumped GaInAsSb LED at 100% wall plug efficiency. Our first step is to maximize

TJQ in the low-bias regime. The simplest approach to this problem is dope the active

region such that the likelihood of radiative recombination at low-bias is only depen-

dent on the concentration of one diffusing minority carrier species rather than two.

The effect this has on the quantum efficiency of an LED at low bias was demonstrated

in Section 2.2.4, and has been explored in the literature [79, 6, 13]. We choose to

n-dope the active region to avoid possible reduction in T/Q due to light-hole to heavy-

hole or split-off-hole to heavy-hole free-carrier absorption caused by p-doping the

active region. Following the analysis presented in [6], we expect optimized quantum

efficiency in a double-heteroj unction LED for a dopant density ND,opt

ND,opt (TSRHC) 2 (4.1)

Based on recent review of challenges faced in growth of GaInAsSb [80], we expect
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that at present the minimum achievable background impurity density is ~ 1016 cm-3.

This sets a minimum viable doping level for the active region of an LED in this

material system. Before we calculate dopant density for the active region of our

LED, we must consider the dependencies of TSRH and C on material band gap and

temperature. As we will show, these dependencies dictate that the optimal doping

level ND,opt is will depend on the target operation temperature for the device.

Based on experimental and theoretical studies of Auger processes in this material

system [81, 82], we expect that the dominant Auger mechanism in GaInAsSb with

Egap= 0.45eV is either a Conduction band electron scattering interacting with two

Heavy holes to result in one Light hole (CHHL) or two Conduction band electrons

interacting with a Heavy hole resulting in one Conduction band electron (CHCC),

since at this mole-fraction the band gap is smaller than the energy gap between the

valence band edge and the split-off hole band edge A0 [69] which precludes Auger

processes where one Conduction band electron and two Heavy holes generate one

Split-off hole (CHHS).

For electron non-degenerate electron populations we expect the Auger recombina-

tion parameter C to have the following dependence on temperature T and band gap

Egap [83]:

5 (1-p.)Egap

C ~Cv TEgeae kBT (4.2)
2 mH + mC

ICHHL (4.3)2 mH + mC - mL
2 mC + mH

ACHCC + (4.4)
mC + mH

where Mi in Equation 1.2 is a reduced mass term whose values for CHHL and

CHCC processes are given in Equations 4 and 4.4 in terms of the effective masses

for heavy holes mH, light holes mL and electrons inC. The values mH 40m0 ,

mL ~ .055mo and mC ~ .03mo for GaInAsSb at our mole fraction (mo is the electron

rest mass) can be calculated with the ab initio band structure parameters presented

in [84]. Note that we ignore the temperature dependence of these parameters in this
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calculation.

We calculate Egap using the phenomenalogical temperature-dependent band gap

relationship of GaSb [1, 44].

Egap(T) ~ 0.536 - 3.78 109 4 T2  (4.5)
T+--94

Including the dependence of Egap on the dopant density in the active region would

require that NDopt be calculated iteratively, so we ignore this dependence here for

simplicity. The SRH recombination lifetime will be modeled as only having a tem-

perature dependence set by the average thermal velocity of charge carriers Vtherm in

the Boltzmann limit:

TSRH - Vtherm 'T 2 (4.6)

Equation .6 implies that the density and scattering cross sections of the impu-

rities that cause SRH recombination are independent of band gap and temperature.

We note that values of room temperature T SRH in GaInAsSb reported in the liter-

ature for devices grown by organometallic vapor phase epitaxy (OMVPE) are lyus

[48], approximately one order of magnitude longer than the value used as a fitting

parameter to model the LED21Sr in Chapter 2. Since the purpose of this design ex-

ercise is to give quantitative predictions of achievable improvements in LEDs in this

material system, we will use TSRH 300K = 1ps to model devices in this Chapter. C

and T are plotted as functions of temperature in Figure 1- 1. The room temperature

value of r in this plot is from the literature [48]. The room temperature value of C,

Co is calculated by adjusting a value given in the literature [48] for a different alloy

composition of GaInAsSb using Equation 1.2 and the two reported room temperature

band gap energies [70, 48]. The values at elevated temperatures are calculated using

Equations 4.., 4.() and .2. We note that there is experimental evidence [82] suggest-

ing that Auger recombination is dominated by the CHHS process for the GaInAsSb

composition in [48]. In this case, our extrapolated C value may be far too large since

CHHS processes are not allowed in Ga.6 sIn.32As.28Sbj 2, where the split off gap Ao
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is greater than Egp. To account for this we will calculate optimal doping levels and

quantum efficiencies for Co calculated with the measured value from [48], as well as

for room temperature C values 0.1Co and 0.01Co.

11ix 10~

10 1
1110..27 ) 1

10 C

10-
a)-

-J7
o 10

S-30 510 100 200 300 400 500 600 100 200 300 400 500 600
Temperature (C) Temperature (C)

(a) (b)

Figure 4-1: Calcuated values of the Auger recombination coefficient C and the SRH
recombination lifetime in the Ga.6 8 1n.3 2As.28Sb. 72 active region of a GaInAsSb/GaSb
LED as functions of temperature. C is calculated for three possible room temperature
values.

We can now calculated ND,opt according to Equation 4. 1 as a function of T. Note

that Equation 4.1 was derived with the assumption that the dopant density will be

greater than the intrinsic carrier concentration and would thus affect carrier density

n and quantum efficiency rpQ [6]. Thus it is also of interest to compare the intrinsic

carrier concentration ni with the calculated value of ND,opt. ni is calculated iteratively

according to Fermi-Dirac statistics by enforcing these three conditions [5]

ni = pi (4.7)

2 (2,rmckBT) 2 (E - Ecni 2 F1 (4.8)
pi h2 2 kBT

(2,mckBT 
2 E-EF

p 2 h2(mk e " (4-9)

where we assume because of the strong asymmetry in the conduction and valence
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band curvatures that the electron population will become degenerate and the hole

population will stay in the Boltzmann limit as the temperature increases. The calcu-

lated values of ND,opt and ni are plotted as functions of temperature in Figure 4-2. We

see that for a given value of C, ni surpasses ND,opt for sufficiently high temperature.

We can assume then that doping will not improve rQ in this high temperature regime.
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Figure 4-2: Calcuated values of intrinsic carrier concentration n in the active region of
a Ga.6 8 1n.32As. 2 8Sb.72 LED and the optimal dopant density ND,opt calculated following
Heikkila [6]. ND,opt is calculated for three possible room temperature values of C.

To calculate the low-bias ig as a function of temperature it is also necessary to

consider how current leakage from the active region and the bimolecular recombi-

nation coefficient B changes with increasing temperature. The dependence of the

bimolecular recombination coefficient B on Egap and T is calculated following the van

Roosbroek-Shockley model for direct radiative transitions near parabolic band edges

[7, 83]

2B ~ T2Egap (4.10)

Equation 1.10 does not account for the temperature dependence of the carrier

effective masses. We note that the temperature dependencies of C and B expressed

in Equations .2 and 4. 1() respectively are only valid in the Boltzmann limit. In the
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low-bias regime, leakage current is approximately proportional to the square of the

intrinsic carrier concentration in the active region [6]. We can approximate the carrier

leakage rate with a leakage coefficient D

Rleak Je,p + Jh,n

qt
1 kBIpelp h AEgap NVGaSbNC,GaSb= T -p +~u~f e kBTu (41)
t x ±NA xnND _ NvNc (.

= Dnp (4.12)

where t, xn and x, are the thicknesses of the GaInAsSb active region, the p

GaSb layer and the n GaSb layer respectively, pe,,p and PU,n are the minority electron

mobility in p-GaSb and the hole mobility in n-GaSb, Nv, GaSb and Nc, GaSb are

the effective densities of states at the band edges in the GaSb, NA and ND are the

doping levels in the p- and n-GaSb respectively, AEgap is the band gap difference

between GaSb and the GaInAsSb in the active region, and Nv, NC, n and p are the

effective densities of states at the band edges and the carrier concentrations in the

GaInAsSb active region. Note that Equation 1.11 is derived in the appendix of [6].

Here we take t, Xn and x, to be 4pm, as in the LED21Sr. We note that the values

of new values of t, Xn and x, can be found to optimize rro by reducing leakage and

maximizing 'IQE for significant photon recycling, but this will be left to future work.

D is especially useful because it has the same units as B and thus the two can be

directly compared. B and D are plotted as functions of temperature in Figure 4.

As with C, an experimental value of B from the literature measured with a GaInAsSb

sample of a different alloy composition [48] is adjusted according to Equation 4.10

to estimate the room temperature value in our device. Then Equation 4. 1 () is used

to calculate the temperature dependence. D is calculated according to according to

Equation .1 1.

The low-bias limit of qQ calculated in Section 1.2.2 no longer applies to the LED

design being considered since the carrier concentration in the active regions is now

high enough for significant Auger recombination. It is of interest to know the expected
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Figure 4-3: Calcuated values of the bimolecular recombination coefficient B and

leakage coefficient D as functions of temperature.

low-bias quantum efficiency at the temperatures being considered, since it can be used

to optimize the thickness of the active region. We now modify Equation 1. 1- from

Section 1.2.2 to include Auger recombination and to only calculate low-bias Tirec rather

than low-bias TQ for an LED with an intrinsic active region.

Rbimol

V 0 rc RSRH + Rbimol + RAug + Reak

B

[4nijTSRH1 1 + B + 2niC + D (4.13)

We approximate the low-bias "rec ND,opt of an LED with a doped active region the

same way, summing the intrinsic carrier concentration with the calculated optimal

dopant density ND,Opt.

B
irec ND opt [(4ni + ND,opt)TSRH 1 + B + (2ni + NDopt)C + D (414)

'Trec is plotted against temperature for devices intrinsic (solid lines) and doped

(dashed lines) active regions for three values of C in Figure 4-4. We see that doping
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the active region increases rrec substantially near room temperature, but that at

an elevated temperature when ni gets within an order of magnitude of ND,opt the

quantum efficiency of the LED is slightly reduced by doping the active region. As

the temperature continues to rise and nr grows larger than NDOpt, ?rec is virtually

unaffected by the doped active region.
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Figure 4-4: Calculated recombination efficiency nrec as a function of temperature
for three possible value of the Auger recombination coefficient C. The dashed lines
indicate 7rec calculated for optimal doping.

We can now maximize L,=1 as function of active region thickness t and tempera-

ture T. Recalling Equation 1. (,

V71=1 = 7 (otIT )
q

where we have noted the dependence of TIQ on t and T, we can approximate V,=1

as

vqi (hw (T)) rrec(t, T) 7act(t)
q 1 - (1 - 7act(t))71rec(t, T)

where rec(t, T) calculated using Equation 1. 14. We point out here that the depen-

dence of T/rec on active region thickness t results from the dependence of the leakage
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rate coefficient D on t. We also note that we do not include an extraction efficiency

in r/o here, as this would be determined by the specific geometry and packaging of the

LED. To estimate the portion of this applied voltage V1 that will be dropped across

the active region rather than across the specific resistance at the ohmic contacts, we

calculate the zero bias specific resistance (in Qcm 2 ) of the LED junction in similar

fashion to Equation 1 . 12.

1 1 qV
J~~~ ~ ~~~~ ~ +2i+N~p3 Dn(kBT_(ni + ND,opt)TSRH NDPt)C

1 2 qV
t ++ NDOt)TSRH + B + (2ni + NDOPt)C + D nkBT

R~b V

kBT kBT (4.16)
qti [(4 ni+NDoptTSRH + B + (2ni + ND,Opt)C + D

where t is the active region thickness. The specific resistance at the ohmic contacts

RQ is taken to be 4.8-10-4Qcm 2 , which corresponds to the 0.78Q series resistance

measured from an LED21Sr with a mesa area of approximately 6.2-10-4cm 2 . RQ is

assumed to result from tunneling processes at the metal-GaSb interfaces that are

approximately temperature independent [22]. We calculate L,= 1 in similar fashion

to Equation I.9V), using the voltage divider Rzb to calculate the voltage droppedR~b±Ro

across the junction

L,-1 ract hw)tRbimo
Rzb qVT;=1

- act(hw)tBn (e zb+Rn kBT _

(4.17)

We note that that L._ 1 will not increase linearly as a function of t once t is on the

order of the diffusion length Xdiff of a carrier across the active region [7, 16]. However

we assume here that t< Xdif f.
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We now calculate L,=1 (t, T) accoring to Equation 4.17 for t c (0, 6)pm and T c

(25, 600)0 C for each value of the Auger coefficient C being considered. We then find

the the L=1(t, T) maxima in this space. Figure 1- 5 shows contour plots indicating

the locations in the (t,T) plane of the L,=1 (t, T) maxima for three different values of

C, as well contours on which L=1(t, T) is 98% and 95% respectively of the maximum

value. We see that for the two reduced Auger coefficients 0.1Co and 0.01Co there

are local maxima both at room and elevated temperature. The room temperature

maxima arise because trec and hence qQ are especially high at room temperature in

these devices (see Figure 4-4). Since the corresponding large voltage biases would take

the LED far from equilibrium (invalidating Equation 1.11), these calculated maxima

are not considered to be physical.
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Figure 4-5: Locations of L, 1 maxima for the three C values being considered. The
contours around each maxima indicate the boundaries within which L=1 is at least
98% and 95% of the maximum.

We have determined the optimal doping level, active region thickness and operat-

ing temperature for a Ga.6sIn.32As.28Sb.72/GaSb LED for three possible values of the

Auger coefficient. The calculated LED characteristics at these maxima are given in

Table .1. Next we simulate these devices using the hydrodynamic charge and energy

transport model presented in Chapter 2 to predict the optimized output light power
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density from such an LED.

C~Co C 'g C~o

Temperature T (OC) 270 315 320
Band gap Egap (eV) 0.361 0.344 .343
Peak Emission Wavelength Apeak 2 4 4
Active Region Thickness t (pam) 0.99 1.64 2.89
Optimal Active Region Doping ND,opt (cm-3 ) 5.2.1016 1.6.1017 5-1017

nact .42 .3 .19
)7rec .05 .09 .19

Table 4.1: Attributes of the LED structures corresponding to the three maxima shown
in Figure 4-,5 for different values of the Auger parameter Co.

4.4 Simulated Characteristics of Optimized LEDs

Based on the results in Section 4.2, we can model the LEDs with the characteris-

tics given in Table 4.1 using the 1 dimensional hydrodynamic approach presented in

Chapter 2. In this case since we are studying L.,1, we only simulate the LEDs in the

bias voltage range were we expect to see significant thermal pumping effects.

We use the same transverse area and extraction efficiency to model the optimized

LEDs as was used to model the LED21Sr to facilitate direct comparison. We assume

that a different photo-detector that has a more appropriate spectral responsivity

would be used to measure optical power output from the optimized LEDs, and thus

do not reduce their optical power by the spectral responsivity of the InGaAs photo-

diode used for characterization in Chapters 2 and 3. Simulated L-I-V characteristics

of the optimized LEDs are plotted in Figure 4-6 along with L-I-V-T charactersitics

from the LED21Sr from Chapters 2 and 3. We see that the L-I characteristic of the

LED optimized for an Auger parameter corresponding to Co at 270'C is very similar

to that of the LED21Sr at 135'C. We see from the I-V characteristics however that

significantly less applied voltage is required to drive the same current in the optimized

devices.

The LED wall plug efficiency q simulated in LEDs optimized for three values

119



100

320 C

10 ~k> 270'C 135 50315 C
315o 27 C4 .

h I .-- 0- . 3200 C325 C 
-- 250 C

L_840
-6 Ao 4 10 130 C

10 - g

0 0.05 0.1 0.15 0.2 10-6 10-5 10~4  10 -3  10-2
Voltage (V) Current (A)

(a) (b)

Figure 4-6: (a)I-V and (b)L-I characteristics of the LED21Sr (model and ex-
periment) at 25'C, 84'C and 135'C, and modeled characteristics of optimized
Ga.6 s8n.32As.28Sb.72/GaSb LEDs. Devices were optimized for Auger parameters corre-
sponding to 0O, 0.1Co and 0.01Co at 270'C, 315'C and 320'C respectively. Optimized
LEDs are modeled using the same transverse area (6.2. 104 cm 2) and extraction effi-
ciency (14%) used to model the LED21Sr.

of the Auger coefficient are plotted as function of optical power L in Figure 4-7,

along with r/-L data collected from the LED21Sr in Chapters 2 and 3. The three

modeled values of L 1 are approximately 2-10 4 Wcm-2 , 10-3Wcm-2 and 6. 10-3 Wcm-2

for Auger coefficients corresponding to Co, C/10 and 00/100 respectively. These

power densities correspond to optical powers of 1-10~7W, 6-10-7W and 4-10-6W in a

mesa with area equivalent to the LED21Sr. Although it unclear what the maximum

practical operating temperature is for a GaInAsSb/GaSb LED, the method presented

in Section 4.3 can be used to find the optimal doping level and active region thickness

for such an LED given any maximum temperature value. Sentaurus can then be used

to simulate the device characteristics, as we have shown here.

4.5 Summary and .Conclusion

In Section 4.2, we examined the material constraints associated with GaInAsSb LEDs.

These constraints gave us a space within which we could engineer an LED to output
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Figure 4-7: Wall plug efficiency r plotted against light power L of the LED21Sr (model
and experiment) at 25'C, 840 C and 135'C, and modeled characteristics of optimized
Ga.6 sIn.32As.28Sb.72/GaSb LEDs. Devices were optimized for Auger parameters corre-

sponding to Co, 0.1Co and 0.01Co at 270'C, 315 0 C and 3200 C respectively. Optimized
LEDs are modeled using the same transverse area (6.2- 10-4cm 2) and extraction effi-
ciency (14%) used to model the LED21Sr.

maximized optical power at 100% wall plug efficiency rj. In Section 4.3 we presented

a method for calculating the optimal active region dopant density for a thermally

pumped GaInAsSb LED as a function of temperature and then approximated the

quantum efficiency as a function of active region thickness and temperature. Finally

we calculated the applied voltage V,1i and emitted light power density L7 1 at 100%

wall plug efficiency from the LED within t,T space and chose optimal values of these

parameters. In Section 4.4 we presented simulation results predicting characteristics

of devices optimized according to the results presented in Section 4.3. We saw that

many orders of magnitude of improvement in L, 1 could be achieved just by following

the optimization algorithm presented in this Chapter.

While the focus of this Chapter was on optimization of a GaInAsSb LED, the

approach presented here is general can could be used to similarly optimize an LED in

another material system or even under entirely different constraints. The simulation

results presented in Section 4.3 demonstrate that commercial semiconductor device
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TCAD software is not only capable of modeling thermal pumping in LEDs but also

useful for designing devices for enhanced thermal pumping.
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Chapter 5

Conclusions and Future Work

The work presented here is a general study of thermal pumping in LEDs. We started

in Chapter 1 by examining the various factors that determine the efficiency of an

LED. We noted that the feeding efficiency r of an LED can be greater than one. We

then showed that for sufficiently high quantum efficiency r/Q the wall plug efficiency rq

of an LED can also be greater than one. We discussed that in this scenario electrons

and holes are absorbing energy and entropy from the lattice and then depositing it in

photons which can escape the device before being reabsorbed, causing the lattice to

cool. We explained this by considering the Peltier energy exchange as charge carriers

traverse bipolar semiconductor devices. We showed that this phenomenon should

occur in every LED for sufficiently low voltage bias and we derived a few simple

relations to estimate the optical power output at which electroluminescent cooling

should occur, based on material parameters, light extraction and temperature. We

then introduced a numerical model for hydrodynamic charge and energy transport

which can used to model this effect.

In Chapter 2 we introduced a prototypical LED, the LED21Sr, that we expected

to exhibit strong thermal pumping effects at low bias. We were especially interested

in this device because sufficient information was available to study it with modeling

and it was also available for experiment. We built up a hydrodynamic model thermal

pumping in an LED step-by-step, and ultimately modeled thermal pumping in the

LED21Sr. Next we introduced an experimental apparatus for measuring the L-I-V-T
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characteristics of an LED and used it to characterize the LED21Sr. By comparing our

modeling and experimental results we were able to validate and fine-tune our model,

but we were unable to gather conclusive evidence of thermal pumping experimentally.

In Chapter 3 introduced a lock-in measurement apparatus that served to lower

the limit of optical power detection of our L-I-V-T characterization apparatus by four

orders of magnitude. In doing so, we were able to sufficiently improve the sensitivity of

our system to achieve the first ever experimental demonstration of electroluminescent

cooling.

In Chapter 4 we considered LED design strategies for enhanced thermal pumping.

We set out to design an LED in the GaInAsSb/GaSb material system with maximized

optical power output at 100% wall plug efficiency. We showed that by simply doping

the active region and changing its alloy composition, we could increase the optical

power at unity efficiency by three or four orders of magnitude from that observed in

the LED21Sr. The design strategies presented in Chapter 4 are general, and could

be useful for designing LEDs under other constraints or with other materials.

5.1 Future Work

A great deal of work remains to be done in the study of thermal pumping and elec-

troluminescent cooling in LEDs.

In the short term a few interesting results might be achieved with minor modifi-

cations to the experimental and modeling framework presented here.

Coupling a GaInAsSb/GaSb LED with a smaller active region band gap energy

than the LED21Sr to a multi-mode fiber transmissive in the mid-infrared (e.g. fluoride

or chalcogenide fiber) could allow for detection with much smaller area photo-diode.

If the coupling efficiency of the LED to the fiber does not negate the reduction

in the limit of optical power detection of the system, this could open up a realm of

possibilities for demonstration of efficient communication and detection. By operating

the system with a maximized temperature difference between a hot LED and cold

detector, it seems likely that a record could be set for low energy cost per bit in a
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fiber optic communication system. Appropriate choice of the LED's active region

band gap and operating temperature could also optimize the system for transmission

measurement of methane or carbon dioxide concentration.

One opportunity for demonstration of a system-level benefit from thermal pump-

ing in LEDs in the short term is apparent. LED-based pulse oximetry systems have

been demonstrated that can detect photo-current signals with amplitudes of order

50nA with SNR > 1000 while dissipating a total of 4.5mW to drive the LED, and am-

plify and process the signal [85]. Currently the total power consumption of such sys-

tems is dominated by LED input power, and these systems are expected to achieve de-

tection of 1nA amplitude photo-current signals with the same SNR and sub-milliwatt

total power dissipation in the near future. Optical power levels corresponding to

these photo-current signal amplitudes were achieved at wall plug efficiencies greater

than 10% using the LED21Sr in Chapter 3. It seems likely that LEDs optimized for

thermal pumping as outlined in Chapter 4 could be combined with such an efficient

detection system to further improve the low-power limits of pulse-oximetry. First

though, it might be possible to demonstrate record-breaking low-power detection of

several gases with absorption lines in the mid-infrared using heated commercial LEDs

(as in Chapters 2 and 3) and amplifying the photo-current signal with this type of

system.

The potential for design of LEDs optimized for thermal pumping could be greatly

improved in the short term by expanding the hydrodynamic modeling of charge and

energy transfer used in Chapters 2 and 4 to 3-dimensions, and by including light

propagation for self-consistent modeling of photon recycling effects. Experimental

characterization of recombination parameters in GaInAsSb and other material sys-

tems of interest at elevated temperatures would also allow for more accurate modeling.

Potential long-term research topics related to thermal pumping in LEDs can be

divided up into three categories.
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5.1.1 LEDs in Other Material Systems

The work presented here focused on thermal pumping in GaInAsSb/GaSb LEDs be-

cause the relatively small band gaps that can be achieved in this material system

made it possible to observe electroluminescent cooling in a device that was not de-

signed to for thermal pumping. A logical next step would be to use the same approach

to calculate the limits to the efficiency and power density achievable through ther-

mal pumping as functions in many optoelectronic material systems. Wide band gap

semiconductors that can survive in very high temperature environments would be es-

pecially interesting, since the ultraviolet LED community is still searching for means

improve wall plug efficiency in devices generally designed for low-power applications

[9]. It would also be interesting to study thermal pumping LEDs with active region

band gap energy on the order of the thermal energy kBT. This has been suggested

a means to maximizing electroluminescent cooling power [32], however it is unclear

whether the strongly interacting nature of the electron gas in a narrow gap semicon-

ductor like mercury cadmium telluride (HgCdTe) would enhance or diminish thermal

pumping.

5.1.2 LED Self-Heating for "Phonon Recycling"

The work in this thesis highlighted the fact that thermal pumping in LEDs is enhanced

at elevated temperatures. It is not however strictly necessary for a thermally pumped

LED to operate in a high temperature environment. If a sufficiently thermally insu-

lating package can be designed for an LED, it should be possible to operate an LED

at high temperature in a room temperature environment. In this regime, waste heat

that results from non-radiative recombination and other parasitic inefficiencies can be

retained and used to thermally pump the LED. We call this effect "phonon recycling"

because suppression of thermal conduction pathways away from the LED increases

steady state excitation levels of the lattice vibrational modes for a fixed input heat

due to non-radiative recombination. This in turn increases electron-hole pair gen-

eration rates and causes the steady state excited carrier population to grow. For a
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fixed low bias input current, the voltage (and thus the electrical work) required to

drive the current will decrease as the temperature of the LED increases. If the quan-

tum efficiency does not change, the wall plug efficiency will increase as the voltage

decreases. We have already shown that LED structures can be optimized to achieve

high quantum efficiency at a target temperature, and thus we think it is possible

to design a self-heating device for operation in ambient environment. We envision

the package as looking much like a light bulb, where long thin wires are used to to

inject current into an emitter in a vacuum so that conduction and convection are sup-

pressed. This design work would probably require comprehensive three dimensional

modeling of conductive, convective and radiative heat transfer away from the LED

and packaging.

Experimental study of self-heating in LEDs for thermal pumping would also be

interesting. Specifically, operating an LED at low bias in an evacuated chamber and

showing an improvement in wall plug efficiency resulting from thermal isolation could

act as a proof-of-concept motivating the design of compact and thermally insulating

LED packaging for low-power applications.

5.1.3 Nanostructured LEDs for High Quantum Efficiency

Only a few simple design strategies for enhancing thermal pumping in LEDs were

considered in Chapter 4. Nanostructure-related strategies for improving the quan-

tum efficiency or even the feeding efficiency of an LED at a given temperature and

electrical bias remain to be explored. These include the use of doped quantum wells

or quantum dots in the active region to improve the chances of an electron and a hole

finding one another for a given carrier concentration. Super-lattice structures made

up of type-II heterojunctions have been shown to allow for generation of low-energy

photons through non-local electron-hole recombination. This type of structure may

allow for enhanced thermal pumping at room temperature since the radiation emit-

ted from the device is close to being in thermal equilibrium with the environment,

which increases the Carnot limit for the wall plug efficiency. Sentaurus is capable of

modeling recombination and transport in these types of nanostructured devices, so
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this pursuit seems like a logical next step in LED thermal pumping research.
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