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Abstract
This thesis addresses the problem of worst-case steady-state design of process systems under uncertainty, also known as robust design. Designing for the worst case is of great importance when considering systems for deployment in extreme and hostile environments, where operational failures cannot be risked due to extraordinarily high economic and/or environmental expense. For this unique scenario, the cost of “over-designing” the process far outweighs the cost associated with operational failure. Hence, it must be guaranteed that the process is sufficiently robust in order to avoid operational failures.

Many engineering, economic, and operations research applications are concerned with worst-case scenarios. Classically, these problems give rise to a type of leader-follower game, or Stackelberg game, commonly known as the “minimax” problem, or more precisely as a max-min or min-max optimization problem. However, since the application here is to steady-state design, the problem formulation results in a more general nonconvex equality-constrained min-max program, for which no previously available algorithm can solve effectively. Under certain assumptions, the equality constraints, which correspond to the steady-state model, can be eliminated from the problem by solving them for the state variables as implicit functions of the control variables and uncertainty parameters. This approach eliminates explicit functional dependence on the state variables, and in turn reduces the dimensionality of the original problem. However, this embeds implicit functions in the program, which have no explicit algebraic form and can only be approximated using numerical methods. By doing this, the max-min program can be reformulated as a more computationally tractable semi-infinite program, with the caveat that there are embedded implicit functions.

Semi-infinite programming with embedded implicit functions is a new approach to modeling worst-case design problems. Furthermore, modeling process systems—especially those associated with chemical engineering—often results in highly non-convex functions. The primary contribution of this thesis is a mathematical tool for solving implicit semi-infinite programs and assessing robust feasibility of process systems using a rigorous model-based approach. This tool has the ability to determine,
with mathematical certainty, whether or not a physical process system based on the
proposed design will fail in the worst case by taking into account uncertainty in the
model parameters and uncertainty in the environment.
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Chapter 1

Introduction

1.1 Motivation: Designing for the Worst Case

Engineering design has long been practiced as a trade-off between economics and reliability/safety. Probabilities of destructive environmental events as well as probabilities of operational failures are typically studied along with their impact on production and safety, in order to assess risk associated with a proposed design.\(^1\) It is in the best interest of the design engineer to minimize risk while also minimizing the cost of the design, in order to make it more economically feasible. For instance, it would be economically unwise to invest extra money to increase the seismic performance of a skyscraper that is to be constructed in a region having a 0% chance of a destructive earthquake. Such a design would be overly conservative. Alternatively, if that same skyscraper were to be constructed in a region with a significantly higher probability of a destructive earthquake occurring, the cost associated with increasing the structure’s seismic performance will be outweighed by the cost of structural damage or even collapse in the event of seismic activity.

Chemical process systems, especially those related to energy products such as liquid fuels, are often considered to be inherently risky. This is because although reliability and safety records may be impeccable (in many cases they are not), the

\(^1\)Here, the standard definition of risk is being used: risk \(\equiv\) (probability of failure)\(\times\) (impact of failure).
impact of an operational failure on production and safety can be extraordinarily high. Deployment of chemical processes in extreme and hostile environments increases risk even more by (potentially) drastically increasing the impact of operational failures, even though the probability of such a failure may not increase. One such chemical process system of interest is relevant to deepwater oil and gas production.

The depletion of petroleum reserves from traditional on-shore and shallow-water off-shore fields, coupled with political pressure for reduced dependence on petroleum from foreign sources, has motivated exploration into increasingly more extreme environments. One promising frontier is in ultra deepwater,\(^2\) where in 2004, a vast deposit of petroleum, known as the “lower tertiary trend”, containing 3-15 billion barrels (120-600 billion gal.) of petroleum, was discovered by Chevron geologists [81].

Figure 1-1 is a map of the “outer continental shelf”, containing the lower tertiary trend, depicting proven wells, and their estimated volume of oil, as of 2009 [103]. However, in April 2010, BP sufficiently demonstrated that pursuing oil reserves in ultra deepwater environments\(^3\) comes with inherently high risk exacerbated by a lack

\(^2\)Defined here as depths \(\geq 7500\) ft.

\(^3\)The BP disaster actually occurred in only 5000 ft of water, demonstrating that failure in ultra deepwater will be at least as catastrophic, if not significantly more.
of sufficient technology. In the BP incident, commonly referred to as the Deepwater Horizon oil spill, a catastrophic failure of the leased ultra deepwater drilling platform named *Deepwater Horizon* resulted in 11 human lives lost,\(^4\) an estimated $30 billion in expenses, 5 million barrels of oil spilled, and untold ecological fallout which is still being investigated, including the economic impact on commercial fishing and the fish value chain [16, 21, 57, 135]. In this environment, the costs associated with operational failures far outweigh the costs associated with “over-designing” the process, and so extreme effort must be made to avoid failures altogether.

Industry engineers have suggested that the application of traditional floating platforms to ultra deepwater production is too risky. They propose that novel remote compact subsea production facilities, as depicted in Figure 1-2, are the key enabling technology for ultra deepwater oil and gas production. Thus posing the question:

How can one design a novel process system that is guaranteed to be ro-

---

\(^4\)The 11 lives mentioned were lost during the accident on the Deepwater Horizon alone. This doesn’t include lives lost as an indirect result of the spill such as health effects of long-term exposure, etc.
bust to operational failures given the high level of uncertainty in extreme and hostile environments which cannot be accurately reproduced in the laboratory?

Since field conditions cannot be successfully recreated in the laboratory, and similarly since pilot plant systems can only be tested under a finite number of conditions, experimental approaches to addressing this question are inadequate. In order to successfully address this question, a mathematically rigorous model-based approach—taking into account uncertainty in the environment as well as uncertainty that is inherent to the model\(^5\)—must be taken and the system must be designed for the worst-case realization of uncertainty. Thus, however improbable, the novel process system design will be robust to operational failures in the face of the worst-case scenario(s). Since a deterministic approach must be taken, an implicit result is that all uncertain events are considered to be independent of one another. Therefore, the worst case may be the realization of cascading events.

One common example of the worst case being the realization of cascading events is nuclear reactor meltdowns, such as the most recent incident at the Fukushima Dai-ichi reactor in 2011. In the case of Fukushima, a magnitude 9 earthquake triggered a plant-wide reactor shutdown, forcing the cooling system to be powered by emergency generators \([45]\). A subsequent 14-meter tsunami wiped out the emergency generators, which were designed to withstand a 5.7-meter tsunami \([45]\). By design, the cooling system had redundant emergency power supplies in the event of a failure of the emergency generators. Eventual failure of the redundant (battery) supply proved to be catastrophic, overheating the reactor and causing a meltdown. A robust design of the system would have included a reactor that could never produce a runaway scenario, even under the condition of zero coolant flow, and/or a backup power system that could withstand all sizable tsunamis. These are the type of reactors being designed most recently and are commonly referred to as “inherently safe.” Of course, this discussion is only to illustrate when and why worst-case design strategies are necessary. In the case of a tsunami, the larger it is, the greater impact on the process

---

\(^5\)Uncertainty in the model must be known or estimated here.
it will have, and so the worst case is simply the largest tsunami imaginable. In this case, the worst-case strategy would be to design the process that would be unaffected by any tsunami.

In summary, worst-case design strategies should be applied when:

1. there are extraordinarily high costs associated with operational failures,\(^6\)

2. there is a high level of uncertainty associated with the environment and/or the technology, or

3. there are requirements for technology qualification such as rigorous performance and safety verification.

The problem of design under uncertainty has stimulated a large effort in research, especially within the chemical engineering community. In the next section, the previous research and the existing approaches are discussed.

### 1.2 Existing Approaches to Robust Simulation and Design

Since the widespread adoption of modern computers, engineers have been designing and simulating more advanced and complex process systems. With continuous advancements in mathematics and development and improvement of numerical methods, engineers have been able to address a wide variety of concerns from performance to controllability of novel systems. Going back to the design trade-off mentioned previously, design engineers have been able to address how to design a complex process that maximizes performance and safety while minimizing cost, by taking more rigorous mathematical approaches, as opposed to the heuristic approaches of the early design engineers. It is because of this that mathematical programming, or optimization, has become the mathematical workhorse for engineering design.

\(^6\)These can be in the form of environmental damage, economic losses, loss of life, loss of confidence in an entire technology, etc.
The existence of uncertainty in the environment as well as uncertainty introduced by inaccurate models of real-world systems, has motivated engineers to address design in the presence of uncertainty, using a variety of optimization approaches.

1.2.1 Stochastic Programming

In [122], an extensive overview and summary of stochastic programming approaches to optimization under uncertainty is given. Stochastic programming is commonly implemented as a two-stage (or multistage) decision problem where the first-stage decision is made before the realization of the uncertainty parameters and the second stage problem, or recourse problem, is solved after the random events have been presented [17, 67]. In stochastic programming, uncertainty as a family of events is modeled through probability measures in either a discrete or continuous manner [17, 67, 122]. Therefore, for any particular event from a family of events, the probability of that event occurring is known and thus the probability of an uncertain parameter taking any particular value is known [17, 67].

One example where stochastic programming was applied to optimal design of chemical processes under uncertainty was given in [84]. In this case, the authors motivation was to eliminate “excessive overdesign” [84]. The primary objective is then to produce a design that is flexible enough to “allow adjustment for the most important uncertainties” [84]. To do this, they formulated a two-stage stochastic program with the first stage corresponding to the design stage, where decisions are made regarding the actual equipment sizing, and the second stage as the operating stage, where operating conditions are subsequently adjusted for optimal performance following the uncertainty realization [84]. The uncertain variables were considered as random with associated probability distributions, and corresponded to things such as the yield prediction or kinetic rate constants [84]. The authors then considered six different design formulations for comparison.

The idea of robust (stochastic) optimization was introduced in [95] to address real-world operations research problems in which “noisy, erroneous, or incomplete data” are inherent. The robust optimization approach produces a series of solutions that are
progressively less sensitive, and therefore more robust, to realizations of uncertainty [95]. The authors of [95] define two types of robustness: solution robust and model robust. Solution robust means that the optimal solution of the optimization problem is robust with respect to optimality in the sense that it will remain close to optimal for any realization of uncertainty [95]. Model robust means that the optimal solution of the optimization problem is robust with respect to feasibility in the sense that it will remain almost feasible for any realization of uncertainty [95]. The authors make an explicit claim that their robust optimization formalism is superior to deterministic worst-case strategies because they yield “very conservative and potentially expensive solutions” [95]. However, when designing processes under uncertainty classified as begin extraordinarily risky, robustness with respect to the worst-case must be verified rigorously, with absolute certainty. For such systems, the conservativeness of deterministic worst-case strategies is precisely what is desired.

In order for stochastic approaches to give accurate results, probability distributions must be known with high accuracy for each uncertain variable. Furthermore, stochastic methods fail to capture improbable events sufficiently—even though such events may have an extraordinarily large impact on the performance and safety of a design—and thus for a highly improbable worst-case scenario, robustness with respect to uncertainty cannot be guaranteed with certainty. By characterizing uncertainty by known or estimated intervals, all possible realizations are treated equally, eliminating the need for probability distributions and stochastic programming altogether. Because of this, stochastic programming approaches to design under uncertainty are not applicable to robust simulation and design problems, and will not be considered further.

1.2.2 Dynamic Programming

*Dynamic programming* is a term introduced by Bellman [8] to describe a mathematical program that focuses on multi-stage decision making [8, 122], which has most commonly been applied using a stochastic approach to characterize uncertainty [27, 64, 71, 122, 131, 142]. Dynamic programming is essentially the same idea as
stochastic programming described previously, except instead of a two-stage formulation, dynamic programming resolves multi-stage decision problems. For some current state of the system, there is an associated probability distribution of uncertain parameters for which an uncertain value is chosen and an allowable control chosen from subsequent knowledge of the state of the system. This hierarchy of decision-making is always carried out so as to minimize the expected cost over all states [8].

Dynamic programming is largely applicable to finite-time systems, such as designing batch processes or planning problems with varying operational and/or market conditions [30]. For instance, in [9], a discrete-time ballistic trajectory control application is discussed. The main idea is to ensure that the optimal design or optimal operating policy is implemented throughout the project lifetime as environment evolves [30]. Steady-state process design can be handled using a dynamic programming approach, for instance, if varying realizations of uncertainty present themselves during operation. In this case, the design objective is for the process to be robust with respect to uncertainty.

Similar to stochastic programming, since uncertainty is handled stochastically, this approach is inadequate for worst-case design strategies. Recalling the discussion in Section 1.1, the worst-case realization of uncertainty may be that associated with cascading events. Without the ability to enumerate an infinite number of uncertainty realizations, capturing the worst-case behavior is impossible. In addition, due to their complexity, solving dynamic programming formulations can be very computationally intensive and are often intractable for relatively simple nonlinear problems [122]. Because of this, dynamic programming cannot be applied to robust simulation and design problems with the intent of providing a rigorous certificate of feasibility.

1.2.3 Fuzzy Programming

Fuzzy programming is similar to stochastic (and dynamic) programming except that uncertainty is modeled using fuzzy numbers instead of probability measures and performance and safety constraints are treated as fuzzy sets [10]. A fuzzy set has no sharp boundaries and has an associated membership function that defines the “de-
gree of membership” of, in this case, a number [10]. Since constraints are handled in this way, there are no hard guarantees of satisfaction and feasibility; only a “degree of satisfaction” [10]. Fuzzy numbers are a special case of fuzzy set whose membership function equals 1 at precisely one value. Fuzzy intervals are then a fuzzy set containing an interval of numbers whose membership function equals 1. Again, there is a degree of membership associated with these sets and so modeling uncertainty in engineering systems using fuzzy numbers or fuzzy intervals may be inadequate since values outside of certain intervals may be nonphysical, and therefore may lead to nonphysical solutions. In light of this, fuzzy programming is incapable of giving hard guarantees of robustness and will not be considered as a viable approach to design under uncertainty in the context of this thesis.

1.2.4 Deterministic Approaches

One of the earliest deterministic attempts at the robust design problem focused on optimal process design under uncertainty [102]. In optimal design under uncertainty, the system must be designed such that it performs optimally while satisfying all performance and safety specifications for every possible realization of uncertainty. In [102], the authors focus was to design a process that performed optimally while being robust to the worst-case realization of uncertainty. The authors formulate the equality-constrained min-max program with the model equations exhibiting an explicit relationship between the process inputs and outputs [102]. They required that their uncertainty set is a bounded finite set and the functions involved are twice continuously differentiable. The authors solve this problem locally using an iterative gradient-based technique.

In [78], Kwak and Haug addressed optimal design with a more general optimization formulation. The application that is given in [78] is a military missile system that must operate optimally for every temperature within a given interval. The authors [78] formulated this problem as a bilevel program that minimizes some relevant design objective varying design parameters subject to an inner program that attempts to find the worst-case realization of environmental parameters subject to some steady-
state model of the design parameters, environmental parameters, and state variables. This formulation is intractable and extremely difficult to solve in the general case, however. In [78], the authors solve an approximate problem by considering only first-order (affine) approximations of the objective function and constraints. Another important contribution is the discussion of the relationship between the more general bilevel formulation and the worst-case “minimax” formulation [78].

Grossmann and Sargent [51] present a bilevel formulation that is a slight modification of [78] and the special case in [102]. Their approach treats the design variables as having the ability to be partitioned into a fixed design variable and a control variable that can be chosen during operation according to realizations of uncertainty [51]. Their focus is to determine the optimal design variables, minimizing an economic objective, so that there exists a control setting such that for any realization of uncertainty, the design meets all performance and safety specifications [51]. They conclude by discussing special cases for which solutions to their formulation can be obtained using previously developed optimization theory [51].

Halemane and Grossmann [52] extended the ideas of [51] and offered a more general optimization formulation for optimal design under uncertainty and what is called the feasibility problem, or the problem of verifying feasible operation in the face of the worst-case realization of uncertainty. In light of uncertainty in model parameters as well as disturbances to the process, the authors state that “it is clearly very important to consider at the design stage the effect that uncertain parameters can have on both the optimality and feasibility of operation of the plant” [52]. The authors solve the model equations as implicit functions of the controls, design variables, and uncertainty parameters and then formulate the problem as a reduced-dimension semi-infinite program (SIP). They analyze the problem and offer two solution methods that rely on convexity, amongst other assumptions [52].

The SIP problem formulation presented in [52] is then used in [136] to assess the performance of a process system in terms of flexibility, which is stated as “the ability to operate over a range of conditions while satisfying performance specifications”. Swaney and Grossmann then describe a quantitative index of flexibility [136].
flexibility problem is then solved in [137] under certain quasiconvexity assumptions on the feasible set. However, barring satisfaction of the quasiconvexity assumption or the optimal solution lying on a vertex of the hyperrectangle of feasible parameter values, global optimality cannot be guaranteed [136].

Deterministic robust optimization is surveyed in [11]. As mentioned in Section 1.2.1, solutions to these problems are conservative in that they are guaranteed to be feasible/optimal for all realizations of uncertainty. The authors formulate the problem as an SIP equivalent to the worst-case min-max problem [11]. Robust optimization of linear programs (LP), semi-definite programs (SDP), and conic quadratic problems—all of which are convex with explicit constraints—were considered [11]. Robust optimization of convex least-squares problems with explicit constraints was considered in [37]. Since the considered problems were all explicitly constrained convex programs, their methodology is inadequate for solving robust simulation and design problems.

In [43], a method is presented that provides a rigorous approach to the design under uncertainty and flexibility problems, without relying on convexity assumptions. The authors rely on the assumption that the performance constraints and model equations are twice-differentiable [43]. Contrasting [52, 136, 137], Floudas et al. do not eliminate the model equations from the formulation and therefore must solve the full-space constrained “max-min problem” [43]. However, even for relatively simple examples, their bilevel formulation can be computationally intractable.

In Chapter 2, the robust design problem will be formulated mathematically as the (implicit) SIP presented in [52]. The rest of this thesis will focus on solving this SIP in the general case, using a rigorous approach, without relying on convexity assumptions. The method for solving this problem relies on: (1) the ability to bound implicit functions, discussed in Chapter 3, and (2) the ability to solve nonconvex nonlinear programs, having embedded implicit functions, to global optimality, discussed in Chapter 4. In Chapter 7, these developments are put together within an SIP algorithm to solve the robust design problem. Finally, the application to ultra deepwater subsea production facilities is covered in Chapter 8 with a model and case
study.
Chapter 2

Robust Simulation and Design
Using Semi-Infinite Programming
with Implicit Functions

2.1 Problem Formulation

Process systems operating at steady state can be modeled in general as the following system of (nonlinear) algebraic equations:

\[ h(z, u, d, \pi) = 0, \quad h : D_x \times D_u \times D_d \times D_\pi \to \mathbb{R}^{n_x} \]  \hspace{1cm} (2.1)

with \( D_x \subset \mathbb{R}^{n_x}, D_u \subset \mathbb{R}^{n_u}, D_d \subset \mathbb{R}^{n_d}, D_\pi \subset \mathbb{R}^{n_\pi} \) as open sets. The variables \( z \in X \subset D_x \) represent the process state variables, \( u \in U \subset D_u \) are the control variables, \( d \in D \subset D_d \) represent the disturbance uncertainty, and \( \pi \in \Pi \subset D_\pi \) as the model uncertainty, as depicted in Figure 2-1.

Model uncertainty will be characterized in the usual manner as the discrepancy between the model and the physical system. Two types of model uncertainty can be characterized: parametric uncertainty and structural uncertainty [29, 33]. Parametric uncertainty is the uncertainty in the model parameters that arise from statistical errors in measurements and the propagation through calculations such as regression
or parameter estimation. Structural uncertainty arises from the inability of the model equations to represent the physical system accurately. In other words, the model cannot sufficiently capture the physics of the system. Structural uncertainty cannot be handled in this framework except to the extent to which it can be characterized as parametric uncertainty. Throughout this thesis, model uncertainty will refer to parametric model uncertainty.

For simplicity of notation, disturbance and model uncertainty will be represented as the uncertain parameters:

\[ p \equiv (d, \pi), \quad p \in P \subset D_p \equiv D_d \times D_\pi. \]

The uncertain parameters can take any realization from the uncertainty set, which, using physical knowledge of the system, can be represented as a connected compact set\(^1\):

\[ P \equiv \{p \in \mathbb{R}^{n_p} : p^L \leq p \leq p^U\}, \]

with \(p^L, p^U \in \mathbb{R}^{n_p}\) known \textit{a priori}. Furthermore, since control actions are bounded,\(^2\) the control set will also be represented as a connected compact set:

\[ U \equiv \{u \in \mathbb{R}^{n_u} : u^L \leq u \leq u^U\}, \]

\(^1\)In practice, each uncertain parameter will not take values from arbitrarily large intervals.

\(^2\)Controls can only take values within the interval corresponding to, for example, fully-opened and fully-closed control valves.
with $\mathbf{u}^L, \mathbf{u}^U \in \mathbb{R}^{n_u}$. The design question that must be addressed is [134]:

Given a process model, and taking into account uncertainty in the model and disturbances to the inputs of the system, do there exist control settings such that, at steady state, the physical system will always meet the performance and/or safety specification?

Letting $g : D_x \times D_u \times D_p \to \mathbb{R}$ be the performance and/or safety specification, this question can be stated formally as the feasibility problem\(^3\):

$$\forall \mathbf{p} \in P, \exists \mathbf{u} \in U : g(\mathbf{z}, \mathbf{u}, \mathbf{p}) \leq 0, h(\mathbf{z}, \mathbf{u}, \mathbf{p}) = 0.$$

In order to formulate this problem mathematically, consider for the moment a single realization of uncertainty. The question that must be addressed is whether or not there exists a control setting such that the performance/safety specification is satisfied, for that particular realization of uncertainty. This problem can be formulated mathematically as the following nonlinear program (NLP):

$$\psi(\mathbf{p}) = \min_{\mathbf{z} \in X, \mathbf{u} \in U} g(\mathbf{z}, \mathbf{u}, \mathbf{p})$$

s.t. $h(\mathbf{z}, \mathbf{u}, \mathbf{p}) = 0. \tag{2.2}$

Upon solving (2.2), if $\psi(\mathbf{p}) \leq 0$, this establishes (with mathematical certainty) that there exists a control such that the performance/safety specification (and the model equations) are satisfied, for that particular realization of uncertainty. In other words, $\psi(\mathbf{p})$ can be thought of as a measure of feasibility (or infeasibility) of the design with respect to a particular realization of uncertainty $\mathbf{p}$ [52]. Of course, the next step is to consider every realization of uncertainty; in particular, the worst-case realization

\(^3\)Satisfying this constraint will also be referred to as meeting robust feasibility.
of uncertainty. This amounts to solving the constrained max-min program:  

\[
\eta^* = \max_{p \in P, \eta \in \mathbb{R}} \eta \\
\text{s.t. } \eta \leq \min_{z \in X, u \in U} g(z, u, p) \\
\text{s.t. } h(z, u, p) = 0,
\]

by introducing the auxiliary variable \(\eta \in \mathbb{R}\). In a similar fashion to the interpretation of \(\psi\), upon solving (2.3), if \(\eta^* \leq 0\), this establishes robust feasibility of the design (i.e. for the worst-case realization of uncertainty, there exists a control such that the performance/safety specification is not violated). In other words, \(\eta^*\) can be thought of as a measure of robust feasibility (or infeasibility) of the design.

From here on, it will be assumed that the model function, \(h\), is continuously differentiable on \(D_x\). Conditions under which this assumption may not be necessary will be discussed in later chapters. If for some \(U\) and \(P\), unique \(z \in X\) exist that satisfy \(h(z, u, p) = 0\) at each \((u, p) \in U \times P\), then they define an implicit function of the controls and uncertainty parameters, that will be expressed as \(x : U \times P \to X\), by asserting the Implicit Function Theorem. Details of this will be discussed more thoroughly in Chapters 3 and 4. The significance of the set \(X\) will be discussed in the next section. By representing the state variables as implicit functions of the controls and uncertainty parameters, explicit dependence on them is eliminated and there is a potentially significant reduction in the number of optimization variables as compared to (2.3). The following optimization problem, equivalent to (2.3) and the original feasibility problem, results:

\[
\eta^* = \max_{p \in P, \eta \in \mathbb{R}} \eta \\
\text{s.t. } \eta \leq \min_{u \in U} g(x(u, p), u, p).
\]

\(^4\)Program (2.3) is referred to as a constrained max-min program since it is equivalent to:

\[
\eta^* = \max_{p \in P} \min_{u \in U, z \in X} \{g(z, u, p) : h(z, u, p) = 0\}.
\]
Furthermore, the inner-minimization constraint can be expressed as

\[ \eta \leq \min_{u \in U} g(x(u, p), u, p) \iff \eta \leq g(x(u, p), u, p), \forall u \in U. \]  

(2.4)

The following optimization problem can then be formulated:

\[ \eta^* = \max_{p \in P, \eta \in \mathbb{R}} \eta \]  

s.t. \( \eta \leq g(x(u, p), u, p), \forall u \in U, \)  

(2.5)

which is an SIP since it has a finite number of decision variables, \( p, \) and an infinite number of constraints\(^5\) indexed by the set \( U. \) The SIP (2.5) will be referred to as the robust simulation SIP which will in turn be referred to as an implicit SIP since it has implicit functions embedded. The solution of the robust simulation SIP will be the primary focus of this work. In the next section, an intuitive picture of the operational envelope and how it relates to the feasibility problem and the implicit SIP will be discussed.

### 2.2 The Feasibility Problem and the Operating Envelope

The operating envelope is an important concept to design engineers. In the context of this work, the operating envelope is simply the region in which the steady-state process operates given all realizations of uncertainty and controls.\(^6\) Figure 2-2 depicts the operating envelope of a process for a single control setting. The design corresponding to the operating envelope in the figure is said to be feasible since for every realization of uncertainty, there exists a control setting such the operating envelope does not violate the performance/safety constraint (i.e. the plant operates within the feasible region and the design is said to be feasible).

---

\(^5\)There is a constraint corresponding to each control realization \( u, \) for which there are infinitely many realizations from the interval \( U. \)

\(^6\)The concept of flexibility, mentioned earlier, is related to the concept of the operating envelope. Again, the index of flexibility is a measure of the size of the uncertainty interval \( P \) for which there exists a control setting such that the operating envelope doesn’t violate the performance/safety constraint (i.e. the plant operates within the feasible region and the design is said to be feasible).
Figure 2-2: The uncertainty parameters are mapped through the model equations to state space, defining the operating envelope, which in this case, is within the region satisfying the performance/safety constraint.

violate the performance/safety specification. With reference to the robust simulation SIP (2.5), this corresponds to an optimal solution value $\eta^* \leq 0$. In short, solving the feasibility problem requires a rigorous evaluation of the operating envelope.

Since the explicit enumeration of uncertainty parameters and controls is an inadequate procedure for evaluating the operating envelope (there are infinitely many points), global information is required. This can be interpreted as needing rigorous and conservative bounds on the operating envelope, or more precisely, on the implicit function $x$. Figure 2-3 shows such bounds, depicted as the interval $X$. In essence, evaluating the operating envelope boils down to the ability to calculate rigorous bounds on the image of the control and uncertainty sets under the mapping of the implicit function $x$. Stated more precisely, rigorous bounds on the image set $x(U, P)$ are required. In Figure 2-3, rigorous interval bounds on the operating envelope are depicted such that they do not violate the performance/safety specification. This illustrates how robust feasibility of a design can be determined using only the global bounding information. However, it also illustrates how overly-conservative bounds on the operating envelope can generate a situation where the bounds violate the per-
formance/safety specification when the operating envelope is actually feasible. Of course, in order to determine robust feasibility of a design, there must be a procedure for reconciling the latter situation.

2.2.1 Objectives

Since a design engineer actually only cares about the worst-case realization of uncertainty, most of the uncertainty set does not need to be considered. Therefore, the operating envelope that needs to be evaluated may be considerably smaller than that corresponding to the entire uncertainty set. In turn, this pruning of the uncertainty set may lead to the ability to calculate much tighter and less conservative bounds on the operating envelope, which in turn leads to the better chances of guaranteeing robust feasibility of the design. However, in the general case, the operating envelope is nonconvex since process systems models often exhibit complex nonlinear behavior. In this case, simply ensuring feasibility for a single realization of uncertainty requires solving an NLP with embedded implicit functions to global optimality. This leads to the following objectives of this thesis:
1. develop a method to calculate rigorous and convergent global bounding information on implicit functions over a range of parameter values,

2. develop a method to solve NLPs with embedded implicit functions to global optimality, and

3. apply these developments to solve SIPs with embedded implicit functions—the so-called robust feasibility problem—to global optimality.

In Chapter 3, a method for bounding implicit functions using interval analysis is developed. In Chapter 4, the interval bounds are used to calculate convex underestimating and concave overestimating functions of implicit functions which are potentially refinements on the interval bounds. In the same chapter, these convex and concave bounding functions are used within the global optimization of implicit functions algorithm. These chapters essentially accomplish objectives (1) and (2) above. In Chapter 7, the global solution of SIPs with embedded implicit functions is presented, accomplishing objective (3).
Chapter 3

Bounding Implicit Functions Using Interval Analysis

In this chapter the global root-finding problem is considered for systems of parameter-dependent nonlinear algebraic equations. Solutions of such systems are implicit functions of the parameters and therefore this problem amounts to finding real function branches, rather than solution points. In this chapter, a bisection algorithm is presented that relies on (parametric) interval Newton-type methods to calculate interval boxes that are guaranteed to each enclose a locally unique solution branch. A test for existence and uniqueness of enclosed solution branches is presented that is sharper than the classical tests from interval-Newton methods applied to parametric systems. Furthermore, a method for partitioning the parameter space is presented that intelligently searches for a partition that leads to subinterval boxes that are more likely to pass the existence and uniqueness tests. A number of numerical examples are presented with results illustrating the effectiveness of the algorithm.

3.1 Introduction

Enclosing the locally unique solutions of systems of nonlinear equations of the form

$$h(z) = 0, \quad h : D_x \subset \mathbb{R}^n_x \to \mathbb{R}^n_x,$$

(3.1)
with $D_x$ open, using interval analysis, has been addressed extensively in the past. However, it is common that variable coefficients are parameter-dependent, giving rise to parametric nonlinear systems of equations. The form of these equations is:

$$h(z, p) = 0, \quad h : D_x \times D_p \rightarrow \mathbb{R}^{n_x},$$

(3.2)

with $D_p \subset \mathbb{R}^{n_p}$ open. Parametric dependence of coefficients commonly arises when the equations model real-world systems and therefore are inherently inaccurate and uncertain. Model formulations such as (3.2) are therefore applicable across a wide variety of disciplines. In this case, the problem one wishes to solve can be formulated as finding a nontrivial $\Xi \subset \mathbb{R}^{n_x}$ such that

$$\forall p \in P, \exists z \in \Xi : h(z, p) = 0,$$

(3.3)

with $P \subset D_p$ a compact interval. If there exist such $z$ satisfying (3.3), then they define an implicit function $x : P \rightarrow \Xi \subset D_x$. Such an $x$ may not be unique on $P$, in which case, if there are a finite number of solutions, each $x_i$ is called a solution branch. If $x_i$ is continuous on $P$, its image $x_i(P)$ is a connected compact set. Thus, $\Xi$ encloses the union of a collection of connected compact sets that are the image sets of the locally unique solutions. Under appropriate assumptions, continuity of $x_i$ is guaranteed by the Implicit Function Theorem.

The new applications in this thesis, in the realms of Robust Simulation and Global Optimization, require efficient calculations of valid, tight, and convergent enclosures of the solutions of parameter-dependent nonlinear equations. That is, algorithms are required that can efficiently calculate rigorous and tight interval enclosures that are guaranteed to each contain a solution branch that is locally unique on an interval $P^l \subset P$, where the parameter interval $P$ is known or chosen a priori, and $P^l$ has nontrivial width.

In [99], Neumaier describes the “covering method” in which the parametric solution set of polynomial systems in the form of (3.2) is covered with interval boxes which then are refined. The application [99] considered for this method is in the
realm of computer-aided geometric design. Thus, the accuracy of the algorithm is simply the accuracy it takes to represent the solution set as an image on a computer screen [99]. He uses the enclosure property of inclusion monotonic interval extensions to test whether a current interval may enclose a solution of (3.2). Together with a generalized bisection approach, an interval will be refined or discarded, where bisections are made in the coordinate with the largest width (in both the z direction and p direction). The so-called covering method makes use of an interval-Newton method for refining intervals which may contain parts of a solution branch and excluding regions guaranteed not to contain any part of a solution branch. However, the method cannot actually use the inclusion tests that are inherent to interval-Newton methods and therefore, existence and uniqueness of enclosed solutions cannot be guaranteed except in the limit of infinite partitioning. Due to the scope of its application, the covering method is simply not applicable to the problem which this chapter intends to address.

Bounding the solution branch of parameter-dependent linear systems, of the form $A(p)z = b(p)$, has been discussed previously in the literature. In [106], the solution of parameterized linear systems is discussed which makes use of “Rump’s fixed-point iteration method for bounding the hull of the solution set [119].” This technique makes it essentially an interval version of the fixed-point method for solving linear systems that relies on inner-approximations of the hull as well as outer-approximations. In [107, 108], the method’s key results and implementation as packages for commercially available software are discussed.

The parametric linear system methods have specific importance when solving sensitivity analysis problems. Applications of (3.3) to sensitivity analysis have been considered in [46, 47, 75, 100, 118, 119]. The problem (3.3) is referred to as the perturbed problem. In [100], linearizations of (3.2) were considered to calculate rigorous bounds on the solution(s), with [118] offering some improvements. The authors of [100, 118] present rigorous methods using linear interval enclosures of the nonlinear parametric solution. These methods reduce to solving a linear interval system of equations. In [75], the authors make use of rigorous affine interval enclosures, introduced in [74], to
calculate (outer) bounds on the interval hull of the image set. The problem in (3.3) then reduces to solving a linear interval system of equations as well. Although, in theory, the methods produce rigorous enclosures of a locally unique solution to (3.2) over $P$, they still rely on linear approximations to the nonlinear system, whereas the classic interval Newton-type methods do not.

The interval Newton-type methods provide inherent tests for the existence of solutions in a given interval. In [46], Gay makes use of the parametric extensions of two common “existence tests”: the Krawczyk [76] test and the Khoustelidis and Moore [93] test based on Miranda [86]. He claims that “it is easy to generalize such existence tests to account for problems in the form of (3.2)” [46]. He also states the “the results of Moore [91] extend immediately to (3.2)” [46]. Although Gay’s generalizing statement is true, because he is only interested in verifying the existence of (not necessarily unique) solutions of (3.3), he never discusses the non-triviality associated with making the parametric extension of the interval-method based uniqueness tests.

In [77], Krawczyk uses the formulation introduced in [46], and considers bounding the parameterized function with a so-called function strip. The function strip approach uses an interval-valued function that takes the real vector-valued argument $z$, and outputs an interval enclosure of $h$ evaluated at $z$ valid for all $p \in P$. The problem he then wishes to solve is to find a valid enclosure of the locally unique solution $x$ on $P$. The Krawczyk operator and the interval-Newton operator were then generalized for the use with function strips. The idea of a function strip is analogous in many ways to what how the interval methods will be used in this chapter, except no modifications to the already well understood interval Newton-type operators will be made, except to incorporate parameter dependence.

In [56], Hansen and Walster briefly discuss some theory and application of the interval Newton method to parametric nonlinear problems, including some analysis. A one-dimensional parametric example is presented in [56, 54] in which a modified parametric interval-Newton method is applied to calculate tight bounds on the locally unique solution branch. The presented approach calculates the parametric interval-Newton operator from multiple points of expansion, as opposed to just one, in which
the standard parametric extension to the interval-Newton operator is calculated. In [54], they also generalize the approach to multi-dimensional cases noting its inherent inefficiency. However, the discussion in [56] and [54] is incomplete as they fail to address thoroughly the many important results concerning the parametric extension of interval Newton-type methods. A more thorough analysis of interval methods for parameter-dependent nonlinear systems of equations is given in [101].

Interval arithmetic and (non-parametric) interval Newton-type methods have been applied within various algorithms for bounding all solutions of systems of equations, such as (3.1), that exist within a large initial box. In [68], the authors propose applying generalized bisection to the solve global root-finding problem. Coupled with interval methods, in which tests for existence and uniqueness of solutions in a given box are inherent, all real solutions of (3.1) can be found. In [70] this exact strategy was applied to bound all solutions of (3.1). In [53], extended interval arithmetic was developed and applied in a similar manner to reduce the initial space into subintervals, known to enclose solutions, in which the interval Jacobian matrix is nonsingular, providing uniqueness of enclosed solutions. This technique is rather appealing because even without bisection, new information may be calculated that allows for regions of the original box to be excluded.

An extension of generalized bisection [68] to parametric nonlinear systems, as in (3.2) will be proposed in this work. The objective of such an algorithm is to generate boxes \( X^l \times P^l \subset X \times P \), with \( P^l \) having substantial width, such that \( X^l \) is guaranteed to enclose a locally-unique solution branch on all of \( P^l \). One subtle difference in the parameterized generalized bisection procedure is the processing of interval boxes taking into account the idea of partial enclosures. In other words, simply applying generalized bisection to a parameterized problem and blindly bisecting in \( X \) (and not \( P \)) is prone to produce boxes that enclose a solution branch for some, but not all \( p \in P \). The parameterized generalized bisection algorithm will apply the standard theory developed for interval methods as well as incorporate some new results to, first and foremost, avoid partial enclosures while bisecting \( X \). Similarly, if no “safe” bisection of \( X \) can be guaranteed, the algorithm applies a procedure for partitioning the \( P \).
interval box. Since it is desired that this algorithm bounds solution branches for all \( p \in P^l \subset P \), with sufficiently wide \( P^l \), passing the classical existence/uniqueness tests of the interval Newton-type methods becomes an issue. Since the classical existence and uniqueness tests are often too strong to pass for parameter-dependent problems, the parameterized generalized bisection algorithm relies on a sharper existence and uniqueness test, developed in Section 3.4.

Alternatively, homotopy continuation [4, 129] has been applied to find all solution branches of the system (3.2). In particular, it has commonly been applied to (small) polynomial systems of a single parameter [94]. This is done by *tracing* a parametric solution curve starting at the lowest value of the parameter and continuously solving the system of equations successively for increasing parameter values. Various applications to systems with multiple parameters has been discussed [113, 114, 115, 129]. However, as discussed, homotopy continuation can only handle a single parameter. Extensions to multiple parameter problems requires a reformulation into a single parameter problem. Equivalence of the reduced problem to the higher dimension problem is then guaranteed only on a given path on the solution surface to the multiple parameter problem [114]. Thus, multiple parameter problems are not only inefficient to solve, but generating accurate pictures of multidimensional solution surfaces from a one-dimensional approach is inherently problematic [114]. Furthermore, continuation does not offer the ability to enclose solutions branches rigorously, only approximate their critical boundaries [113] to finite precision.

In Section 3.2, the mathematical notation and nomenclature used throughout this chapter and beyond, is presented. Section 3.3 presents two classical interval methods, discusses the idea of interval iteration, and presents the standard, well-established results regarding existence and uniqueness of enclosed solutions. In Section 3.4, some theoretical results regarding partial enclosures are given as well as a stronger existence and uniqueness result that provides a sharper test than the classical tests. Furthermore, in Section 3.4, the convergence properties of interval enclosures under partitioning the parameter interval is discussed. These results have important implications when using the interval enclosures as bounding information in global
optimization applications. In Section 3.5, the parameterized generalized bisection
algorithm is formalized and the heuristic cutting strategies are discussed. In Sec-
tion 3.6, the computer implementation is discussed and some numerical examples are
given that illustrate the performance of the algorithm. Finally, in Section 3.7, some
concluding remarks are given.

3.2 Background

This section provides the reader with the background mathematical concepts, results,
and nomenclature, with respect to interval analysis, used throughout this thesis.

**Assumption 3.2.1.** Unless otherwise stated, there exists at least one implicit func-
tion \( x : P \subset D_p \rightarrow D_x \) such that \( h(x(p), p) = 0 \) holds for every \( p \in P \).

**Remark 3.2.2.** If the closed convex hull of the Jacobian matrix of \( h \) with respect to
\( z \) (denoted \( J_z \)) on the set \( X \times P \subset D_x \times D_p \) does not contain any singular matrices,
an implicit function satisfying Assumption 3.2.1 is unique in \( X \) and it is continuous
on \( P \). This is a consequence of Proposition 5.1.4 in [101] and the semilocal implicit
function Theorem 5.1.3 in [101].

3.2.1 Interval Analysis

The notation and some concepts from interval analysis are presented in this section.
The reader is directed to [92, 101] for a more complete background on the concepts
of interval analysis.

**Definition 3.2.3.** An interval \( Z \subset \mathbb{R}^m \) is defined as the nonempty connected compact
set:

\[
Z = \{ z \in \mathbb{R}^m : z^L \leq z \leq z^U \},
\]

with \( z^L \in \mathbb{R}^m \) and \( z^U \in \mathbb{R}^m \) as the lower and upper bounds of the interval \( Z \),
respectively. The \( i^{\text{th}} \) component of \( Z \) will be denoted \( Z_i \).
Definition 3.2.4. The interior of an interval $Z \subset \mathbb{R}^m$ is defined as the connected open (possibly empty) set:

$$\text{int}(Z) = \{ z \in \mathbb{R}^m : z^L < z < z^U \}.$$ 

Definition 3.2.5. The set of interval subsets of $\mathbb{R}$ is denoted $\mathbb{I}$. 

Definition 3.2.6. Let $Z \subset \mathbb{R}^m$. The set $\{ Y \in \mathbb{I} \mathbb{R}^m : Y \subset Z \}$ is denoted as $I_Z$.

With this definition, it is clear that $I_Z \subset \mathbb{I} \mathbb{R}^m$.

Definition 3.2.7 (Midpoint). The midpoint or median, of an interval $Z \in \mathbb{I} \mathbb{R}^m$ is defined as:

$$m(Z) \equiv \frac{z^L + z^U}{2}, \quad i = 1, \ldots, m. \quad (3.4)$$

For $Z \in \mathbb{I} \mathbb{R}^m$, the midpoint will be a real vector $m(Z)$ whose $i^{th}$ component is $m(Z_i)$. Similarly, for $Z \in \mathbb{I} \mathbb{R}^{m \times n}$, the midpoint will be a real matrix $m(Z)$ whose $(i,j)^{th}$ element is $m(Z_{ij})$.

Definition 3.2.8 (Image). The image of the set $Z \in \mathbb{I} \mathbb{R}^m$ under the mapping $f : A \subset \mathbb{R}^m \to \mathbb{R}^n$, with $Z \in \mathbb{I} A$ is denoted as $\hat{f}(Z)$.

Note that the image is not necessarily an interval.

Definition 3.2.9 (Interval Hull). Let $A \subset \mathbb{R}^m$ be bounded. $\square A \in \mathbb{I} \mathbb{R}^m$ is called the interval hull of $A$ if $A \subset \square A$ and for any $Z \in \mathbb{I} \mathbb{R}^m$ such that $A \subset Z$, $\square A \subset Z$.

Definition 3.2.10. The interval hull of the image of $Z \in \mathbb{I} A$ under $f : A \subset \mathbb{R}^m \to \mathbb{R}^n$ is denoted as $\square \hat{f}(Z) = \left[ \hat{f}^L(Z), \hat{f}^U(Z) \right]$.

Definition 3.2.11. An interval-valued function $F : \mathbb{I} A \to \mathbb{I} \mathbb{R}^n$, evaluated at any $Z \in \mathbb{I} A \subset \mathbb{I} \mathbb{R}^m$, is denoted as $F(Z)$.

Definition 3.2.12 (Interval Extension). Let $Z \subset \mathbb{R}^m$. An interval-valued function $F : \mathbb{I} Z \to \mathbb{I} \mathbb{R}^n$ is called an interval extension of the real-valued function $f : Z \to \mathbb{R}^n$ on $Z$, if

$$f(z) = y = [y, y] = F([z, z]), \quad \forall z \in Z.$$
It should be noted that this definition of an interval extension is the same as that in [92]. It is more general than the definition of an interval extension in [101] which also requires that $F$ is an inclusion function of $f$, which is defined below. For the purposes of this thesis the more general definition of an interval extension is used.

**Definition 3.2.13.** An interval extension, $F(Z)$, of the function $f : A \subset \mathbb{R}^m \to \mathbb{R}^n$, at $Z \in IA$, is called *exact* at $Z \in IA$ if $F(Z) = \hat{f}(Z)$.

**Definition 3.2.14 (Inclusion Monotonic [92, 101]).** Let $Z \subset \mathbb{R}^m$. An interval-valued function $F : IZ \to \mathbb{R}^n$ is called *inclusion monotonic* on $Z$ if for every $A, B \in IZ$,

$$B \subset A \Rightarrow F(B) \subset F(A). \quad (3.5)$$

**Definition 3.2.15 (Inclusion Function).** An interval-valued function $F : IZ \to \mathbb{R}^n$ is called an *inclusion function* of $f : Z \to \mathbb{R}^n$ on $Z$ if

$$\hat{f}(A) \subset F(A), \ \forall A \in IZ.$$

**Theorem 3.2.16 ([92, 101]).** Let $Z \subset \mathbb{R}^m$. and let $F : IZ \to \mathbb{R}^n$ be an inclusion monotonic interval extension of $f : Z \to \mathbb{R}^n$ on $Z$. Then $F$ is an inclusion function of $f$ on $Z$.

*Proof.* Proof can be found in [92] page 21.

This so-called inclusion property is also known as *The Fundamental Theorem of Interval Analysis*.

**Definition 3.2.17 (Nested Sequences).** A sequence of intervals $\{Z^k\}$, with $Z^k \in \mathbb{R}^m$ is said to be nested if $Z^{k+1} \subset Z^k$ for every $k$.

**Theorem 3.2.18 (Finite Convergence [92]).**

1. Every nested sequence of intervals is convergent and has the limit

$$Z^* = \bigcap_{k=1}^{\infty} Z^k.$$
2. For some real vector \( z \) such that \( z \in Z^k \) for all \( k \), the sequence of intervals \( \{Y^k\} \) defined by \( Y^1 = Z^1 \) and \( Y^{k+1} = Z^{k+1} \cap Y^k \) for \( k = 1, 2, \ldots \) is a nested sequence with limit \( Y^* \) and
\[
z \in Y^* \subset Y^k.
\]

3. Using outward-rounded interval arithmetic, there exists a \( K \in \mathbb{N} \) such that \( Y^k = Y^K \) for \( k \geq K \) and the sequence \( \{Y^k\} \) is said to converge in \( K \) steps.

Proof. The proof can be found in [92] on page 36.

**Definition 3.2.19** (Interval Width). The *width* of an interval \( Z \in \mathbb{IR} \) is defined as the distance between its upper and lower bounds:
\[
w(Z) = z^U - z^L.
\]

**Definition 3.2.20** (Interval Vector Width). The width of an interval vector \( Z \in \mathbb{IR}^m \) is the vector, \( w(Z) \), whose \( i^{th} \) component is \( w(Z_i) \).

Note that this definition is consistent with that of [3] and differs from that of [92].

**Definition 3.2.21** (Radius). Let \( A \in \mathbb{IR} \). The *radius* of \( A \) is defined as one-half its width:
\[
\text{rad}(A) = w(A)/2.
\]

For \( A \in \mathbb{IR}^{m \times n} \), \( \text{rad}(A) \) is the \( m \times n \)-dimensional real-valued matrix whose \((i, j)^{th}\) element is given by \( \text{rad}(A_{ij}) \).

The metric used in interval analysis is the Hausdorff metric.

**Definition 3.2.22** (Hausdorff Metric [92, 101, 109]). Distances in the *Hausdorff metric* are defined as
\[
d_H(Z, Y) = \max_i \{|z^L_i - y^L_i|, |z^U_i - y^U_i|\}
\]
with \( Z, Y \in \mathbb{IR}^m \).
Note that the Hausdorff metric induces the max-norm $||·||_\infty$ [109].

**Theorem 3.2.23** (Completeness, [3]). *The space $\mathbb{IR}^m$ equipped with the Hausdorff metric is a complete metric space.*

*Proof.* Proof can be found in [3]. \qed

**Definition 3.2.24.** An inclusion monotonic interval extension of the partial derivative of the continuously-differentiable function $f_i : A \subset \mathbb{R}^m \rightarrow \mathbb{R}$ with respect to $z_j$ evaluated at $Z \in I_A$ is denoted as

$$\frac{\partial F_i}{\partial z_j}(Z).$$

**Definition 3.2.25.** An inclusion monotonic interval extension of the Jacobian matrix, of a vector-valued function $f : A \subset \mathbb{R}^m \rightarrow \mathbb{R}^n$, evaluated at $Z \in I_A$ is denoted as

$$J_z(Z) \equiv \begin{bmatrix} \frac{\partial F_1}{\partial z_1}(Z) & \cdots & \frac{\partial F_1}{\partial z_m}(Z) \\ \vdots & \ddots & \vdots \\ \frac{\partial F_n}{\partial z_1}(Z) & \cdots & \frac{\partial F_n}{\partial z_m}(Z) \end{bmatrix}. \quad (3.7)$$

The subscript $z$ becomes essential when dealing with parameter dependent functions. For instance, given a function $f : D_x \times D_p \rightarrow \mathbb{R}^{nx}$, the notation $J_x$ refers to the matrix of partial derivatives with respect to the first vector of arguments (in $D_x$).

**Definition 3.2.26** (Singularity). Let $A \in \mathbb{IR}^{n \times n}$. A is said to be *singular* if there exists a singular matrix $A \in \mathbb{R}^{n \times n}$ such that $A \in A$. Similarly, $A$ is said to be nonsingular if no such $A$ exists.

In [101], Neumaier introduces a more general concept applicable to rectangular interval matrices $A \in \mathbb{IR}^{m \times n}$. A matrix $A$ is said to be regular if every $A \in A$ has rank $n$. Thus, when $m = n$, the notions of non-singular and regular are equivalent.

**Definition 3.2.27.** Let $A \in \mathbb{IR}^{n \times n}$ be nonsingular. Then

$$A^{-1} \equiv \square\{A^{-1} : A \in A\}$$
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is the inverse of an interval matrix.

**Theorem 3.2.28.** Let $A \in \mathbb{IR}^{n \times n}$, $m(A)$ be nonsingular, and define $Z \equiv |m(A)^{-1}| \text{rad}(A)$, where $|m(A)^{-1}|$ is the elementwise absolute value of $m(A)^{-1}$. Let $\lambda_{\text{max}} = \max_i \{ |\lambda_i| \}$ be the magnitude of the extremal eigenvalue(s) of $Z$. If $\lambda_{\text{max}} < 1$, then $A$ is nonsingular.

**Proof.** Follows from Proposition 4.1.1 and Corollary 4.1.3 in [101].

### 3.2.2 Extended Interval Arithmetic

*Extended interval arithmetic* is an interval arithmetic that, for the concerns of this thesis, defines division by intervals enclosing 0. Such cases may arise when applying parametric interval Newton-type iterations to bound parametric solutions of (3.2). For example, when an interval Jacobian matrix is calculated that encloses a singular matrix, an interval division by zero may be encountered and no new information can be obtained using standard interval division. However, applying extended interval arithmetic to the parametric interval Newton-type iteration may provide a way to calculate new information and circumvent the interval divide by zero scenario. It is apparent that if multiple solutions exist in a box the interval Jacobian matrix will be singular. Similarly, if an interval Jacobian matrix is singular, then uniqueness of enclosed solutions cannot be verified. The application of extended interval arithmetic to parametric systems is analogous to non-parametric systems. Divisions with intervals containing zero are defined in the following.

**Definition 3.2.29.** Let $A \in \mathbb{IR}$ such that $0 \in A = [a^L, a^U]$. Then

$$
\frac{1}{A} = \begin{cases} 
[1/a^U, +\infty) & \text{if } a^L = 0, \\
(-\infty, 1/a^L] & \text{if } a^U = 0, \\
(-\infty, 1/a^L] \cup [1/a^U, +\infty) & \text{otherwise.}
\end{cases}
$$

Thus, extended interval arithmetic returns either an unbounded interval or the union of two disjoint unbounded intervals. If the division by an interval containing
zero results in the union of two disjoint intervals, each interval in the union is then separately returned to the parametric interval Newton-type iteration for refinement and/or the application of the inclusion/exclusion tests.

3.3 Interval Methods

The interval methods presented in this section have been studied extensively in the past. For a more thorough analysis, the reader is directed to [101]. This section will simply establish the parameterized notation and state the generalized inclusion results and the existence/uniqueness tests for each parametric interval method considered. The following assumptions must be made.

Assumption 3.3.1.

(a) The function \( h : D_x \times D_p \to \mathbb{R}^{n_x} \) is continuously differentiable on \( D_x \times D_p \).

(b) The functions \( h \) and \( J_x \) have inclusion monotonic interval extensions, \( H \) and \( J_x \).

Remark 3.3.2. Continuous differentiability is only required for the interval methods as they are presented in this thesis. However, strictly speaking, this assumption is not necessary since generalized derivative information may be used so long as \( h \) is Lipschitz.

The parametric extension to the interval-Newton method has been discussed in [56, 101] and a slightly modified form in [77]. The parametric interval-Newton operator is defined, in its Gauss-Seidel form, in the following.

Definition 3.3.3. Let \( X^k \in \mathbb{R}^{n_x} \), \( P \in \mathbb{R}^{n_p} \), \( x^k \in X^k \), and \( Y^k \in \mathbb{R}^{n_x \times n_x} \). Define \( A^k \in \mathbb{R}^{n_x \times n_x} \) and \( B^k \in \mathbb{R}^{n_x} \) as \( A^k \equiv Y^k J_x(X^k, P) \) and \( B^k \equiv Y^k H(x^k, P) \), respectively. The parametric interval-Newton operator \( N : \mathbb{R}^{n_x} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_p} \to \mathbb{R}^{n_x} \) is
defined as

\begin{equation}
\text{for } i = 1, \ldots, n_x \text{ do }
N_i(x^k, X^k, P) := x^k_i - \left[ B^k_i + \sum_{j=1}^{i-1} A^k_{ij} (X^k_{j+1} - x^k_{j+1}) + \sum_{j=i+1}^{n_x} A^k_{ij} (X^k_{j} - x^k_{j}) \right] / A^k_{ii}
\end{equation}

(3.8)

\begin{align*}
X^k_{i+1} &:= N_i(x^k, X^k, P) \cap X^k_i \\
\end{align*}

end.

A common preconditioning matrix is the midpoint inverse: \( Y^k = [m(J_x(X^k, P))]^{-1} \), and thus \( Y^k = Y^k(X^k, P) \). Note that by preconditioning with \( Y^k \), the case in which \( 0 \in A^k_{ii} \) is more likely to be avoided than without preconditioning. However, if \( 0 \in A^k_{ii} \), extended interval arithmetic may be employed. The next operator avoids interval division altogether.

**Definition 3.3.4.** For \( X^k \in \mathbb{IR}^{n_x} \), \( P \in \mathbb{IR}^{n_p} \), \( x^k \in X^k \), and \( Y^k \in \mathbb{R}^{n_x \times n_x} \), the parametric interval Krawczyk operator \( K : \mathbb{R}^{n_x} \times \mathbb{IR}^{n_x} \times \mathbb{IR}^{n_p} \rightarrow \mathbb{IR}^{n_x} \) is defined as

\begin{equation}
K(x^k, X^k, P) \equiv x^k - Y^k H(x^k, P) + (I - Y^k J_x(X^k, P))(X^k - x^k),
\end{equation}

(3.9)

where \( I \) is the \( n_x \times n_x \)-dimensional identity matrix.

A more efficient and practical calculation of the parametric Krawczyk operator can be done by using a sequential, componentwise strategy, analogous to the parametric interval-Newton operator.

**Definition 3.3.5.** Let \( X^k \in \mathbb{IR}^{n_x} \), \( P \in \mathbb{IR}^{n_p} \), \( x^k \in X^k \), and \( Y^k \in \mathbb{R}^{n_x \times n_x} \). Define \( A^k \in \mathbb{IR}^{n_x \times n_x} \) and \( B^k \in \mathbb{IR}^{n_x} \) as

\begin{align*}
A^k &\equiv I - Y^k J_x(X^k, P) \\
B^k &\equiv Y^k H(x^k, P),
\end{align*}
respectively. The parametric Krawczyk operator is defined as

\[
\text{for } i = 1, \ldots, n_x \text{ do } \\
K_i(x^k, X^k, P) := x_i^k - B_i^k + \sum_{j=1}^{i-1} A_{ij}^k (X_j^{k+1} - x_j^k) + \sum_{j=i}^{n_x} A_{ij}^k (X_j^k - x_j^k) \\
X_i^{k+1} := K_i(x^k, X^k, P) \cap X_i^k \\
\text{end.}
\]

**Definition 3.3.6** (Parametric Interval Method). Let \( X^0 \in \mathbb{ID}_x, P \in \mathbb{ID}_p, x^0 \in X^0, \) and \( Y^0 \in \mathbb{R}^{n_x \times n_x}. \) Then, the iteration

\[
X^{k+1} := \Phi(x^k, X^k, P), \ k \in \mathbb{N}
\]

with \( \Phi \in \{N, K\} \) defined as in Definitions 3.3.3 or 3.3.5 will be referred to as a parametric interval method.

The sequence of intervals produced by the iteration (3.11) will, by construction, be a nested sequence of intervals. By Theorem 3.2.18, these sequences are convergent.

### 3.3.1 General Results on Parametric Interval Methods

The results presented in this section are simply statements of the results in [101] formalized for parameter-dependent systems.

**Theorem 3.3.7** (Exclusion). Let \( X^0 \in \mathbb{ID}_x, P \in \mathbb{ID}_p, \) and \( x^0 \in X^0. \) Let \( \{X^k\} \) be a nested sequence of intervals generated by a parametric interval method (3.11) starting from \( X^0. \) If for some \( k \in \mathbb{N}, \) and for some component \( i, \) \( \Phi_i(x^k, X^k, P) \cap X_i^k = \emptyset, \) then there are no solutions of (3.2) in \( X^0 \) (or \( X^k \)) for any \( p \in P. \)

**Theorem 3.3.8** (Interval Enclosure). Let \( X^0 \in \mathbb{ID}_x, P \in \mathbb{ID}_p, \) and \( x^0 \in X^0. \) Let \( \{X^k\} \) be a nested sequence of intervals generated by a parametric interval method (3.11) starting from \( X^0. \) Suppose \( x : P \to \mathbb{R}^{n_x} \) is a continuous solution branch of (3.2). If \( \hat{x}(P) \subset X^0. \) Then:
1. \( \hat{x}(P) \subset X^k, \forall k \in \mathbb{N}, \)

2. \( \hat{x}(P) \subset \Phi(x^k, X^k, P), \forall k \in \mathbb{N}. \)

**Corollary 3.3.9.** Let \( X^0 \in \mathbb{I}D_x, P \in \mathbb{I}D_p, \) and \( x^0 \in X^0. \) Let \( \{X^k\} \) be a nested sequence of intervals generated by a parametric interval method (3.11) starting from \( X^0. \) Suppose \( x : P \to \mathbb{R}^{n_x} \) is a continuous solution branch of (3.2). Then the following holds:

1. \( x(p) \in X^0 \Rightarrow x(p) \in X^k, \forall k \in \mathbb{N}, \)

2. \( x(p) \notin X^0 \Rightarrow x(p) \notin X^k, \forall k \in \mathbb{N}. \)

**Theorem 3.3.10** (Existence and Uniqueness). Let \( X \in \mathbb{I}D_x, P \in \mathbb{I}D_p, z \in \text{int}(X), \) and \( \Phi \in \{N, K\} \) with \( N \) and \( K \) defined as in Definitions 3.3.3 and 3.3.5, respectively. If \( \Phi(z, X, P) \subset \text{int}(X), \) then \( J_{x}(X, P) \) is nonsingular and there exists a solution branch \( x : P \to D_x \) of (3.2) in \( X \) and it is unique.

Although applying the existence and uniqueness test of Theorem 3.3.10 is trivial computationally, due to the width of the parameter interval \( P, \) overestimation becomes an issue, potentially causing the test to be rather difficult to pass.

### 3.4 Theoretical Development

#### 3.4.1 Existence and Uniqueness of Enclosed Solutions

In this section, useful results for verifying existence and uniqueness of enclosed solutions are presented. The first result is simply a generalization of the converse of Miranda’s theorem (Cor. 5.3.8 in [101]) for existence of enclosed solutions.

**Theorem 3.4.1.** Let \( X \in \mathbb{I}D_x \) and \( P \in \mathbb{I}D_p. \) Let \( H \equiv [h^L, h^U] \) be an inclusion function, and an interval extension, of \( h \) on \( X \times P. \) For some \( i, \) choose \( \bar{x}_i \in X_i \) and set \( Z_i := [\bar{x}_i, \bar{x}_i] \) and \( Z_j := X_j \) for \( j \neq i. \) If for some \( l, h^L_l(Z, P)h^U_l(Z, P) > 0 \) holds, then there does not exist a solution \( z \) to \( h(z, p) = 0 \) in \( Z \) for any \( p \in P. \)
Proof. Suppose not. Then there exists a solution \( z \) to \( h(z, p) = 0 \) in \( Z \) for some \( p \in P \). Since \( Z_i = \tilde{x}_i \), the point \( x = [x_1, x_2, \ldots, \tilde{x}_i, \ldots, x_n] \) must satisfy \( h(x, p) = 0 \) for some \( (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n, p) \in X_1 \times \cdots \times X_{i-1} \times X_{i+1} \times \cdots \times X_n \times P \), since \( H \) is an inclusion function and an interval extension of \( h \). This implies \( 0 \in H(Z, P) \) which implies \( h^L(Z, P)h^U(Z, P) \leq 0 \) for every \( l = 1, 2, \ldots, n_x \), a contradiction. \( \square \)

The previous result offers an efficient way to rule out a partial enclosure scenario. For instance, if a partial enclosure is suspected in dimension \( i \), then it is expected that \( x_i \) crosses a boundary of \( X_i \); either its upper bound \( x^U_i \), lower bound \( x^L_i \), or both. Therefore, setting \( \tilde{x}_i := x^L_i \) or \( \tilde{x}_i := x^U_i \) in Theorem 3.4.1 allows one to verify if \( x_i \) does not leave the lower or upper bound of \( X_i \), respectively. Of course, in order to verify this for all \( i = 1, 2, \ldots, n_x \), Theorem 3.4.1 must be applied \( 2n_x \) times. A simpler way to exclude the possibility of a partial enclosure is given in the next result.

Theorem 3.4.2. Let \( X^0 \in ID_x, P \in ID_p \) and \( \{X^k\} \) be a sequence of intervals generated by a parametric interval method (3.11), starting at \( X^0 \). Suppose that a continuous solution branch \( x : P \rightarrow \mathbb{D}x \) of (3.2) exists. Then the quantities referred to exist and for \( k \in \mathbb{N} \):

\[
\hat{x}^U_i(P) \geq x^0_i \geq \hat{x}^L_i(P) \Rightarrow x^{k,L}_i = x^0_i, \quad i = 1, 2, \ldots, n_x.
\]

Proof. The minimum and maximum of a continuous function on a compact set exist and define the image set. By hypothesis \( \hat{x}^U_i(P) \geq x^0_i \geq \hat{x}^L_i(P) \) so that by continuity of the solution, \( x^0_i \) forms part of a solution for some \( p \in P \). Also, \( x^0_i \in X_i^0 \) by definition. Hence, applying Theorem 3.3.8 on \([\hat{p}, \hat{p}]\) yields \( x^0_i \in X_i^k, \forall k \) and thus \( x^{k,L}_i \leq x^0_i, \forall k \) must hold. However, by construction \( x^{k,L}_i \geq x^0_i, \forall k \). Thus \( x^{k,L}_i = x^0_i, \forall k \) for \( i = 1, 2, \ldots, n_x \). \( \square \)

Corollary 3.4.3. Suppose the hypotheses of Theorem 3.4.2 are satisfied. Then for \( k \in \mathbb{N} \):

1. \( x^{k,L}_i > x^0_i \Rightarrow x_i(p) \neq x^0_i, \forall p \in P \),

2. \( x^{k,U}_i < x^0_i \Rightarrow x_i(p) \neq x^0_i, \forall p \in P \)
hold for \( i = 1, 2, \ldots, n_x \).

The practical application of this result is that when applying a parametric interval Newton-type method, if any improvement is observed on any of the bounds, it is known that a solution curve does not cross that bound. Thus, if it is not known whether \( X^0 \) is a partial enclosure of a solution curve, one can apply a parametric interval Newton-type method and potentially guarantee no partial enclosure. As we will see in Section 3.5, Theorem 3.4.1 and Corollary 3.4.3 will be applied within Algorithm 3.1 to find a position to bisect the current interval so as to avoid a partial enclosure situation altogether. The following result provides a much sharper, computationally verifiable test for existence and uniqueness of enclosed solutions as compared to the standard test of Theorem 3.3.10.

**Theorem 3.4.4** (Existence and Uniqueness). Let \( Z \in \mathbb{I}D_x, P \in \mathbb{I}D_p, \) and \( z \in Z \). Suppose \( Y^{-1} = m(J_x(Z, P)) \) is nonsingular. Let \( \Phi \in \{N, K\} \) be defined as in Definitions 3.3.3 or 3.3.5. Let \( A = |Y|\text{rad}(J_x(Z, P)) \). Let \( \lambda_{\text{max}} = \max_i \{|\lambda_i|\} \) be the magnitude of the extremal eigenvalue(s) of \( A \). Suppose it is guaranteed (say by Theorem 3.4.1 or Corollary 3.4.3) that no solution branch intersects the bounds of \( Z \).

If \( \lambda_{\text{max}} < 1 \), \( \Phi(z, Z, \bar{p}) \subset \text{int}(Z) \), \( z \in \text{int}(Z) \), and \( \bar{p} \in P \), then there exists a unique solution branch in \( Z \) for every \( p \in P \).

**Proof.** From the hypotheses, the following hold:

1. if solution branches exist in \( Z \), they are contained in its interior,

2. since \( \Phi(z, Z, \bar{p}) \subset \text{int}(Z) \), a unique solution exists in \( Z \) at \( \bar{p} \)

3. since \( \lambda_{\text{max}} < 1 \), by Theorem 3.2.28 it follows that \( J_x(Z, P) \) is nonsingular.

Therefore, the hypotheses of Proposition 5.1.4 and Theorem 5.1.3 in [101] are satisfied. It follows that there exists a unique solution branch in \( Z \).

**Remark 3.4.5.** Guaranteeing that no solution branch intersects the bounds of \( Z \) can be done by either applying Theorem 3.4.1 \( 2n_x \) times (at each bound) or by applying a parametric interval method and verifying \( Z^* \subset Z^0 \) strictly, where \( Z^* \) is the converged interval and \( Z^0 \) is the initial interval; a result of Corollary 3.4.3.
3.4.2 Convergence

An important property of enclosures of locally unique solution branches of (3.2) generated by parametric interval methods, is their convergence behavior under partitioning $P$. The results in this section have important implications when using this bounding information within global optimization applications such as in the next chapter and in [128, 134]. The reader should be aware that the results presented in this section may be not entirely complete and are the topic of future research. The following result will be important in later continuity arguments.

**Lemma 3.4.6.** Let $A \in \mathbb{IR}^{n \times n}$ with $m(A)$ nonsingular. If $m(A)^{-1}A$ is nonsingular, then for $B \in A$, $m(B)^{-1}B$ is nonsingular and has diagonal elements that do not contain zero.

**Proof.** By Corollary 4.1.3 in [101], since $m(A)^{-1}A$ is nonsingular, $m(B)^{-1}B$ is nonsingular. By Theorem 4.1.1 in [101], diagonal elements of $m(B)^{-1}B$ do not contain 0. □

**Lemma 3.4.7.** Let $m[J_x(X^0, P)]$ be nonsingular for some $(X^0, P) \in I_Dx \times I_Dp$. Suppose $Y^0J_x(X^0, P)$ is nonsingular with $m[J_x(X^0, P)]^{-1}$, then the interval-valued functions $N, K : D_x \times I_Dx \times I_Dp \to \mathbb{IR}^{n_x}$, defined in Definitions 3.3.3, 3.3.4, and 3.3.5, are continuous on their domains.

**Proof.** By continuous differentiability of $h$ on $D_x \times D_p$, $h$ and $J_x$ are continuous. By Lemma 3.4.6, if $Y^0J_x(X^0, P)$ is nonsingular for some $(X^0, P) \in I_Dx \times I_Dp$, and $Y^0 = m[J_x(X^0), P]^{-1}$, then $Y^kJ_x(X^k, P)$ is nonsingular for every $k$ and its diagonal elements do not enclose 0. By Theorem 2.1.1 in [101], $K : D_x \times I_Dx \times I_Dp$ as in Def. 3.3.4 and Def. 3.3.5 and $N : D_x \times I_Dx \times I_Dp$ as in Def. 3.3.3 are continuous. □

**Theorem 3.4.8.** Let $X^0 \in I_Dx$ be such that there exists a locally unique solution $x(p) \in X^0$ for every $p \in P^1 \in I_Dp$ with $J_x(X^0, P^1)$ nonsingular. Let $\{P^1\} \in I P^1$ define a nested sequence of parameter intervals such that $\cap_{i=1}^\infty P^i = [\hat{p}, \hat{p}]$. Let $\{X^k\}$ be the nested sequence of intervals generated by the parametric interval method,
Def. 3.3.6, with $\Phi = N$ as in Definition 3.3.3, using finite-precision rounded interval arithmetic starting at the initial interval $X^0$. Then $\lim_{l \to \infty} \lim_{k \to \infty} \Phi(x^k, X^k, P^l) = \lim_{k \to \infty} \lim_{l \to \infty} \Phi(x^k, X^k, P^l) = [x(\hat{p}), x(\hat{p})]$.  

Proof. Let $G_k(P^l) = X^k = \Phi(x^{k-1}, X^{k-1}, P^l)$ and let $\epsilon_{tol}$ be the precision to which intervals are rounded. Consider $\lim_{k \to \infty} \lim_{l \to \infty} G_k(P^l)$. Since $J_x(X^0, P)$ is nonsingular, $m(J_x(X^0, P))$ is nonsingular. Therefore $m(J_x(X^k, P))^{-1} J_x(X^k, P)$ is nonsingular for every $k$ from Lemma 3.4.6. Furthermore, from the same Lemma, the diagonal elements of $m(J_x(X^k, P))^{-1} J_x(X^k, P)$ do not contain 0. From Lemma 3.4.7, $N$ is continuous. It is clear from continuity of $N(x^k, X^k, \cdot)$ on $I_D$ that $\lim_{k \to \infty} \lim_{l \to \infty} G_k(P^l) = \lim_{k \to \infty} G_k(\hat{p})$, which is a simple reduction of the parametric case to the non-parametric case. Since $J_x(X^0, \hat{p})$ is nonsingular, we have $m(J_x(X^k, \hat{p}))^{-1} J_x(X^k, \hat{p})$ nonsingular and its diagonals do not contain 0. Then, from Theorem 5.2.6 in [101], $G_k(\hat{p}) \to G^*(\hat{p}) = \Phi(x^*, X^*(\hat{p}), \hat{p}) = X^*(\hat{p}) = [x(\hat{p}), x(\hat{p})] = x(\hat{p})$. By Theorem 3.2.18, since $\{G_k(P^l)\}$ is a nested sequence of intervals, it is convergent. Since $\mathbb{R}^{n_x}$ is a complete metric space by Theorem 3.2.23, $\{G_k(P^l)\}$ is a Cauchy sequence in $\mathbb{R}^{n_x}$. Thus, for every $\epsilon_{tol} > 0$, there exists an $M$ such that for every $n, m \geq M$, $P^l \in I_D$ we have $d_H(G^n(P^l), G^m(P^l)) < \epsilon_{tol}$. Therefore, by Theorem 7.8 in [117], $\{G_k(P^l)\}$ converges uniformly on $I_D$. It follows directly that $\lim_{l \to \infty} \lim_{k \to \infty} G_k(P^l) = \lim_{k \to \infty} \lim_{l \to \infty} G_k(P^l) = x(\hat{p})$. \[\square\]

An analogous result holds for the parametric interval method using the $K$ operator.

Theorem 3.4.9. Let $X^0 \in I_D$ be such that there exists unique solution $x(p) \in X^0$ for every $p \in P^1 \in I_D$. Let $\{P^l\} \in P$ define a nested sequence of parameter intervals such that $\cap_{l=1}^{\infty} P^l = [\bar{p}, \hat{p}]$. Let $\{X^k\}$ be the nested sequence of intervals generated by the parametric interval method, Def. 3.3.6 with $\Phi = K$ as in Definition 3.3.5, using finite-precision rounded interval arithmetic with $x^k = m(X^k)$. Let $\lambda_{max} = \max_{i} \{ |\lambda_i| \} \leq \lambda_{max}$ be the magnitude of the extremal eigenvalue(s) of the matrix $|X^0 J_x(X^0, P) - I|$. If $\lambda_{max} < 1$, then $\lim_{l \to \infty} \lim_{k \to \infty} \Phi(x^k, X^k, P^l) = \lim_{k \to \infty} \lim_{l \to \infty} \Phi(x^k, X^k, P^l) = [x(\hat{p}), x(\hat{p})]$.  
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Proof. Let $G^k(P^l) = X^k = \Phi(x^{k-1}, X^{k-1}, P^l)$ and let $\epsilon_{\text{tol}}$ be the precision to which intervals are rounded. Similar to Theorem 3.4.8, from Lemma 3.4.6, $A^k$ in (3.10) is nonsingular for each $k$ and its diagonal elements do not contain 0. Therefore by Lemma 3.4.7, we have continuity of $K$ on $P$. It immediately follows that $\lim_{k \to \infty} \lim_{l \to \infty} G^k(P^l) = \lim_{k \to \infty} G^k(\hat{p})$, which is the reduction to the non-parametric case. Since $J_\lambda(X^0, \hat{p})$ is nonsingular and $\lambda_{\text{max}} < 1$, from Theorem 5.2.2 in [101], it follows that $G^k(\hat{p}) \to G^*(\hat{p}) = K(x^*, X^*(\hat{p}), \hat{p}) \cap X^*(\hat{p}) = X^*(\hat{p}) = [x(\hat{p}), x(\hat{p})] = x(\hat{p})$. In an analogous argument to Theorem 3.4.8, it follows that $\lim_{l \to \infty} \lim_{k \to \infty} G^k(P^l) = G^*(\hat{p}) = x(\hat{p})$. \qed

3.5 Bounding All Solutions of Parameter-Dependent Nonlinear Systems of Equations

An algorithm for bounding all real solution branches of parameter-dependent nonlinear systems of equations is presented in this section. In order to streamline the presentation of the algorithm, the classical existence and uniqueness test will be implemented as the following subroutine.

Subroutine 3.5.1 (incTest).

\[
\text{incTest}(Z, \Phi)\{
\text{for } i = 1, \ldots, n_x \text{ do}
\text{if } (\Phi_i = \emptyset) \text{ then}
\text{return } I_{\text{flag}} := -1
\text{elseif } (\phi_i^L \leq z_i^L \text{ or } \phi_i^U \geq z_i^U) \text{ then}
\text{return } I_{\text{flag}} := 0 \text{ endif}
\text{end}
\text{return } I_{\text{flag}} := 1
\}
\]

For the algorithm below, the function $\Phi$ will be as in Definition 3.3.6.
Algorithm 3.1 (Parameterized Generalized Bisection).

1. (Initialization)

   (a) Pick box \((X^0, P^0)\), initialize solution set \(\Xi = \emptyset\) and stack \(\mathcal{S} = \{(X^0, P^0)\}\), set \(l := 0\).

2. (Termination)

   (a) Check stack. Stack empty? \((\mathcal{S} = \emptyset)?\)
      
      i. Yes. Algorithm terminates.
      
      ii. No. Pop and delete a box \((Z, P)\) from stack \(\mathcal{S}\), set \(I_{flag} := 0, l := l+1\).

   (b) If \(0 \in H(Z, P)\), go to 4. Else, go to 2 \(((Z, P)\) has been fathomed).

3. (Refinement)

   (a) Apply parametric interval Newton-type method iteratively with \(Z^0 = Z\).
      
      i. If at any point in any iteration \(k\), \(\Phi(z^k, Z^k, P) = Z^L \cup Z^R\) with \(Z^L \cap Z^R = \emptyset\) (by extended interval arithmetic), place \((Z^L, P)\) and \((Z^R, P)\) on \(\mathcal{S}\). Go to 2.
      
      ii. At every iteration \(k\), if \(\Phi(z^k, Z^k, P)\) is not an unbounded interval (by extended interval arithmetic), \(I_{flag} := \text{incTest}(Z^k, \Phi(z^k, Z^k, P))\).
          
          A. If \(I_{flag} = -1\), go to 2, \((Z^k, P)\) has been fathomed.
          
          iii. At iteration \(k\), if \(\Phi(z^k, Z^k, P) = Z^k\) and \(I_{flag} = 0\), go to 4. Else if \(I_{flag} = 1\) place \((Z^k, P)\) in solution set \(\Xi\), go to 2.

4. (New Existence and Uniqueness Test)

   (a) If any bounds of \(Z^k\) are not improved from \(Z^0\), apply Theorem 3.4.1 at each of the unimproved bounds in order to verify that no solutions intersect these bounds. If this cannot be guaranteed, go to 6.

   (b) Calculate \(Y^{-1} := m(J_z(Z^k, P))\). If nonsingular, continue. Else, go to 5.
(c) Calculate $\lambda_{\text{max}}$, the maximum eigenvalue of $|Y|_{\text{rad}}(J_z(Z^k, P))$. If $\lambda_{\text{max}} < 1$ continue. Else, go to 5.

(d) Choose $\mathbf{p} \in P$ and check $\Phi(z^k, Z^k, \mathbf{p}) \subset \text{int}(Z^k)$. If true, set $I_{\text{flag}} = 1$, place $(Z^k, P)$ in solution set $\Xi$ and go to 2. Else, go to 5.

5. (Partition Z)

(a) Partition $Z$ using some strategy to avoid creating partial enclosures and add resulting boxes to the stack $\mathcal{S}$.

(b) If no such partition can be found, go to 6.

6. (Partition P)

(a) Partition $P$ using some strategy. Add resulting boxes to the stack $\mathcal{S}$.

The algorithm was designed such that the new existence and uniqueness test (Step 4) is only applied once the interval iteration converges but it is not known whether or not the interval contains solution branches. This is because the classical exclusion test and existence and uniqueness test is applied naturally at each iteration with no additional computational cost. Only when the iteration can no longer improve the interval in question and it is still not known if it encloses a solution branch, is the sharper existence and uniqueness test called. It is expected that this strategy is more efficient than applying the sharper test at each iteration since intuitively, it is more likely to pass on the smaller, refined intervals.

It should be noted that Step 4(a) is required in order to apply Theorem 3.4.4 properly. In that step, it is only required to apply Theorem 3.4.1 at each of the bounds that didn’t improve during the interval iteration, if there were any. This is because Corollary 3.4.3 guarantees that if a bound happens to improve during the interval iteration, no solution could have intersected it. Therefore, Corollary 3.4.3 is applied implicitly within Algorithm 3.1.
3.5.1 Partitioning Strategies

Steps 5 and 6 of Algorithm 3.1 were stated generically in order to emphasize the possibility of the user supplying any appropriate partitioning strategy. In this section, the strategies implemented in the algorithm and used on the examples will be discussed. First, the strategy for partitioning the $X$ space is discussed.

$X$ Partitioning Strategies

The intuitive picture of partitioning the $X$ space is to take a box that may include multiple solution branches and generate new boxes that are likely to contain either no solution branches or a single solution branch. In other words, the objective of partitioning $X$ is to separate solution branches into their own boxes. This is essentially the standard bisection strategy, except with one subtlety: the $X$ interval is cut such that the newly generated intervals either contain solution branches on all of $P$ or no solution branches, excluding the partial enclosure scenario altogether. Since bisecting $X$ at the midpoint of the $i^{th}$ component will likely produce a partial enclosure scenario, this strategy cannot be employed blindly, which is common in classical generalized bisection algorithms. The simplest way to avoid making a cut that generates partial enclosures is to search for a cut position that satisfies Theorem 3.4.1. The strategy that was implemented in this thesis determines a component with the maximum width $i \in \arg \max_j w(X_j)$ and searches for a $\nu \in (0, 1)$, if one exists, such that

$$\tilde{x}_i := \nu \left( x_i^L + \frac{\text{rad}(X_i)}{\mu} \right) + (1 - \nu) \left( x_i^U - \frac{\text{rad}(X_i)}{\mu} \right)$$

satisfies Theorem 3.4.1, with $\mu \in \{ m \in \mathbb{R} : m > 1 \}$. That is, $\tilde{x}_i$ is chosen such that it does not intersect a solution branch, guaranteed by Theorem 3.4.1, and therefore avoiding a partial enclosure scenario. It is clear that the purpose of $\nu$ in (3.12) is to easily evaluate many candidate values of $\tilde{x}_i$ that are the convex combination of some relevant interval bounds. The parameter $\mu$ is included to give the user freedom over the interval from which $\tilde{x}_i$ can be chosen. It is a parameter that determines how much of the interior of $X_i$ should be considered as containing a possible bisection position.
Figure 3-1: The effects of \( \mu \) on the region considered for partitioning \( X \) in one dimension.

The value for \( \mu \) can be chosen freely and tuned according to the system being bounded. As \( \mu \) gets very large, the interval of candidate cut positions approaches \( X_i \) and thus there is a larger potential to find bisections very close to the original bounds of \( X_i \) therefore producing a very narrow interval and a wide interval nearly the width of \( X_i \). Although this is conservative and poses no theoretical problems for the algorithm, it may be quite inefficient. Alternatively, values of \( \mu \) close to 1 can pose problems for the algorithm since they limit the candidate \( \tilde{x}_i \) values to very close to the midpoint of \( X_i \). In general, it will be very difficult to find proper partitions of \( X_i \) that avoid partial enclosures. The effect of \( \mu \) is illustrated in Figure 3-1 and the implementation of this strategy is discussed in Section 3.6.

If a partition for \( X_i \) cannot be identified, again with \( i \in \arg \max_j (w(X_j)) \) the strategy is to increase the \( \mu \) parameter value and begin searching for a partition in all components of \( X \). If a partition for \( X \) still cannot be identified, it is determined that the \( P \) interval must be partitioned. Figure 3-2(a) illustrates a scenario in which an interval \( X \) encloses multiple solution branches but there does not exist a partition (candidate positions represented as dashed lines) that separates them while avoiding the partial enclosure scenario. Figure 3-2(b) illustrates how, after finding a position to partition \( P \), there exists partitions of \( X \) so that the solution branches are separated and no partial enclosures are generated. The next section discusses a strategy for
Partitioning Strategies

Due to the width of the parameter interval $P$, verifying existence and uniqueness of enclosed solution branches may be difficult or impossible, as illustrated in Fig. 3-2, even with the sharper existence and uniqueness test of Theorem 3.4.4. Therefore, a strategy for partitioning $P$ must also be considered. An efficient strategy is to simply bisect down the middle of the widest dimension. The problem with this strategy is that, in general, each parameter may not contribute equally to overestimation and the inability to pass the existence and uniqueness test of Theorem 3.4.4. Therefore, it is desirable to have a method for determining which parameter dimension has the largest influence on the extremal eigenvalue(s) of $A$, as defined in Theorem 3.4.4. With such information, the parameter interval $P$ can be partitioned in an intelligent manner with the objective of generating boxes that pass the existence and uniqueness test of Theorem 3.4.4.

By treating $\lambda_{\max}$ of Theorem 3.4.4 as a real-valued function of the bounds of $X$ and $P$, if one were able to calculate pseudo-derivative information of $\lambda_{\max}$ with respect to the bounds of $P$, the influence of the parameter interval on passing the existence and uniqueness test of Theorem 3.4.4 presents itself. Furthermore, this

Figure 3-2: (a) A box $X \times P$ in which there does not exist a position to cut $X$ (dashed lines) such that no partial enclosures are produced. (b) After cutting $P$, there exists positions to cut $X$ avoiding partial enclosures.
information can be used to provide intelligent positions to cut $P$ that will yield boxes that are more likely to pass the existence and uniqueness test of Theorem 3.4.4. As was illustrated in Figure 3-2(b), how one cuts $P$ may have a large impact on how the $X$ box is subsequently partitioned and on the ability to pass existence and uniqueness tests. The following results establish how this pseudo-derivative information can be calculated and how it is used in the partitioning strategy.

**Definition 3.5.2** (Piecewise Continuous Differentiable [40]). A continuous function $g : D \subset \mathbb{R}^n \to \mathbb{R}^m$ is said to be *piecewise continuously differentiable* near $z \in D$ if there exists an open neighborhood $N \subset D$ of $z$ and a finite family of continuously differentiable functions $g_1, g_2, \ldots, g_k : N \to \mathbb{R}^m$, for $k \in \mathbb{N} (k > 0)$, such that $g(y)$ is an element of \{ $g_1(y), g_2(y), \ldots, g_k(y)$ \} for all $y \in N$.

**Definition 3.5.3** ([127]). Let $D \subset \mathbb{R}^{n \times n}$ be open and let $F : D \to \mathbb{R}^{n \times n}$. $F$ will be called piecewise continuous differentiable on $D$ if for every piecewise continuous differentiable function $M : E \subset \mathbb{R}^{2n} \to \mathbb{R}^{n \times n}$, the mapping $F(M(\cdot)) : E \to \mathbb{R}^{n \times n}$ is piecewise continuous differentiable on the open set $E_D = \{ a \in E : M(a) \in D \}$.

**Definition 3.5.4** ([127]). Let $D \subset \mathbb{R}^{n \times n}$ be open and let $f : D \to \mathbb{R}$. $f$ will be called piecewise continuous differentiable on $D$ if for every piecewise continuous differentiable function $M : E \subset \mathbb{R}^n \to \mathbb{R}^{n \times n}$, the mapping $f(M(\cdot)) : E \to \mathbb{R}$ is piecewise continuous differentiable on the open set $E_D = \{ a \in E : M(a) \in D \}$.

**Lemma 3.5.5.** Let $D_A \subset \mathbb{R}^{n \times n}$ be open such that for every $A \in D_A$, $m(A)$ is nonsingular. Define the real matrix-valued function $Z : D_A \to \mathbb{R}^{n \times n}$ as $Z(A) \equiv |\text{mid}(A)^{-1}| \text{rad}(A)$, $\forall A \in D_A$. Then $Z$ is piecewise continuously differentiable on $D_A$.

**Proof.** By definition, $\text{rad}(\cdot)$ and $m(\cdot)$ are continuously differentiable on $\mathbb{D}_A$. Since $m(A)$ is nonsingular $\forall A \in D_A$, $m(\cdot)^{-1}$ exists and can be expressed using only elementary arithmetic operations, and is therefore continuously differentiable on $D_A$. By definition, $|\cdot|$ is piecewise continuously differentiable on $D_A$. It immediately follows that $Z$ is piecewise continuously differentiable on $D_A$. \qed
Assumption 3.5.6. Let $D \subset \mathbb{R}^{n \times n}$ be open. Let $Z$ and $D_A$ be as in Lemma 3.5.5 such that $Z(A) \in D$ for every $A \in D_A$. Let $\lambda_i(Z(A))$ be the $i^{th}$ real eigenvalue of $Z(A)$. It will be assumed that $\lambda_i : D \to \mathbb{R}$ is piecewise continuously differentiable on $D$.

Theorem 3.5.7. Suppose Assumption 3.5.6 holds. Define the function $\lambda_{\text{max}} : \mathbb{R}^{n \times n} \to \mathbb{R}$ as $\lambda_{\text{max}}(Z(A)) = \max_i \{|\lambda_i(Z(A))|\}$, the magnitude of the extremal eigenvalue(s) of $Z(A)$, $\forall A \in D_A$. Then $\lambda_{\text{max}}$ is differentiable on $D$ at all points outside of a Lebesgue nullset.

Proof. By Assumption 3.5.6, $\lambda_i$ is piecewise continuously differentiable on $D$. Therefore, $\lambda_i$ is locally Lipschitz by Corollary 4.1.1 in [126]. By Proposition 4.1.2 in [126], $\lambda_{\text{max}}$ is locally Lipschitz. From Theorem 3.1.1 in [40], $\lambda_{\text{max}}$ is differentiable on $D$ at all points outside of a Lebesgue nullset. \qed

From Theorem 3.5.7, $\lambda_{\text{max}}$ is differentiable almost everywhere, provided $\lambda_i$ is piecewise continuously differentiable on $D$. The Lipschitz result of $\lambda_{\text{max}}$ may be too restrictive since, in general, $\lambda_{\text{max}}$ is not Lipschitz for non-symmetric matrices. However pseudo-derivative information may still be available since it may be possible to calculate subgradient information of $\lambda_{\text{max}}$ (e.g. see [23]). Now, $\lambda_{\text{max}}$ will be defined more precisely as a function $\lambda_{\text{max}} : D \subset \mathbb{R}^{n \times n} \to \mathbb{R}$ with $\lambda_{\text{max}}(A(X^l, P^l))$ as the extremal eigenvalue(s) of the matrix $A(X^l, P^l) \equiv \left| m(J_x(X^l, P^l))^{-1}\right| \text{rad}(J_x(X^l, P^l))$ with $(X^l, P^l) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n}$. By expressing the parameter space $P$ as the real vector $p^B = (p^L_1, p^U_1, \ldots, p^L_n, p^U_n)^T$, the gradient vector of $\lambda_{\text{max}}$ with respect to $p^B$ evaluated at $A(X^l, P^l)$, if it is defined, can be expressed as

$$\nabla_{p^B} \lambda_{\text{max}}(A(X^l, P^l)) = \left( \frac{\partial \lambda_{\text{max}}}{\partial p^L_1}(A(X^l, P^l)), \frac{\partial \lambda_{\text{max}}}{\partial p^L_2}(A(X^l, P^l)), \ldots, \frac{\partial \lambda_{\text{max}}}{\partial p^L_n}(A(X^l, P^l)), \frac{\partial \lambda_{\text{max}}}{\partial p^U_n}(A(X^l, P^l)) \right).$$

Computationally, $\lambda_{\text{max}}$ can be approximated using a fixed-point iteration such as the Arnoldi iteration or the power iteration which is how the implementation of
the algorithm calculates it. Furthermore, $\nabla_p \lambda_{\text{max}}$ can be evaluated using forward automatic differentiation [50], which was performed for this chapter using an in-house C++ library. The following procedure defines the strategy for partitioning $P$.

Subroutine 3.5.8.

1. For a box $(X^l, P^l) \in I^X \times I^P$, evaluate $\nabla_p \lambda_{\text{max}}(A(X^l, P^l))$.

2. Choose the component of $\nabla_p \lambda_{\text{max}}$ with the largest magnitude and determine its corresponding component of $P^l$. Store this component as $j_{\text{max}}$. If $w(P^l_{j_{\text{max}}}) < \epsilon_P$, $P^l_{j_{\text{max}}}$ is too narrow to be cut. Choose the component with the next largest magnitude and repeat until a $j_{\text{max}}$ is found with $w(P^l_{j_{\text{max}}}) > \epsilon_P$. If no such $j_{\text{max}}$ exists, terminate. $P$ cannot be partitioned further.

3. Let $p_{j_{\text{max}}} = (p_{j_{\text{max}}}^L, p_{j_{\text{max}}}^U)$ and 
   \[
   d = \left(\left(\nabla_p \lambda_{\text{max}}(A(X^l, P^l))\right)_{2j_{\text{max}}-1}, \left(\nabla_p \lambda_{\text{max}}(A(X^l, P^l))\right)_{2j_{\text{max}}}\right)
   \]
   and take a steepest-descent step $p_{j_{\text{max}}}^{\text{new}} := p_{j_{\text{max}}} - \alpha d$ with $\alpha > 0$.

4. Check if $(p_{j_{\text{max}}}^{\text{new}})_1 < (p_{j_{\text{max}}}^{\text{new}})_2$ and that $(p_{j_{\text{max}}}^{\text{new}})_1$ and $(p_{j_{\text{max}}}^{\text{new}})_2$ are separated at least by $\epsilon_P$. If so, continue, else bisect $P^l_{j_{\text{max}}}$ down the middle and return two new boxes to the main algorithm to be placed on the stack.

5. Set $P^*_i := P_i$ for $i \neq j_{\text{max}}$ and $P^*_{j_{\text{max}}} := [(p_{j_{\text{max}}}^{\text{new}})_1, (p_{j_{\text{max}}}^{\text{new}})_2]$. Check if $\lambda_{\text{max}}(A(X^l, P^*)) < 1.5$ and $w(P^*_{j_{\text{max}}}) > \max\left\{\frac{1}{3}w(P^l_{j_{\text{max}}}), \frac{1}{4}w(P^0_{j_{\text{max}}})\right\}$. If true, partition $P^l_{j_{\text{max}}}$ at $(p_{j_{\text{max}}}^{\text{new}})_1$ and $(p_{j_{\text{max}}}^{\text{new}})_2$ and return three new boxes to the main algorithm to be placed on the stack.

6. Set $P^l_{j_{\text{max}}} := [(p_{j_{\text{max}}}^{\text{new}})_1, (p_{j_{\text{max}}}^{\text{new}})_2]$ and go to step 3.

Both the standard partitioning strategy of bisection in the widest dimension as well as that of Subroutine 3.5.8 were implemented as part of Algorithm 3.1.

### 3.6 Implementation and Numerical Examples

In this section, the implementation of the algorithm and its performance in solving a number of numerical examples is discussed.
3.6.1 Computer Implementation

**X Partitioning** The strategy for partitioning $X$ was implemented in two stages, as described in Section 3.5.1. In the first stage, a value of $\mu = 4$ is set and $\nu$ is incremented from 0 to 0.5 in 20 steps until a safe bisection position in the widest dimension is found, using Theorem 3.4.1. If no safe bisection position can be found, $\nu$ is decremented from 1 to 0.5 until a safe bisection position is found. If no safe bisection position can be found, the strategy enters the second stage. In the second stage, a value of $\mu = 16$ is set and the same strategy is followed as previously except using 80 steps of $\nu$ from 0 to 0.5 and 80 from 1 to 0.5. The idea behind this implementation is that the first stage is a coarse, less computationally expensive procedure, while the second stage is a much finer, more computationally expensive search for a safe bisection position.

**P Partitioning** The strategy for partitioning the parameter space was implemented as Subroutine 3.5.8. For Subroutine 3.5.8, $j_{\text{max}}$ is chosen according to Step 2 such that $w(P^l_{j_{\text{max}}}) > 0.2w(P^0_{j_{\text{max}}})$ if such a dimension exists. Else, $j_{\text{max}}$ is taken to be the widest dimension of $P^l$ such that $w(P^l_{j_{\text{max}}}) > 1E - 3$, if such a dimension exists. Using a value of $\alpha = 0.9$, steps 3-6 are iterated. The procedure stops at Step 5 if the following conditions are met: $\lambda_{\text{max}} < 1.5$ and $(p_{j_{\text{max}}}^{\text{new}})_2 - (p_{j_{\text{max}}}^{\text{new}})_1 > \max\{\frac{1}{3}w(P^l_{j_{\text{max}}}), \frac{1}{2}w(P^0_{j_{\text{max}}})\}$. The purpose of this is an attempt at seeking out a partition that is sufficiently close to passing the new existence and uniqueness test while ensuring that it has substantial width. If these conditions are not met, the procedure stops at Step 4 and $P^l_{j_{\text{max}}}$ is simply bisected.

Algorithm 3.1 was applied to each of the following numerical examples. For each example, the performance of the algorithm was compared between each interval method (interval-Newton or Krawczyk) as well as how the parameter interval was partitioned (standard bisection or Subroutine 3.5.8). Each variation of the algorithm will be denoted $A\Phi-p$ where $\Phi \in \{N,K\}$ with $N$ denoting the interval-Newton method and $K$ denoting the Krawczyk method, and $p \in \{1,2\}$ where 1 denotes the partitioning scheme of Subroutine 3.5.8 and 2 denotes the strategy of bisecting the
widest dimension. The performance of each variation of the algorithm on solving
the examples below is summarized in Tables 3.1, 3.2, and 3.3 in terms of the overall
computation time, the number of iterations (or the number of intervals examined),
and the number of interval boxes produced that cover the solution set, respectively.

Table 3.1: The performance of the algorithm in terms of solution time for each example.

<table>
<thead>
<tr>
<th></th>
<th>AN-1</th>
<th>AN-2</th>
<th>AK-1</th>
<th>AK-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.70E-3</td>
<td>8.00E-3</td>
<td>8.89E-3</td>
<td>8.04E-3</td>
</tr>
<tr>
<td>2</td>
<td>2.12E-3</td>
<td>2.13E-3</td>
<td>2.38E-3</td>
<td>2.41E-3</td>
</tr>
<tr>
<td>3</td>
<td>6.58E-3</td>
<td>6.90E-3</td>
<td>4.81E-1</td>
<td>4.83E-1</td>
</tr>
<tr>
<td>4</td>
<td>2.22E-2</td>
<td>5.95E-3</td>
<td>2.39E-2</td>
<td>7.35E-3</td>
</tr>
<tr>
<td>5</td>
<td>8.87E-2</td>
<td>1.18E-1</td>
<td>1.23E-1</td>
<td>1.53E-1</td>
</tr>
</tbody>
</table>

Table 3.2: The performance of the algorithm in terms of the number of iterations
taken to solve each example.

<table>
<thead>
<tr>
<th></th>
<th>AN-1</th>
<th>AN-2</th>
<th>AK-1</th>
<th>AK-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>141</td>
<td>169</td>
<td>130</td>
<td>131</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>55</td>
<td>55</td>
<td>329</td>
<td>329</td>
</tr>
<tr>
<td>4</td>
<td>270</td>
<td>270</td>
<td>295</td>
<td>295</td>
</tr>
<tr>
<td>5</td>
<td>1993</td>
<td>2392</td>
<td>2189</td>
<td>2599</td>
</tr>
</tbody>
</table>

Table 3.3: The performance of the algorithm in terms of the number of interval boxes
produced to enclose all locally unique solution branches.
3.6.2 Numerical Examples

Example 3.6.1. Consider

\[ h(z, p) = \begin{pmatrix} z_1^2 + z_2^2 + p_1 z_1 + 4 \\ z_1 + p_2 z_2 \end{pmatrix} = 0 \]

with \( P^0 = [5, 7]^2 \) and \( X^0 = [-10, 10] \times [-2, 2] \). There are two solution branches for this problem.

Example 3.6.2. Taken from Kolev et al. [75]:

\[ h(z, p) = \begin{pmatrix} (3.25 - z_1)/p_1 - z_3 \\ z_1/p_2 - z_3 \\ z_2 - z_3^2/(1 + z_1^2) \end{pmatrix} = 0 \]

with \( P^0 = [1800, 2200] \times [900, 1100] \) and \( X^0 = [-30, 30]^3 \). There is one solution branch for this system.

Example 3.6.3. Taken from Kolev et al. [75], this example models an electric circuit having two resistors, a transistor, and a diode:

\[ h(z, p) = \begin{pmatrix} 10^{-9} \text{exp} 38 z_1 - 1 + p_1 z_1 - 1.6722 z_2 + 0.6689 z_3 - 8.0267 \\ 1.98 \times 10^{-9} \text{exp} 38 z_2 - 1 + 0.6622 z_1 + p_2 z_2 + 0.6622 z_3 + 4.0535 \\ 10^{-9} \text{exp} 38 z_3 - 1 + z_1 - z_2 + p_3 z_3 - 6 \end{pmatrix} = 0 \]

with \( P^0 = [0.6020, 0.7358] \times [1.2110, 1.4801] \times [3.6, 4.4] \) and \( X^0 = [-30, 30]^3 \). There is one solution branch for this system.

Example 3.6.4. Consider

\[ h(z, p) = -z^3 + p z = 0, \]

with \( P^0 = [0.25, 20] \) and \( X^0 = [-10, 10] \). This system has three solution branches. Although this problem has simple analytical solutions of \( x(p) = 0, \pm \sqrt{p} \), it illustrates
the parameterized generalized bisection algorithm nicely. The result of algorithm AN-1 is shown in Figure 3-3. In order to demonstrate how the algorithm handles bifurcation points, the parameter interval \( P^0 = [0, 20] \) was also considered. The result of algorithm AN-1 applied to the larger \( P \) is shown in Figure 3-4.

**Example 3.6.5.** This example originally appeared in [55] without parameter dependence. Parameter dependence was added for the purposes of this chapter:

\[
\mathbf{h}(z, p) = \begin{pmatrix}
p_1 z_1^5 - 25.2 z_1^3 + 6 p_1 z_1 - p_2 z_2 \\
2 p_2 z_2 - p_1 z_1
\end{pmatrix} = \mathbf{0}
\]

with \( P^0 = [3, 5] \times [4.25, 7.75] \) and \( X^0 = [-10, 10]^2 \). There are five solution branches for this system.

Figure 3-3: The three solutions of Ex. 3.6.4 and the interval boxes computed by algorithm AN-1 for \( P^0 = [0.25, 20] \). It should be noted that the red solution branch (middle) has an interval box enclosing it but it is exact within machine precision.
Figure 3-4: The three solutions of Ex. 3.6.4 and the interval boxes computed by algorithm AN-1 for $P^0 = [0, 20]$. It should be noted that the red solution branch (middle) has an interval box enclosing it but it is exact within machine precision.

3.7 Concluding Remarks

A generalized bisection-type algorithm for bounding all real solutions of parameter-dependent systems of equations was presented that addresses Objective (1) listed at the end of Chapter 2. The algorithm makes use of a stronger, computationally verifiable existence and uniqueness result, as compared to the classical existence and uniqueness tests of the interval-Newton and Krawczyk methods. Unlike standard global root-finding algorithms based on the generalized bisection framework, the search space cannot be bisected naively. While considering a partitioning strategy for the $X$ space, the idea of partial enclosures must be taken into account. That is, $X$ can only be partitioned in such a way that yields new intervals that are either valid enclosures of solution branches or do not enclose any solution branches. In order to do this, a separate procedure for bisecting $P$ was developed that intelligently seeks positions to partition $P$ that yields new interval boxes that are more likely to pass existence and uniqueness tests, while also maintaining that the parameter inter-
vals should be as wide as possible. Coupling the two partitioning strategies yields a method for calculating valid enclosures of locally unique solution branches on entire parameter intervals of nontrivial width. These enclosures have specific importance in global optimization applications, such as in Chapter 4.

The performance of the algorithm was demonstrated by solving five numerical examples; three of which have multiple solution branches. In every case, the algorithm using the parametric interval-Newton method was the most efficient in terms of total running time. The examples in which $P$ was partitioned (Ex. 1, 4, 5) allow one to compare the effectiveness of the partitioning strategy and therefore demonstrate the trade-off between computational efficiency and algorithm sophistication.

For Example 1, the implementations in which $P$ was partitioned using Subroutine 3.5.8 (i.e. AN-1, AK-1) completed in fewer iterations than just using the bisection strategy (i.e. AN-2, AK-2). However, in each case, the algorithm had longer running times, due to the higher cost-per-iteration. Furthermore, it should be noted that AN-1 computes 4 interval boxes that are guaranteed to contain locally unique solution branches whereas AN-2 computes 5. Unexpectedly, AK-2 computes only 3 boxes whereas AK-1 computed 4. This demonstrates the effects of partitioning the $X$ interval on the partitioning strategy for $P$.

Example 4 demonstrated that, for some problems, a standard bisection strategy for partitioning $P$ can be a superior strategy as compared to Subroutine 3.5.8. In this example, AN-1 and AN-2 completed after the same number of iterations after computing 15 interval boxes. However, the running time of AN-1 was almost three times longer than AN-2. A similar result was observed for AK-1 and AK-2, with the running time of AK-1 being more than 2 times longer than that of AK-2. For this example, Subroutine 3.5.8 never terminates at Step 5, and since there is only one parameter dimension, each partitioning procedure yields the same partition positions. Therefore, both partitioning strategies yield identical results in terms of the total number of iterations taken by the algorithm and the number of boxes produced. Therefore, it is clear why the partitioning strategy of Subroutine 3.5.8 is a poor choice for this example.
Example 5 demonstrates that Subroutine 3.5.8 can be very effective and, for some examples, be the superior partitioning strategy as compared to standard bisection. In every metric, AN-1 outperformed AN-2, taking less time to complete, fewer iterations, and computing fewer boxes. A similar result was observed for AK-1 versus AK-2. This result suggests that although Subroutine 3.5.8 is computationally more expensive as compared to simply bisecting \( P \), the pseudo-derivative information that it computes can be so useful to the algorithm that the overall computational effort can be (drastically) reduced.

One problem area in which the proposed algorithm may have issues is in the face of bifurcations. In this case, for some parameter value(s) the Jacobian matrix \( \mathbf{J}_x \) is singular. Therefore, the existence and uniqueness tests can never be passed. In turn, the algorithm will continue to partition \( X \) and \( P \) producing boxes that enclose the bifurcation point to some predetermined precision, or minimum width. The implementation of Algorithm 3.1 will continue to partition \( X \) and \( P \) until \( P \) is sufficiently narrow and no safe bisection direction in \( X \) can be found. In this case, the algorithm labels the box as “indeterminate” and it gets deleted from the stack. Example 4 has a bifurcation at \( p = 0 \), and hence, for the purposes of testing the performance of the algorithm, an initial parameter interval of \( \mathcal{P}^0 = [0, 20] \) was considered. However, the interval \( \mathcal{P}^0 = [0, 20] \) was also considered. In the case of AN-1, with the minimum allowable width of \( P \) set to 1E-3, the algorithm completes in 1.88E-2 seconds after 460 iterations, producing 45 boxes enclosing locally-unique solution branches and one box \( X^n \times \mathcal{P}^n = [-0.0252, 0.0252] \times [0, 6.1E-4] \) enclosing the bifurcation point and small sections of each of the three solution branches originating from it. Similar results were observed for AN-2, AK-1, and AK-2. The question of how to deal with bifurcations more effectively is still an active area of study.

In the next chapter, the interval bounds of implicit functions will be used to construct convex and concave relaxations of implicit functions for use in a novel reduced-space global optimization algorithm.
Chapter 4

Global Optimization of Implicit Functions

In this chapter, an algorithm for solving nonconvex NLPs globally using a reduced-space approach is presented. These problems are encountered when real-world models are involved as equality constraints and the decision variables include the state variables of the system. By solving the model equations for the dependent (state) variables as implicit functions of the independent (decision) variables, a significant reduction in dimensionality can be obtained. As a result, the inequality constraints and objective function themselves are implicit functions of the independent variables, which can be estimated via a fixed-point iteration. Relying on the recently developed ideas of generalized McCormick relaxations and McCormick-based relaxations of algorithms and subgradient propagation, the development of McCormick relaxations of implicit functions is presented. Using these ideas, the reduced space, implicit optimization formulation can be relaxed directly. When applied within a branch-and-bound framework, finite convergence to $\epsilon$-optimal global solutions is guaranteed.
4.1 Introduction

Nonconvex NLPs of the form:

\[
\min_{y \in Y \subset \mathbb{R}^n} f(y)
\]
\[
\text{s.t. } g(y) \leq 0
\]
\[
h(y) = 0
\] (4.1)

can be formulated to solve a wide variety of problems from diverse disciplines ranging from operations research to engineering design. Local algorithms, such as sequential quadratic programming (SQP) [48], are not guaranteed to find the desired global optima. Thus deterministic global optimization algorithms such as branch-and-bound (B&B) [42] and branch-and-reduce [120] have been developed. However, all currently known deterministic global optimization algorithms suffer from worst-case exponential run time. Therefore, if the original program (4.1) can be reformulated as an equivalent program with reduced dimensionality, there is potential for a significant reduction in computational cost. The primary framework of the algorithm presented in this chapter is based on the B&B algorithm.

“Selective branching” strategies (i.e., where only a subset of the variables are branched on) have been developed due to the worst-case exponential run time for global optimization. The works [61, 62, 98, 105] all require very special problem structures that can be exploited to reduce the number of variables that are branched on. A more general reduced-space B&B approach was first introduced in [38]. Their work builds on the previous selective branching ideas. In the work of [38], the variables \( y \) are partitioned into two sets of variables and the nonconvex functions are factored according to which set of variables the factors are dependent upon. It is required that all functions of the first set of variables are convex and all functions of the second set of variables are continuous. Under some additional assumptions, convergence of the B&B algorithm is guaranteed while only branching on the second set of variables. The authors of [38] state that this type of factorization and partitioning is applicable to
most practical problems. However, the method was developed largely with inequality constraints in mind. The authors of [38] state that equality constraints can be handled using a pair of opposing inequality constraints. However, given the requirements of their algorithm for selective branching, it can be shown that this restricts the equality constraints that can be handled to parametric linear systems (i.e., (4.10)). Therefore, general nonlinear systems of equations cannot be addressed. Furthermore, in [88], the authors compared their method of relaxing implicit functions directly with selective branching and experienced a significant performance benefit from relaxing implicit functions directly.

Consider the equality constraints of (4.1) as the system of equations:

\[ h(y) = 0, \quad (4.2) \]

where \( h : D_y \to \mathbb{R}^{n_y} \) is continuously differentiable, with \( D_y \subset \mathbb{R}^{n_y} \) open. Here, it is assumed that the vector \( y \in D_y \) can be separated into dependent and independent variables \( z \in \mathbb{R}^{n_z} \) and \( p \in \mathbb{R}^{n_p} \), respectively, with \( y = (z, p) \) such that \( h \) can be solved for \( z \) in terms of \( p \), with \( (z, p) \in D_y \). Under this assumption, (4.2) can be written as:

\[ h(z, p) = 0. \quad (4.3) \]

If for some \( n_p \)-dimensional interval \( P \subset \mathbb{R}^{n_p} \), such \( z \) exist that satisfy (4.3) at each \( p \in P \), then they define an implicit function of \( p \), that will be expressed as \( x(p) \).

Such a partition of the vector \( y \) is valid for many practical “real-world” problems. For instance, consider the original application with \( h \) as a steady-state model of a chemical process. The variables \( z \) would again correspond to the process state variables and \( p \) would correspond to the model parameters and/or parametric uncertainty. Unless otherwise stated, it will be assumed that for some \( X \subset \mathbb{R}^{n_x} \), there exists at least one continuously differentiable implicit function \( x : P \to X \) such that \( h(x(p), p) = 0 \) holds for every \( p \in P \). Conditions under which \( x \) is unique in \( X \) are given by the so-called semilocal implicit function theorem [101] discussed in Chapter 3. Continuous

\[^1\text{This result is illustrated in Appendix A.}\]
differentiability follows from the same result.

Just as \( y \) was partitioned into \((z, p)\), the search space of the optimization problem \((4.1)\) is partitioned as \( Y = X \times P \). The program \((4.1)\) may then be reformulated as the following program

\[
\min_{p \in P} f(x(p), p) \quad (4.4)
\]

s.t. \( g(x(p), p) \leq 0 \).

It can readily be deduced that if \( n_y - n_x \) is small \((n_x >> n_p)\), the formulation \((4.4)\) offers a significant reduction in dimensionality.

In order to solve \((4.4)\) to global optimality with branch-and-bound, a method for calculating convex relaxations of \( f(x(\cdot), \cdot) \) and \( g(x(\cdot), \cdot) \) on \( P \) is required. The major complication is that \( x \) is not known explicitly and may not even have a closed algebraic form, but can only be approximated using a fixed-point algorithm, for instance. Thus, the objective function, \( f(x(\cdot), \cdot) \), and the inequality constraint(s), \( g(x(\cdot), \cdot) \), are implicitly defined and must be evaluated with embedded fixed-point iterations. Because of this, the involved functions no longer have a factorable representation. Therefore relaxation techniques that rely on explicit algebraic and/or factorable functions, such as standard McCormick relaxations [85] or \( \alpha \)BB [2], are no longer applicable. However, if relaxations of the implicit function \( x \) were made available by some method, the functions \( f \) and \( g \) could be composed with them, using a generalization of the ideas of McCormick [128], and relaxations of \( f \) and \( g \) could be calculated.

In [88], Mitsos and coworkers laid the foundations for calculating relaxations of implicit functions \( x \) evaluated by an algorithm with a fixed number of iterations known \textit{a priori}. They outline the automatic construction of McCormick convex/concave relaxations of factorable functions and automatic subgradient calculation. The automatic construction of McCormick relaxations and subgradient calculation was done using \texttt{libMC}, a predecessor of the currently available \texttt{C++} library \texttt{MC++} [26]. The types of algorithms considered in their work, however, only included algorithms in which the
number of iterations is known \textit{a priori}, such as Gauss elimination, thus their methods are not applicable to problems in which $x$ is evaluated by more general fixed-point algorithms, such as Newton's method.

In [128], the concept of \textit{generalized} McCormick relaxations is presented. This generalization of McCormick relaxations allows for the application of McCormick relaxations to a much broader class of functions [128]. One focus of that paper was on the relaxation of the successive substitution fixed-point iteration. In relaxing the fixed-point iteration, the authors show that relaxations of the sequence of approximations of $x$ could be calculated [128]. However, in order to relax $f$ and $g$ rigorously, valid relaxations of $x$ are required, not of approximations of $x$. This will be the primary focus of the theoretical developments contained in this chapter.

In the next section, the necessary background information will be discussed. In Section 4.3, new ideas and results involved in relaxing implicit functions and calculating subgradients are presented, followed by the global optimization algorithm in Section 4.4.

4.2 Background

This section contains the definitions and previously developed material from the literature required for the development of global optimization of implicit functions.

4.2.1 Fixed-Point Iterations

The term \textit{fixed-point iteration} applies to a general class of iterative methods, for which the iteration count required to satisfy a given convergence tolerance is not typically known \textit{a priori}. They are commonly employed to solve systems of equations such as (4.2). The general ideas are introduced here. For the focus of this thesis, fixed-point iterations will be used to evaluate the embedded implicit functions in (4.4). For a more in-depth look at these iterative methods, the reader is directed to [104].

\textbf{Definition 4.2.1 (Fixed-Point).} Let $f : Z \subset \mathbb{R}^m \rightarrow \mathbb{R}^m$. A point $z \in Z$ is a fixed
An iteration will be referred to as a fixed-point iteration if it takes the form

\[ z^{k+1} := \phi(z^k), \quad k \in \mathbb{N}, \]

with \( \phi : A \subset Z \rightarrow \mathbb{R}^m \). The name suggests that the iteration will be used to find a fixed-point of \( \phi \). However, this is ambitious in the sense that these iterations are not guaranteed to do so except under certain conditions. One such condition is if \( \phi \) is a contraction mapping.

**Definition 4.2.2** (Contraction Mapping [117]). Let \( Z \) be a metric space with metric \( d \). A function \( \phi : A \subset Z \rightarrow Z \) is said to be a contraction mapping or contractive on a set \( B \subset A \) if \( \phi(B) \subset B \) and there exists an \( \alpha \in (0, 1) \) such that

\[ d(\phi(x), \phi(y)) \leq \alpha d(x, y), \quad \forall x, y \in B. \]

**Definition 4.2.3** (\( J_x, \nabla_x \)). Let \( A \subset \mathbb{R}^m \) and \( B \subset \mathbb{R}^n \) be open. Suppose \( h : A \times B \rightarrow \mathbb{R}^m \) is differentiable on \( A \times B \). Then for each \( b \in B \), let \( J_x(z, b) \) denote the \( m \times m \) Jacobian matrix of \( h(\cdot, b) \) evaluated at \( z \in A \). Similarly, \( \nabla_x h_i(z, b) \) denotes the \( m \times 1 \) gradient vector of \( h_i(\cdot, b) \) evaluated at \( z \in A \).

Newton-type methods for (4.2) are based on the form \( z := \phi(z) = z - Y(z)h(z) \), where it is not guaranteed that \( \phi \) is contractive on any set. Taking \( Y(z) \) to be the inverse of the (nonsingular) Jacobian matrix \( J_x \) evaluated at the current iterate \( z^k \) gives the standard Newton’s method, which under mild assumptions is guaranteed to be contractive. Likewise, taking \( Y(z) \) to be a (nonsingular) constant matrix results in the parallel-chord method [104]. In [104], the authors present an in-depth analysis of the theoretical results on fixed-point iterations including conditions for guaranteed convergence, etc. The key result on which Newton-type methods rely is the mean-value theorem. A slightly modified form of that stated in [96] is presented here.

**Theorem 4.2.4** (Mean-Value Theorem). Let \( A \in \mathbb{R}^m \) be open and connected and let \( f : A \rightarrow \mathbb{R} \) be differentiable on \( A \). If \( A \) contains the line segment with endpoints \( a \) and \( b \), then there exists a \( c \in (a, b) \) such that

\[ f(b) - f(a) = f'(c)(b - a). \]
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and \( b \), then there exists a point \( c = \lambda a + (1 - \lambda)b \) with \( \lambda \in (0, 1) \) such that

\[
f(b) - f(a) = \nabla f(c)^T (b - a).
\]

(4.5)

The result that we rely upon is the parametric extension of the mean-value theorem.

**Corollary 4.2.5** (Parametric Mean-Value Theorem). Let \( A \subset \mathbb{R}^m \) be open and connected and let \( f : A \times P \to \mathbb{R} \) be differentiable on \( A \) for every \( p \in P \). Let \( v, w : P \to A \). Suppose that, for every \( p \in P \), the set \( A \) contains the line segment with endpoints \( v(p) \) and \( w(p) \). Then there exists \( y : P \to A \) such that, for each \( p \in P \), \( y(p) = \lambda(p)v(p) + (1 - \lambda(p))w(p) \) for some \( \lambda : P \to (0, 1) \), and

\[
f(w(p), p) - f(v(p), p) = \nabla_x f(y(p), p)^T (w(p) - v(p)).
\]

(4.6)

**Proof.** Choose a \( p^* \in P \), then (4.6) reduces to (4.5). To see this, let \( v(p^*) = a, w(p^*) = b, y(p^*) = c, \lambda^* = \lambda(p^*) \), and notice \( f(\cdot, p^*) : A \to \mathbb{R} \). Then we have \( y(p^*) = c = \lambda^*a + (1 - \lambda^*)b = \lambda(p^*)v(p^*) + (1 - \lambda(p^*))w(p^*) \). Since the choice of \( p^* \in P \) was arbitrary, (4.6) holds for every \( p \in P \). \qed

### 4.2.2 McCormick Relaxations

McCormick [85] developed a novel technique for generating convex and concave relaxations of a given function, defined as follows.

**Definition 4.2.6** (Relaxations of Functions [88]). Given a convex set \( Z \subset \mathbb{R}^n \) and a function \( f : Z \to \mathbb{R} \), a convex function \( f^c : Z \to \mathbb{R} \) is a convex relaxation (or convex underestimator) of \( f \) on \( Z \) if \( f^c(z) \leq f(z) \) for every \( z \in Z \). A concave function \( f^C : Z \to \mathbb{R} \) is a concave relaxation (or concave overestimator) of \( f \) on \( Z \) if \( f^C(z) \geq f(z) \) for every \( z \in Z \).

The relaxations of vector-valued or matrix-valued functions are defined by applying the above inequalities componentwise.
Definition 4.2.7 (Univariate Intrinsic Function [128]). The function \( u : B \subset \mathbb{R} \rightarrow \mathbb{R} \) is a univariate intrinsic function if, for any \( A \in \mathbb{R} \), the following are known and can be evaluated computationally:

1. an interval extension of \( u \) on \( A \) that is an inclusion function of \( u \) on \( A \),
2. a concave relaxation of \( u \) on \( A \),
3. a convex relaxation of \( u \) on \( A \).

In order to construct relaxations of a function using the rules outlined by McCormick [85], the function must be **factorable**, defined as follows.

Definition 4.2.8 (Factorable Function [128]). A function \( f : Z \subset \mathbb{R}^{n_Z} \rightarrow \mathbb{R} \) is factorable if it can be expressed in terms of a finite number of factors \( v_1, \ldots, v_m \) such that, given \( z \in Z \), \( v_i = z_i \) for \( i = 1, \ldots, n_z \), and for each \( n_z < k \leq m \), \( v_k \) is defined as either

a) \( v_k = v_i + v_j \), \( i, j < k \), or

b) \( v_k = v_i v_j \), \( i, j < k \), or

c) \( v_k = u_k \circ v_i \), \( i < k \), where \( u_k : B_k \rightarrow \mathbb{R} \) is a univariate intrinsic function,

and \( f(z) = v_m(z) \). A vector-valued function \( f \) is factorable if every component \( f_i \) is factorable.

The functions \( f, g, \) and \( h \) considered in this chapter are assumed to be factorable. Such an assumption is not very restrictive since this includes any function that can be represented finitely on a computer. McCormick’s relaxation technique [85] computes convex and concave relaxations of factorable functions by recursively applying simple rules for relaxing binary addition, binary multiplication, and univariate composition with univariate intrinsic functions.

Definition 4.2.9 (Composite Relaxations: \( u_{\mathcal{G}}, o_{\mathcal{G}} \)). Let \( D \subset \mathbb{R}^{n_Z}, Z \in \mathbb{I}D, \) and \( P \in \mathbb{IR}^{n_P} \). Let \( q : P \rightarrow Z \) and \( \mathcal{G} : D \times P \rightarrow \mathbb{R}^{n_Z} \). The functions \( u_{\mathcal{G}}, o_{\mathcal{G}} : \mathbb{R}^{n_Z} \times \mathbb{R}^{n_Z} \times P \rightarrow \mathbb{R}^{n_Z} \)
\( \mathbb{R}^{n_x} \) are called composite relaxations of \( \mathcal{G} \) on \( Z \times P \) if for any \( \psi^c, \psi^C : P \to \mathbb{R}^{n_x} \), the functions \( u_{\mathcal{G}}(\psi^c(\cdot), \psi^C(\cdot), \cdot) \) and \( o_{\mathcal{G}}(\psi^c(\cdot), \psi^C(\cdot), \cdot) \) are, respectively, convex and concave relaxations of \( \mathcal{G}(q(\cdot), \cdot) \) on \( P \), provided \( \psi^c \) and \( \psi^C \) are, respectively, convex and concave relaxations of \( q \) on \( P \).

Provided that \( \mathcal{G} \) is factorable, functions \( u_{\mathcal{G}} \) and \( o_{\mathcal{G}} \) satisfying the previous definition can be computed using generalized McCormick relaxations as described in [128]. By the properties of generalized McCormick relaxations, the functions \( u_{\mathcal{G}} \) and \( o_{\mathcal{G}} \) are continuous on \( \mathbb{R}^{n_x} \times \mathbb{R}^{n_x} \times P \).

Remark 4.2.10. Strictly speaking, by the definition of generalized McCormick relaxations and the definition of composite relaxations given in [128], the bounding information (i.e. \( Z \times P \) in Def. 4.2.9) is required and should be taken as explicit arguments of \( u_{\mathcal{G}} \) and \( o_{\mathcal{G}} \). However, for notational clarity in this work, the bounding information will not be passed as arguments of the composite relaxations and instead will be stated explicitly wherever composite relaxations are used.

Remark 4.2.11. More generally, composite relaxations for any arbitrary function \( \mathcal{G}(v(\cdot), w(\cdot), \ldots, z(\cdot), \cdot) \), on \( P \), taking arbitrarily many functions as arguments, can be constructed in an analogous manner. Also, the inner functions need not be vector valued, but can be matrix valued, by treating each column vector of the matrix-valued function as a vector-valued function and applying the above definition.

### 4.2.3 Subgradients

Since McCormick relaxations are potentially nondifferentiable, subgradients provide useful information to a nonsmooth optimization code or can be used to compute affine relaxations of the functions. The rules for calculating subgradients of McCormick relaxations and corresponding affine relaxations are thoroughly discussed in [88].

**Definition 4.2.12 (Subgradients).** Let \( Z \subset \mathbb{R}^n \) be a nonempty convex set, \( f^c : Z \to \mathbb{R} \) be convex and \( f^C : Z \to \mathbb{R} \) be concave. A vector-valued function \( s_{f}^c : Z \to \mathbb{R}^n \) is called a subgradient of \( f^c \) on \( Z \) if for every \( \bar{z} \in Z \), \( f^c(z) \geq f^c(\bar{z}) + (s_{f}^c(\bar{z}))^T(z - \bar{z}) \),
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$\forall z \in Z$. Likewise, a vector-valued function $s_f^\mathcal{C} : Z \to \mathbb{R}^n$ is called a subgradient of $f^\mathcal{C}$ on $Z$ if for every $\bar{z} \in Z$, $f^\mathcal{C}(z) \leq f^\mathcal{C}(\bar{z}) + (s_f^\mathcal{C}(\bar{z}))^T(z - \bar{z})$, $\forall z \in Z$.

Remark 4.2.13. Subgradients are not unique in general. The procedures in [88] compute a single element of the subdifferential, therefore the subgradient functions above are well defined. Subgradients of vector-valued functions $f^\mathcal{C}, f^\mathcal{Z} : Z \to \mathbb{R}^m$, convex and concave, respectively, will be matrix-valued functions denoted $\sigma_f^\mathcal{C}, \sigma_f^\mathcal{Z} : Z \to \mathbb{R}^{n \times m}$.

Furthermore, subgradients of matrix-valued functions $F^\mathcal{C}, F^\mathcal{Z} : Z \to \mathbb{R}^{m \times m}$, convex and concave, respectively, will be $3^{rd}$-order tensor-valued functions denoted $\hat{\sigma}_F^\mathcal{C}, \hat{\sigma}_F^\mathcal{Z} : Z \to \mathbb{R}^{n \times m \times m}$.

**Definition 4.2.14** (Affine Relaxations). Let $Z \subset \mathbb{R}^n$ be a nonempty convex set and define $f : Z \to \mathbb{R}^n$. The functions $f^a, f^A : Z \to \mathbb{R}^n$ are called affine relaxations of $f$ if $f^a(z) \leq f(z) \leq f^A(z)$ $\forall z \in Z$, and $f^a$ and $f^A$ are affine on $Z$.

In the same notation as the above definition, a natural choice of affine relaxations is given by

$$f^a(z) = f^c(\bar{z}) + (\sigma_f^c(\bar{z}))^T(z - \bar{z}) \quad \text{and} \quad f^A(z) = f^C(\bar{z}) + (\sigma_f^C(\bar{z}))^T(z - \bar{z}).$$

**Definition 4.2.15** (Composite Subgradients: $\mathcal{S}_{u,q}, \mathcal{S}_{o,q}$). Let $D \subset \mathbb{R}^{n_x}, P \in \mathbb{R}^{n_p}$, and $Z \subset \mathbb{R}^n$. Let $u_q, o_q$ be composite relaxations of $\mathcal{G}$ on $Z \times P$. The functions $\mathcal{S}_{u_q}, \mathcal{S}_{o_q} : \mathbb{R}^{n_x} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_p \times n_x} \times \mathbb{R}^{n_p \times n_x} \times P \to \mathbb{R}^{n_p \times n_x}$ are called composite subgradients of $u_q$ and $o_q$ on $Z \times P$, respectively, if for any $\psi^C, \psi^C : P \to \mathbb{R}^{n_p}$ and $\sigma^C : \sigma^C : P \to \mathbb{R}^{n_p \times n_x}$, the functions $\mathcal{S}_{u_q}(\psi^c(\cdot), \psi^C(\cdot), \sigma^c(\cdot), \sigma^C(\cdot)), \mathcal{S}_{o_q}(\psi^c(\cdot), \psi^C(\cdot), \sigma^c(\cdot), \sigma^C(\cdot))$ are, respectively, subgradients of $u_q (\psi^c(\cdot), \psi^C(\cdot), \cdot)$ and $o_q (\psi^c(\cdot), \psi^C(\cdot), \cdot)$, provided $\psi^c$ and $\psi^C$ are, respectively, convex and concave relaxations of $q$ on $P$ and $\sigma^c$ and $\sigma^C$ are, respectively, subgradients of $\psi^c$ and $\psi^C$ on $P$.

**Remark 4.2.16.** Similar to composite relaxations, composite subgradients of convex and concave relaxations of any $\mathcal{G}(v(\cdot), q(\cdot), \ldots, z(\cdot), \cdot)$ on $P$, taking arbitrarily many functions as arguments, can be constructed analogously to the case considered in
Definition 4.2.15. Again, the inner functions need not be vector-valued, but can be matrix-valued, by treating each column vector of the matrix-valued function as a vector-valued function and applying the above definition. As per Remark 4.2.13, subgradients of a matrix-valued function will be 3\textsuperscript{rd}-order tensors.

4.3 Relaxations of Implicit Functions

This section contains new developments regarding relaxations of implicit functions. Two different methods for constructing relaxations of implicit functions will be discussed. The first is to relax a fixed-point iteration for approximating the implicit function, as in [128]. This method, along with new results is discussed in detail in Section 4.3.1. This approach can be quite limited, however, and shortcomings of this method are discussed in Section 4.3.2. The second method circumvents the shortcomings of the first method by relaxing solutions of parametric algebraic systems directly, without reference to an associated fixed-point iteration, and is thus more broadly applicable. The case of parametric linear systems is discussed in Section 4.3.3. In Section 4.3.4, the case of parametric nonlinear systems is discussed.

4.3.1 Direct Relaxation of Fixed-Point Iterations

Consider the system of equations in (4.3). Let the (factorable) function \( \phi : D_x \times D_p \to \mathbb{R}^{nx} \) be an algebraic rearrangement of \( h \) such that \( h(z, p) = z - \phi(z, p) \iff z = \phi(z, p) \)
and \( D_x \times D_p \subset D_y \). For example, consider \( h(z, p) = z - \sin(z + p) = 0 \iff z = \sin(z + p) \)
or \( h(z, p) = z^2 + pz + C = 0 \iff z = -(z^2 + C)/p \).

**Assumption 4.3.1.** There exists \( x : P \to \mathbb{R}^{nx} \) such that \( x(p) = \phi(x(p), p) \), \( \forall p \in P \), and an interval \( [x^L, x^U] \equiv X \in \mathbb{R}^{nx} \) is known such that \( x(P) \subset X \) and \( x(p) \) is unique in \( X \) for all \( p \in P \).

The parametric extension of the well-known interval-Newton method, which is discussed in [56, 101] and developed further in Chapter 3 exhibits the theoretical capabilities of finding an \( X \) satisfying this assumption. Finding such an \( X \) is really
a precursor to calculating relaxations since, for the purposes of this chapter, it is desired to relax a single implicit function.

In [128], the authors consider the computation of relaxations of $x^k : P \rightarrow \mathbb{R}^{n_x}$, the approximations of $x$, defined by the fixed-point iteration:

$$x^{k+1}(p) := \phi(x^k(p), p), \forall p \in P. \quad (4.7)$$

If $\phi(\cdot, p)$ is a contraction mapping on $X$ for every $p \in P$, then this iteration is referred to as a successive-substitution fixed-point iteration. Under this assumption, it can be shown that $\{x^k\} \rightarrow x$ so that this method provides relaxations of arbitrarily good approximations of $x$. However, this result is rather weak in that it does not provide us with guaranteed valid relaxations of the implicit function $x$ upon finite termination. In contrast, the following result provides sequences, $\{x^{k,c}\}$ and $\{x^{k,C}\}$, such that $x^{k,c}$ and $x^{k,C}$ are relaxations of $x$ on $P$, for every $k \in \mathbb{N}$. Moreover, this result does not require contractivity of $\phi$ on $X$. Thus, although approximations of the value of $x$ may not even be available, valid relaxations of $x$ are readily calculable.

**Definition 4.3.2.** Let $u_\phi, o_\phi$ be composite relaxations of $\phi$ on $X \times P$. The functions $\bar{u}_\phi, \bar{o}_\phi : \mathbb{R}^{n_x} \times \mathbb{R}^{n_x} \times P \rightarrow \mathbb{R}^{n_x}$ will be defined as:

$$\bar{u}_\phi(z^c, z^C, p) \equiv \max \{z^c, u_\phi(z^c, z^C, p)\},$$

$$\bar{o}_\phi(z^c, z^C, p) \equiv \min \{z^C, o_\phi(z^c, z^C, p)\},$$

$\forall (z^c, z^C, p) \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_x} \times P$ with the max/min operations applied componentwise.

**Definition 4.3.3.** Let $u_\phi, o_\phi$ be composite relaxations of $\phi$ on $X \times P$. Let $S_{u_\phi}, S_{o_\phi}$ be composite subgradients of $u_\phi$ and $o_\phi$ on $X \times P$, respectively. The functions
Let \( x^C \) and \( x^{0,C} \) be respectively subgradients of \( x^0 : \mathbb{R}^n_x \times \mathbb{R}^{n_y} \times \mathbb{R}^{n_p \times n_x} \times \mathbb{R}^{n_p \times n_x} \times P \rightarrow \mathbb{R}^{n_p \times n_x} \), will be defined as

\[
S_u(z^c, z^C, \sigma^c_z, \sigma^C_z, \bar{p}) = \begin{cases} 
\sigma^c_z & \text{if } \bar{u}_p(z^c, z^C, \bar{p}) = z^c \\
S_u(z^c, z^C, \sigma^c_z, \sigma^C_z, \bar{p}) & \text{otherwise}
\end{cases}
\]

\[
S_o(z^c, z^C, \sigma^c_z, \sigma^C_z, \bar{p}) = \begin{cases} 
\sigma^C_z & \text{if } \bar{o}_p(z^c, z^C, \bar{p}) = z^C \\
S_o(z^c, z^C, \sigma^c_z, \sigma^C_z, \bar{p}) & \text{otherwise}
\end{cases}
\]

\( \forall (z^c, z^C, \sigma^c_z, \sigma^C_z, \bar{p}) \in \mathbb{R}^n_x \times \mathbb{R}^{n_y} \times \mathbb{R}^{n_p \times n_x} \times \mathbb{R}^{n_p \times n_x} \times P \).

It should be noted that the functions \( S_u \) and \( S_o \) define composite subgradients of \( \bar{u}_p \) and \( \bar{o}_p \) on \( X \times P \), respectively.

**Theorem 4.3.4.** Let \( x^{0,c}, x^{0,C} : P \rightarrow \mathbb{R}^n_x \) be defined by \( x^{0,c}(p) = x^L \) and \( x^{0,C}(p) = x^U \) for all \( p \in P \). Then the elements of the sequences \( \{x^{k,c}\} \) and \( \{x^{k,C}\} \) defined by

\[
x^{k+1,c}(\cdot) = \bar{u}_p(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \quad \text{and} \quad x^{k+1,C}(\cdot) = \bar{o}_p(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot)
\]

are convex and concave relaxations of \( x \) on \( P \), respectively, for every \( k \in \mathbb{N} \).

**Proof.** \( x^{0,c} \) and \( x^{0,C} \) are trivially convex and concave relaxations of \( x \) on \( P \), respectively. Suppose this is true of \( x^{k,c} \) and \( x^{k,C} \) for some \( k \geq 0 \). By Definition 4.2.9, \( u_p(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \) and \( o_p(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \) are also relaxations of \( x(\cdot) = \phi(x(\cdot), \cdot) \) on \( P \). Since the maximum of two convex functions is convex and the minimum of two concave functions is concave, \( x^{k+1,c}(\cdot) = \bar{u}_p(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \) and \( x^{k+1,C}(\cdot) = \bar{o}_p(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \) are convex and concave relaxations of \( x(\cdot) = \phi(x(\cdot), \cdot) \) on \( P \), respectively. Induction completes the proof. \( \square \)

**Theorem 4.3.5.** Let \( x^{0,c}, x^{0,C} : P \rightarrow \mathbb{R}^n_x \) be defined by \( x^{0,c}(p) = x^L \) and \( x^{0,C}(p) = x^U \), for all \( p \in P \). Let \( \sigma^{0,c}_x(p) = \sigma^{0,C}_x(p) = 0 \), for all \( p \in P \). Let relaxations of \( x \) on \( P \) be given by \( x^{k+1,c}(\cdot) = \bar{u}_p(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \) and \( x^{k+1,C}(\cdot) = \bar{o}_p(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \), \( k \in \mathbb{N} \). Then the sequences \( \{\sigma^{k,c}_x\} \) and \( \{\sigma^{k,C}_x\} \) defined by

\[
\sigma^{k+1,c}_x(\cdot) := S_u(x^{k,c}(\cdot), x^{k,C}(\cdot), \sigma^{k,c}_x(\cdot), \sigma^{k,C}_x(\cdot), \cdot),
\]

\[
\sigma^{k+1,C}_x(\cdot) := S_o(x^{k,c}(\cdot), x^{k,C}(\cdot), \sigma^{k,c}_x(\cdot), \sigma^{k,C}_x(\cdot), \cdot)
\]

are, respectively, subgradients of \( x^{k+1,c} \) and \( x^{k+1,C} \) on \( P \) for \( k \in \mathbb{N} \).
Proof. From the hypothesis, \( x_{0}^{c} \) and \( x_{0}^{C} \) are (constant) convex and concave relaxations of \( x \) on \( P \), respectively, and \( \sigma_{x}^{0,c} = \sigma_{x}^{0,C} = 0 \) are subgradients of \( x_{0}^{c} \) and \( x_{0}^{C} \) on \( P \), respectively. Suppose this holds for \( k \in \mathbb{N} \). Then we have \( x_{k}^{c} \) and \( x_{k}^{C} \), convex and concave relaxations of \( x \) on \( P \), respectively, and \( \sigma_{x}^{k,c} \) and \( \sigma_{x}^{k,C} \), subgradients of \( x_{k}^{c} \) and \( x_{k}^{C} \) on \( P \), respectively. By the definition of the composite subgradient (Def. 4.2.15), subgradients of \( u_{\phi}(x_{k}^{c}(), x_{k}^{C}(), \cdot) \) and \( o_{\phi}(x_{k}^{c}(), x_{k}^{C}(), \cdot) \) on \( P \) are given by \( S_{u_{\phi}}(x_{k}^{c}(), x_{k}^{C}(), \cdot) \) and \( S_{o_{\phi}}(x_{k}^{c}(), x_{k}^{C}(), \cdot) \) respectively, and by Definition 4.3.3, \( S_{u_{\phi}}(x_{k}^{c}(), x_{k}^{C}(), \cdot) \) and \( S_{o_{\phi}}(x_{k}^{c}(), x_{k}^{C}(), \cdot) \) are subgradients of

\[
\begin{align*}
    x_{k+1,c}() &:= \overline{u}_{\phi}(x_{k}^{c}(), x_{k}^{C}(), \cdot) = \max\{x_{k}^{c}(), u_{\phi}(x_{k}^{c}(), x_{k}^{C}(), \cdot)\}, \\
    x_{k+1,C}() &:= \overline{o}_{\phi}(x_{k}^{c}(), x_{k}^{C}(), \cdot) = \min\{x_{k}^{C}(), o_{\phi}(x_{k}^{c}(), x_{k}^{C}(), \cdot)\}
\end{align*}
\]

on \( P \), respectively. Induction completes the proof. \( \square \)

It is of great interest to understand when this procedure for calculating relaxations works well. Although improvement on the bounds cannot be guaranteed in general, one can find cases when improvement is definitely not possible; thus providing a necessary condition for improvement.

Theorem 4.3.6. Let \( \{x^{k}\} \) be a sequence generated by the fixed-point iteration (4.7) starting from \( x^{0}(p) \in X, \forall p \in P \). If \( x^{k}(p) \notin X \) for some \( p \in P, k \in \mathbb{N} \), then the sequences \( \{x_{k}^{c}\} \) and \( \{x_{k}^{C}\} \) from Theorem 4.3.4 are such that there exists a \( p \in P \) such that \( x_{k}^{c}(p) = x_{L} \) or \( x_{k}^{C}(p) = x_{U} \) for every \( k \in \mathbb{N} \).

Proof. By hypothesis, \( x^{0}(p) \in X \) for every \( p \in P \) and \( x_{0}^{c} = x_{L} \) and \( x_{0}^{C} = x_{U} \). Therefore \( x_{0}^{c} \) and \( x_{0}^{C} \) are convex and concave relaxations of \( x^{0} \) on \( P \), respectively. Suppose this is true for \( (K-1) \in \mathbb{N} \) where \( K \) is the iteration in which \( x^{K}(p) \notin X \) such that \( x^{K}(p) \in X, \forall k < K \) for some \( p \in P \). Then by Definition 4.2.9 and Theorem 4.3.4, \( u_{\phi}(x_{k-1,c}(p), x_{k-1,C}(p), p) \leq \phi(x_{k-1}(p), p) \leq o_{\phi}(x_{k-1,c}(p), x_{k-1,C}(p), p) \) for every \( p \in P \) (noting \( x^{K}(p) \in X, \forall p \in P \)). Since \( x^{K}(p) = \phi(x^{K-1}(p), p), \forall p \in P \), this implies \( u_{\phi}(x^{K-1,c}(p), x^{K-1,C}(p), p) \leq x^{K}(p) \leq o_{\phi}(x^{K-1,c}(p), x^{K-1,C}(p), p), \forall p \in P \).
However, since \( x^K(\bar{p}) \notin X \), it follows that \( u_\phi(x^{K-1,c}(\bar{p}), x^{K-1,C}(\bar{p}), \bar{p}) < x^L \) or \( o_\phi(x^{K-1,c}(\bar{p}), x^{K-1,C}(\bar{p}), \bar{p}) > x^U \). Therefore \( \bar{u}_\phi(x^{K-1,c}(\bar{p}), x^{K-1,C}(\bar{p}), \bar{p}) = x^L \) or \( \bar{o}_\phi(x^{K-1,c}(\bar{p}), x^{K-1,C}(\bar{p}), \bar{p}) = x^U \).  

### 4.3.2 Direct Relaxation of Newton-Type Iterations

According to Theorem 4.3.6, the property that \( \phi \) maps \( X \times P \) into \( X \) is desirable in order to calculate relaxations that are potential improvements on the original bounds of \( X \). This property will be exhibited by any \( \phi \) that is a contraction mapping. Consider the system of equations (4.3) and now suppose that \( h \) cannot be rearranged algebraically as in the previous section, such that (4.7) is contractive. Thus, \( h \) will be a member of a more general class of functions. The following result guarantees that a different form of fixed-point iteration can still be constructed from any such system and under some other fixed-point results, may be guaranteed to be contractive. However, as will be shown in this section, the fact that \( \phi \) is contractive is not enough to calculate relaxations of \( x \) that are guaranteed to be refinements on the bounds of \( X \) using the method of Section 4.3.1. Although, this property is a necessary condition.

**Proposition 4.3.7.** For any function \( h : A \subset \mathbb{R}^n \rightarrow \mathbb{R}^n \), there exists \( \phi : A \rightarrow \mathbb{R}^n \) such that \( \phi(z) = z \) if and only if \( h(z) = 0 \).

**Proof.** Let \( \phi(z) = z - Yh(z) \) with \( Y \in \mathbb{R}^{n \times n} \) nonsingular.  

By the previous proposition, the function \( \phi : X \times P \rightarrow \mathbb{R}^{nx} \) can be defined as

\[
\phi(z, p) \equiv z - Y(z, p)h(z, p) \tag{4.8}
\]

with \( Y(z, p) \in \mathbb{R}^{nx \times nx} \) nonsingular for all \((z, p) \in X \times P \). Then

\[
x^{k+1}(p) := \phi(x^k(p), p) \tag{4.9}
\]

is a fixed-point iteration. Thus, the method of Section 4.3.1 can still, in principle, be used to construct relaxations of \( x \) on \( P \). However, the following result shows that the
relaxations of \( x \) constructed in this way cannot be tighter than the bounds \( x^L \) and \( x^U \).

**Theorem 4.3.8.** Let \( \phi \) be defined as in (4.8) and suppose Assumption 4.3.1 holds. Let \( x^{0,\epsilon}, x^{0,C} : P \to \mathbb{R}^n \) be defined by \( x^{0,\epsilon}(p) = x^L \) and \( x^{0,C}(p) = x^U \) for all \( p \in P \). Let \( u_\phi \) and \( o_\phi \) be composite relaxations of \( \phi \) on \( X \times P \) and let \( \bar{u}_\phi \) and \( \bar{o}_\phi \) be defined as in Definition 4.3.2. Let \( x^{k,c}, x^{k,C} : P \to X \) be defined by \( x^{k,c}(p) = x^L \) and \( x^{k,C}(p) = x^U \) for all \( p \in P \). Let \( \bar{u}_\phi \) and \( \bar{o}_\phi \) be composite relaxations of \( \phi \) on \( X \times P \) and let \( \bar{u}_\phi \) and \( \bar{o}_\phi \) be defined as in Definition 4.3.2. Let \( x^{k,c}, x^{k,C} : P \to X \) be defined by \( x^{k,\epsilon}(\cdot) := \bar{u}_\phi(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \) and \( x^{k+1,\epsilon}(\cdot) := \bar{o}_\phi(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \). Then \( x^{k,c}(p) = x^L \) and \( x^{k,C}(p) = x^U \) for every \( p \in P \) and all \( k \in \mathbb{N} \).

**Proof.** Let \( f(z, p) = -Y(z, p)h(z, p) \). By the rules of McCormick relaxations [128], \( u_\phi \) and \( o_\phi \) can be written as

\[
\begin{align*}
u_\phi(x^{k,c}(p), x^{k,C}(p), p) &= x^{k,c}(p) + u_f(x^{k,c}(p), x^{k,C}(p), p), \\
o_\phi(x^{k,c}(p), x^{k,C}(p), p) &= x^{k,C}(p) + o_f(x^{k,c}(p), x^{k,C}(p), p),
\end{align*}
\]

where, respectively, \( u_f \) and \( o_f \) are composite relaxations of \( f \) on \( X \times P \). By Definition 4.2.9, \( u_f(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \) and \( o_f(x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \) are convex and concave relaxations of \( f(x(\cdot), \cdot) \) on \( P \), respectively for every \( k \in \mathbb{N} \). By Definition, \( f(x(p), p) = 0 \), \( \forall p \in P \). Thus

\[
\begin{align*}
u_f(x^{k,c}(p), x^{k,C}(p), p) &\leq 0 \leq o_f(x^{k,c}(p), x^{k,C}(p), p)
\end{align*}
\]

hold for every \( p \in P \) for every \( k \geq 0 \). Note that \( x^{0,\epsilon}(p) = x^L \) and \( x^{0,C}(p) = x^U \). Suppose the same is true of \( x^{k,c} \) and \( x^{k,C} \), respectively. Then,

\[
\begin{align*}
x^{k,c}(p) + u_f(x^{k,c}(p), x^{k,C}(p), p) &\leq x^{k,c}(p) = x^L, \\
x^{k,C}(p) + o_f(x^{k,c}(p), x^{k,C}(p), p) &\geq x^{k,C}(p) = x^U.
\end{align*}
\]
By Definition 4.3.2, we have

\[ x^{k+1,c}(p) := \max \{ x^{k,c}, x^{k,c}(p) + u_f(x^{k,c}(p), x^{k,c}(p), p) \} = x^L, \]

\[ x^{k+1,C}(p) := \min \{ x^{k,C}, x^{k,C}(p) + o_f(x^{k,c}(p), x^{k,c}(p), p) \} = x^U. \]

Induction completes the proof. \qed

The importance of the above theorem is that the convex and concave relaxations of the generic Newton-type form (4.8), discussed in Proposition 4.3.7, can be no tighter than the original bounds given by \( X \), and will in fact be fixed at these bounds. This result is analogous to the reason why one cannot simply take an interval extension of the Newton iteration and expect to improve the initial bounds on a locally unique solution.\(^2\) This result motivates the need for a different technique for calculating valid convex and concave relaxations of \( x \). Again, it should be noted that fixed-point iterations of different forms, such as the successive-substitution iteration discussed above and in [128], may not have the same problem, per Theorem 4.3.4, so long as \( \phi \) maps \( X \times P \) into \( X \).

The next two sections describe a different method which is capable of constructing relaxations of \( x \) on \( P \) that are potentially refinements of the bounds given by \( X \), when no successive-substitution rearrangement for \( h \) exists that is a contraction mapping. First, the method is developed for parametric linear systems in Section 4.3.3. The extension to parametric nonlinear systems is developed in Section 4.3.4.

### 4.3.3 Relaxations of Solutions of Parametric Linear Systems

Consider the parametric linear system:

\[ A(p)z = b(p), \tag{4.10} \]

with \( A : P \to D_a \subset \mathbb{R}^{n_a \times n_x} \) and \( b : P \to D_b \subset \mathbb{R}^{n_z} \) factorable, \( z \in \mathbb{R}^{n_z} \), and \( p \in P \).

\(^2\)The reader is directed back to Chap. 3 or [101] if this is unclear.
Assumption 4.3.9.

1. There exists \( \delta : P \to \mathbb{R}^{n_x} \) such that \( A(p)\delta(p) = b(p), \forall p \in P \), and an interval \([\delta^L, \delta^U]\) is available such that \( \delta(P) \subset \Delta \) and \( \delta(p) \) is unique in \( \Delta \) for every \( p \in P \).

2. Intervals \( A \in \mathbb{ID}_a \) and \( B \in \mathbb{ID}_b \) are known such that \( A(P) \subset A \), \( b(P) \subset B \), and \( 0 \not\in A_{ii} \) for all \( i \).

Since \( A \) and \( b \) are factorable, the intervals \( A \) and \( B \) are easily calculable using interval analysis, e.g. by calculating their natural interval extensions. The set \( \Delta \) may be computed using a parametric interval linear solver such as that in [106, 107, 119]. The assumption that \( 0 \not\in A_{ii}, \forall i \) implies that \( a_{ii}(p) \neq 0 \) for all \( p \in P \). However, this can be relaxed by assuming that there exists a preconditioning matrix \( Y \in \mathbb{R}^{n_x \times n_x} \) such that the diagonal elements of \( YA \) do not enclose 0 and thus the product \( YA(p) \) has nonzero diagonal elements for every \( p \in P \). In [101], various results on the relationship between \( Y, A, \) and \( A \) are discussed. The key result of this section offers a way of calculating relaxations of solutions to parametric linear systems. To begin, the solution \( \delta \) will be characterized in semi-explicit form.

**Definition 4.3.10** (f). Define the function \( f : \mathbb{ID}_b \times \mathbb{ID}_a \times \mathbb{R}^{n_x} \to \mathbb{R}^{n_x} \) such that \( f(\tilde{b}, \tilde{A}, \tilde{\delta}) = \tilde{\delta}^* \), where the \( i^{th} \) component of \( \tilde{\delta}^* \) is given by the loop:

\[
\text{for } i = 1, \ldots, n_x \text{ do}
\tilde{\delta}_i^* := \left( \tilde{b}_i - \sum_{j<i} \tilde{a}_{ij} \tilde{\delta}_j^* - \sum_{j>i} \tilde{a}_{ij} \tilde{\delta}_j \right) / \tilde{a}_{ii}
\text{end}
\]

where \( \tilde{a}_{ij} \) is the \((i,j)^{th}\) element of \( \tilde{A} \), \( \tilde{b}_i \) is the \( i^{th} \) component of \( \tilde{b} \), and \( \tilde{\delta}_i \) is the \( i^{th} \) component of \( \tilde{\delta} \).

**Lemma 4.3.11.** Suppose Assumption 4.3.9 holds. Then \( \delta(p) = f(b(p), A(p), \delta(p)) \) for every \( p \in P \), i.e., \( \delta(p) \) is a fixed-point of \( f(b(p), A(p), \cdot) \) for every \( p \in P \).
Proof. By hypothesis, \( \mathbf{A}(\mathbf{p})\delta(\mathbf{p}) = \mathbf{b}(\mathbf{p}) \) holds and the \( i \)th equation can be expressed as
\[
\sum_{j=1}^{n_x} a_{ij}(\mathbf{p})\delta_j(\mathbf{p}) = b_i(\mathbf{p}), \quad \forall \mathbf{p} \in P.
\]
Or, equivalently written
\[
a_{ii}(\mathbf{p})\delta_i(\mathbf{p}) + \sum_{j<i} a_{ij}(\mathbf{p})\delta_j(\mathbf{p}) + \sum_{j>i} a_{ij}(\mathbf{p})\delta_j(\mathbf{p}) = b_i(\mathbf{p}), \quad \forall \mathbf{p} \in P.
\]
Solving for \( \delta_i \):
\[
\delta_i(\mathbf{p}) = \frac{b_i(\mathbf{p}) - \sum_{j<i} a_{ij}(\mathbf{p})\delta_j(\mathbf{p}) - \sum_{j>i} a_{ij}(\mathbf{p})\delta_j(\mathbf{p})}{a_{ii}(\mathbf{p})}, \quad \forall \mathbf{p} \in P.
\]
It immediately follows that
\[
f_1(\mathbf{b}(\mathbf{p}), \mathbf{A}(\mathbf{p}), \delta(\mathbf{p})) = \delta_1^*(\mathbf{p}) = \frac{b_1(\mathbf{p}) - \sum_{j>1} a_{1j}(\mathbf{p})\delta_j(\mathbf{p})}{a_{11}(\mathbf{p})} = \delta_1(\mathbf{p}).
\]
Suppose \( \delta_k = \delta_k^* \) holds for \( k < n_x \). Then
\[
f_{k+1}(\mathbf{b}(\mathbf{p}), \mathbf{A}(\mathbf{p}), \delta(\mathbf{p})) = \\
\delta_{k+1}^*(\mathbf{p}) = \left( b_{k+1}(\mathbf{p}) - \sum_{j<k+1} a_{ij}(\mathbf{p})\delta_j^* - \sum_{j>k+1} a_{ij}(\mathbf{p})\delta_{ij} \right) / a_{ii}(\mathbf{p}) \\
= \left( b_{k+1}(\mathbf{p}) - \sum_{j<k+1} a_{ij}(\mathbf{p})\delta_j - \sum_{j>k+1} a_{ij}(\mathbf{p})\delta_{ij} \right) / a_{ii}(\mathbf{p}) = \delta_{k+1}(\mathbf{p})
\]
Induction completes the proof. \( \square \)

Using the characterization of \( \delta \) provided by Lemma 4.3.11, convex and concave relaxations of \( \delta \) on \( P \) can be computed by iteratively refining the bounds \( \delta^L \) and \( \delta^U \).

Theorem 4.3.12 (Relaxations of Parametric Linear Systems). Let \( \mathbf{A}^c, \mathbf{A}^C : P \to \mathbb{R}^{nx \times nx} \) be convex and concave relaxations of \( \mathbf{A} \) on \( P \), respectively, and let \( \mathbf{b}^c, \mathbf{b}^C : P \to \mathbb{R}^{nx} \) be convex and concave relaxations of \( \mathbf{b} \) on \( P \), respectively. Let \( \mathbf{u}_c \) and \( \mathbf{u}_r \) be composite relaxations of \( \mathbf{f} \) on \( B \times A \times \Delta \times P \). Let \( \delta^0 \), \( \delta^0_C : P \to \mathbb{R}^{nx} \) be defined by
δ^0, c(p) = δ^L and δ^0, C(p) = δ^U for all p ∈ P. Then the sequences \{δ^k, c\} and \{δ^k, C\} defined by the iteration

\[
\delta^{k+1, c}(\cdot) := \bar{u}_f(b^c(\cdot), b^C(\cdot), A^c(\cdot), A^C(\cdot), \delta^k, c(\cdot), \delta^k, C(\cdot)),
\]
\[
\delta^{k+1, C}(\cdot) := \bar{o}_f(b^C(\cdot), b^c(\cdot), A^C(\cdot), A^c(\cdot), \delta^k, C(\cdot), \delta^k, c(\cdot)),
\]

are convex and concave relaxations of δ on P, respectively, for every k ∈ N, with \(\bar{u}_f, \bar{o}_f\) defined analogously to Def. 4.3.2.

Proof. δ^0, c and δ^0, C are trivially convex and concave relaxations of δ on P. Suppose this holds for k ≥ 0. Then δ^k, c and δ^k, C are relaxations of δ on P. By Definition 4.2.9

\[
u_f(b^c(\cdot), b^C(\cdot), A^c(\cdot), A^C(\cdot), \delta^k, c(\cdot), \delta^k, C(\cdot)),
\]
\[o_f(b^C(\cdot), b^c(\cdot), A^C(\cdot), A^c(\cdot), \delta^k, C(\cdot), \delta^k, c(\cdot)),
\]

are convex and concave relaxations of f(b(\cdot), A(\cdot), δ(\cdot)) on P, respectively. By Lemma 4.3.11, δ(\cdot) = f(b(\cdot), A(\cdot), δ(\cdot)), and hence these are also relaxations of δ on P. Since the maximum of two convex functions is convex and the minimum of two concave functions is concave,

\[
\delta^{k+1, c}(\cdot) := \bar{u}_f(b^c(\cdot), b^C(\cdot), A^c(\cdot), A^C(\cdot), \delta^k, c(\cdot), \delta^k, C(\cdot)),
\]
\[
\delta^{k+1, C}(\cdot) := \bar{o}_f(b^C(\cdot), b^c(\cdot), A^C(\cdot), A^c(\cdot), \delta^k, C(\cdot), \delta^k, c(\cdot)),
\]

are convex and concave relaxations of δ on P, respectively. Induction completes the proof.

Remark 4.3.13. The definition of f does not have explicit dependence on p, however, this is just a special case of the general form (4.7). Therefore \(\bar{u}_f\) and \(\bar{o}_f\) are said to be composite relaxations of f on B × A × Δ × P, which is consistent with the definition of composite relaxations (Def. 4.2.9).

It should be noted that the functions \(\delta^k, c\) and \(\delta^k, C\) can be no worse than the
original bounds. Thus, Theorem 4.3.12 offers an efficient procedure for constructing relaxations of solutions to parametric linear systems that may be, potentially significant, refinements of the original bounds. It should also be mentioned that because of how f is defined, each component i makes use of information from the previous j < i updated components. It is said that f is evaluated in a sequential componentwise manner. Similarly, relaxations of f are calculated in a sequential componentwise manner.

What this amounts to is the sequential componentwise refinement of relaxations of δj making use of the newly calculated refinements of the previous components (i < j).

This procedure is analogous to how the Gauss-Seidel method propagates the newly calculated (i < j) information forward to (j > i) components to get better approximations of the solution and potentially speed up convergence. Subgradients of these relaxations can also be calculated.

**Theorem 4.3.14.** Let \( A^c, A^C : P \to \mathbb{R}^{n_x \times n_z} \) be convex and concave relaxations of \( A \) on \( P \), respectively, and let \( b^c, b^C : P \to \mathbb{R}^{n_x} \) be convex and concave relaxations of \( b \) on \( P \), respectively. Let \( \delta^0, \delta^0_c : P \to \mathbb{R}^{n_x} \) be defined by \( \delta^0_c(p) = \delta^L \) and \( \delta^0_c(p) = \delta^U \) for all \( p \in P \) and let \( \sigma^0, \sigma^0_c : P \to \mathbb{R}^{n_p \times n_x \times n_z} \) be subgradients of \( A^c, A^C \) on \( P \), respectively. Similarly, let \( \sigma^c, \sigma^c_c : P \to \mathbb{R}^{n_p \times n_x \times n_z} \) be subgradients of \( b^c, b^C \) on \( P \), respectively. Let relaxations of \( \delta, (\delta^k_c, \delta^k_c) \), be given by Theorem 4.3.12. Let \( S_{\delta^c}, S_{\delta^c_c} \) be composite subgradients of \( u^c \) and \( o^c \) on \( B \times A \times \Delta \times P \), respectively. Then the sequences \( \{\sigma^0_{\delta^c}\} \) and \( \{\sigma^0_{\delta^c_c}\} \) defined by

\[
\begin{align*}
\sigma^0_{\delta^c_c}(\cdot) &= S_{\delta^c}(b^c(\cdot), b^C(\cdot), \sigma^c(\cdot), \sigma^c_c(\cdot), A^c(\cdot), A^C(\cdot), \hat{\sigma}_A(\cdot), \hat{\sigma}_A(\cdot),)
\end{align*}
\]

are subgradients of \( \delta^k_c \) and \( \delta^k_c^C \) on \( P \), respectively, with \( S_{\delta^c} \) and \( S_{\delta^c_c} \) defined analogously to Def. 4.3.3.

**Proof.** The proof is analogous to that for Theorem 4.3.5. \( \square \)
4.3.4 Relaxations of Solutions of Parametric Nonlinear Systems

As in Section 4.3.2, the general form of \( h \) will be considered such that \( h \) cannot be rearranged algebraically as in Section 4.3.1.

**Assumption 4.3.15.**

1. There exists \( x : P \to D_x \) such that \( h(x(p), p) = 0, \forall p \in P \), and an interval \( X \equiv [x^L, x^U] \subset \mathbb{I}D_x \) is available such that \( x(p) \subset X \) and \( x(p) \) is unique in \( X \) for all \( p \in P \).

2. Derivative information \( \nabla_x h_i, i = 1, \ldots, n_x \) is available and is factorable, say by automatic differentiation [12, 49].

3. A matrix \( Y \in \mathbb{R}^{n_x \times n_x} \) is known such that \( M \equiv Y J_x(X, P) \) satisfies \( 0 \not\in M_{ii} \) for all \( i \), where \( J_x \) is an inclusion monotonic interval extension of \( J_x \) on \( X \times P \).

The matrix \( M \) can be calculated by taking natural interval extensions [92, 101]. Furthermore, parametric interval-Newton methods [54, 56, 101] offer a way to calculate \( X \) satisfying Assumption 4.3.15. The matrix \( Y \) is simply a *preconditioning matrix* and has been the topic of many articles. Specifically, [69] discusses the application to interval-Newton methods. A frequently valid choice is \( Y = [m(J_x(X, P))]^{-1} \), which is popular due to its relatively efficient computation. As in Section 4.3.3, we begin by characterizing \( x \) in semi-explicit form.

**Lemma 4.3.16.** Choose any \( z : P \to \mathbb{R}^{n_x} \) such that \( z(P) \subset X \). There exists a matrix-valued function \( M : P \to M \) such that

\[
-Yh(z(p), p) = M(p)(x(p) - z(p)), \forall p \in P
\]

with \( M \equiv Y J_x(X, P) \).

**Proof.** From the Parametric Mean-Value Theorem 4.2.5, there exists a function \( y^i :
$P \rightarrow X$ such that

$$h_i(x(p), p) - h_i(z(p), p) = \nabla_x h_i(y^i(p), p)^T(x(p) - z(p)), \forall p \in P$$

for the $i^{th}$ component of $h$. Writing the mean-value form for $i = 1, \ldots, n_x$, and noticing that $h_i(x(p), p) = 0$ for all $i$, we get

$$-h(z(p), p) = \begin{bmatrix}
\nabla_x h_1(y^1(p), p)^T \\
\nabla_x h_2(y^2(p), p)^T \\
\vdots \\
\nabla_x h_{n_x}(y^{n_x}(p), p)^T 
\end{bmatrix}(x(p) - z(p)), \forall p \in P.$$

Multiplying both sides by $Y$, we get

$$-Yh(z(p), p) = Y \begin{bmatrix}
\nabla_x h_1(y^1(p), p)^T \\
\nabla_x h_2(y^2(p), p)^T \\
\vdots \\
\nabla_x h_{n_x}(y^{n_x}(p), p)^T 
\end{bmatrix}(x(p) - z(p)), \forall p \in P.$$

Let $B : X \times X \times \cdots \times X \times P \rightarrow \mathbb{R}^{n_x \times n_x}$ be defined so that

$$M(\cdot) = B(y^1(\cdot), y^2(\cdot), \ldots, y^{n_x}(\cdot), \cdot) \equiv Y \begin{bmatrix}
\nabla_x h_1(y^1(\cdot), \cdot)^T \\
\nabla_x h_2(y^2(\cdot), \cdot)^T \\
\vdots \\
\nabla_x h_{n_x}(y^{n_x}(\cdot), \cdot)^T 
\end{bmatrix}.$$ 

By Assumption 4.3.15-3, there exists a matrix $Y$ so that $M \equiv Y J_x(X, P)$ is such that $0 \notin M_{ii}$. Since $y^i(P) \subset X$ and the image $B(X, X, \cdots, X, P) \subset Y J_x(X, P)$, so that $M(P) \subset M$.

It is important to notice that, for the purposes of this chapter and beyond, $M$ need not be calculated explicitly. However, it is required that convex and concave relaxations of $M$ on $P$ can be calculated. This is fortuitous since it is easier to relax
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Lemma 4.3.17. Let \( z, M, \) and \( B \) be as in Lemma 4.3.16. Let \( u_B, o_B \) be composite relaxations of \( B \) on \( X \times X \times \cdots \times X \times X \times P \). Let \( x^c, x^C : P \rightarrow \mathbb{R}^{n_x} \) be convex and concave relaxations of \( x \) on \( P \), respectively, such that \( x^c(p) \leq z(p) \leq x^C(p), \forall p \in P \). Then the functions

\[
M^c(\cdot) \equiv u_B(x^c(\cdot), x^C(\cdot), \ldots, x^c(\cdot), x^C(\cdot), \cdot) \\
M^C(\cdot) \equiv o_B(x^c(\cdot), x^C(\cdot), \ldots, x^c(\cdot), x^C(\cdot), \cdot),
\]

are convex and concave relaxations of \( M \) on \( P \), respectively.

Proof. By Assumption 4.3.15-2, \( \nabla x h_i, i = 1, \ldots, n_x \), is available and factorable. We know that for each \( p \in P \) and all \( i = 1, \ldots, n_x \) and \( j = 1, \ldots, n_x \), either \( x_j(p) \leq y_{ij}(p) \leq z_j(p) \) or \( z_j(p) \leq y_{ij}(p) \leq x_j(p) \). Also, we have valid relaxations such that \( x^c(p) \leq z(p) \leq x^C(p), \forall p \in P \). Thus, it is clear \( x^c(p) \leq y^i(p) \leq x^C(p), \forall p \in P \) and \( i = 1, \ldots, n_x \). Since \( x^c \) and \( x^C \) are convex and concave relaxations of \( y^i \) on \( P \) for \( i = 1, \ldots, n_x \) by Definition 4.2.9, and \( u_B \) and \( o_B \) are composite relaxations of \( B \) on \( X \times X \times \cdots \times X \times X \times P \), it follows directly that \( M^c \) and \( M^C \) are valid convex and concave relaxations of \( M \) on \( P \).

Two different techniques for constructing relaxations of solutions of parametric nonlinear systems, that rely on the above results, will now be presented along with very general composite relaxation results. The complete results and procedures regarding constructing relaxations of solutions of parametric nonlinear systems will then be presented.

Definition 4.3.18 (\( \psi \)). Let \( b : X \times P \rightarrow \mathbb{R}^{n_x} \) such that \( b \equiv Yh \). Define the function \( \psi : X \times M \times X \times P \rightarrow \mathbb{R}^{n_x} \) such that \( \forall (\bar{z}, \bar{M}, \bar{x}, p) \in X \times M \times X \times P \),
\[ \psi(\tilde{z}, \tilde{M}, \tilde{x}, p) = \tilde{x}^*, \] where the \(i\)th component of \(\tilde{x}^*\) is given by the loop:

\[
\text{for } i = 1, \ldots, n_x \text{ do }
\tilde{x}_i^* := \tilde{z}_i - \left( b_i(\tilde{z}, p) + \sum_{j<i} \tilde{m}_{ij}(\tilde{x}_j^* - \tilde{z}_j) + \sum_{j>i} \tilde{m}_{ij}(\tilde{x}_j - \tilde{z}_j) \right) / \tilde{m}_{ii},
\]

\[ (4.12) \]

This is simply a formal definition of a single iteration of the parametric version of the Gauss-Seidel method and is very closely related to the function \(f\) from the linear systems section above. The following result shows that if relaxations of \(x\) are known, they can be refined. Later, the full method, that is practical computationally, for refining relaxations of \(x\) iteratively is presented which relies on this result.

**Theorem 4.3.19.** Let \(z\) and \(M\) be as in Lemma 4.3.16. Let \(M^c, M^C : P \to \mathbb{R}^{n_x \times n_x}\) be relaxations of \(M\) on \(P\), let \(x^{k,c}, x^{k,C} : P \to \mathbb{R}^{n_x}\) be relaxations of \(x\) on \(P\), and let \(z^c, z^C : P \to \mathbb{R}^{n_x}\) be relaxations of \(z\) on \(P\). Let \(u_\psi\) and \(o_\psi\) be composite relaxations of \(\psi\) on \(X \times M \times X \times P\). Then convex and concave relaxations of \(x\) on \(P\) are given by

\[
x^{k+1,c}(.):= \tilde{u}_\psi(z^c(.), z^C(.), M^c(.), M^C(.), x^{k,c}(.), x^{k,C}(.), \cdot),
\]

\[
x^{k+1,C}(.):= \tilde{o}_\psi(z^c(.), z^C(.), M^c(.), M^C(.), x^{k,c}(.), x^{k,C}(.), \cdot),
\]

respectively, with \(\tilde{u}_\psi\) and \(\tilde{o}_\psi\) defined analogously to Def. 4.3.2.

**Proof.** Similar to the linear systems result above, we will show that \(x\) is a fixed-point of \(\psi\). By Lemma 4.3.16

\[
M(p)(x(p) - z(p)) = -Yh(z(p), p), \quad \forall p \in P,
\]
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and \(0 \notin M_i \supset m_{ii}(P),\ \forall i\). Now, it is clear that, for \(i = 1, \ldots, n_x\), we can write

\[
x_i(p) = z_i(p) - \left( b_i(z(p), p) + \sum_{j < i} m_{ij}(p)(x_j(p) - z_j(p)) + \sum_{j > i} m_{ij}(p)(x_j(p) - z_j(p)) \right) / m_{ii}(p)
\]

with \(b = Yh\). It immediately follows that

\[
\psi_1(z(p), M(p), x(p), p) = x_i^*(p)
\]

\[
= z_1(p) - \left( b_1(z(p), p) + \sum_{j > 1} m_{1j}(p)(x_j(p) - z_j(p)) \right) / m_{11}(p) = x_1(p).
\]

Similar to the proof of Lemma 4.3.11, using induction, \(x_i(p) = \psi_i(z(p), M(p), x(p), p) = x_i^*, \ \forall i\). Therefore \(x\) is a fixed-point of \(\psi\) for every \(p \in P\). From the hypothesis and Definition 4.2.9, it follows that

\[
u_\psi(z^e(\cdot), z^C(\cdot), M^e(\cdot), M^C(\cdot), x^{k,e}(\cdot), x^{k,C}(\cdot), \cdot),
\]

\[
o_\psi(z^e(\cdot), z^C(\cdot), M^e(\cdot), M^C(\cdot), x^{k,e}(\cdot), x^{k,C}(\cdot), \cdot)
\]

are relaxations of \(\psi(z(\cdot), M(\cdot), x(\cdot), \cdot)\) on \(P\) that are also relaxations of \(x(\cdot) = \psi(z(\cdot), M(\cdot), x(\cdot), \cdot)\) on \(P\). It immediately follows that

\[
x^{k+1,e}(\cdot) := \bar{u}_\psi(z^e(\cdot), z^C(\cdot), M^e(\cdot), M^C(\cdot), x^{k,e}(\cdot), x^{k,C}(\cdot), \cdot),
\]

\[
x^{k+1,C}(\cdot) := \bar{o}_\psi(z^e(\cdot), z^C(\cdot), M^e(\cdot), M^C(\cdot), x^{k,e}(\cdot), x^{k,C}(\cdot), \cdot),
\]

are convex and concave relaxations of \(x\) on \(P\), respectively. \(\square\)

As in Section 4.3.3, the sequential componentwise refinement of relaxations of \(x\) enable the calculations of subsequent components \((j > i)\) to make use of the newly calculated refinements of the previous components \((j < i)\).

**Theorem 4.3.20.** Let \(z\) and \(M\) be as in Lemma 4.3.16. Let \(M^e, M^C : P \to \mathbb{R}^{n_x \times n_x}\) be relaxations of \(M\) on \(P\), let \(x^{k,e}, x^{k,C} : P \to \mathbb{R}^{n_x}\) be relaxations of \(x\) on \(P\), and let
\( z^c, z^C : P \to \mathbb{R}^{n_x} \) be relaxations of \( z \) on \( P \). Let \( \hat{\sigma}^c_M, \hat{\sigma}^C_M : P \to \mathbb{R}^{n_p \times n_x \times n_x} \) be subgradients of \( M^c \) and \( M^C \) on \( P \), respectively, let \( \sigma^{k,c}_x, \sigma^{k,C}_x : P \to \mathbb{R}^{n_p \times n_x} \) be subgradients of \( x^{k,c} \) and \( x^{k,C} \) on \( P \), respectively, and let \( \sigma^c_z, \sigma^C_z : P \to \mathbb{R}^{n_p \times n_x} \) be subgradients of \( z^c \) and \( z^C \) on \( P \), respectively. Let \( S_{u_\psi} \) and \( S_{o_\psi} \) be composite subgradients of \( u_\psi \) and \( o_\psi \) on \( X \times M \times X \times P \), respectively. Then we have

\[
\sigma^{k+1,c}_x(\cdot) := S_{u_\psi}(z^c(\cdot), z^C(\cdot), \sigma^c_z(\cdot), \sigma^C_z(\cdot), M^c(\cdot), M^C(\cdot), \sigma^{k,c}_M(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \sigma^{k,c}_x(\cdot), \sigma^{k,C}_x(\cdot), \cdot),
\]

\[
\sigma^{k+1,C}_x(\cdot) := S_{o_\psi}(z^c(\cdot), z^C(\cdot), \sigma^c_z(\cdot), \sigma^C_z(\cdot), M^c(\cdot), M^C(\cdot), \sigma^{k,c}_M(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \sigma^{k,c}_x(\cdot), \sigma^{k,C}_x(\cdot), \cdot)
\]

are subgradients of

\[
x^{k+1,c}(\cdot) := u_\psi(z^c(\cdot), z^C(\cdot), M^c(\cdot), M^C(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot)
\]

\[
x^{k+1,C}(\cdot) := o_\psi(z^c(\cdot), z^C(\cdot), M^c(\cdot), M^C(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot)
\]

on \( P \), with \( S_{u_\mathbf{r}} \) and \( S_{o_\mathbf{r}} \) defined analogously to Def. 4.3.3.

**Proof.** The proof is analogous to that for Theorem 4.3.5. \( \square \)

A second technique for constructing relaxations of solutions of parametric nonlinear systems will now be presented.

**Definition 4.3.21** (\( \chi \)). The function \( \chi : X \times M \times X \times P \to \mathbb{R}^{n_x} \) will be defined as

\[
\chi(\tilde{z}, \tilde{M}, \tilde{x}, p) \equiv \tilde{z} - Yh(\tilde{z}, p) + (I - \tilde{M})(\tilde{x} - \tilde{z}), \quad (4.13)
\]

\( \forall (\tilde{z}, \tilde{M}, \tilde{x}, p) \in X \times M \times X \times P. \)

**Theorem 4.3.22.** Let \( z \) and \( M \) be as in Lemma 4.3.16. Let \( M^c, M^C : P \to \mathbb{R}^{n_x \times n_x} \) be relaxations of \( M \) on \( P \), let \( x^{k,c}, x^{k,C} : P \to \mathbb{R}^{n_x} \) be relaxations of \( x \) on \( P \), and let \( z^c, z^C : P \to \mathbb{R}^{n_x} \) be relaxations of \( z \) on \( P \). Let \( u_x \) and \( o_x \) be composite relaxations of
\( \chi \) on \( X \times M \times X \times P \). Then convex and concave relaxations of \( \chi \) on \( P \) are given by

\[
x^{k+1,c} (\cdot) := \bar{u}_\chi (z^c (\cdot), z^C (\cdot), M^c (\cdot), M^C (\cdot), x^{k,c} (\cdot), x^{k,C} (\cdot), \cdot),
\]
\[
x^{k+1,C} (\cdot) := \bar{o}_\chi (z^c (\cdot), z^C (\cdot), M^c (\cdot), M^C (\cdot), x^{k,c} (\cdot), x^{k,C} (\cdot), \cdot),
\]

respectively, with \( \bar{u}_\chi \) and \( \bar{o}_\chi \) defined analogously to Def. 4.3.2.

**Proof.** First, we will show that \( \chi \) is a fixed-point of \( \chi \). By Proposition 4.3.7, we can write \( \phi (w, p) = w - Yh (w, p) \) so that \( \phi (w, p) = w \Leftrightarrow h (w, p) = 0 \). Now,

\[
\phi (x(p), p) = \phi (x(p), p) + \phi (z(p), p) - \phi (z(p), p),
\]
\[
= x(p) - Yh(x(p), p) + z(p) - Yh(z(p), p) - z(p) + Yh(z(p), p),
\]
\[
= z(p) - Yh(z(p), p) + (x(p) - z(p)) - Y(h(x(p), p) - h(z(p), p)),
\]

for all \( p \in P \). From the definition of \( M \) and \( z \), \( Y(h(x(p), p) - h(z(p), p)) = M(p)(x(p) - z(p)) \) holds. Substituting in we get

\[
\phi (x(p), p) = z(p) - Yh(z(p), p) + (x(p) - z(p)) - M(p)(x(p) - z(p)),
\]
\[
= z(p) - Yh(z(p), p) + (I - M(p))(x(p) - z(p)),
\]
\[
= \chi (z(p), M(p), x(p)).
\]

Thus, \( x(p) = \phi (x(p), p) = \chi (z(p), M(p), x(p)) \). From the hypothesis and by Definition 4.2.9, it follows that

\[
u_\chi (z^c (\cdot), z^C (\cdot), M^c (\cdot), M^C (\cdot), x^{k,c} (\cdot), x^{k,C} (\cdot), \cdot),
\]
\[
o_\chi (z^c (\cdot), z^C (\cdot), M^c (\cdot), M^C (\cdot), x^{k,c} (\cdot), x^{k,C} (\cdot), \cdot),
\]

are relaxations of \( \chi (z(\cdot), M(\cdot), x(\cdot), \cdot) \) on \( P \) that are also relaxations of
\( \mathbf{x}(\cdot) = \chi(\mathbf{z}(\cdot), M(\cdot), \mathbf{x}(\cdot), \cdot) \) on \( P \). It immediately follows that

\[
\mathbf{x}^{k+1,c}(\cdot) := \overline{\mathbf{u}}(\chi(\mathbf{z}(\cdot), M(\cdot), \mathbf{x}(\cdot), \cdot), M(\cdot)), \mathbf{x}^{k,c}(\cdot), \cdot), \\
\mathbf{x}^{k+1,C}(\cdot) := \overline{\mathbf{u}}(\chi(\mathbf{z}(\cdot), M(\cdot), \mathbf{x}(\cdot), \cdot), M(\cdot)), \mathbf{x}^{k,C}(\cdot), \cdot),
\]

are convex and concave relaxations of \( \mathbf{x} \) on \( P \), respectively. \( \square \)

Remark 4.3.23. Similar to how \( \psi \), from above, and \( \mathbf{f} \) from Section 4.3.3 were defined, it is easy to rearrange \( \chi \) to be calculated in a sequential componentwise fashion.

Remark 4.3.24. The subgradient result for \( \psi \), Theorem 4.3.20, trivially holds with \( \psi \) replaced by \( \chi \).

One hypothesis that the above results rely upon is the existence of an appropriate function \( \mathbf{z} : P \rightarrow \mathbb{R}^{n_x} \), for which relaxations are readily available. Without such a function, convex and concave relaxations of \( \mathbf{x} \) that are potential improvements on the initial bounds cannot be calculated. This issue is addressed next.

Definition 4.3.25. Let \( \mathbf{x}^a, \mathbf{x}^A : P \rightarrow \mathbb{R}^{n_x} \) be any affine relaxations of \( \mathbf{x} \) on \( P \), respectively. For some \( \lambda \in [0, 1] \) define the function \( \mathbf{z} : P \rightarrow \mathbb{R}^{n_x} \) with the following procedure:

\[
\text{for } i = 1, \ldots, n_x \text{ do} \\
\xi_i(\cdot) := \lambda x^a_i(\cdot) + (1 - \lambda) x^A_i(\cdot) \\
\Xi_i := [\xi^L_i, \xi^U_i] = \left[ \min_{p \in P} \xi_i(p), \max_{p \in P} \xi_i(p) \right] \\
\text{if } \xi^L_i < x^L_i \text{ then} \\
\hat{x}^a_i(\cdot) := x^L_i, \text{ else } \hat{x}^a_i(\cdot) := x^a_i(\cdot) \\
\text{if } \xi^U_i > x^U_i \text{ then} \\
\hat{x}^A_i(\cdot) := x^U_i, \text{ else } \hat{x}^A_i(\cdot) := x^A_i(\cdot) \\
z_i(\cdot) := \lambda \hat{x}^a_i(\cdot) + (1 - \lambda) \hat{x}^A_i(\cdot) \\
\text{end}
\]
It should be noted that the interval $\Xi_i = \left[ \min_{p \in P} \xi(p), \max_{p \in P} \xi(p) \right]$ can be calculated easily and efficiently for each $i$ using interval analysis. Also, defining $z$ to be affine is important because affine functions are trivially convex and concave, so that the calculation of valid relaxations is trivial.

**Lemma 4.3.26.** Suppose $x^a, x^A : P \rightarrow \mathbb{R}^n$ are any affine relaxations of $x$ on $P$. Then the function $z : P \rightarrow \mathbb{R}^n$, defined in Definition 4.3.25, is affine and maps $P$ into $X$.

**Proof.** Consider a single $i$ and set $\Xi_i := [\xi^L_i, \xi^U_i]$ as in Definition 4.3.25. It should be noted that the cases where $x^A_i(p) \leq x^L_i$ and/or $x^A_i(p) \geq x^U_i$ for any $p \in P$ cannot occur since, by definition $x^A_i(p) \leq x_i(p) \leq x^A_i(p), \forall p \in P$, implying $x_i(p) \leq x^L_i$ and/or $x_i(p) \geq x^U_i$, violating Assumption 4.3.15-1. First, consider the case that $x^L_i \leq \xi^L_i$ and $\xi^U_i \leq x^U_i$. Trivially, $z_i(\cdot) := \lambda x^A_i(\cdot) + (1 - \lambda) x^A_i(\cdot)$ satisfies $x^L_i \leq z_i(\cdot) \leq x^U_i$, $\forall p \in P$, and thus $z_i$ maps $P$ into $X_i$ and since it is a convex combination of affine functions, it is affine. Next, consider the case that $\xi^L_i < x^L_i$ and $x^U_i < \xi^U_i$. Then $z_i(\cdot) := \lambda x^L_i + (1 - \lambda) x^U_i$ maps $P$ into $X_i$, trivially, and since it is a convex combination of two affine (constant) functions, it is affine. Consider the case that only one bound is violated, say $\xi^L_i < x^L_i$ and $x^U_i \leq \xi^U_i$. Then $z_i(\cdot) := \lambda x^L_i + (1 - \lambda) x^A_i(\cdot)$ and since $x^L_i$ is affine (constant) and $x^A_i$ is affine, $z_i$ is affine and $x^L_i \leq \lambda x^L_i + (1 - \lambda) x^A_i(\cdot)$. A similar argument can be made for the case in which the upper bound is violated: $\xi^U_i > x^U_i$ and $x^L_i \leq \xi^L_i$. Therefore $z$ is affine and maps $P$ into $X$. \hfill \Box

The if statements in Definition 4.3.25 check, for a particular choice of $\lambda$, whether or not the hyperplanes defined by $\lambda x^a(\cdot) + (1 - \lambda) x^A(\cdot)$ will violate the bounds on $X$ for some $i^{th}$ component. If that is the case, the hyperplane is calculated so as to not violate the bounds on $X$. A convenient choice for the $i^{th}$ hyperplane is simply the plane that lies in the middle corresponding to $\lambda = 0.5$. Other choices for $z$ exist. For instance, in one dimension, the function $z$ can be taken to be the secant connecting the endpoints $x(p^L)$ and $x(p^U)$. The above result together with the definition of the composite subgradient, (Def. 4.2.15), offers an automatic way to calculate $z$ that is
valid for all systems in general. In order to simplify the notation for later results, the following procedure will be defined.

**Subroutine 4.3.27 (Aff).**

\[
\text{Aff}(c, C, \sigma_c, \sigma_C, \lambda, X, P, \bar{p}) \{
\text{for } i = 1, \ldots, n_x \text{ do }
X_i^a := c_i + \sum_{j=1}^{n_p} (\sigma_c^T)_{ij} (P_j - \bar{p}_j)
\]

\[
X_i^A := C_i + \sum_{j=1}^{n_p} (\sigma_C^T)_{ij} (P_j - \bar{p}_j)
\]

\[
\Xi_i := \lambda X_i^a + (1 - \lambda) X_i^A
\]

if \( \xi_i^L < x_i^L \) then

\[
(\sigma_c)_{ji} := 0, \forall j = 1, \ldots, n_p
\]

\[
c_i := x_i^L
\]

endif

if \( \xi_i^U > x_i^U \) then

\[
(\sigma_C)_{ji} := 0, \forall j = 1, \ldots, n_p
\]

\[
C_i := x_i^U
\]

endif

end

return \{c, C, \sigma_c, \sigma_C\}

\}

**Remark 4.3.28.** Note that the first three computations in Subroutine 4.3.27 are interval computations performed using interval analysis.

**Theorem 4.3.29.** Let \( x^{0,c}, x^{0,C} : P \to \mathbb{R}^{n_x} \) be defined as \( x^{0,c}(p) = x^L \) and \( x^{0,C}(p) = x^U \) for every \( p \in P \). Let \( \sigma^{0,c}_x, \sigma^{0,C}_x : P \to \mathbb{R}^{n_p \times n_x} \) be defined as \( \sigma^{0,c}_x(p), \sigma^{0,C}_x(p) = 0 \) for every \( p \in P \). Let \( u_B, o_B \) be composite relaxations of \( B \) on \( X \times \ldots \times X \times P \) and \( u_\psi, o_\psi \) be composite relaxations of \( \psi \) on \( X \times M \times X \times P \). Let \( S_{u_B}, S_{o_B} \) be composite subgradients of \( u_B, o_B \), respectively. Then, for any choice of
{\bar{p}^k}, and \{\lambda^k\} with \bar{p}^k \in P and \lambda^k \in [0,1] for k \in \mathbb{N}, the elements of the sequences \{x^{k,c}\} and \{x^{k,C}\} defined by the iteration:

\[ (c, C, \sigma_c, \sigma_C) := \text{Aff}(x^{k,c}(p^k), x^{k,C}(p^k), x^{k,a}(p^k), x^{k,A}(p^k), \lambda^k, X, P, p^k) \]

\[ x^{k,a}(p) := c + (\sigma_c)^T(p - \bar{p}^k), \forall p \in P \]

\[ x^{k,A}(p) := C + (\sigma_C)^T(p - \bar{p}^k), \forall p \in P \]

\[ z^k(\cdot) := \lambda^k x^{k,a}(\cdot) + (1 - \lambda^k)x^{k,A}(\cdot) \]

\[ \sigma_z^k := \lambda^k \sigma_c + (1 - \lambda^k)\sigma_C \]

\[ M^{k,c}(\cdot) := u_B(x^{k,a}(\cdot), x^{k,A}(\cdot), \ldots, x^{k,a}(\cdot), x^{k,A}(\cdot), \cdot) \]

\[ M^{k,C}(\cdot) := o_B(x^{k,a}(\cdot), x^{k,A}(\cdot), \ldots, x^{k,a}(\cdot), x^{k,A}(\cdot), \cdot) \]

\[ \sigma_M^{k,c}(\cdot) := S_{u_B}(x^{k,a}(\cdot), x^{k,A}(\cdot), \sigma_c, \sigma_C, \ldots, x^{k,a}(\cdot), x^{k,A}(\cdot), \sigma_c, \sigma_C, \cdot) \]

\[ \sigma_M^{k,C}(\cdot) := S_{o_B}(x^{k,a}(\cdot), x^{k,A}(\cdot), \sigma_c, \sigma_C, \ldots, x^{k,a}(\cdot), x^{k,A}(\cdot), \sigma_c, \sigma_C, \cdot) \]

\[ x^{k+1,c}(\cdot) := \tilde{u}_\psi(z^k(\cdot), z^k(\cdot), M^{k,c}(\cdot), M^{k,C}(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \]

\[ x^{k+1,C}(\cdot) := \tilde{o}_\psi(z^k(\cdot), z^k(\cdot), M^{k,c}(\cdot), M^{k,C}(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \]

\[ \sigma_x^{k+1,c}(\cdot) := S_{u_\psi}(z^k(\cdot), \sigma_x^k, \sigma_x^k, M^{k,c}(\cdot), M^{k,C}(\cdot), \sigma_x^{k,c}(\cdot), \sigma_x^{k,C}(\cdot), \cdot) \]

\[ \sigma_x^{k+1,C}(\cdot) := S_{o_\psi}(z^k(\cdot), \sigma_x^k, \sigma_x^k, M^{k,c}(\cdot), M^{k,C}(\cdot), \sigma_x^{k,c}(\cdot), \sigma_x^{k,C}(\cdot), \cdot) \]

are convex and concave relaxations of x on P, respectively.

Proof. By definition, x^{0,c} and x^{0,C} are, respectively, convex and concave relaxations of x on P. Similarly, \sigma_x^{0,c} and \sigma_x^{0,C} are subgradients of x^{0,c} and x^{0,C} on P, respectively. Suppose this holds for arbitrary k \in \mathbb{N}. Then x^{k,c} and x^{k,C} are, respectively, convex and concave relaxations of x on P and \sigma_x^{k,c} and \sigma_x^{k,C} are subgradients on P. Then it follows from the definition of Subroutine 4.3.27 that x^{k,a} and x^{k,A} are affine relaxations of x on P. Furthermore, z^k is affine and maps into X by Lemma 4.3.26. From the definition of z^k, it is clear that x^{k,a}(p) \leq z^k(p) \leq x^{k,A}(p), \forall p \in P, which implies that
\(M^{k,c}\) and \(M^{k,C}\) are relaxations of \(M\) on \(P\) by Lemma 4.3.17. Moreover, \(\sigma_c\) and \(\sigma_C\) are subgradients of \(x^{k,a}\) and \(x^{k,A}\), respectively, so that \(\hat{\sigma}^{k,c}_M\) and \(\hat{\sigma}^{k,C}_M\) are subgradients of \(M^{k,c}\) and \(M^{k,C}\) on \(P\), respectively, by Definition 4.2.15. By Theorem 4.3.19,

\[
x^{k+1,c}(\cdot) := \bar{u}_\psi (z^k(\cdot), z^k(\cdot), M^{k,c}(\cdot), M^{k,C}(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot)
\]

\[
x^{k+1,C}(\cdot) := \bar{o}_\psi (z^k(\cdot), z^k(\cdot), M^{k,c}(\cdot), M^{k,C}(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot)
\]

are relaxations of \(x\) on \(P\) and by Definition 4.3.3 and Theorem 4.3.20

\[
\sigma^{k+1,c}_x(\cdot) := S_{\bar{u}} (z^k(\cdot), z^k(\cdot), \sigma^k_z, \sigma^k_x, M^{k,c}(\cdot), M^{k,C}(\cdot), \sigma^{k,c}_M(\cdot), \sigma^{k,C}_M(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot)
\]

\[
\sigma^{k+1,C}_x(\cdot) := S_{\bar{o}} (z^k(\cdot), z^k(\cdot), \sigma^k_z, \sigma^k_x, M^{k,c}(\cdot), M^{k,C}(\cdot), \sigma^{k,c}_M(\cdot), \sigma^{k,C}_M(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot)
\]

are subgradients of \(x^{k+1,c}\) and \(x^{k+1,C}\), respectively. Induction completes the proof. 

Therefore, the iterations outlined in the above theorem can be regarded as methods for potentially refining the calculated bounds on \(x\) or any other initial convex and concave bounds on \(x\). However, the above theorem does not guarantee that the calculated convex and concave relaxations will in fact always be improvements on the initial bounds. Nevertheless, the theorem is important because it does offer a way to calculate relaxations that are no worse than the original bounds and potentially tighter, unlike the situation discussed in Theorem 4.3.8. To illustrate relaxations constructed using this result, the following simple example is given.

**Example 4.3.30.** Consider the system \(h(z,p) = z^2 + pz + 4\) with \(p \in P = [6,9]\). The two real roots are given by the quadratic formula. Using the parametric interval-Newton method [56, 101], two conservative intervals, \(X^1 = [-0.78, -0.4]\) and \(X^2 = [-10.0, -5.0]\), were calculated that are guaranteed to each contain a unique solution \(x(p)\) such that \(h(x(p),p) = 0\), \(\forall p \in P\). Three different \(z\) functions were used, each corresponding to a different \(\lambda^k = \lambda\) value, and convex and concave relaxations of \(x(p)\)
Figure 4-1: Relaxations of the solution in (a) $X^1$ and (b) $X^2$ for the relaxations of implicit functions simple example.

were constructed. For each $\lambda$, $\bar{p}^k = \bar{p}$ was chosen to be the midpoint of $P$. Figure 4-1 shows the relaxations for the two solutions corresponding to each $\lambda$ value after applying two iterations of the procedure, after which, no significant refinements could be made.

Another method for refining the bounds of an implicit function through McCormick relaxations can be derived from Theorem 4.3.22. The following method is the analog to the Krawczyk interval method for bounding solutions of nonlinear systems.

**Theorem 4.3.31.** Let $x^{0,c}, x^{0,C} : P \rightarrow \mathbb{R}^n$ be defined as $x^{0,c}(p) = x^L$ and $x^{0,C}(p) = x^U$ for every $p \in P$. Let $\sigma^{0,c}, \sigma^{0,C} : P \rightarrow \mathbb{R}^{np \times n} \times \mathbb{R}^{np \times n}$ be defined as $\sigma^{0,c}(p) = 0$ for every $p \in P$. Let $u_B, o_B$ be composite relaxations of $B$ on $X \times \ldots \times X \times P$ and $\bar{u}_B, \bar{o}_B$ be composite relaxations of $\chi$ on $X \times M \times X \times P$. Let $S_{u_B}, S_{o_B}$ be composite subgradients of $u_B, o_B$, respectively. Then, for any choice of $\bar{p}^k$, and $\{\lambda^k\}$ with $\bar{p}^k \in P$ and $\lambda^k \in [0, 1]$ for $k \in \mathbb{N}$, the elements of the sequences $\{x^{k,c}\}$ and $\{x^{k,C}\}$
defined by the iteration:

\[ (c, C, \sigma_c, \sigma_C) := \text{Aff}(x^{k,c}(\hat{p}_k), x^{k,C}(\hat{p}_k), \sigma_x^{k,c}(\hat{p}_k), \sigma_x^{k,C}(\hat{p}_k), \lambda^k, X, P, \hat{p}_k) \]

\[ x^{k,a}(p) := c + (\sigma_c)^T(p - \hat{p}_k), \quad \forall p \in P \]

\[ x^{k,A}(p) := C + (\sigma_C)^T(p - \hat{p}_k), \quad \forall p \in P \]

\[ z^k(\cdot) := \lambda^k x^{k,a}(\cdot) + (1 - \lambda^k)x^{k,A}(\cdot) \]

\[ \sigma^k_z := \lambda^k \sigma_c + (1 - \lambda^k)\sigma_C \]

\[ M^{k,c}(\cdot) := u_B(x^{k,a}(\cdot), x^{k,A}(\cdot), \ldots, x^{k,a}(\cdot), x^{k,A}(\cdot), \ldots) \]

\[ M^{k,C}(\cdot) := o_B(x^{k,a}(\cdot), x^{k,A}(\cdot), \ldots, x^{k,a}(\cdot), x^{k,A}(\cdot), \ldots) \]

\[ \sigma^{k,c}_M(\cdot) := S_{u_B}(x^{k,a}(\cdot), x^{k,A}(\cdot), \sigma_c, \sigma_C, \ldots, x^{k,a}(\cdot), x^{k,A}(\cdot), \sigma_c, \sigma_C, \cdot) \]

\[ \sigma^{k,C}_M(\cdot) := S_{o_B}(x^{k,a}(\cdot), x^{k,A}(\cdot), \sigma_c, \sigma_C, \ldots, x^{k,a}(\cdot), x^{k,A}(\cdot), \sigma_c, \sigma_C, \cdot) \]

\[ x^{k+1,c}(\cdot) := \hat{u}_x(z^k(\cdot), x^k(\cdot), M^{k,c}(\cdot), M^{k,C}(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \]

\[ x^{k+1,C}(\cdot) := \hat{o}_x(z^k(\cdot), x^k(\cdot), M^{k,c}(\cdot), M^{k,C}(\cdot), x^{k,c}(\cdot), x^{k,C}(\cdot), \cdot) \]

\[ \sigma^{k+1,c}_x(\cdot) := S_{\hat{u}_x}(z^k(\cdot), x^k(\cdot), \sigma_c, M^{k,c}(\cdot), M^{k,C}(\cdot), \sigma_x^{k,c}(\cdot), \sigma_x^{k,C}(\cdot), \cdot) \]

\[ \sigma^{k+1,C}_x(\cdot) := S_{\hat{o}_x}(z^k(\cdot), x^k(\cdot), \sigma_c, M^{k,c}(\cdot), M^{k,C}(\cdot), \sigma_x^{k,c}(\cdot), \sigma_x^{k,C}(\cdot), \cdot) \]

are convex and concave relaxations of \( x \) on \( P \), respectively, for \( k \in \mathbb{N} \).

**Proof.** The proof is analogous to the proof of Theorem 4.3.29. \( \square \)

**Remark 4.3.32.** There are many alternative implementations of the iterations in Theorems 4.3.29 and 4.3.31. Computationally, evaluating the relaxations constructed using the iterations in Theorems 4.3.29 and 4.3.31 can only be done at a single \( p \). In order to accomplish this, relaxations at \( \hat{p}_k \) must first be computed. Therefore, one such alternative implementation is to choose a single \( \hat{p}_k = \hat{p} \in P \) and apply one of the iterations to get affine relaxation information, and subsequently, use this information to define the \( z^k \) function. With this information calculated up front, the first 9 instructions are no longer dependent on the iteration \( k \).
4.4 Global Optimization of Implicit Functions

The continuous *Branch-and-Bound* (B&B) framework is a popular deterministic algorithm for solving globally nonconvex NLPs as in (4.1). It is discussed in [59, 63] thoroughly. The B&B algorithm relies on refining bounds on the global optima while rigorously ruling out potentially large regions of the search space where global optima are guaranteed not to lie, termed fathoming. The algorithm is guaranteed to terminate in finitely many iterations when $\epsilon$-tolerance has been reached. B&B will be employed here to solve programs with embedded implicit functions, as in (4.4), in a similar fashion. In fact, the B&B algorithm will be applied to (4.4) without modifying any of its underlying features or procedures. Therefore, the only difference between the B&B algorithm presented here and the B&B algorithm for standard form global optimization problems, is simply how the functions involved are evaluated and how their relaxations are calculated. Before presenting the full algorithm, the NLP subproblems, on which it relies, will be discussed.

4.4.1 Upper-Bounding Problem

Given a subinterval, $P^l$, of the decision space $P$, define the upper-bounding problem:

\[
\begin{align*}
\min_{z \in X, p \in P^l} & \quad f(z, p) \\
\text{s.t.} & \quad g(z, p) \leq 0. \\
& \quad h(z, p) = 0
\end{align*}
\]

This problem is solved locally to obtain a local solution $(\hat{z}^l, \hat{p}^l)$, if one exists. Lastly, a valid upper bound on the optimal solution value will be defined as $f^l_{UBD} \equiv f(\hat{z}^l, \hat{p}^l)$. 
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4.4.2 Lower-Bounding Problem

Given a subinterval, $P^l$, of the decision space $P$, define the lower-bounding problem:

$$f_l^{LBD} = \min_{p \in P^l} f^c(p) = u_f(x^c(p), x^C(p), p)$$

s.t. $g^c(p) = u_g(x^c(p), x^C(p), p) \leq 0,$

where the composite relaxations $u_f$ and $u_g$ will be constructed by first using the procedures outlined in Section 3 for constructing convex and concave relaxations of the implicit function $x$ on $P^l$ and then applying the rules of generalized McCormick relaxations for composition. The lower-bounding problem (4.15) is convex by construction and is solved to global optimality. Denote the solution found by $\hat{p}$, if it exists, and let $f_l^{LBD} = u_f(x^c(\hat{p}), x^C(\hat{p}), \hat{p}).$

4.4.3 Global Optimization Algorithm

Algorithm 4.1 (Global Optimization of Implicit Functions).

1. (Initialization)

   (a) Set $\Sigma = \{P\}.$

   (b) Set $k := 0$, $\epsilon_{tol} > 0$, $\alpha_0 = +\infty$, $\beta_0 = -\infty$.

2. (Termination)

   (a) Check if $\Sigma = \emptyset$. If true, terminate, the instance is infeasible.

   (b) Check if $\alpha_k - \beta_k \leq \epsilon_{tol}$. If true, terminate, $f^* := \alpha_k$ is an $\epsilon_{tol}$-optimal estimate for the optimal objective function value and $p^*$ is a feasible point at which $f^*$ is attained.

   (c) Delete from $\Sigma$ all nodes $P^l$ with $f_l^{LBD} \geq \alpha_k$ and set $\beta_k := \min_{P^l \in \Sigma} f_l^{LBD}$.

3. (Node Selection)

   (a) Pop and delete a node $P^l$ from stack $\Sigma$ such that $\beta_k = f_l^{LBD}$.
4. (Lower-Bounding Procedure)

(a) Solve convex lower-bounding problem (4.15) globally on $P_l$.

(b) If no feasible solution exists, set $f_l^{LBD} := +\infty$, otherwise set $f_l^{LBD} := u_f(x^c(\tilde{p}), x^C(\tilde{p}), \tilde{p})$. If a feasible solution is found that is feasible in (4.4) and $f(x(\tilde{p}), \tilde{p}) < \alpha_k$, set $\alpha_k := f(x(\tilde{p}), \tilde{p})$, and $p^* := \tilde{p}$.

5. (Upper-Bounding Procedure (optional))

(a) Solve the NLP subproblem (4.14) locally on $P_l$.

(b) If a feasible solution is found and $f_l^{UBD} < \alpha_k$, set $\alpha_k := f_l^{UBD}$, $p^* := \tilde{p}$.

6. (Fathoming)

(a) Check if $f_l^{LBD} = +\infty$ or $f_l^{LBD} \geq \alpha_k$. If true, go to 2.

7. (Branching)

(a) Find $j \in \arg \max_{i=1,...,n_p} w(P_l^i)$ and create two new nodes $P''_l$ and $P'''_l$ by bisecting $P_l^j$.

(b) Set $f_p^{LBD}, f_{p''}^{LBD} := f_l^{LBD}$ and push the new nodes onto top of stack $\Sigma$.

(c) Set $k := k + 1$, go to 2.

4.4.4 Finite Convergence

Guaranteed finite $\epsilon_{tol}$-optimal convergence of Algorithm 4.1 is established in this section.

Definition 4.4.1 (X). Let $X : \mathbb{I}P \rightarrow \mathbb{R}^{n_x}$ be a continuous, interval-valued function which is both an interval extension and inclusion function of $x$ on $P$ such that for each $p \in P$, $x(p)$ is the unique solution of $h(x(p), p) = 0$ in $X(P)$.

It is assumed that such a function $X$ is readily available by some procedure, such as the parametric extension of interval-Newton methods discussed in [56, 101] or the parameterized generalized bisection procedure discussed in Chapter 3.
Assumption 4.4.2. For $Z \equiv X(P)$, there exist continuous functions $F : \mathbb{I}Z \times \mathbb{I}P \to \mathbb{R}$ and $G : \mathbb{I}Z \times \mathbb{I}P \to \mathbb{I}^{n_g}$ such that $F$ is both an interval extension and an inclusion function of $f$ on $Z \times P$ and $G$ is both an interval extension and an inclusion function of $g$ on $Z \times P$.

For $f$ and $g$ factorable and continuous on open sets containing $Z \times P$, $F$ and $G$ are calculable by taking natural interval extensions [92, 101].

Lemma 4.4.3. Consider a nested sequence of intervals $\{P^q\}$ (i.e. $P^m \subset P^q$, $\forall m > q$), $P^n \subset P$, $q \in \mathbb{N}$, such that $\{P^q\} \to [\bar{p}, \bar{p}]$ for some $\bar{p} \in P$. Let $x^c_q, x^C_q$ be relaxations of $x$ on $P^q$. Let $f^c_q(\cdot) = u^q(x^c_q(\cdot), x^C_q(\cdot))$ be a convex relaxation of the objective function $f$ on $P^q$. Let $\hat{f}^c_q = \min_{p \in P^q} f^c_q(p)$. Then $\lim_{q \to \infty} \hat{f}^c_q = f(x(\bar{p}), \bar{p})$.

Proof. From continuity of $X$ on $\mathbb{I}P$, it is clear that $\lim_{q \to \infty} X(P^q) = X([\bar{p}, \bar{p}])$ and since $X$ is an interval extension of $x$, $X([\bar{p}, \bar{p}]) = [x(\bar{p}), x(\bar{p})]$. Let $F^q$ be an interval function satisfying Assumption 4.4.2 on $\mathbb{I}X(P^q) \times \mathbb{I}P^q$. Then, by continuity of $F$, we have $\lim_{q \to \infty} F^q(X(P^q), P^q) = F([x(\bar{p}), x(\bar{p})], [\bar{p}, \bar{p}]) = [f(x(\bar{p}), \bar{p}), f(x(\bar{p}), \bar{p})] = f(x(\bar{p}), \bar{p})$. By construction, $\hat{f}^c_q(p) \in F^q(X(P^q), P^q)$, $\forall p \in P^q$ for every $q$, and therefore it follows $\lim_{q \to \infty} \hat{f}^c_q = f(x(\bar{p}), \bar{p})$. □

Lemma 4.4.4. Suppose Algorithm 4.1 generates an infinite sequence of nested nodes $\{P^q\}$, then $\lim_{q \to \infty} P^q = [\bar{p}, \bar{p}]$.

Proof. Each node $P^q$ is a subinterval partition of $P$ that is an $n_g$-dimensional rectangle. The branching rule is a bisection along one of the longest edges of the currently selected node $P^q$. This result follows analogously from Proposition IV.2 in [63]. □

Lemma 4.4.5. Suppose Algorithm 4.1 generates an infinite sequence of nested nodes $\{P^q\}$, then $\{P^q\} \to [\bar{p}, \bar{p}]$ and $\bar{p}$ is feasible in (4.4).

Proof. By Lemma 4.4.4, if Algorithm 4.1 generates an infinite sequence of nested nodes $\{P^q\}$, then $\{P^q\} \to [\bar{p}, \bar{p}]$. Suppose $\bar{p}$ is infeasible in the original problem, i.e. $g_i(x(\bar{p}), \bar{p}) > 0$ for some $i = 1, 2, \ldots, n_g$. Let $g^c(\cdot) = u_g(x^c(\cdot), x^C(\cdot))$. By continuity of $g$, there exists an open ball, of radius $\delta > 0$, around $\bar{p}$, labeled $B_{\delta}(\bar{p})$,
such that \( \hat{p} \in B_\delta(\bar{p}) \Rightarrow g_i(x(\hat{p}), \hat{p}) > 0 \) for some \( i = 1, 2, \ldots, n_x \). This implies that for some finite \( q' \), \( P^{q'} \subset B_\delta(\hat{p}) \). Therefore, there exists a \( q'' > q' \) such that for some \( i = 1, 2, \ldots, n_x \), we have \( g_i(p) > 0 \), \( \forall p \in P^{q''} \), where continuity of \( g_i \) (and \( x^c, x^C \)) on \( P \) follows from the definition of composite relaxations (Def. 4.2.9) and the properties of generalized McCormick relaxations [128]. Thus, the convex lower bounding problem (4.15) is infeasible for all \( q > q'' \). Finally, the node containing \( \hat{p} \) would be fathomed no later than at node \( q'' + 1 \). Therefore, Algorithm 4.1 cannot generate an infinite sequence of nested nodes that converge to an infeasible point. □

**Lemma 4.4.6.** Suppose an infinite sequence of nested nodes, \( \{P^q\} \), is generated by Algorithm 4.1. Let \( f_q^c(\cdot) = u_q^c(x^c_q(\cdot), x^C_q(\cdot), \cdot) \) and \( g_q^c(\cdot) = u_q^g(x^c_q(\cdot), x^C_q(\cdot), \cdot) \) be convex relaxations of \( f \) and \( g \) on \( P^q \), respectively. Let \( f_{\bar{p}}^* = \min_{p \in P^q} f_q^c(p) : g_q^c(p) \leq 0 \). Then \( \{P^q\} \rightarrow [\bar{p}, \bar{p}] \) and \( \lim_{q \rightarrow \infty} f_q^c = f(x(\bar{p}), \bar{p}) \).

**Proof.** By Lemma 4.4.5, \( \{P^q\} \rightarrow [\bar{p}, \bar{p}] \), with \( \bar{p} \in P \) feasible. Let \( \hat{f}_q^c = \min_{p \in P^q} f_q^c(p) \).

Since \( \hat{f}_q^c \) is the solution of the convex unconstrained problem, it is clear that \( \hat{f}_q^c \leq f_q^{c*} \). Since \( f_q^{c*} \) is a rigorous lower bound of \( f(x(\cdot), \cdot) \) on \( P^q \), we have \( \hat{f}_q^c \leq f_q^{c*} \leq f(x(\bar{p}), \bar{p}) \). Since \( \lim_{q \rightarrow \infty} \hat{f}_q^c = f(x(\bar{p}), \bar{p}) \) from Lemma 4.4.3, it is clear that \( \lim_{q \rightarrow \infty} f_q^{c*} = f(x(\bar{p}), \bar{p}) \). □

**Lemma 4.4.7.** Let \( f^* \) denote the globally optimal objective function value for (4.4). The sequence of lower bounds generated by Algorithm 4.1 is either finite or satisfies \( \lim_{k \rightarrow \infty} \beta_k = f^* \).

**Proof.** This result follows from Theorem 2.1 in [60] where the hypotheses are guaranteed by Lemmas 4.4.4-4.4.6 above. □

**Lemma 4.4.8.** Suppose that an infinite sequence of nested nodes, \( \{P^q\} \), is generated by Algorithm 4.1. Also, suppose that the upper-bounding problem (4.14) can locate a feasible point for every \( q \geq q' \) for some finite \( q' \), and thus a valid upper bound can be located in every subsequent node. Then, the upper-bounding operation converges to the global solution of (4.4), i.e. \( \lim_{k \rightarrow \infty} \alpha_k = f^* \).
Proof. From Lemma 4.4.5, if Algorithm 4.1 generates an infinite sequence of nested nodes, \( \{P^q\} \), then \( \{P^q\} \rightarrow [\tilde{p}, \tilde{p}] \) and \( \tilde{p} \) is feasible. From Lemma 4.4.6, we know that \( \lim_{q \to \infty} f_q^{*,c}(p) = f(x(\tilde{p}), \tilde{p}) \). Suppose that \( \tilde{p} \) is not a global minimizer. Then \( f^* < f(x(\tilde{p}), \tilde{p}) \) implying that for some \( q'' \) we have \( f_q^{*,c} > f^* \). However, using the bound-improving node selection property of Algorithm 4.1, this node would have never been selected again for branching. Therefore \( \tilde{p} \) must be a global minimizer \( p^* = \tilde{p} \).

From continuity of \( f \), for some \( \epsilon > 0 \), there exists an open ball of radius \( \delta > 0 \) around \( p^* \), \( B_\delta(p^*) \), such that \( p \in B_\delta(p^*) \Rightarrow |f(x(p), p) - f(x(p^*), p^*)| < \epsilon \), where continuity of \( x \) on \( P \) follows from continuous differentiability of \( h \) and the implicit function theorem.

By hypothesis, after some finite \( q' \), a feasible point \( \hat{p} \in P^{q'} \) can be found that provides a valid upper bound \( f_q^{UBD} \). By the bound-improving property, if \( f_q^{UBD} \) is lower than the current upper bound \( \alpha_k \), then \( \alpha_k := f_q^{UBD} \). For \( q \) large enough, a feasible point \( p \) will be located such that \( p \in B_\delta(p^*) \). By continuity of \( f \), we have \( |f(x(p), p) - f(x(p^*), p^*)| < \epsilon \Rightarrow |f_q^{UBD} - f(x(p^*), p^*)| < \epsilon \Rightarrow f_q^{UBD} < f(x(p^*), p^*) + \epsilon \). Since \( f(x(p^*), p^*) \leq \alpha_k \leq f_q^{UBD} \), we have \( f(x(p^*), p^*) \leq \alpha_k < f(x(p^*), p^*) + \epsilon \). Thus \( \lim_{k \to \infty} \alpha_k = f(x(p^*), p^*) = f^* \).

**Theorem 4.4.9** (Finite Convergence). After finitely many iterations, Algorithm 4.1 terminates with either \( \epsilon \)-optimal global solutions, such that \( \alpha_k - \beta_k \leq \epsilon_{tol} \), or a guarantee that the problem is infeasible.

Proof. Follows immediately from Lemma 4.4.7 and Lemma 4.4.8 and the deletion by infeasibility rule.

### 4.5 Illustrative Examples

For the following illustrative examples, Algorithm 4.1 was implemented in C++. The hierarchy of the information flow for the implementation is shown in Figure 4-2. The convex lower-bounding problems were solved using PBUN, a nonsmooth optimization
Algorithm developed in [83]. If a lower-bounding problem returned a feasible point $p$, the model equations were solved at this point using Newton’s method with Gauss-Seidel and the objective function was evaluated for an upper bound on the solution, instead of solving (4.14) locally. The methods used for calculating valid $X$ intervals are discussed briefly for each example.

**Example 4.5.1.** Let $Z \in \mathbb{R}^3$ and $P \in \mathbb{R}^3$. Consider the objective function $f : Z \times P \rightarrow \mathbb{R}$ defined as

$$f(z, p) = \sum_{j=1}^{3} \left( [a_j(p_j - c_j)]^2 + \sum_{i \neq j} a_i(p_i - c_i) - 5 \left( (j - 1)(j - 2)(z_2 - z_1) + \sum_{i=1}^{3} (-1)^{i+1} z_i \right) \right)^2$$  

(4.16)

with $a_i, c_i$ constants for $i = 1, 2, 3$, given in Table 4.5.1.
Table 4.1: Constants for the objective function for the global optimization of implicit functions example.

<table>
<thead>
<tr>
<th>Example 1 Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
</tr>
<tr>
<td>$c_1$</td>
</tr>
<tr>
<td>$a_2$</td>
</tr>
<tr>
<td>$c_2$</td>
</tr>
<tr>
<td>$a_3$</td>
</tr>
<tr>
<td>$c_3$</td>
</tr>
</tbody>
</table>

Consider the equality constraints

$$
\begin{bmatrix}
1.00 \times 10^{-9} (\exp[38z_1] - 1) + p_1 z_2 + 0.6689 z_3 - 8.0267 \\
1.98 \times 10^{-9} (\exp[38z_2] - 1) + 0.6622 z_1 + p_2 z_2 + 0.6622 z_3 + 4.0535 \\
1.00 \times 10^{-9} (\exp[38z_3] - 1) + z_1 - z_2 + p_3 z_3 - 6.0
\end{bmatrix}
= 0.
$$

The full-space optimization formulation is

$$
\begin{align*}
\min_{(z,p) \in Z \times P} f(z, p) \\
\text{s.t. } h(z, p) &= 0 \\
Z &= [-5, 5]^3 \\
P &= [0.6020, 0.7358] \times [1.2110, 1.4801] \times [3.6, 4.4].
\end{align*}
$$

The reduced-space, box-constrained, formulation becomes

$$
\begin{align*}
\min_{p \in P} f(x(p), p) \\
P &= [0.6020, 0.7358] \times [1.2110, 1.4801] \times [3.6, 4.4]
\end{align*}
$$

Using the parametric interval-Newton method with interval Gauss-Seidel, an interval,
$X$, that conservatively bounds the implicit function $x$ on all of $P$, can be calculated:

$$X = [0.5180, 0.5847] \times [-3.9748, -3.0464] \times [0.3296, 0.5827].$$

It is apparent that $X$ is significantly tighter than $Z$. For each branch of $P$ popped off the stack, the interval-Newton method is applied to further refine the interval $X$ such that Definition 4.4.1 holds. This problem has a suboptimal local minimum at $p = (0.602, 1.46851, 3.6563)$ with a value of 731.197 and a global minimum at $p^* = (0.703918, 1.43648, 3.61133)$ with a value of 626.565. This problem was solved in 0.4 seconds with Algorithm 4.1 taking 43 iterations with tolerances for convergence as $10^{-3}$ for relative error and absolute error.

For comparison, this problem was modeled in GAMS version 23.9 [116] using the BARON solver [138] with preprocessing turned off. For a fair comparison, the local search procedure for obtaining an upper bound was also turned off. Starting with the variable interval $Z$, BARON failed to solve the problem noting "No feasible solution was found." Using the interval $X$ calculated above, BARON solved the problem and returned the global solution in 1 second after 810 iterations. Plots of the implicit objective function $f(x(p), p)$ are shown below in Figure 4-3 for three different values of $p_3$. Similarly, the implicit objective function and corresponding relaxations are shown in Figure 4-4 for the same three values of $p_3$.

**Example 4.5.2.** Consider the reactor-separator-recycle process system shown in Figure 4-5. The plant is designed to produce 50kmol/h of monochlorobenzene with an undesired side-reaction producing dichlorobenzene. The reactor is a continuous-stirred tank reactor (CSTR) and each separator column is designed to perform sharp splits. As in [25], the optimization variables are the reactor volume and the operating parameters. The hydrochloric acid ($HCl$) produced by each reaction is assumed to be eliminated by a stripping operation whose costs are not taken into account, as in [73]. For the purposes of this chapter, the operating parameters of interest will be the reaction rate constants, assuming they can be manipulated by way of reactor temperature or catalysts etc. Therefore, for this formulation, $n_x = 11$ and $n_p = 3.$
Figure 4-3: The objective function of the global optimization of implicit functions example on $P_1 \times P_2$ at three different $p_3$ values.

The state vector $z$ was taken as

$$z = (F_1, F_2, F_3, y_{3,A}, y_{3,B}, y_{3,C}, F_4, y_{4,B}, y_{4,C}, F_6, F_7)$$

and the initial intervals are given in Table 4.2.

For this problem, it was not enough to use the parametric interval-Newton method with interval Gauss-Seidel from Chapter 3 alone. In order to produce the required interval $X$ that satisfies Definition 4.4.1, at each partition of $P$ popped off of the stack, forward-backward constraint propagation$^3$ [66, 125] is first applied. Second, the linear-programming contractor method [6, 24, 66] was applied. Finally, parametric interval-Newton with interval Gauss-Seidel was applied in an attempt to further refine the interval.

$^3$Forward-backward constraint propagation will be discussed in more detail in Chapter 8.
Figure 4-4: The objective function of the global optimization of implicit functions example on $P_1 \times P_2$ at three different $p_3$ values and corresponding convex and concave relaxations.

The model equations are as follows. The mixer model equation is

$$0 = F_1 + F_7 - F_2$$

(4.20)

where $F_j$ represent the total molar flowrate (in kmol/h) of stream $j$. The reactor model equations are given by

$$0 = F_2 - y_{3,A} F_3 - v r_1 \quad (A \text{ balance on reactor})$$

(4.21)

$$0 = v (r_1 - r_2) - F_5 \quad (B \text{ balance on reactor})$$

(4.22)

$$0 = v r_2 - y_{3,C} F_3 \quad (C \text{ balance on reactor})$$

(4.23)

$$0 = 1 - y_{3,A} - y_{3,B} - y_{3,C}$$

(4.24)

with $v$ as the reactor volume in m$^3$ and the reaction rates $r_1$ and $r_2$ (in kmol/(m$^3$h))
Figure 4-5: The process flow diagram for the reactor-separator-recycle process system for producing monochlorobenzene. Note that HCl is eliminated by a stripping operation not shown. A=benzene, B=monochlorobenzene, C=dichlorobenzene.

are given by the following expressions

\[
  r_1 = k_1 C_A = \frac{k_1 y_{3,A}}{v_A + y_{3,B} v_B + y_{3,C} v_C} \quad (4.25)
\]

\[
  r_2 = k_2 C_B = \frac{k_2 y_{3,B}}{v_A + y_{3,B} v_B + y_{3,C} v_C} \quad (4.26)
\]

where \( \hat{v}_i \) is the molar volume of species \( i \in \{A, B, C\} \) in \( \text{m}^3/\text{kmol} \). The symbols \( y_{j,i} \) represent the mole fraction of species \( i \) in stream \( j \). The model equations for the first
separator are given by

\[ 0 = F_3 - F_4 - F_7 \text{ (overall balance on first separator) } \quad (4.27) \]
\[ 0 = y_{3,A}F_3 - F_7 \text{ (A balance on first separator) } \quad (4.28) \]
\[ 0 = y_{3,B}F_3 - y_{4,B}F_4 \text{ (B balance on first separator). } \quad (4.29) \]

Finally, the model equations for the second separator are given by

\[ 0 = F_4 - F_5 - F_6 \text{ (overall balance on second separator) } \quad (4.30) \]
\[ 0 = y_{4,B}F_4 - F_5 \text{ (B balance on second separator) } \quad (4.31) \]
\[ 0 = y_{4,C}F_4 - F_6 \text{ (C balance on second separator). } \quad (4.32) \]

The capital costs of the first and second separators, respectively, are given by

\[ C_{1}^{\text{cap}} = 132718 + F_3(369y_{3,A} - 1113.9y_{3,B}) \quad (4.33) \]
\[ C_{2}^{\text{cap}} = 25000 + F_4(6984.5y_{4,B} - 3869.53y_{4,C}^2). \quad (4.34) \]

The capital cost of the reactor is given by

\[ C_{CSTR}^{\text{cap}} = 25764 + 8178v. \quad (4.35) \]

The operating cost of the reactor is considered to be negligible and the operating costs of the first and second separators, respectively, are given by

\[ C_{1}^{\text{op}} = F_3(3 + 36.11y_{4,A} + 7.71y_{4,B})(C_{\text{Steam}} + C_{\text{Cool}}) \quad (4.36) \]
\[ C_{2}^{\text{op}} = F_4(26.21 + 29.45y_{4,B})(C_{\text{Steam}} + C_{\text{Cool}}). \quad (4.37) \]

The economic objective is to minimize the annualized venture cost, given by

\[ C^{\text{ann}} = \frac{1}{\alpha} (C_{1}^{\text{cap}} + C_{2}^{\text{cap}} + C_{CSTR}^{\text{cap}}) + \beta (C_{1}^{\text{op}} + C_{2}^{\text{op}}), \quad (4.38) \]
Table 4.3: The constants for the reactor-separator-recycle model (Ex. 4.5.2).

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{v}_A$</td>
<td>$8.937 \times 10^{-2}\text{m}^3\text{kmol}^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$\dot{v}_B$</td>
<td>$1.018 \times 10^{-1}\text{m}^3\text{kmol}^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$\dot{v}_C$</td>
<td>$1.130 \times 10^{-1}\text{m}^3\text{kmol}^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>2.5 yr</td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>$C_{\text{Stream}}$</td>
<td>$21.67 \times 10^{-3}\text{kJ}\text{yr}^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$C_{\text{Cool}}$</td>
<td>$4.65 \times 10^{-5}\text{kJ}\text{yr}^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

where $\alpha$ is the payout time and $\beta$ is the tax rate. The constants for this example are given in Table 4.3.

The reactor volume was considered as $v \in [14, 24]\text{m}^3$ and the reaction rate constants were considered as $k_1 \in [0.405, 0.415]\text{h}^{-1}$ and $k_2 \in [0.0545, 0.0555]\text{h}^{-1}$. Algorithm 4.1 solved the problem with an optimal objective of $289,780\text{yr}^{-1}$ with $v = 21.68\text{m}^3, k_1 = 0.415\text{h}^{-1}, k_2 = 0.0545\text{h}^{-1}$ taking 148 seconds and 1209 iterations with convergence tolerances of $10^{-2}$ and $10^{-3}$ for absolute and relative error, respectively.

Again, for comparison, this example was modeled in GAMS version 23.9 [116] using the BARON solver [138] with preprocessing turned off. Similar to the previous example, the local search procedure for obtaining an upper bounds was also turned off. Exploiting all of the other features of the program, the model was solved in an impressive time of 0.4 seconds. It was identified that the algorithm relied heavily on certain bounds-tightening strategies for convergence. For instance, if either the nonlinear-feasibility-based range reduction option or the linear-feasibility-based range reduction option were turned off, the algorithm failed to converge. This indicates that these range-reduction strategies play a pivotal role in the convergence of the BARON solver. Similarly, if the LP-contractor strategy, employed here for generating a suitable $X$ box satisfying Definition 4.4.1, was switched off, Algorithm 4.1 fails to converge since no such $X$ satisfying Definition 4.4.1 can be calculated.

**Example 4.5.3.** Consider the parameter estimation example presented in [88] which was adapted from [130]. This problem attempts to determine whether or not a pro-
posed kinetic mechanism sufficiently predicts the behavior of a reacting system for which experimental data is available. The following kinetic mechanism is proposed:

\[
Z + Y \xrightarrow{k_1} A, \quad A + O_2 \xrightarrow{k_{2f/K_2}} D
\]

\[
A + O_2 \xrightarrow{k_{3f/K_2}} B, \quad B \xrightarrow{k_4} M + N
\]

\[
2A \xrightarrow{k_2} P
\]

which is modeled as a system of nonlinear ODEs:

\[
\begin{align*}
\frac{dc_A}{dt} & = k_1 c_Z c_Y - c_{O_2} (k_{2f} + k_{3f}) c_A + \frac{k_{2f}}{K_2} c_D + \frac{k_{3f}}{K_3} c_B - k_5 c_A^2 \\
\frac{dc_B}{dt} & = k_{3f} c_{O_2} c_A - \left( \frac{k_{3f}}{K_3} + k_4 \right) c_B, \\
\frac{dc_Y}{dt} & = -k_{1s} c_Y c_Z, \\
\frac{dc_Z}{dt} & = -k_1 c_Y c_Z
\end{align*}
\]

\[
(4.39)
\]

\[
c_A(t = 0) = 0, \quad c_B(t = 0) = 0, \quad c_D(t = 0) = 0, \quad c_Y(t = 0) = 0.4, \quad c_Z(t = 0) = 140
\]

where \(c_j\) is the concentration (in appropriate units) of species \(j\), \(T = 273\), \(K_2 = 46 \exp[6500/T - 18]\), \(K_3 = 2K_2\), \(k_1 = 53\), \(k_{1s} = k_1 \times 10^{-6}\), \(k_5 = 1.2 \times 10^{-3}\), and \(c_{O_2} = 2 \times 10^{-2}\). The uncertain model parameters are \(p = (k_{2f}, k_{3f}, k_4)\) with \(k_{2f} \in [10, 1200]\), \(k_{3f} \in [10, 1200]\), and \(k_4 \in [0.001, 40]\). Each experimental measurement is given in the form of \(I_d = c_A + \frac{2}{\pi} c_B + \frac{2}{\pi} c_D\). The same data used in [88] is used here and can be found in Appendix C or downloaded from http://yoric.mit.edu/libMC/libmckinexdata.txt.

Using the implicit-Euler discretization scheme, the time domain is discretized into \(n = 200\) evenly-spaced nodes and the solution of the ODE system (4.39) can be approximated, with reasonable accuracy, as the solution of a corresponding nonlinear algebraic system with \(5n\) state variables and 3 parameters. The method of [88] was not applicable to this implicit scheme and so in [88] the method was demonstrated using the explicit-Euler discretization scheme. As an aside, approximating the solution of an ODE system using the explicit Euler numerical integration method may suffer
from numerical instabilities when the problem is stiff (i.e., when the solution exhibits fast transient behavior) whereas the implicit technique, albeit more computationally expensive per time step, is unconditionally stable and can therefore handle much larger time steps than the explicit approach. The ODE (4.39) is considered to be moderately stiff and so either approach may work well. For $i = 1, \ldots, n$, the resulting nonlinear algebraic system is

\begin{align*}
0 &= c_i^{-1} - c_i + \Delta t \left( k_1 c_i^1 c_i^2 - c_{O2}(k_{2f} + k_{3f}) c_i^1 + \frac{k_{2f}}{K_2} c_i^1 c_i^3 + \frac{k_{3f}}{K_3} c_i^3 c_i^B - k_5 c_i^A \right) \\
0 &= c_i^{-1} - c_i + \Delta t \left( k_{3f} c_{O4} c_i^1 - \left( \frac{k_{3f}}{K_3} + k_4 \right) c_i^B \right) \\
0 &= c_i^{-1} - c_i + \Delta t \left( k_{2f} c_i^A c_{O2} - \frac{k_{2f}}{K_2} c_i^D \right) \\
0 &= c_i^{-1} - c_i + \Delta t \left( -k_1 c_i^Y c_i^Z \right) \\
0 &= c_i^{-1} - c_i + \Delta t \left( -k_1 c_i^Y c_i^Z \right)
\end{align*}

(4.40)

where, for $n = 200$, $\Delta t = 0.01$. The resulting explicit NLP formulation therefore has $5n + 3$ variables with

\[ z = (c_1^A, c_1^B, c_1^D, c_1^Y, c_1^Z, \ldots, \ldots, \ldots, c_{200}^A, c_{200}^B, c_{200}^D, c_{200}^Y, c_{200}^Z). \]

By solving the system for the state variables as implicit functions of the parameters, the resulting implicit NLP formulation has just 3 independent variables. This can be done using two different techniques. The first, which is not recommended, is to treat the nonlinear system of equations as fully coupled and essentially solve for the state variables simultaneously. Thus, in order to construct relaxations of implicit functions, using this technique would require relaxing 1000 implicit functions simultaneously. The second technique, which is how numerical integration is typically performed, exploits the block structure of the problem.

Taking a look at the sparsity pattern of the system, a portion of which is shown in Figure 4-6, it is easy to notice that each equation at node $i$ is only dependent on the variables at node $i$ and the variables at node $i - 1$. Therefore, if the variables...
Figure 4-6: (Left) The sparsity pattern of the system with $n = 7$ discretization. Each $5 \times 5$ block is highlighted to show how the system can be solved in a sequential block-by-block fashion. (Right) An expanded view of three time steps showing how information from the previous node is used to solve the $5 \times 5$ system associated with the current node.

at node $i - 1$ are known, node $i$ can be solved as a system of 5 nonlinear equations. Since node 0 is specified by the initial conditions, this technique can be applied sequentially from node 1 to node 200. Again, this is how the implicit Euler numerical integration method is applied. Constructing relaxations is then done in an analogous fashion. Relaxations are constructed for each system of 5 equations using the method of Section 4.3.4 and subsequently used in the construction of relaxations of each system associated with the next node with the relaxations of node 0 taken to be exactly the initial conditions for all $p \in P$ (since they are constant on $P$). The initial intervals are taken as $c_j^i \in [0, 140], j \neq Y, \forall i$ and $c_Y^i \in [0, 0.4], \forall i$. This approach is recommended over the simultaneous approach as it is not only significantly less computationally expensive, but it also produces much tighter relaxations.

The objective function for this problem is stated as

$$f(z, p) = \sum_{i=1}^{n} (I_i - I_i^d)^2$$

where $I_i = c_A^i + \frac{2}{21}c_B^i + \frac{2}{21}c_D^i, i = 1, \ldots, n$, with $c_A^i, c_B^i, c_D^i, i = 1, \ldots, n$, given by
In an effort to survey the topological features of the objective function for this problem, multistart optimization techniques were employed. The explicit (full space) NLP formulation (i.e., with 1003 variables and 1000 equality constraints) was solved by multi-starting the MINOS solver [97] in GAMS version 23.9 [116]. Only one optimum was found and it happened to correspond with the global solution. Alternatively, the implicit NLP formulation, where the implicit functions are evaluated using the second technique described above (i.e., sequential block solution), was then solved by multi-starting the MATLAB SQP solver. In this case, eight suboptimal local minima were found along with the global minimum. The suboptimal local minima that were found are reported in Table 4.4. This is a rather interesting result because it means that, for this problem, the reduced-space formulation has many suboptimal local minima, whereas the full-space formulation may not have any. This is consistent with what was found in the Methanol-to-Hydrocarbons Example in [39] and is not a result that holds in general.

The reduced-space NLP was solved using Algorithm 4.1 taking $2 \times 10^5$ seconds (55.6h) and 69981 iterations with convergence tolerances of $10^{-2}$ and $10^{-3}$ for absolute and relative error, respectively. The optimal parameter values were found, $p^* = (797.145, 423.545, 13.6096)$ with $f^* = 16796$, and the “best fit” corresponding to the

<table>
<thead>
<tr>
<th>$k_{2f}$</th>
<th>$k_{3f}$</th>
<th>$k_4$</th>
<th>$f^* \times 10^{-4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>235.04</td>
<td>1048.8</td>
<td>0.33151</td>
<td>1.7066726</td>
</tr>
<tr>
<td>350.72</td>
<td>931.25</td>
<td>0.38279</td>
<td>1.7056881</td>
</tr>
<tr>
<td>678.53</td>
<td>596.96</td>
<td>0.82748</td>
<td>1.7024373</td>
</tr>
<tr>
<td>765.26</td>
<td>450.21</td>
<td>12.414</td>
<td>1.6807190</td>
</tr>
<tr>
<td>355.02</td>
<td>926.55</td>
<td>11.766</td>
<td>1.7056560</td>
</tr>
<tr>
<td>740.18</td>
<td>523.81</td>
<td>13.717</td>
<td>1.6993238</td>
</tr>
<tr>
<td>735.88</td>
<td>528.60</td>
<td>13.993</td>
<td>1.6995289</td>
</tr>
<tr>
<td>627.16</td>
<td>552.87</td>
<td>12.187</td>
<td>1.7051711</td>
</tr>
<tr>
<td>775.44</td>
<td>437.23</td>
<td>17.576</td>
<td>1.6802801</td>
</tr>
</tbody>
</table>

Table 4.4: Suboptimal local minima of Example 4.5.3 (using the sequential block solve technique) found using the multi-start SQP approach.

the solution of the nonlinear system (4.40) and $I_d^i$, $i = 1, \ldots, n$, are the experimental data mentioned previously, found in Appendix C.
optimal solution $p^*$ was plotted against the experimental data in Figure 4-7. As was concluded in [88], the model with the best fit parameters does not agree with experimental data at early times. Since a certificate of global optimality was obtained, one can conclude that the model cannot represent the physical system at early times.

For comparison, the full-space NLP was modeled in GAMS 23.9 [116] using BARON [138] with preprocessing turned off. Both a selective-branching strategy and the standard strategy of branching on all variables were studied. Using MINOS as the local-search algorithm for solving the upper-bounding problem, BARON converged to the solution found using the multi-start approach discussed above within just a few seconds, for each branching strategy. However, using SNOPT [48] as the local-search algorithm for solving the upper-bounding problem, BARON converged to a suboptimal solution in just a few seconds for each branching strategy. It should be noted that in each case, BARON terminates normally claiming that it found a solution with a guarantee of global optimality. The behavior of BARON here is not fully understood and so it is considered to be ineffective at solving this problem. Alternatively, each strategy was solved without using local-search algorithms for the
upper-bounding problems. When considering the strategy of branching on all of the variables, BARON fails to solve the problem. For this case, the algorithm terminates after about 460 seconds with the result that no feasible solution could be found. Again, this is a very strange result since the problem is indeed feasible. Figure 4-8 is a plot showing the performance, in terms of the ratio of the lower and upper bounds versus CPU time in seconds, of Algorithm 4.1 versus BARON with selective branching and without a local-solve upper-bounding procedure. After about 30 seconds, Algorithm 4.1 improves on the bounds quite effectively, even without a local-search upper-bounding procedure. It takes BARON about 50000 seconds to achieve the same level of convergence as Algorithm 4.1 achieves after the 30 second mark. After about 1000 seconds, Algorithm 4.1 begins to exhibit slow but consistent improvement on the bounds until it converges. This is likely due to the node clustering problem and is the topic of future research. It takes $2 \times 10^5$ seconds for Algorithm 4.1 to converge to the global solution whereas BARON is about 96.5% converged at this time. The BARON selective branching strategy fails to converge even after more than 70 hours when the maximum number of iterations of 100000 is reached. At this time BARON
is only 97% converged. It is clear that for this problem, Algorithm 4.1 performs more favorably than BARON.

4.6 Concluding Remarks

In this chapter, a reformulation of the standard NLP with equality constraints has been proposed that is an equivalent formulation offering a potentially large reduction in dimensionality. This approach is similar to that taken in Chapter 2 for eliminating the equality constraints and formulating the SIP (2.5) with implicit functions embedded. By solving the quality constraints for the dependent variables as implicit functions of the independent variables, they are eliminated from the program and the implicit functions are embedded within the objective function and inequality constraint(s). In order to solve the reduced-space problem, new results for relaxing implicit functions were developed. In particular, the calculations of convex and concave relaxations, and subgradients, of implicit functions were developed.

One new result was presented that guarantees that relaxations of a successive-substitution iteration are also valid relaxations of the implicit function. Another key result pertaining to solutions of parametric linear systems was presented. This result states that relaxations of the solution of a parametric linear system can be calculated iteratively in a fashion analogous to the Gauss-Seidel method. It was demonstrated that relaxations of the generic Newton-type iteration cannot be refinements of the original bounds on the implicit function. This proves that direct relaxations of Newton-type iterations are not useful, but relaxations of convergent successive-substitution iterations may be useful. Because of this, new methods, analogous to interval Newton-type methods, were developed that essentially relax the implicit functions by relaxing the mean-value theorem. These novel developments offer ways to calculate relaxations of an implicit function that is a parametric solution of a general nonlinear system of equations that cannot be approximated via a successive-substitution iteration. Furthermore, subgradients of such relaxations can be calculated, which are useful in the solution of the resulting nonsmooth convex
program.

Utilizing these new results, a reduced-space global optimization algorithm was proposed for solving nonconvex NLPs with embedded implicit functions. The algorithm was shown to converge in finitely many iterations to an \(\epsilon\)-optimal solution. The algorithm was applied to three instructive numerical examples which demonstrate its applicability. Together with the developments in Chapter 3, these developments successfully accomplish objectives (1) and (2) listed at the end of Chapter 2. In the next chapter, these developments will be applied to global optimization problems constrained by large sparse (parametric linear) systems. In Chapter 7, these developments will be applied to solve implicit SIPs.
Chapter 5

Global Optimization of Large Sparse Systems

Similar to the previous chapter, this chapter will focus on solving global optimization problems of the form:

\[
\min_{z \in X, p \in P} f(z, p) \\
\text{s.t. } g(z, p) \leq 0 \\
h(z, p) = 0.
\] (5.1)

However, now the model \( h \) is considered to be specifically of the form of a parametric linear system:

\[
h(z, p) = A(p)z - b(p) = 0 \Rightarrow A(p)z = b(p),
\]

where \( A : P \to D_a \) and \( b : P \to D_b \), where \( A \) is large and sparse\(^1\) and the sets \( D_a \) and \( D_b \) are defined as in Chapter 4. For consistency with that chapter, the solution of the parametric linear system will be denoted as the implicit function \( \delta : P \to \mathbb{R}^{n_x} \).

Parametric linear systems arise in a number of modeling problems. In particular, they commonly arise from the discretization of a time-independent partial differential equation.

---

\(^1\)Here, \textit{large} and \textit{sparse} matrices will be considered to have > \(10^2\) elements which are mostly zeros.
An example of such a problem is the optimal design of a chemical reactor whose model involves the steady-state species conservation equations (under appropriate assumptions):

\[ \mathbf{v} \cdot \nabla C_i - D_i \nabla^2 C_i - R_{V_i} = 0, \quad i = 1, 2, \ldots, n, \tag{5.2} \]

where \( \mathbf{v} \) is the velocity of the medium, \( C_i \) is the concentration of species \( i \) in the medium, \( D_i \) is the diffusivity of species \( i \) in the medium, and \( R_{V_i} \) is the molar rate of formation of species \( i \) per unit volume. The solution of two discretized models of chemical reactors are shown in Figure 5-1, both of which exhibit complex flow and heat transfer characteristics. There are many other applications of these types of problems that range from oncology [1, 124] to computational fluid dynamics (CFD) [65, 123, 144] to finance [20, 35, 36], among others.

In essence, this chapter will demonstrate the application of the algorithm developed in Chapter 4 using the relaxation technique of Section 4.3.3. As noted previously, the results in [88] laid the foundations for global optimization of implicit functions.
which can be evaluated by an algorithm with a fixed number of iterations known \textit{a priori}. The main contribution of this chapter is the discussion behind the implementation of the algorithm and some numerical analysis and comparison with the method of [88].

5.1 Computational Efficiency

One point that was emphasized in the previous chapter was that the solution time of deterministic global optimization algorithms, in the worst case, scales exponentially with the number of optimization variables. Therefore, the computational efficiency of all internal routines and algorithms—such as the upper- and lower-bounding procedures—is of great importance in order to minimize computational effort. In the case of global optimization of implicit functions, this means that the procedures for bounding and evaluating implicit functions must be highly optimized.\textsuperscript{4}

5.1.1 Matrix Storage

Since the matrix $A$ has $n_x \times n_x$ elements, in order to store it on a computer, an array with size $n_x^2$ must be allocated, which may be prohibitively large. Similarly, simply accessing the data in this array may be a computational bottleneck since it is an $\mathcal{O}(n_x^2)$ operation.\textsuperscript{5} However, if $A$ is sparse, most of its elements are zeros. Since $A$ is also large, this amounts to unnecessarily storing a large number of zeros in the array. By storing only the necessary information of $A$, a significant reduction in the number of operations and memory usage can be taken advantage of.

There are a few different methods for storing sparse matrices on a computer. The main idea is to store every nonzero entry and its position. The simplest method for doing this—and the one employed later in this chapter—is called the \textit{coordinate format} [121], or oftentimes referred to as the standard triple format. The idea here is

\textsuperscript{4}Referring to memory management and minimizing the overall computational cost of the associated procedures.

\textsuperscript{5}The standard convention for computational complexity is used here meaning that this operation is proportional to $n_x$ squared floating-point operations or FLOPs.
to calculate the number (or maximum number) of nonzero entries, denoted $nz$, and allocate three arrays of length $nz$. Two of the arrays will store the row coordinate and the column coordinate of each nonzero entry, respectively, and the third array will store each nonzero value at the respective coordinates. For example:

$$
\begin{pmatrix}
5 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 9 & 0 & 7 \\
0 & 0 & 8 & 0
\end{pmatrix}
\leftrightarrow
\begin{cases}
\text{row index} & (1 \ 3 \ 4 \ 3) \\
\text{column index} & (1 \ 2 \ 3 \ 4) \\
\text{matrix element} & (5 \ 9 \ 8 \ 7)
\end{cases}
$$

This example is not terribly convincing of the benefits of using this sparse storage format since storing the original matrix requires storing 16 double-precision numbers while the coordinate storage format requires storing 4 double-precision numbers and 8 integers. However, the benefits of sparse matrix storage are magnified when the size of the sparse matrix is very large. There are other more clever storage procedures that reduce the total storage requirement marginally over this method, such as compressed sparse row, compressed sparse column, linked lists, etc. [34, 121]. It is common that $nz$ is known precisely, as well as the positions of all the nonzero elements, and so creating/storing the $A$ matrix is an $O(nz)$ operation that requires two arrays of nonnegative integers and one of double precision numbers. Similarly, accessing data from a sparse matrix stored in this format is an $O(nz)$ operation.

### 5.1.2 Matrix Structure

The types of models that are most often encountered in engineering applications—which are the focus here—give rise to very large sparse matrices with special structure. In particular, the matrices that typically arise have a banded structure. Figure 5-2 depicts the concept of a banded matrix and its bandwidth. Exploiting this special structure can prove to be very advantageous in terms of computational efficiency since every implicit function evaluation requires the solution of a parametric linear system. For instance, solving a parametric linear system for only a single parameter value using
naive Gauss elimination is an $O(n_x^3)$ operation, resulting in very expensive function evaluations. However, in [7] the author explains that “Gauss elimination for tightly banded matrices is particularly efficient, because for each row there are at most [the half-bandwidth] elements below the diagonal that must be eliminated”. Labeling the half-bandwidth as $m$, the author then explains that Gaussian elimination is reduced to an $O(m^2n_x)$ operation for banded matrices, where $m << n_x$ [7]. Therefore, for small $m$, Gauss elimination is actually quite efficient. This is just one example but it motivates the importance of exploiting the structure of $A$ in terms of computational efficiency.

Using graph theory to represent the structure of a sparse matrix, methods have been developed for permuting sparse matrices to have special structure, which, in turn, can be exploited for computational efficiency. For instance, the bandwidth (or half-bandwidth) is one important feature of banded matrices that may drastically impact computational efficiency. This fact has sparked a large amount of interest to research what are called reordering schemes for permuting sparse matrices into matrices with special structure, such as a banded matrix with the minimum bandwidth. There are many other reordering schemes that focus on other features of sparse matrices to increase computational efficiency. For instance, reordering schemes play an important role in parallel implementations of solution methods [121] and such implementations may require special structure other than minimum bandwidth.
Perhaps the most commonly used reordering scheme for minimizing bandwidth is the reverse Cuthill-McKee algorithm [34], which is simply the reversed ordering of what is achieved using the Cuthill-McKee algorithm [32]. In [34], the authors state that although there have been several other reordering schemes proposed, “they do not offer any significant advantages”. Figure 5-3 shows just how dramatic an effect the reverse Cuthill-McKee algorithm may have on the bandwidth of a sparse matrix.

Another important feature of sparse matrices is diagonal dominance.

**Definition 5.1.1 (Diagonally Dominant).** A matrix $\mathbf{A}$ is *diagonally dominant* if

$$|a_{ii}| \geq \sum_{j \neq i} |a_{ij}|, \quad i = 1, 2, \ldots, n_x,$$

where $a_{ij}$ is the $(i,j)^{th}$ element of $\mathbf{A}$. If the inequality holds strictly, $\mathbf{A}$ is said to be *strictly diagonally dominant*.

For parametric systems $\mathbf{A}(\mathbf{p})$, the above definition must hold for every $\mathbf{p} \in P$. If $\mathbf{A}$ is diagonally dominant, a host of theoretical and numerical implications result. For instance, results regarding the applicability of certain algorithms, stability, convergence properties, etc. [28, 121]. Luckily enough, diagonally dominant matrices are
commonly encountered when modeling engineering applications.

5.1.3 Numerical Solution Methods: Direct vs. Iterative

*Direct methods* refer to a class of numerical methods that are used in an attempt to solve problems by applying a finite sequence of operations. Not only are direct methods very robust, but they have the ability to calculate the exact solution of the linear system if numerical roundoff error can be avoided. An example of a direct method for solving linear systems is Gauss elimination, mentioned previously. The calculation of interval bounds and convex/concave relaxations of solutions of parametric linear systems is straightforward since the rules for their calculation/construction are simply propagated through the finite sequence of operations in the standard manner.

Alternatively, *iterative methods* attempt to solve problems by calculating sequences of approximations of the solution and terminate after meeting some error tolerance criterion. One advantage of iterative methods is that, in comparison to direct methods, their computational cost is far lower. Due to computational limitations, iterative methods are often the only technique applicable to solving large sparse systems. An example of an iterative method for solving linear systems is Gauss-Seidel. Iterative methods for bounding solutions of parametric linear systems are discussed in [106, 107, 119]. Similarly, an iterative method for constructing convex/concave relaxations of solutions of parametric linear systems was developed in Section 4.3.3.

In Chapter 4, it was discussed that the work in [88] was the first attempt at global optimization of implicit functions. However, the method of [88] was restricted to problems in which the implicit functions could be evaluated using direct methods [88]. Specifically, they present a parameter estimation problem involving the one-dimensional heat transport model with an affine heat-source term formulated as a parametric linear system whose \( A \) matrix is a tridiagonal banded matrix\(^6\) [88]. This model may be an ideal candidate for direct methods because of its structure.

However, as the model complexity increases and/or includes more than one spatial

---

\(^6\)A tridiagonal matrix is a banded matrix with \( m = 1 \). Solving tridiagonal systems using Gauss elimination is an \( \mathcal{O}(n_x) \) operation.
dimension, direct methods may not be favored due to their higher storage requirement and computational cost. This is primarily due to a characteristic of direct methods known as fill-in. Fill-in is simply when some matrix operation generates and stores a nonzero element which was formerly a zero and in turn increases the number of nonzero elements that must be accounted for and operated on. In other words, nonzero elements fill in the sparse matrix. Reducing fill-in is a primary goal of some reordering schemes [121].

Fill-in may have a negative impact on more than just storage and computational efficiency as well. Consider the requirement to bound solutions of parametric linear systems. If fill-in is significant, this means that there are many more interval operations required, and therefore there is a large potential for considerable overestimation. Subsequently, this translates to the construction of convex/concave relaxations; producing relaxations that are less tight than if fill-in could be avoided. Alternatively, fill-in can be avoided entirely by applying an iterative method.

In [31], it is stated that “as the problem size grows, there is a point at which direct methods become too expensive in terms of computational time and storage.” It is for this reason, and the others listed above, that iterative methods are favored for global optimization of large sparse systems.

5.1.4 Preconditioning

As was seen in Chapters 3 and 4, preconditioning matrices\(^7\) may play a pivotal role in the ability to solve parametric systems as well as calculate bounds and construct relaxations of solutions of parametric systems. As was shown in previous sections, for a preconditioner \(Y \in \mathbb{R}^{n_x \times n_x}\), a preconditioned system takes the form

\[
YA(p)z = Yb(p),
\]

and its solution is the same as the original system. Preconditioning large sparse systems will be the focus here. For the concerns of this chapter, preconditioning

\(^7\)Also referred to as preconditioners.
offers a way to manipulate and scale large sparse systems to have special structure and theoretical properties that are ideal for iterative solvers. Consequently, preconditioning matrices potentially accelerate iterative methods and guarantee convergence properties of iterative methods for solving linear systems.

In Chapter 3, the preconditioner used is equivalent to the inverse of $A(\hat{p})$ with $\hat{p} = mid(P)$, for a given $P$. The problem with using this preconditioner for large sparse systems is that it is computationally expensive in multiple ways. For instance, in general, the inverse of a sparse matrix (if it exists) is not sparse. Furthermore, the product of a dense matrix and a sparse matrix is not typically sparse. Therefore, after spending an extraordinarily large amount of computational effort to calculate the preconditioner, the resulting preconditioned system is large and dense. Therefore, in this case, the computational cost associated with preconditioning the system is likely to outweigh the gain in computational efficiency of the iterative method used to solve the preconditioned system. In [121], it is stated that “finding a good preconditioner [to solve a specific problem] is often viewed as a combination of art and science.” This has sparked much interest in finding optimal preconditioners.

Numerous preconditioners—each with their own advantages and disadvantages—are discussed in [121]. The simplest, and possibly the least expensive, preconditioner that preserves sparsity and may be quite effective for diagonally dominant systems is the diagonal preconditioner, or sometimes called the Jacobi preconditioner [121]. This preconditioner is simply the inverse of the diagonal elements of $A$:

$$Y(p) = \begin{pmatrix}
1/a_{11}(p) & 0 & \cdots & \cdots & 0 \\
0 & 1/a_{22}(p) & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 & 1/a_{nn}(p)
\end{pmatrix}.$$

The elements of the resulting preconditioned matrix $G(p) = YA(p)$ are then given by $g_{ij}(p) = a_{ij}(p)/a_{ii}(p)$. Of course, this requires that $a_{ii}(p) \neq 0$, $\forall p \in P$. When applied to a system that will be solved using Gauss-Seidel, it eliminates the need for the division by the diagonal elements at each iteration. For systems requiring many
iterations to converge, this may offer a significant performance benefit. It should be noted that for parametric linear systems, which are the focus here, it is most beneficial if the preconditioner is constant, and not a function of $p$. That way, for every point $p$ at which the implicit function needs to be calculated, the preconditioner need not be updated. This is especially important if the preconditioner is expensive to calculate.

5.2 Methods

A few different methods for constructing relaxations of solutions of parametric linear systems were implemented and studied. As mentioned above, each of these methods can be categorized as either a direct or iterative approach. Each method is discussed in this section. For analysis and benchmarking purposes, a general code was written that, for a chosen method, constructs relaxations at a predetermined number of parameter values and clocks the overall computation.

5.2.1 Direct Approach

For comparison with the iterative techniques being considered below, a direct approach was implemented. This approach is the same as that in [88] implemented to exploit the banded structure (i.e., it only considers matrix operations within the bands). In order for this approach to offer a fair comparison with the iterative methods, the reverse Cuthill-McKee reordering scheme was implemented to permute the system prior to the application of the method.

5.2.2 Iterative Approach

For comparison purposes, multiple iterative methods for constructing relaxations of solutions of parametric linear systems were implemented. In particular, the method discussed in Section 4.3.3 was implemented in multiple ways: one that exploits sparsity fully (for non-preconditioned and diagonally preconditioned systems), a non-preconditioned sparse multiple inclusion implementation, and a dense inverse mid-
point preconditioned method. For each of the implementations that exploit sparsity, the coordinate storage format was used, and all for loops were done over nonzero elements only.

**Non-Preconditioned and Diagonally Preconditioned Implementation**

This implementation exploits sparsity fully by only looping over the nonzero elements of $A$. Essentially, the method described in Section 4.3.3 constructs relaxations of the $i^{th}$ component of the implicit function $\delta$ by using the information of the $i^{th}$ equation of the linear system. For instance, relaxing $\delta_i$ amounts to relaxing the expression from (4.11) which includes two summations over off-diagonal elements of $A$. Since the row and column index vectors contain the information for keeping track of the coordinates of the nonzero elements of $A$, rather than the summations being over a total of $n_x - 1$ elements, they are only over the half-bandwidth $m$ number of elements each, in the worst case that the matrix $A$ is dense within its bands. Therefore, constructing relaxations of $\delta$ is an $O(nz)$ operation. Of course, these relaxations can be iteratively refined and so constructing the tightest possible relaxations of $\delta$ is an $O(knz)$ operation, where $k$ is the number of iterations it takes to refine the relaxations as much as possible (until they converge). This implementation works best for the original non-preconditioned system and preconditioned systems where sparsity is preserved, such as diagonally preconditioned systems.

**Multiple Inclusion Implementation**

This implementation is similar to the previous one in that it only loops over nonzero elements. Whereas the previous method considers only constructing relaxations of $\delta_i$ using information from row $i$, this method construct relaxations of $\delta_j$, $\forall j = i - m, \ldots, i, \ldots i + m$ using the information from row $i$ corresponding to $a_{ij} \neq 0$. For instance, for some row $i$, relaxations of $\delta_j$ will be calculated by relaxing the right-hand
side of
\[
\delta_j(p) = \left( b_i(p) - \sum_{l<i} a_{il}(p) \delta_l(p) - \sum_{l>i} a_{il}(p) \delta_l(p) \right) / a_{ij}(p), \ a_{ij}(p) \neq 0, \ \forall p \in P,
\]
for each \( j \). After looping over all rows, the method then intersects all the relaxations \( \delta_j \) for each \( j \) in an attempt to make use of all available information for constructing the tightest possible relaxations. The benefit of this method is that it is unnecessary to guarantee that the diagonal elements are nonzero (or do not enclose zero). Therefore it is unnecessary to precondition on the basis of manipulating \( A \) to have nonzero diagonal elements. The downside of this method is that each iteration of refining the relaxations is much more expensive than the previous implementation. Also, no new information is obtained by using this method, and therefore it yields the same results as the previous implementation as long as \( A \) has an appropriate structure (e.g. nonzero diagonal elements).

**Dense Preconditioned Implementation**

This implementation can be regarded as a naive approach to calculating relaxations of \( \delta \). This is because it amounts to taking a large sparse system, calculating an expensive preconditioner, and in turn, calculating relaxations of the solution of a large dense preconditioned system. Although it is quite effective for small systems, it is extremely expensive since simply constructing \( Y \) is an \( O(n_x^3) \) operation using LU-decomposition.\(^8\) Although this computation can be done up front (and only once), calculating \( G(p) = YA(p) \) is an \( O(n_x^3) \) operation and constructing relaxations of \( \delta \) is \( O(kn_x^2) \), where again \( k \) is the number of iterative refinements taken. It is clear that for large systems, the \( O(n_x^3) \) procedure will dominate and so the overall procedure for constructing relaxations of \( \delta \) is \( O(n_x^3) \).

\(^8\)Using Gauss elimination alone for matrix inversion amounts to an \( O(n_x^4) \) computation.
5.3 Case Study

To demonstrate global optimization of large sparse systems, a parameter-estimation problem is considered which arises from modeling steady-state heat transport in a packaged semiconductor. Figure 5-4 shows the construction of a packaged semiconductor, specifically, that of a microprocessor or central processing unit (CPU).

5.3.1 Model and Objective

An illustration of the model system is shown in Figure 5-5. It is assumed that the heat spreader is a solid material that covers the substrate and the die with no void space. Furthermore, conduction in the substrate is negligible, and convection on every surface except the top is negligible. The physical design parameters of the system are contained in Table 5.1. To model heat transport for this system, the 3-dimensional energy conservation equation with an affine heat-source term ($H_V$) was used:

$$
\left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) + \frac{H_V}{k_c} = 0,
$$

(5.3)

where $T$ is the temperature, $k_c$ is the (constant) thermal conductivity of the material, and the spatial coordinates will be denoted in the standard way by $x$, $y$, and $z$. Heat
Figure 5-5: An illustration of the packaged CPU model for the parameter estimation problem. The dimensions and layout differ from the actual CPU shown in Figure 5-4 to introduce asymmetry for an irregular temperature profile. For clarity, the heat spreader is depicted as being completely transparent.

is generated in the model by the die, which is centered on the \( xy \)-plane, through the application of electric current (i.e. Joule heating). Resistance is expected to be affine in temperature, and so the source term takes the form:

\[
H_V = q_0 (1 + \alpha (T - T_0))
\]  

(5.4)

where \( q_0 \) and \( \alpha \) are constants pertaining to physical properties of the semiconductor, and \( T_0 \) is the reference temperature, taken to be equal to the ambient (or bulk) temperature \( T_b \). It is assumed that there is negligible heat flux on all of the boundaries except for the top surface where there is convection. The blue region on the top surface in Figure 5-5 is a region of convection where a liquid-cooling coil contacts the heat spreader. Convection occurs over the rest of the top surface of the heat spreader—albeit to a lesser degree—due to a nearby fan. The boundary conditions
are:
\[ \mathbf{n} \cdot \nabla T = 0 \] at every surface except \( z = 1 \text{cm} \)
\[ -\mathbf{n} \cdot \nabla T = h_1(T_{\text{surf}} - T_b)/k_c \quad z = 1 \text{cm} \text{ blue region} \] (5.5)
\[ -\mathbf{n} \cdot \nabla T = h_2(T_{\text{surf}} - T_b)/k_c \quad z = 1 \text{cm} \text{ not blue region} \]

where \( \mathbf{n} \) is the unit normal directed away from the heat spreader, \( T_{\text{surf}} \) is the temperature of the fluid at the interface (assumed to be the same as the surface temperature of the solid), \( h_1 \) is the heat transfer coefficient of the fluid in blue region and \( h_2 \) is the heat transfer coefficient of the fluid elsewhere on the top surface. For this problem, the model parameters for fitting will be \( h_1 \), the heat transfer coefficient for the blue area, and \( T_b \), the ambient or bulk temperature. Therefore
\[ \mathbf{p} = (T_b \ h_1)^T. \]

In order to construct the parametric linear system—whose solution will be an approximate solution of the original 3-dimensional PDE—a standard finite-differencing approach is used. First, a uniform discretization is applied (i.e. a discretization with an equal number of grid points in each spatial dimension \( N_x = N_y = N_z \)). A standard node-numbering scheme is used:
\[ i_\delta = (k - 1)N_xN_y + (i - 1)N_y + j, \]
where \( i, j, k \) are the indices corresponding to the grid point \( (x_i, y_j, z_k) \). Thus, the grid points get numbered sequentially from 1 to \( n = N_xN_yN_z \). In order to obtain a sufficient approximation of the solution of (5.3), a fine discretization of the spatial dimensions is required (i.e. \( N_x, N_y, N_z \) are sufficiently large). Since the problem size, \( n \), is equal to \( N_xN_yN_z \), it is easy to see why the problem size can be substantially large, even for a relatively coarse discretization. After applying the discretization, finite differencing is used to approximate the partial derivatives. For the interior nodes (i.e. nodes not on the boundary of the system), the approximate partial derivatives
<table>
<thead>
<tr>
<th>CPU Design Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packaged dimensions ((x \times y \times z))</td>
</tr>
<tr>
<td>Die dimensions ((x \times y \times z))</td>
</tr>
<tr>
<td>Substrate thickness</td>
</tr>
<tr>
<td>(k_c)</td>
</tr>
<tr>
<td>(\alpha)</td>
</tr>
<tr>
<td>(q_0)</td>
</tr>
<tr>
<td>(h_1)</td>
</tr>
<tr>
<td>(h_2)</td>
</tr>
<tr>
<td>(T_b)</td>
</tr>
</tbody>
</table>

Table 5.1: The physical design specifications for the CPU packaging problem.

are given by

\[
\frac{T_{iδ-Ny-Nz} - 2T_{iδ} + T_{iδ+ Nz-Ny}}{(Δz)^2} + \frac{T_{iδ-Ny} - 2T_{iδ} + T_{iδ+ Ny}}{(Δx)^2} + \frac{T_{iδ-1} - 2T_{iδ} + T_{iδ+1}}{(Δz)^y} = -\frac{q_0}{k_c}(1 + \alpha(T_{iδ} - T_b)),
\]

where \(q_0 = 0\) everywhere except in the die. The boundary conditions are as follows:

\[
\frac{T_{iδ} - T_{iδ-1}}{Δy} = 0 \text{ at } y_j = 0cm
\]

\[
\frac{T_{iδ} - T_{iδ-1}}{Δy} = 0 \text{ at } y_j = 4cm
\]

\[
\frac{T_{iδ+Nz-Ny} - T_{iδ}}{Δz} = 0 \text{ at } x_i = 0cm
\]

\[
\frac{T_{iδ+Ny-Nz} - T_{iδ}}{Δz} = 0 \text{ at } x_i = 4cm
\]

\[
\frac{T_{iδ-1-Ny-Nz} - T_{iδ}}{Δz} = h_1(T_{iδ} - T_b)/k_c \text{ at } z_k = 1cm \text{ blue region}
\]

\[
\frac{T_{iδ-1-Ny-Nz} - T_{iδ}}{Δz} = h_2(T_{iδ} - T_b)/k_c \text{ at } z_k = 1cm \text{ not blue region}
\]

After applying finite differencing, with some simple algebraic manipulation, a parametric linear system can be formed:

\[
A(p)z = b(p), \quad z_{iδ} = T_{iδ}, \quad \forall iδ = 1, \ldots, Nz,Ny,Nz.
\]

Since this is a parameter estimation problem, the optimization formulation has a
least-squares objective function:

\[
f(\delta(\mathbf{p}), \mathbf{p}) = \sum_{n=1}^{N_{\text{sensors}}} (T_n - \bar{T}_n(\mathbf{p}))^2,
\]

(5.7)

where \( N_{\text{sensors}} \) is the number of fictitious experimental temperature sensors, \( T_n \) is the temperature reading taken by the \( n^{th} \) sensor averaged over the area of the sensor, and \( \bar{T}_n \) will be the model-predicted temperature as the average temperature over the number of mesh points (nodes) that lie within the \( n^{th} \) sensor region. Figure 5-6 depicts an overhead view of the packaged CPU model with the sensors corresponding to the fictitious experiment shown in red. The gridding corresponds to a \( 15 \times 15 \) mesh, and each \( \delta_i \) corresponds to the temperature—as predicted by the model—at each of the intersections of the grid lines. Note that the sensors \( n = 1, 2, 3, 4 \) each correspond to regions enclosing two mesh points (nodes). The fictitious experimental data is given in Table 5.2. For the iterative method from Section 4.3.3, the variable interval \( Z_{i\delta} = [250, 1000], \forall i\delta = 1, \ldots, N_xN_yN_z, \) was chosen from physical intuition. The interval \( X \) satisfying Definition 4.4.1 was calculated using parametric interval Gauss-Seidel [101].
Experimental Temperature Data

| $T_1$   | 411.0K   |
| $T_2$   | 448.85K  |
| $T_3$   | 422.125K |
| $T_4$   | 492.05K  |
| $T_5$   | 394.7K   |

Table 5.2: The experimental temperature data for CPU design problem.

5.3.2 Comparison of Methods

Numerical experiments were conducted to demonstrate the performance of each of the methods discussed above in terms of computational complexity. The experiments timed how long it took to evaluate a convex relaxation of one of the states $\delta_i$ at 36 $p$ values while varying the number of discretization points (size of the system) used to approximate the solution of the PDE. This simulates the computational complexity associated with evaluating the objective function of the convex lower-bounding problem as a function of problem size. The results of the numerical experiments are shown in Figure 5-7. The results for the multiple-inclusion implementation were omitted for clarity.

It was observed that sufficiently tight relaxations of $\delta$ were obtained after $N_xN_yN_z$ iterations of the relaxation technique discussed in Section 4.3.3. The unfortunate consequence of this result is the increased computational cost of calculating these relaxations. As discussed in the methods section above, the non-preconditioned and diagonally preconditioned implementations exhibit $O(kn_z)$ complexity. For this example,

$$nz = 4N_yN_z + 4(N_x - 2)N_z + 4(N_x - 2)(N_y - 2) + 7(N_x - 2)(N_y - 2)(N_z - 2),$$

which is on the order of $n_z$. Therefore, since $k = n_x$, the complexity of calculating relaxations of $\delta$ was hypothesized to be $O(n_x^2)$. As can be seen from Figure 5-7, the (numerical) experimental data supports this hypothesis.

As discussed in the Methods section above, the Gauss elimination implementations and the dense preconditioned implementation were hypothesized to have $O(n_x^3)$...
Figure 5-7: The scaling of the evaluation of convex relaxations for each method as a function of the problem size. Method B: Non-preconditioned impl. Method C: Direct method w/RCMK. Method D: Direct method. Method E: Diagonally preconditioned imp. Method F: Inverse-midpoint (dense) preconditioned imp.

complexity with the reordered implementation being slightly less expensive (due to minimizing fill-in). Figure 5-7 supports this hypothesis as well. Interestingly, the Gauss elimination implementations required less CPU seconds to calculate relaxations for $n_x < 729$ (corresponding to $N_x = N_y = N_z = 9$). This is likely due to the overhead of calculating interval bounds using the (parametric) interval linear solver, which is equivalent to the interval Gauss-Seidel iteration [101]. Since the direct methods scale worse with system size than the iterative method, even with this overhead, the iterative methods perform better than the direct methods for $n_\delta \geq 729$ ($N_x = N_y = N_z \geq 9$). In order to adequately model the system, $N_x = N_y = N_z \geq 15$ is required, and so for this model, the iterative methods perform more favorably.

5.4 Concluding Remarks

In this chapter, the results developed in Section 4.3.3 were explored further and applied to large sparse systems which commonly arise in engineering applications. A brief background on large sparse systems was given including various approaches for
solving them numerically as well as computational effort and storage requirements. However, the main contribution is a parameter-estimation case study motivated by an engineering design problem. The computational effort of the iterative relaxation method of Section 4.3.3 was compared against the direct relaxation method of [88]. The method of Section 4.3.3 performed favorably as it scaled with the square of the dimension of the problem as opposed to the cubic scaling of the direct method of [88]. These initial results demonstrate that the iterative approach of Section 4.3.3 for constructing relaxations may be quite effective for large sparse systems and with future research and the proper computer implementation, global optimization of large sparse systems can be solved quickly and efficiently.
Chapter 6

Relaxations of Implicit Functions Revisited

In this chapter, the theoretical arguments behind the construction of convex and concave relaxations of implicit functions are revisited. In particular, in Chapter 4, the assumptions regarding uniqueness of an implicit function $x$ on $P$ may be too restrictive in some cases. The effects of relaxing the uniqueness assumptions are explored in this chapter.

6.1 Direct Relaxation of Fixed-Point Iterations

In Section 4.3.1, Assumption 4.3.1 was applied, which stated that for $P \in \mathbb{R}^{n_p}$, there exists an implicit function $x : P \rightarrow \mathbb{R}^{n_x}$ such that it is a fixed-point of the function $\phi$ (as defined in that section). Furthermore, it was assumed that an interval $X$ was known such that $x(P) \subset X$ and $x(p)$ is unique in $X$ for all $p \in P$.

However, these assumptions are not entirely necessary for the main results of that section (Theorems 4.3.4, 4.3.5, and 4.3.6) to hold. The results of that section are generalized as follows.

**Theorem 6.1.1.** Let $\phi$ be defined as in Section 4.3.1. Suppose $\phi$ has $n$ fixed-points $x_i(p)$, $i = 1, \ldots, n$, for every $p \in P$ such that $x_i(P) \subset X$ for some $X \in \mathbb{R}^{n_x}$ for $i = 1, \ldots, n$. Then, Theorem 4.3.4 holds.
Proof. As long as \( x_i(P) \subset X, i = 1, \ldots, n \), the proof of Theorem 4.3.4 holds under the relaxed hypotheses since \( x^{k.c}() \) and \( x^{k.C}() \) are relaxations of \( x_i(\cdot) = \phi(x_i(\cdot), \cdot) \) for \( i = 1, \ldots, n \) on \( P \).

**Theorem 6.1.2.** Suppose the hypotheses of Theorem 6.1.1 hold. Then, Theorem 4.3.5 holds.

Proof. The proof of Theorem 4.3.5 holds here with \( x \) replaced by \( x_i, i = 1, \ldots, n \).

**Theorem 6.1.3.** Suppose the hypotheses of Theorem 6.1.1 hold. Then, Theorem 4.3.6 holds.

Proof. The proof of Theorem 4.3.6 holds here without modification.

If more than one fixed point of \( \phi \) exists in \( X \), it is likely that the hypotheses of Theorem 4.3.6 will hold and therefore the relaxations calculated by applying Theorem 6.1.1 will not be improvements on some of the interval bounds.

### 6.2 Relaxations of Solutions of Parametric Linear Systems

In Section 4.3.3, Assumption 4.3.9 was applied. Assumption 4.3.9-1 is essentially the same as Assumption 4.3.1 but stated with respect to parametric linear systems. In that section, it was already discussed how Assumption 4.3.9-2 can be relaxed by introducing a preconditioning matrix \( Y \in \mathbb{R}^{n \times n} \). The results of Section 4.3.3 are generalized as follows.

**Theorem 6.2.1.** Let \( A \) and \( b \) be as in Section 4.3.3 and suppose either Assumption 4.3.9-2 holds or that we have a proper preconditioning matrix \( Y \). Suppose that there exist \( n \) implicit functions \( \delta_i, i = 1, \ldots, n \), such that \( A(p)\delta_i(p) = b(p), i = 1, \ldots, n \), for all \( p \in P \) and \( \delta_i(P) \subset \Delta, i = 1, \ldots, n \) for \( \Delta \in \mathbb{R}^{n} \). Then, Theorem 4.3.12 holds.
Proof. As long as \( \delta_i(P) \subset \Delta, \ i = 1, \ldots, n \) holds, the proof of Theorem 4.3.12 holds under the relaxed hypotheses since \( \delta^{k_C} \) and \( \delta^{k_C} \) are relaxations of \( \delta_i, \ i = 1, \ldots, n_x \) on \( P \).

\[ \square \]

**Theorem 6.2.2.** Suppose the hypotheses of Theorem 6.2.1 hold. Then, Theorem 4.3.14 holds.

Proof. The proof of Theorem 4.3.14 holds here with \( \delta \) replaced with \( \delta, \ i = 1, \ldots, n \).

\[ \square \]

### 6.3 Relaxations of Solutions of Parametric Nonlinear Systems

Similar to the previous two sections, the uniqueness assumption is not required as long as proper interval bounds are known or are calculable that enclose all relevant implicit functions. Each result of Section 4.3.4 will not be generalized explicitly here. However, it should be known that the results still hold without the requirement that \( X \) encloses a unique implicit function as long as \( X \) encloses all relevant implicit functions.

### 6.4 Global Optimization of Implicit Functions

In the previous sections of this chapter, the uniqueness assumption imposed on Chapter 4 was relaxed. Under the relaxed assumption, the results of Section 4.3 are still valid. However, when considering using these relaxations within the branch-and-bound algorithm for global optimization (Alg. 4.1), convergence issues arise. In Section 4.4, finite convergence of Algorithm 4.1 was established under the relatively strict definition of \( X \) (Def. 4.4.1), which requires that there exists a unique implicit function enclosed by \( X \). If \( X \) encloses multiple implicit functions, Definition 4.4.1 does not hold and the algorithm will fail to converge.
In the next chapter, the concept of semi-infinite optimization with embedded implicit functions is revisited. With the developments of Chapter 4, the solution of implicit SIPs, including the robust simulation SIP (2.5), is formalized.
Chapter 7

Semi-Infinite Optimization with Implicit Functions

In this chapter, the solution of implicit semi-infinite programs is discussed. Using the developments of Chapter 3 for bounding implicit functions as well as the algorithm for global optimization of implicit functions developed in Chapter 4, an algorithm for solving semi-infinite programs with implicit functions embedded is presented. The algorithm is guaranteed to converge to global $\epsilon$-optimality in finitely many iterations given the existence of a Slater point arbitrarily close to a minimizer. Besides the Slater point assumption, it is assumed that the functions are continuous and factorable, and that the model equations are once continuously differentiable. The algorithm applies to implicit SIPs in general, and is therefore not restricted to only the robust feasibility SIP (2.5). As a consequence, a much more general optimization approach to process design problems will be discussed along with a more general implicit SIP formulation.

7.1 Introduction

Many engineering design problems give rise to optimization problems whose feasible sets are parameterized. As motivated in Chapter 1, this is because it is often of great interest to study performance and/or safety of engineering systems under parametric uncertainty. Particularly, it is important to study the performance/safety in the face
of the worst case, which gives rise to equality-constrained bilevel programs of the form:

\[
\begin{align*}
  f^* &= \min_y f(y) \\
  \text{s.t.} & \quad 0 \geq \max_{p,z} g(z,y,p) \\
  \text{s.t.} & \quad h(z,y,p) = 0 \\
  y & \in Y = \{ y \in \mathbb{R}^{n_y} : y^L \leq y \leq y^U \} \\
  p & \in P = \{ p \in \mathbb{R}^{n_p} : p^L \leq p \leq p^U \} \\
  z & \in D_x \subset \mathbb{R}^{n_x}
\end{align*}
\]  

(7.1)

which is a more general form of the constrained max-min program (2.3), introduced in Chapter 2. For the purposes of maintaining consistency with the standard form of SIPs and the SIP literature, in this chapter, the variable \( p \) will be the standard parameterization variables which may represent parametric uncertainty and/or various other model parameters such as the controls. The variables \( y \) will be introduced as the decision variables of the outer program, which might correspond to various design variables etc. In standard SIP form, the decision variables are typically taken to be \( x \). For consistency with the previous chapters, the variables \( x \) will be reserved for the state variables as implicit functions, whereas the variables \( z \) will still represent the internal state variables.

In [89], an algorithm for solving general nonconvex bilevel programs to \( \epsilon \) global optimality was developed. However, since (7.1) contains equality constraints, Assumption 3 in [89] cannot be satisfied and therefore is not applicable to (7.1). Similarly, in [139] an algorithm for global optimization of bilevel programs was presented. The authors rely on the convergence result of [18], which is only guaranteed to terminate in finitely many iterations provided the functions are convex.

The objective function \( f : D_y \to \mathbb{R} \) and the inequality constraint function \( g : D_x \times D_y \times D_p \to \mathbb{R} \) are continuous and are factorable in the sense that they are composed from elementary arithmetic operations and transcendental intrinsic functions. The
equality constraints are considered as the system of equations representing a steady-
state model of the system of interest:

\[ h(z, y, p) = 0 \]  \( (7.2) \)

with \( h : D_x \times D_y \times D_p \rightarrow \mathbb{R}^n_x \) factorable and continuously differentiable on its domain
with \( D_x \subset \mathbb{R}^n_x, D_y \subset \mathbb{R}^n_y, D_p \subset \mathbb{R}^n_p \) open. Due to the complexity of many process
systems models, the bilevel formulation (7.1) is intractable, or even impossible to solve.

In a similar scheme to the previous chapters, the equality constraints can be used
to eliminate \( z \) from (7.1) and in an analogous fashion to Chapter 2, the bilevel program
(7.1) can be reformulated as an equivalent SIP without equality constraints. Again,
if such \( z \) exist that satisfy (7.2) for each \( (y, p) \in Y \times P \subset D_y \times D_p \), then it defines an
implicit function of \( (y, p) \), expressed as \( x(y, p) \). It will again be assumed that at least
one implicit function \( x \in X \) exists such that \( h(x(y, p), y, p) = 0, \forall (y, p) \in Y \times P \) with \( X \subset D_x \). Conditions guaranteeing uniqueness of \( x \in X \) were discussed
in Chapter 3, as well as a method for calculating a relevant \( X \). Given the existence
of an implicit function \( x \) (and its uniqueness in \( X \)), the equality constraints can be
eliminated and (7.1) can be expressed as:

\[
\begin{align*}
  f^* &= \min_y f(y) \\
  \text{s.t.} & \quad 0 \geq \max_{p \in P} g(x(y, p), y, p) \quad (7.3) \\
  y & \in Y = \{ y \in \mathbb{R}^n_y : y^L \leq y \leq y^U \} \\
  p & \in P = \{ p \in \mathbb{R}^n_p : p^L \leq p \leq p^U \}.
\end{align*}
\]

Furthermore, using an identity similar to (2.4), the inner maximization program can
be expressed as:

\[
\max_{p \in P} g(x(y, p), y, p) \leq 0 \iff g(x(y, p), y, p) \leq 0, \forall p \in P, \quad (7.4)
\]
where the latter constraint is referred to as the (implicit) semi-infinite constraint. The following implicit SIP, which is equivalent to the original bilevel program (7.1), can then be formulated:

\[ f^* = \min_y f(y) \]
\[ \text{s.t. } g(x(y, p), y, p) \leq 0, \forall p \in P \]
\[ y \in Y = \{y \in \mathbb{R}^n_y : y^L \leq y \leq y^U \} \]
\[ P = \{p \in \mathbb{R}^n_p : p^L \leq p \leq p^U \}. \] (7.5)

For a chemical engineering application, \( z \) may represent internal state variables, such as composition, determined by an equation of state or some other physics, the variables \( y \) may represent design variables such as chemical reactor dimensions or pipe lengths, and \( p \) may represent uncertain model parameters such as reaction rate constants. In this case, \( f \) may represent some economic objective related to sizing and \( g \) may represent a critical performance and/or safety constraint such as a constraint on selectivity or temperature. The global solution (if one exists) will correspond to the worst-case realization of uncertainty and address the question of optimal reactor design under uncertainty. Alternatively, \( y \) may represent uncertainty in the system and \( p \) may represent the controls. The function \( f \) may then represent some metric of uncertainty and \( g \) may again represent a performance and/or safety constraint. In that case, the global solution (if one exists) will correspond to the worst-case realization of uncertainty for which there exists a control setting such that the system meets specification. This formulation addresses the question of feasibility of the design as well as the determination of the maximum allowable uncertainty realization such the design remains feasible.

Solving SIPs which have only explicit functions, referred to as explicit SIPs herein, has been an active area of research for years. An overview of the previous application of explicit SIPs to real-world problems with theoretical results and available methods can be found in [58, 82, 111]. The contributions that have specific importance and implications for this thesis are summarized below.
Blankenship and Falk [18] presented an efficient cutting-plane algorithm for approximating solutions of explicit SIPs which amounts to solving two nonlinear programs (NLPs), to global optimality in the general case, at each iteration. Their algorithm generates a sequence of (infeasible) points that converge to the solution of the SIP in the limit [18]. Given appropriate convexity assumptions, their algorithm converges finitely to a feasible solution [18]. Their method is applicable to SIPs in general and they make specific mention of the application to the max-min problem. The max-min problem is further explored by Falk and Hoffman in [41] for general nonconvex functions. The cutting-plane algorithm relies on the techniques of discretization and what is called local reduction, which is a technique for theoretically describing (locally) the SIP feasible region with finitely many constraints [110]. Most SIP algorithms employ these techniques in various ways.

Zuhe et al. [145] presented a method based on interval analysis for solving explicit min-max problems, again, which are special instances of explicit SIPs. Their method is applicable to min-max problems with twice continuously differentiable explicit functions. Interval analysis was used to dynamically exclude regions of the search space guaranteed not to contain solutions [145]. It was suggested that, using the properties of interval analysis and generalized bisection, their method converges in finitely many iterations [145]. Bhattacharjee et al. [13] applied interval analysis to the general case of explicit SIPs in order to construct what is called the inclusion-constrained reformulation, which is a valid restriction of the original explicit SIP. This idea was used further in the first algorithm for generating SIP-feasible points finitely, that relies on the inclusion-constrained reformulation [14]. A lower-bounding procedure that relies on McCormick’s convex and concave relaxations [85] and discretization was introduced [14]. Together with the inclusion-constrained reformulation and the branch-and-bound (B&B) framework, Bhattacharjee et al. was able to solve SIPs to global optimality with guaranteed finite $\epsilon$-optimal convergence [14]. As previously mentioned, this algorithm was employed in [134] to solve implicit max-min problems cast as implicit SIPs. Due to the overestimation of inclusion functions and the fact that the size of the upper- and lower-bounding problems grow rapidly with depth in
the branch-and-bound tree [14], this algorithm can be ineffective at solving implicit SIPs modeling more complex processes. Bianco and Piazzi [15] developed a hybrid genetic-interval algorithm for solving SIPs. The hybrid algorithm approach attempts to circumvent the computational complexity of purely deterministic approaches while avoiding the problem of generating bounds on the extremum that aren’t necessarily rigorous and a final solution that may be infeasible, inherent to purely stochastic (genetic) approaches. Although the authors state that the deterministic part of their algorithm can guarantee feasibility of the final solution, they also state that it cannot determine guaranteed (rigorous) bounds on the optimal solution.

Stein and Still [132] solved explicit SIPs, with \( g \) convex, as a Stackelberg game using an interior-point method. By convexity of \( g \), they were able to exploit the first-order optimality conditions to characterize the solution set of the inner program and solve equivalent finite nonlinear programs [132]. Floudas and Stein [44] used a similar idea and constructed concave relaxations of \( g \) on \( P \) using \( \alpha \)BB [2]. They then replaced the inner program with its KKT optimality conditions and solved the resulting finite nonlinear program with complementarity constraints [44]. By doing so, the resulting program is a restriction of the original explicit SIP and therefore, upon solution, generates SIP-feasible points [44]. This idea was concurrently discussed by Mitsos et al. [90], where they also considered a technique closely related to the inclusion-constrained reformulation [13, 14] but instead used interval analysis to further construct McCormick-based concave relaxations [85] of \( g \) on \( P \) to restrict the inner program and generate SIP-feasible points finitely.

More recently, Mitsos [87] developed an algorithm based on the ideas of Blankenship and Falk [18] that relies on a new relaxation technique for the upper-bounding procedure that requires the right-hand side of the semi-infinite constraint to be perturbed from zero. This formulation results in solving at least three NLP subproblems to global optimality, in the general case, and the computational results reported are quite promising [87]. The key contribution is the novel upper-bounding procedure that is guaranteed to generate SIP-feasible points after finitely many iterations. It is stated explicitly that the algorithm only requires continuity of \( f \) and \( g \) and the exis-
tence of a Slater point arbitrarily close to a SIP minimizer, “provided the functions can be handled by the NLP solver” [87]. Therefore, this algorithm could be applied to solve (7.1) while handling the equality constraints directly, without requiring the introduction of the implicit function, by reformulating each nonconvex subproblem as an equality-constrained global optimization problem. However, this strategy is not advisable since the algorithm would then force the number of variables in the upper- and lower-bounding subproblems to increase with each iteration.\(^1\) Thus, these subproblems become increasingly more expensive to solve with each iteration. However, this algorithm is a promising candidate for the global solution of SIPs with implicit functions embedded.

With the exception of [134], all of the aforementioned methods were developed to solve explicit SIPs (or explicit min-max programs). The major complication with formulating the bilevel program in (7.1) as the SIP in (7.5), is that an implicit function \(x\), which may not have a known closed algebraic form, becomes embedded within the semi-infinite constraint \(g\). Therefore, \(x\) (and \(g\)) may not be evaluated directly, but must be approximated using a numerical method, such as Newton’s method or some other fixed-point iteration. In order to modify previously developed methods that rely on relaxations of the inner program, it must be possible to construct relaxations of \(g(x(\cdot, p), \cdot, p)\), \(\forall p \in P\), on \(Y\). However, in order to relax \(g(x(\cdot, p), \cdot, p)\), \(\forall p \in P\), on \(Y\), convex and concave relaxations of the implicit function \(x(\cdot, p)\) on \(Y\), must be calculable. As previously mentioned, this has been achieved for problems in which the implicit function \(x\) could be approximated using the successive-substitution fixed-point iteration [134]. The theoretical details of these relaxations were presented in [128]. This chapter is an improvement on the previous results discussed in [134] and consider solving SIPs with more general implicit functions embedded that can be evaluated using any available method, such as Newton’s method, instead of being restricted to the successive-substitution case. This work will make use of a modified version of the algorithm developed by Mitsos [87], where the solution of each of the (implicit) subproblems will be performed using the novel relaxation techniques and

\(^1\)This result is illustrated in Appendix B.
the global optimization algorithm developed in Chapter 4.

Just to recap, in Chapter 4 theoretical developments were made to construct convex and concave relaxations of more general implicit functions. The construction of these relaxations are analogous in many ways to how interval bounds were calculated for implicit functions in Chapter 3 using parametric interval-Newton methods. By applying parametric interval-Newton methods to a function \( h \), under certain conditions discussed in Chapter 3, an interval can be calculated that bounds a unique root, \( x \), of \( h \) over the set \( Y \times P \). Taking these bounds as initial relaxations of \( x \), they can be iteratively refined using the methods in Chapter 4 to produce convex and concave relaxations of \( x \) on \( Y \times P \). As a result, global optimization of implicit functions was developed.

In the next section, the global optimization algorithm for SIPs with embedded implicit functions is discussed. The application to min-max and max-min problems is made explicit, immediately following the statement of the algorithm. Finally, three numerical examples are given that illustrate the solution of implicit SIPs to global optimality.

### 7.2 Global Solution of SIPs with Implicit Functions Embedded

The global optimization algorithm for solving implicit SIPs is based entirely on the cutting-plane algorithm presented by Mitsos [87] which itself is based on the algorithm developed by Blankenship and Falk [18] but with a novel upper-bounding procedure. The algorithm, as applied to explicit SIPs, is guaranteed to produce SIP-feasible points after finitely many iterations under the assumption that there exists a Slater point arbitrarily close to a minimizer [87]. As previously mentioned, the algorithm relies on the ability to solve three nonconvex NLP subproblems to global optimality. The three subproblems are discussed below.
7.2.1 Lower-Bounding Problem

The lower-bounding procedure comes from a simple relaxation technique based on an adaptive discretization procedure originally described in [18]. In this case, the SIP is reduced to an implicit NLP by considering only a finite number of constraints corresponding to realizations of \( p \in P^{LBD} \) with \( P^{LBD} \subset P \), as a finite set. The lower-bounding problem is formulated as

\[
\begin{align*}
    f^{LBD} &= \min_y f(y) \\
    \text{s.t.} \quad g(x(y, p), y, p) &\leq 0, \quad \forall p \in P^{LBD} \\
    y &\in Y = \{ y \in \mathbb{R}^n_y : y^L \leq y \leq y^U \}
\end{align*}
\]

In order to guarantee \( f^{LBD} \leq f^* \), the lower-bounding problem must be solved to global optimality.

7.2.2 Inner Program

The inner program, stated explicitly in (7.3) and (7.4), which is equivalent to the semi-infinite constraint, defines the SIP feasible region. Thus, given a candidate \( \bar{y} \in Y \), feasibility can be determined by solving the inner (in general nonconvex) program:

\[
\bar{g}(\bar{y}) = \max_{p \in P} g(x(\bar{y}, p), \bar{y}, p).
\]

The point \( \bar{y} \) is feasible in the SIP (7.5) if \( \bar{g}(\bar{y}) \leq 0 \). Therefore, in order to determine feasibility of a candidate \( \bar{y} \), the inner program (7.7) must be solved to global optimality for the general case.

7.2.3 Upper-Bounding Problem

The upper-bounding problem comes from bounding the semi-infinite constraint away from zero by introducing a parameter \( \epsilon^{g,k} \), referred to as the restriction parameter [87], and reducing the SIP to an implicit NLP by only considering a finite number of
constraints corresponding to realizations of \( p \in P^{UBD} \), where \( P^{UBD} \subset P \) is a finite set. The upper-bounding problem is formulated as

\[
\begin{align*}
    f^{UBD} = \min_{y} f(y) \\
    \text{s.t.} & \quad g(x(y, p), y, p) \leq -\epsilon_{g,k}, \quad \forall p \in P^{UBD} \\
    & \quad y \in Y = \{y \in \mathbb{R}^{n_y} : y^L \leq y \leq y^U\}. 
\end{align*}
\]

(7.8)

As mentioned in [87], the upper-bounding problem (7.8) must be solved to global optimality in order for the algorithm to solve the original SIP (7.5) to global optimality. However, any valid upper bound, \( f^{UBD} \geq f^* \), can be obtained by solving (7.8) locally for \( y \) and verifying that it is feasible in the original SIP (7.5).

### 7.2.4 Algorithm

In this section, the algorithm used for solving globally SIPS with implicit functions embedded to guaranteed \( \epsilon \)-optimality is given. Again, as presented, this algorithm is an adaptation of the algorithm given by Mitsos in [87] to SIPS with implicit functions embedded. Finite convergence of the algorithm for explicit SIPS was previously proven [87]. The results proven by Mitsos in [87] extend directly to the implicit SIP algorithm provided finite convergence of each implicit NLP subproblem can be guaranteed. The latter result was proven in Chapter 4. The assumptions on which the algorithm relies are stated explicitly in the following.

**Assumption 7.2.1.**

1. The functions \( f : D_y \to \mathbb{R}, \ g : D_x \times D_y \times D_p \to \mathbb{R}, \) and \( h : D_x \times D_y \times D_p \to \mathbb{R}^{n_x} \) are factorable and continuous on their domains.

2. Derivative information \( \nabla_y h_i, \ i = 1, \ldots, n_y \) is available and is factorable, say by automatic differentiation [12, 49].

3. There exists \( x : Y \times P \to D_x \) such that \( h(x(y, p), y, p) = 0, \ \forall (y, p) \in Y \times P, \) and an interval \( X \subset \mathbb{I}D_x \) is available such that \( x(Y, P) \subset X \) and \( x(y, p) \) is
unique for every \((y, p) \in Y \times P\).

4. A matrix \(\Psi \in \mathbb{R}^{n_y \times n_y}\) is known such that \(A \equiv \Psi J_Y(X, Y, P)\) satisfies \(0 \notin A_{ii}\) for all \(i\), where \(J_Y\) is an inclusion monotonic interval extension of the Jacobian matrix of \(h\).

5. There exists a point \(y^S \in Y\) with \(g(x(y^S, p), y^S, p) < 0, \forall p \in P\) such that \(f(y^S) - f^* < \epsilon_{\text{tol}}\).

Assumptions 7.2.1(1)-(4) are essentially required for constructing convex and concave relaxations for global optimization of implicit functions. Assumption 7.2.1(3) can be satisfied by applying parametric interval-Newton methods and their theoretical results discussed in Chapter 3. The matrix \(\Psi\) is a preconditioning matrix and has been the focus of many research articles. The application to interval-Newton methods is discussed in [69], among others. The interval-valued matrix \(A\) can be calculated efficiently by taking natural interval extensions (see Chap. 3) and thus satisfy Assumption 7.2.1(4). Assumption 7.2.1(5) is the \(\epsilon_{\text{tol}}\)-optimal SIP-Slater point condition. Altogether, satisfying Assumption 7.2.1 guarantees that the following algorithm terminates in finitely many iterations with a certificate of optimality and a rigorous \(\epsilon_{\text{tol}}\)-optimal feasible point (see Chap. 4 and [87]). The algorithm for semi-infinite optimization with implicit functions embedded is presented in the following.

**Algorithm 7.1** (Global Solution of Implicit SIPs).

1. **(Initialization)**

   (a) Set \(LBD = -\infty, UBD = +\infty, \epsilon_{\text{tol}} > 0, k := 0\).

   (b) Set initial parameter sets \(P^{LBD} = P^{LBD,0}, P^{UBD} = P^{UBD,0}\).

   (c) Set initial restriction parameter \(\epsilon^0 > 0\) and \(r > 1\).

2. **(Termination)** Check \(UBD - LBD \leq \epsilon_{\text{tol}}\).

   (a) If true, terminate.

   (b) Else \(k := k + 1\), continue.
3. **(Lower-Bounding Problem)** Solve the lower-bounding problem (7.6) to global optimality.

   (a) Set $LBD := f^{LBD}$, set $\bar{y}$ equal to the estimate of an optimal solution found, continue.

4. **(Inner Program)** Solve the inner program (7.7) to global optimality.

   (a) If $g(x(\bar{y}, \bar{p}), \bar{y}, \bar{p}) = \bar{g}(\bar{y}) \leq 0$, set $y^* := \bar{y}$, $UBD := f(\bar{y})$, terminate algorithm.

   (b) Else, add $\bar{p}$ to $P^{LBD}$, continue.

5. **(Upper-Bounding Problem)** Solve the upper-bounding problem (7.8) to global optimality.

   (a) If feasible:
      
      i. Set $\bar{y}$ equal to the optimal solution found and solve the lower-level program (7.7) to global optimality.

      ii. If $\bar{g}(\bar{y}) < 0$:
          
          A. If $f(\bar{y}) \leq UBD$, set $UBD := f(\bar{y})$, $y^* := \bar{y}$, continue.

          B. Set $\epsilon^{g,k+1} := \epsilon^{g,k}/r$, go to 2.

      iii. Else ($\bar{g}(\bar{y}) \geq 0)$, add $\bar{p}$ to $P^{UBD}$, go to 2.

   (b) Else (infeasible), set $\epsilon^{g,k+1} := \epsilon^{g,k}/r$, go to 2.

It should be noted that the subproblems can only be solved finitely to within some chosen tolerances. In order to guarantee that the SIP algorithm is rigorous, the convergence tolerances for the subproblems must be set such that they are smaller than $\epsilon_{tol}$.
7.3 Application to Max-Min and Min-Max Problems

Constrained min-max problems:

\[
\min_{y \in Y} \max_{p \in P, z \in X} \{ G(z, y, p) : h(z, y, p) = 0 \} \tag{7.9}
\]

and constrained max-min problems:

\[
\max_{y \in Y} \min_{p \in P, z \in X} \{ G(z, y, p) : h(z, y, p) = 0 \}, \tag{7.10}
\]

with \( G : D_x \times D_y \times D_p \to \mathbb{R} \), can also be solved using Algorithm 7.1. The min-max case results in solving the implicit program:

\[
G^* = \min_{y \in Y} \max_{p \in P} G(x(y, p), y, p) \tag{7.11}
\]

which can be formulated as an implicit SIP using the same technique in Chapter 2, by introducing a variable \( \eta \in H \subset \mathbb{R} \) and writing:

\[
\eta^* = \min_{y \in Y, \eta \in H} \eta \tag{7.12}
\]

s.t. \( \max_{p \in P} G(x(y, p), y, p) \leq \eta. \)

Using the relationship (7.4) and setting \( g(x(y, p), y, p, \eta) = G(x(y, p), y, p) - \eta \), the following SIP can be written:

\[
\eta^* = \min_{y \in Y, \eta \in H} \eta \tag{7.13}
\]

s.t. \( g(x(y, p), y, p, \eta) \leq 0, \forall p \in P, \)

which is equivalent to the implicit SIP in (7.5). The implicit SIP algorithm can be applied directly to this problem without any modification by setting \( n_y := n_y + 1 \) and treating \( \eta \) as the \( n_y + 1 \) component of \( y \). As mentioned in Chapter 2, an optimal
solution value of \( \eta^* \leq 0 \) implies \( G^* \leq 0 \), and alternatively, \( \eta^* > 0 \) implies \( G^* > 0 \).

The constrained max-min problem reformulation is slightly different. This case amounts to solving

\[
G^* = \max_{y \in Y} \min_{p \in P} G(x(y, p), y, p).
\]  
(7.14)

Again the variable \( \eta \in H \subset \mathbb{R} \) is introduced and (7.14) is written as

\[
\eta^* = \max_{y \in Y, \eta \in H} \eta
\]  
(7.15)

\[
s.t. \eta \leq G(x(y, p), y, p), \forall p \in P
\]  
(7.16)

(which is equivalent to the robust SIP formulation (2.5)) by using the relationship (7.4) and equivalently as

\[
-\eta^* = \min_{y \in Y, \eta \in H} -\eta
\]  
(7.17)

\[
s.t. g(x(y, p), y, p, \eta) \leq 0, \forall p \in P
\]  
(7.18)

by using the identity \( g(x(y, p), y, p, \eta) = \eta - G(x(y, p), y, p) \). Now, the implicit SIP algorithm can be applied without any modification by again setting \( n_y := n_y + 1 \) and treating \( \eta \) as the \( n_y + 1 \) component of \( y \). Now, analogous to the min-max case, and optimal solution value of \( \eta^* \leq 0 \) implies that \( G^* \leq 0 \) and \( \eta^* > 0 \) implies \( G^* > 0 \).

### 7.4 Examples

**Example 7.4.1.** Consider the following illustrative example with \( n_x = n_p = n_y = 1 \):

\[
f(y) = (y - 3.5)^4 - 5(y - 3.5)^3 - (y - 3.5)^2 + 30(y - 3.5)
\]

\[
h(z, y, p) = z - (y - y^3/6 + y^5/120)/\sqrt{z} - p = 0
\]

\[
g(z, y, p) = z + \cos(y - p/90) - p \leq 0, \forall p \in P
\]

\[
y \in Y = [0.5, 8.0]
\]

\[
p \in P = [80, 120].
\]
The objective function and implicit semi-infinite constraint are shown in Figure 7-1. An interval \( X = [68.8, 149.9] \), guaranteed to contain a unique implicit function \( x : Y \times P \rightarrow X \) was obtained using the parametric interval-Newton method discussed in Chapter 3.

Figure 7-1: The objective function and implicit semi-infinite constraint for Example 7.4.1.

**Example 7.4.2.** Consider the robust design of an isothermal flash separator under uncertainty. We wish to verify robust operation of a proposed design in the face of the worst-case realization of uncertainty. The flash separator is designed to separate a ternary mixture of \( n \)-butane, \( n \)-pentane, and \( n \)-hexane, with molar fractions of 0.5, 0.4, and 0.1, respectively. The separator is designed to create a vapor product stream with no more than 0.05 mole-fraction of \( n \)-hexane. To do so, it is designed to operate at 85°C and a pressure no greater than 5100torr (6.80bar). It is expected that during operation, the vessel temperature, or simply the thermocouple reading, may vary by as much as ±5°C. For this system there are six unknowns: the compositions of the vapor and liquid streams. Three species balance equations and three phase-behavior equations can be written, resulting in a dimensionality \( n_x = 6 \). However, an alternative, and equivalent, model formulation with \( n_x = 1 \) can be formulated by writing the stream composition model equations in terms of the cut fraction \( \hat{\alpha} \):

\[
h(\hat{\alpha}, \tau, p) = \sum_i \frac{\gamma_i (K_i(\tau, p) - 1)}{(K_i(\tau, p) - 1)\hat{\alpha} + 1} = 0,
\]
where $\tau$ will be the temperature (uncertain) variable, the cut fraction, $\hat{\alpha}$, is defined as the fraction of the feed that leaves in the vapor stream (internal state variable), $p$ is the vessel pressure which can be controlled in order to mitigate fluctuations in $\tau$, $K_i$ is the vapor-liquid equilibrium coefficient for the $i^{th}$ chemical species, and $\gamma_i$ is the mole-fraction of chemical species $i$ in the feed. Solving $h(\hat{\alpha}, \tau, p) = 0$ for $\hat{\alpha}$ defines the cut fraction as an implicit function of temperature and pressure, $\alpha : T \times P \rightarrow X$. Any value $\alpha \notin [0, 1]$ is nonphysical so the interval $X = [0, 1]$ was considered. For this system, the vapor-liquid equilibrium coefficient can be calculated as

$$K_i(\tau, p) = \frac{p_i^{sat}(\tau)}{p}$$

for each chemical component $i$ with

$$\log_{10} p_i^{sat}(\tau) = A_i - \frac{B_i}{C_i + \tau},$$

with $\tau$ in °C and $p_i^{sat}$ in torr. The Antoine coefficients $A_i, B_i, C_i$ are available in Table 7.1. For robust design problems, one must consider the worst-case realization of uncertainty and examine if there exists a control setting that allows the design to still meet the performance and/or safety specification. This problem can be formulated mathematically as a max-min problem:

$$\max_{\tau \in T} \min_{p \in P} G(\alpha(\tau, p), \tau, p)$$

$$T = [80, 90]$$

$$P = [4400, 5100],$$

Table 7.1: Antoine coefficients for the ternary mixture in Example 7.4.2 [143].

<table>
<thead>
<tr>
<th>(i)</th>
<th>(A_i)</th>
<th>(B_i)</th>
<th>(C_i)</th>
<th>Temp. Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: (n)-butane</td>
<td>7.00961</td>
<td>1022.48</td>
<td>248.145</td>
<td>(-138.29) to (-152.03) °C</td>
</tr>
<tr>
<td>2: (n)-pentane</td>
<td>7.00877</td>
<td>1134.15</td>
<td>238.678</td>
<td>(-129.73) to (-196.5) °C</td>
</tr>
<tr>
<td>3: (n)-hexane</td>
<td>6.9895</td>
<td>1216.92</td>
<td>227.451</td>
<td>(-95.31) to (-234.28) °C</td>
</tr>
</tbody>
</table>
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which, if $G(\alpha(\tau^*,p^*),\tau^*,p^*) \leq 0$, the design is robustly feasible, or simply, for the worst-case realization of uncertainty, there exists a control setting such that the system meets specification. The lower bound on the control variable comes from a requirement that there are two phases present in the separator at all times (i.e., any lower pressure will flash all of the liquid into the vapor phase). According to the previous discussion, this problem can be reformulated as an implicit SIP:

$$\min_{\tau \in T, \eta \in H} -\eta$$

s.t. $\eta - G(\alpha(\tau,p),\tau,p) \leq 0, \ \forall p \in P.$

The performance specification can be written as

$$G(\alpha(\tau,p),\tau,p) = \frac{\gamma_3 K_3(\tau,p)}{(K_3(\tau,p) - 1)\alpha(\tau,p) + 1} - 0.05 \leq 0,$$

which comes from material balances on the system. Figure 7-2 shows $G$ plotted against $\tau$.

**Example 7.4.3.** Consider the engineering problem of optimal design of a continuous-stirred tank reactor (CSTR) for the chlorination of benzene, shown in Figure 7-3. The
The reactions taking place are

\[ C_6H_6 + Cl_2 \xrightarrow{k_1} C_6H_5Cl + HCl \]
\[ C_6H_5Cl + Cl_2 \xrightarrow{k_2} C_6H_4Cl_2 + HCl \]

where the rate constants \( k_1 \) and \( k_2 \) (hr\(^{-1}\)), as well as the feed flowrate \( F_1 \) (kmol/h), will be considered as uncertainty parameters, \( p = (k_1, k_2, F_1)^T \). The design variable will be the reactor volume (m\(^3\)), \( y = v \). The reaction kinetics can be considered to be first-order with respect to benzene and chlorobenzene and the reactions are irreversible [73]. For simplicity, \( A \) will denote \( C_6H_6 \), \( B \) will denote \( C_6H_5Cl \), and \( C \) will denote \( C_6H_4Cl_2 \). Therefore, there are a total of four unknowns: the composition of the product stream and the product stream flowrate in terms of \( A \), \( B \), and \( C \), \( z = (z_A, z_B, z_C, F_2)^T \). In this formulation, \( n_x = 1 \), \( n_y = 4 \), and \( n_p = 3 \). Note that \( F_1 \) and \( F_2 \) are the flowrates (kmol/h) in terms of the chemical components \( A \), \( B \), and \( C \) only. The model equations are then:

\[
\begin{bmatrix}
  z_{A,1}p_3 - z_1z_4 - yp_1 \\
  z_{B,1}p_3 - z_2z_4 + y(r_1 - r_2) \\
  z_{C,1}p_3 - z_3z_4 + yr_2 \\
  1 - z_1 - z_2 - z_3
\end{bmatrix} = 0
\]  

(7.19)

with \( z_{i,1} \) as the mole-fraction of chemical component \( i \) in the feed stream, and the
reaction rates $r_1$ and $r_2$ are given by:

$$r_1 = p_1 z_1 / (z_1 V_A + z_2 V_B + z_3 V_C),$$
$$r_2 = p_2 z_2 / (z_1 V_A + z_2 V_B + z_3 V_C).$$

with $V_i$ as the molar volumes of chemical component $i$: $V_A = 8.937 \times 10^{-2}$ m$^3$/kmol, $V_B = 1.018 \times 10^{-1}$ m$^3$/kmol, $V_C = 1.13 \times 10^{-1}$ m$^3$/kmol. The feed was taken to be pure benzene.

For this particular system, the design objective is to minimize the reactor volume while satisfying the performance constraint that at least 22 kmol $C_6H_5Cl$/h is produced:

$$\min_{y \in Y} y$$
$$\text{s.t. } 22 - x_2(y, p)x_4(y, p) \leq 0, \forall p \in P.$$

The uncertainty interval will be $P = [0.38, 0.42] \times [0.053, 0.058] \times [60, 70]$, the design interval will be $Y = [10, 20]$. From the parametric interval-Newton method, an interval $X = [0.15, 0.85] \times [0.3, 0.65] \times [0.0, 0.12] \times [60, 70]$ was calculated that encloses an implicit function $x : Y \times P \rightarrow X$ such that $h(x(y, p), y, p) = 0, \forall (y, p) \in Y \times P$.

### 7.5 Experimental Conditions and Results

Algorithm 7.1 was implemented in C++. Each NLP subproblem was solved using the algorithm for global optimization of implicit functions developed in Chapter 4, which was also implemented in C++ and utilizes the library MC++[26]. The algorithm for global optimization of implicit functions relies on the ability to solve convex nonsmooth subproblems. For this task, the nonsmooth bundle solvers PBUN and PBUNL [83] were utilized with default settings for the NLP lower-bounding problems and the objective function was evaluated at NLP feasible points to obtain valid upper bounds on the NLP. Since the constrained bundle solver (PBUNL) can only handle affine con-
straints, affine relaxations of the convex constraints with respect to reference points must be calculated. Two sets of experiments were conducted:

**Case 1:** A single reference point—taken as the midpoint of $Y$—was used to construct affine relaxations of constraints.

**Case 2:** Three reference points—the lower bound, the midpoint, and the upper bound of $Y$—were used to construct affine relaxations of the constraints and used simultaneously.

The numerical experiments were performed using a PC with an Intel Core2 Quad 2.66GHz CPU operating Linux. For each example, absolute and relative convergence tolerances of $10^{-7}$ and $10^{-5}$, respectively, were used for the NLP subproblems.

### 7.5.1 Example 7.4.1

For the SIP algorithm, each constraint set was initialized as empty, $\epsilon^{g,0} = 0.9$, $r = 2.0$, and $\epsilon_{tol} = 10^{-3}$. For each set of experiments, the implicit SIP algorithm was applied and the global optimal solution with an objective function value of $f^* = -15.8077$ at $y^* = 2.95275$. Convergence was observed in 2 iterations. For this example, the algorithm terminates after the lower-bounding problem furnishes a SIP-feasible point (Step 4a of the algorithm). Therefore, for this example, the parameter $r$ does not affect the performance of the implicit SIP algorithm. Interestingly, Case 1 converged after 0.097 seconds while Case 2 converged after 0.085 seconds. This may indicate that the added computational cost of Case 2 is outweighed by the benefit of having more precise approximations of the constraints.

### 7.5.2 Example 7.4.2

For the implicit SIP algorithm, each constraint set was initialized as empty, $\epsilon^{g,0} = 0.9$, and $\epsilon_{tol} = 10^{-4}$. For both Case 1 and Case 2, the implicit SIP algorithm was applied and the global optimal solution was obtained with $\eta^* = 3.56 \times 10^{-3}$, $\tau^* = 90^\circ$C, $p^* = 5100$torr. For Case 2, the algorithm terminates in 3 iterations taking 0.25
seconds after the lower-bounding problem furnishes an SIP-feasible point. Thus, as previously mentioned, the parameter $r$ has no effect on the performance of the algorithm.

Case 1 was more interesting in that the algorithm doesn’t terminate with the lower-bounding problem furnishing an SIP-feasible point but it terminates at Step 2 of the algorithm. For a modest value of $r = 32$, the algorithm converges in only 6 iterations, taking 0.557 sec. The performance of the algorithm for Case 1 can be found in Figure 7-4. Similar to the results discussed in [87], a relatively small value for $r$ resulted in the implicit SIP algorithm taking many iterations to converge. As $r$ was increased, the number of iterations taken to converge, as well as the total solution time, plateaued. For this example, by using a relatively large reduction parameter value ($r = 32$), the total number of iterations of the implicit SIP algorithm could be reduced by an order of magnitude and the solution time by almost two orders, over using $r = 1.1$.

Returning to the idea of robust design, since $\eta^* > 0$, the flash separator design is not robust. However, as can be seen from Figure 7-2, if the design can be improved such that the temperature (or thermocouple reading) may only vary by $\pm4^\circ\text{C}$, the design appears to be robust. This result was verified by the implicit SIP algorithm converging after 6 iterations to the optimal solution with $\eta^* = -1.04 \times 10^{-3}$.
7.5.3 Example 7.4.3

For the SIP algorithm, each constraint set was initialized as empty, $\epsilon^{g,0} = 0.9$, and $\epsilon_{\text{tol}} = 10^{-4}$.

For Case 2, the implicit SIP algorithm was applied and the global optimal solution was obtained with $f^* = y^* = 10.1794\text{m}^3$, $p^* = (0.38 \ 0.058 \ 60)^T$. Therefore, in order to produce at least 22kmol/h of chlorobenzene, taking into account uncertainty in the input flowrate and the reaction rate constants, the reactor volume must be 10.1794m$^3$. Note that the worst-case realization of uncertainty is exactly what is to be expected; in order to have the least amount of chlorobenzene in the product stream, $k_1$ should be the smallest value it can take, $k_2$ should be the largest it can take, and the least amount of benzene should be fed to the reactor. For a value of $r = 18$, the algorithm converges in 7 iterations and 11.71 seconds. The performance of the algorithm for Case 2 can be found in Figure 7-5.

![Figure 7-5: The computational effort in terms of the number of iterations the algorithm takes to solve Case 2 of Example 7.4.3 versus the reduction parameter $r$.](image)

Similar to Case 1 of Example 7.4.2, a small value for $r$ resulted in the implicit SIP algorithm taking many iterations to converge. As $r$ was increased, the number of iterations required to converge, as well as the total solution time dropped drastically and plateaued. A parameter value of $r = 18$ reduced the solution time by two orders of magnitude over $r = 1.1$. For each example, the implicit SIP algorithm performed
very favorably converging after only a few iterations of the algorithm.

For this example, Case 1 failed to converge within 200 iterations of the algorithm. This result is simply a consequence of using PBUNL which only accepts affine constraints. In this case, since the affine constraints are being constructed with reference to the midpoint of $X$, the solver apparently fails to ever return a point that is feasible in the original SIP.

### 7.6 Concluding Remarks

In this chapter, a class of bilevel programs that commonly arise in engineering design problems was reformulated as a semi-infinite program with implicit functions embedded. An algorithm for solving SIPs with implicit functions embedded was presented which is an adaptation of a recently developed algorithm for solving standard SIPs.

As a proof-of-concept, three numerical examples were presented that illustrate the global solution of implicit SIPs using this algorithm. The first example illustrated the solution of a simple numerical system that fits the implicit SIP form given in (7.5). The second example was an engineering problem of robust design under uncertainty, originally cast as a constrained max-min problem as in (2.3). It was then reformulated as an implicit SIP of the form in (7.5) and solved using the implicit SIP algorithm. The third example was an engineering problem of optimal design of a chemical reactor considering uncertainty in the kinetic parameters and formulated as an SIP.

A method was presented for reformulating equality-constrained bilevel programs as SIPs with embedded implicit functions, requiring that:

1. all functions involved are continuous,
2. all functions involved are factorable,
3. derivative information for the equality constraint functions is available and is factorable,
4. there exists at least one solution $x$ to the system of equations in (7.2) for every $(y, p) \in Y \times P$, and
5. there exists a Slater point arbitrarily close to a SIP minimizer.

To solve the resulting implicit SIP, the global optimization algorithm developed by Mitsos [87] has been adapted. The algorithm relies on the ability to solve three non-convex implicit NLP subproblems to global optimality. This is performed utilizing the relaxation methods and the deterministic algorithm for global optimization of implicit functions which were developed in Chapter 4. Algorithm 4.1 relies on the ability to solve nonsmooth lower- and/or upper-bounding problems at each iteration. This can be done using any available nonsmooth optimization algorithm or using the calculated subgradient information to construct affine relaxations and transform the problem into a linear program and solved using any efficient LP optimization algorithm. For this chapter, the nonsmooth bundle solvers PBUN and PBUNL [83], were utilized. Note that the requirements (2) and (3) are only due to current limitations of the algorithm for global optimization of implicit functions. The requirements (4) and (5) imply that the SIP is feasible and (1) and (5) are required for guaranteed \( \epsilon \)-optimal convergence of the original explicit SIP algorithm [87] after finitely many iterations. Altogether, these requirements guarantee \( \epsilon \)-optimal convergence of Algorithm 7.1.

Due to the limitations of the PBUNL solver, only affine constraints could be used. Since the implicit semi-infinite constraint is almost surely nonlinear, affine relaxations must be constructed. For the numerical examples, two sets of experiments were conducted: one using a single reference point for constructing affine relaxations of the constraints and another using three reference points for constructing affine relaxations of the constraints and using them all simultaneously. The first method was hypothesized to be advantageous since it required less computational effort to calculate the constraints. Alternatively, the second method was hypothesized to be advantageous since using multiple reference points results in better approximations of the constraints, which in turn may speed up convergence of the overall algorithm. For each experiment, it was observed that Case 2 was superior to Case 1 in terms of total CPU time. For Example 7.4.3, Case 1 even failed to converge after 200 iterations. This was likely due to the affine relaxations of the semi-infinite constraint not being very tight, resulting in PBUNL failing to find a solution that is feasible in the original
In the next chapter, worst-case design of subsea production facilities is addressed. A slightly modified version of Algorithm 7.1 is applied and the feasibility problem is solved for various cases.
Chapter 8

Robust Simulation and Design of Subsea Production Facilities

In this chapter, the problem of designing subsea production facilities for the worst case is revisited. In particular, a model of a subsea separator process is presented that can act as a framework for modeling systems involving more complex unit operations models in future case studies. A complete implementation of the algorithm for robust simulation and design is presented which utilizes the developments of the previous chapters and elsewhere. Finally, the robust simulation SIP (2.5) is solved for this model using the robust simulation algorithm implementation.

8.1 Background

In solving SIPs with implicit functions embedded, meaningful global bounding information for the semi-infinite constraint function $g$ is required. Calculating this information is often a limiting step in the overall performance of the algorithm because all that is known about the state variables initially are their natural bounds, which in turn lead to a prohibitively large initial bound on $g$ from which no meaningful information can be deduced. Since interval-Newton-type methods, discussed in Chapter 3, often prove to be ineffective in refining sufficiently large initial intervals, this poses a serious problem for the algorithm. Although interval-Newton methods
are quite effective on smaller intervals, a method that can obtain meaningful bounds on the function \( g \) starting with large initial intervals on the state variables efficiently is necessary for the overall success and performance of the algorithm.

Interval analysis has been widely applied to many simulation and optimization applications in chemical engineering, e.g., [6, 80]. In [80] strategies for bounding the solution of interval linear systems were presented, which were solved in the context of the interval-Newton method. The authors reviewed several preconditioning techniques for the above mentioned method and proposed a new bounding approach based on the use of linear programming (LP) strategies. They demonstrated the performance of the proposed technique on global optimization problems such as parameter estimation and molecular modeling. In [6], interval-based global optimization of modular process models is addressed. In their work, the authors explored the use of five different interval contraction methods to improve the performance of the interval optimization algorithm of [24]. The contraction methods used were: consistency techniques, constraint propagation, LP contractors, interval Gaussian elimination, and the interval-Newton contractor. Using a set of mathematical problems and chemical engineering flowsheet design problems such as the Haverly pooling problem, reactor flowsheet problem, and a reactor network problem, they compared the impact of various contraction methods on the overall performance of the interval optimization algorithm. Their computational experiments showed that the LP contractors performed the best while the constraint propagation and interval Gaussian elimination methods were ineffective.

In the context of interval contraction, there exist several methods developed by researchers outside of the process engineering community. For a detailed review of such methods, see [66]. In [125] the fundamentals of interval analysis on directed acyclic graphs (DAGs) for global optimization and constraint propagation were presented. The proposed framework overcomes the limitation of propagating each constraint individually by taking into account the effects of any common subexpressions that are shared by many constraints. Later, the above framework was extended to perform adaptively forward evaluations and backward projections on only some select nodes.
of a DAG [141]. The computational study showed that the adaptive framework performs at least one to two orders of magnitude faster than the other state-of-the-art interval constraint propagation techniques.

More recently, the adaptive DAG framework of [141] was used in a branch-and-prune algorithm to find multiple steady states in homogeneous azeotropic and ideal two-product distillation problems [5]. Their computational experiments showed some promising results from the application of constraint propagation techniques of [141].

In this work, a forward-backward constraint propagation technique, similar to the DAG framework of [125], will be discussed and exploited. The technique is used to obtain meaningful bounds on the implicit functions of (2.5). Thus, the goal is to expedite the above bounding procedure over a given large initial box using the constraint propagation technique, and subsequently obtain rigorous, tight, and convergent bounds on implicit functions using the interval-Newton method. Combining the strengths of forward-backward constraint propagation and interval-Newton methods seems to be a promising approach to obtaining useful bounding information required for solving (2.5), and this will be the focus of the proposed solution framework.

8.2 Robust Simulation Algorithm Implementation

In Chapter 7, a cutting-plane algorithm (Alg. 7.1) for solving SIPs with implicit functions embedded was presented. Furthermore, it was shown how constrained max-min and min-max problems can be reformulated as implicit SIPs and solved using Algorithm 7.1. In this section, the problem of worst-case design is addressed, for which Algorithm 7.1 was demonstrated to be effective at solving. However, since robust simulation and design is effectively a worst-case feasibility problem (see Chap. 2), it may be unnecessary to solve the SIP formulation (2.5) to global optimality since a guarantee of feasibility or infeasibility solves the problem. This detail was identified in [134] where two termination criteria were added to the SIP algorithm of [14]. The new criteria terminate the algorithm if a rigorous lower bound on the solution is obtained such that $\eta^{LBD} > 0$, in which case the design is infeasible, or if a rigorous upper bound
is obtained such that \( \eta^{UBD} \leq 0 \), in which case, the design meets robust feasibility. Similarly, these termination criteria can be added to the implicit SIP algorithm (Alg. 7.1) and will be utilized in this section to solve the feasibility problem. With the addition of the new termination criteria, the algorithm is expected to be drastically more efficient since solving the SIP to global optimality is quite expensive. However, in order to guarantee that the algorithm terminates after finitely many iterations, the standard \( \epsilon \)-optimality termination criterion must remain present. If, however, the algorithm terminates with \( \epsilon \)-optimality, further investigation is required to determine robust feasibility of the design rigorously. These termination criteria are identical to those of the algorithm in [134], labeled 3(d) and 4(d), respectively, which was written with reference to solving the maximization problem (2.5).

Since Algorithm 7.1 is to be applied here, it is again required that the global optimization subproblems, with implicit functions embedded, can be solved. Consequently, efficiently calculating rigorous, tight, and convergent bounds on implicit functions is required, as previously discussed in this chapter and in Chapter 4. As a reminder, in order to calculate these bounds in this chapter, a combination of the forward-backward constraint propagation technique and the parametric interval-Newton method will be employed.

### 8.2.1 Forward-Backward Propagation of Intervals

Different interval arithmetic implementations have been developed in the past, e.g. for C++ [22, 72]. These provide a new data type and use operator and function overloading to calculate interval extensions of arithmetic expressions. They can be easily used for the forward interval evaluation of an explicit factorable function. However, in order to evaluate the backward propagation of intervals, it is necessary to keep information about intermediate factors in memory. A similar requirement is found in the reverse mode of automatic differentiation [49]. There, a record of each operation is kept on a so-called tape during the forward function evaluation. During the reverse pass, the tape is read to reconstruct the operation and calculate the derivative. The stored information includes the type of operation and the address of the operands in the
Here, for the implementation of a backward interval propagation, it is proposed to proceed in a slightly different fashion. First, the factorable function is parsed using operator and function overloading to construct its computational graph. All other operations will be performed on this graph object. In contrast to typical AD implementations, the computational graph, which can be thought of as a kind of tape, is persistent in memory and can be reused after it is constructed once. Basically, the graph is stored in an array where each element, or factor, contains information about the type of operation and the address of the operands. In addition, for each factor, an interval is also stored. These intervals can be accessed for the independent and dependent variables, i.e., variables and function values, respectively. Also, it is possible to provide bounds on some specific intermediate factors, if desired.

**Forward interval evaluation**  Prior to the forward interval evaluation, an interval is specified for each independent variable. Also, intervals can be specified for intermediate factors. Then, during the forward evaluation, the graph can be traversed element-by-element and an inclusion interval can be constructed for each factor according to its operation type since each factor depends only on factors that have been evaluated already and for which this inclusion information is already available. If an element is an intermediate factor for which bounds have been provided, then these bounds are intersected with the newly calculated interval so as to provide potentially tighter bounds. If the intersection is empty, then this bound can not be satisfied for all possible realizations of the independent variables. Once all factors have been calculated, the inclusion intervals of the dependent variables, i.e., the function values, are exported from the graph object.

**Backward interval propagation**  After a forward interval evaluation has provided valid bounds on each factor, the intervals for the dependent variables can be updated by intersecting these with additional information such as constraints that must be satisfied. Then, the computational graph will be traversed in reverse order. For
example, suppose that the current factor is \( v_k = v_i + v_j \). Then, it also must be true that \( v_i = v_k - v_j \) and \( v_j = v_k - v_i \). Analogous rules can be constructed for other operations too, where more discussion can be found in [125]. This provides additional bounds on the operands \( v_i \) and \( v_j \), which can be intersected with their current bounds resulting in potentially tighter bounds. Again, factor after factor is re-visited until the first factor, that is not an independent variable, is reached. If an intersection resulted in an empty interval, then one can conclude that no possible realizations of the independent variables on the original box can satisfy the constraints. Otherwise, potentially tighter intervals have been computed for the independent variables.

It is possible to perform multiple forward evaluations and backward propagation steps consecutively as these do not necessarily converge in a single iteration. The following illustrative example illustrates the forward evaluation and backward propagation steps.

**Example 8.2.1.** Consider

\[
    f(z, p) = z^2 + zp + 4, \quad X^0 = [-0.8, -0.3], \quad P = [6, 9].
\]

A factorable representation is given by

\[
\begin{align*}
    v_1 &= z^2 \\
    v_2 &= zp \\
    v_3 &= v_1 + v_2 \\
    v_4 &= v_3 + 4
\end{align*}
\]
Forward interval evaluation results in

\[ V_1 = \left[ -0.8, -0.3 \right]^2 = [0.09, 0.64] \]
\[ V_2 = \left[ -0.8, -0.3 \right] \cdot [6, 9] = [-7.2, -1.8] \]
\[ V_3 = [0.09, 0.64] + [-7.2, -1.8] = [-7.11, -1.16] \]
\[ V_4 = [-7.11, -1.16] + [4, 4] = [-3.11, 2.84] \]

Prior to the backward pass, we set \( V_4 = [0, 0] \). First, we update \( V_3 \) according to
\[ V_3 := V_3 \cap V_4 - 4 = [-4, -4] \]. Next, we reverse the assignment \( V_3 = V_1 + V_2 \) to update
\( V_1 \) and \( V_2 \): \( V_1 := V_1 \cap V_3 - V_2 = [0.09, 0.64] \), \( V_2 := V_1 \cap V_3 - V_1 = [-4.64, -4.09] \).
Then, \( V_2 = X \cdot P \) is reversed: \( X := X \cap V_2 / P = [-0.7734, -0.4544] \), \( P := P \cap V_2 / X = [6, 9] \). Lastly, \( V_1 = X^2 \) is reversed: \( X := \text{hull}\{X \cap -\sqrt{V_1}, X \cap \sqrt{V_1}\} = [-0.7734, -0.4544] \), which concludes the backward interval propagation. As a result, \( X = [-0.7734, -0.4544] \) is a refinement of the original interval \( X^0 \) with the guarantee that any \( x \in [-0.8, -0.3] \) for which there exists a \( p \in P \) with \( f(z, p) = 0 \) is also contained in \( X \).

In some cases, it is possible that a univariate function operating on an intermediate factor is only defined for a subset of \( \mathbb{R} \), e.g., \( \phi(z) = \cos^{-1}[z] \) is only defined for \( z \in [-1, 1] \). In the model presented in the next section, a domain violation of the \( \cos^{-1} \) function corresponds to the physical phenomenon of flooding of the gas-liquid separator unit. In this case, the model is invalid and evaluating it returns no meaningful solution. In order to prevent numerical artifacts from impacting the forward interval evaluation, the following convention will used. Consider the univariate function \( \phi : D \subset \mathbb{R} \rightarrow \mathbb{R} \). If \( z \notin D \) then \( \phi(z) \equiv \emptyset \). Let \( \Phi \) be an interval extension of \( \phi \) and suppose \( X \) is an interval that is not fully contained in \( D \). In this case it is safe to evaluate \( \Phi(X \cap D) \) to obtain conservative bounds on the image of \( X \) under \( \phi \). It may be possible that \( X \cap D = \emptyset \) which means that all points in \( X \) cause domain violations and, hence, the separator floods. Otherwise, at least one operating condition exist that does not cause flooding and the model can be evaluated safely.
8.2.2 SIP Algorithm

The algorithm for solving the robust simulation SIP was also implemented using C++ in a manner analogous to Chapter 7 with two important additions. First, the additional stopping criteria discussed previously in this chapter were added to the algorithm, and second, the forward-backward constraint propagation technique was added. The flowchart for the algorithm is shown in Figure 8-1. All other details of the algorithm are identical to Chapter 7. In particular, the global optimization

![Flowchart](image-url)

Figure 8-1: The simplified flowchart for the main SIP algorithm (Alg. 7.1) adapted as the robust simulation algorithm.
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subproblems are solved using the global optimization of implicit functions algorithm developed in Chapter 4 (Alg. 4.1) which relies on rigorous and convergent interval bounds on implicit functions and the ability to solve nonsmooth convex programs. PBUNS and PBUNL [83] are again employed to solve nonsmooth convex problems. Similar to Chapter 7, in order to circumvent the limitations imposed by PBUNL (i.e., only accepting affine inequality constraints), affine relaxations of convex nonlinear inequality constraints with respect to multiple reference points are used. The hierarchy for the information flow of the algorithm for global optimization of implicit functions is shown in Figure 8-2.

![Diagram of Algorithm Flow](https://via.placeholder.com/150)

Figure 8-2: The hierarchy of the flow of information for global optimization of implicit functions.

The required interval bounding information is obtained using a combination of the forward-backward propagation technique discussed above and the parametric interval-Newton method discussed in Chapter 3. When the algorithm is first initialized, the computational graph corresponding to the system model is constructed. This graph is then made available to the global optimization of implicit functions algorithm. Interval bounds are constructed by passing initial bounds on the state variables—which are nothing more than natural bounds on the variables—and pertinent bounds on the controls and uncertainty parameters to the forward-backward constraint propagation implementation using the previously constructed graph. Forward-backward propagation is iterated until the interval is sufficiently refined, converges, or it is guaranteed
that no implicit function exists within the original bounds signaling an infeasible sub-
problem, in which case the interval is discarded. The resulting (nonempty) interval
is then passed to the parametric interval-Newton method (implemented component-
twise) to be potentially refined further. The resulting interval is then passed to the
bundle solver to be used in the construction of the relaxations of implicit functions.

8.3 Model

The subsea separator is considered to be at the heart of subsea production facilities
since it is the key process system for performing upstream material separation as it is
being produced from the wellhead. In this model, it is considered that a three-phase
mixture of oil/water/gas is being sufficiently separated to allow for re-injection of the
water back into the environment and the production of separate oil and gas streams.
It is assumed that sand has been separated from this stream prior to being fed to this
separator model. Figure 8-3 shows the process flow diagram of the subsea separator
with some modeling details.

Figure 8-3: The ultra deepwater subsea separation process. (Photo credit: the author)
the feed gas/water/oil composition. The full details of the model including the model equations are discussed in detail in the following sections.

8.3.1 Model Assumptions

Since the model is meant to be a simple initial approach, there is a list of assumptions that may not necessarily hold true for a more detailed model or for the physical system. However, since various levels of complexity may be added to this model, certain assumptions can be eliminated in the future. For the purposes of this chapter, the following assumptions are made.

1. Ideal homogeneous mixtures in multiphase streams and the GLS.
2. No liquid entrainment in the gas phase.
3. Perfect oil-water phase separation in the LLS.
4. Unrestricted flow from the LLS implying constant phase volumes.
5. Horizontal separator vessels are horizontal cylinders with flat end-caps.
6. Oil and water phases remain in a homogeneous emulsion with only the gas phase separating in the GLS.

8.3.2 Input Parameters

The various physical properties of the system can be specified by the user as input parameters. The following tables contain the parameter values used in this study.

<table>
<thead>
<tr>
<th>Fluid Properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td>35</td>
</tr>
<tr>
<td>$SG_G$</td>
<td>0.6</td>
</tr>
<tr>
<td>$SG_W$</td>
<td>1.0</td>
</tr>
<tr>
<td>$\rho_W$</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 8.1: The fluid properties used in the subsea separator model.
Table 8.2: The physical design specifications of the subsea separator model.

<table>
<thead>
<tr>
<th>Physical Design Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{v1} ) &amp; 1.0 \ V-1 sizing coefficient (kg/\text{Pa}^{1/2}/\text{min})</td>
</tr>
<tr>
<td>( C_{v2} ) &amp; 10.05 \ V-2 sizing coefficient (kg/\text{Pa}^{1/2}/\text{min})</td>
</tr>
<tr>
<td>( L_{GLS} ) &amp; ( \in {4.0, 5.0} ) \ length (m) of GLS</td>
</tr>
<tr>
<td>( R_{GLS} ) &amp; ( \in {0.4, 0.6} ) \ radius (m) of GLS</td>
</tr>
<tr>
<td>( P_{GLS} ) &amp; 39.5 \ operating pressure (atm) of GLS</td>
</tr>
<tr>
<td>( L_{LLS} ) &amp; 5.0 \ length (m) of LLS</td>
</tr>
<tr>
<td>( R_{LLS} ) &amp; 0.8 \ radius (m) of LLS</td>
</tr>
<tr>
<td>( P_{LLS} ) &amp; 39.5 \ operating pressure (atm) of LLS</td>
</tr>
<tr>
<td>( H_{LLS} ) &amp; 0.6 \ liquid level in the LLS (m)</td>
</tr>
</tbody>
</table>

Table 8.3: The input conditions for the subsea separator model.

<table>
<thead>
<tr>
<th>Input Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{\text{well}} ) &amp; 54.5 \ wellhead pressure (atm)</td>
</tr>
<tr>
<td>( \xi_{G1} ) &amp; ( \in [0, 1] ) mass fraction of gas, uncertain</td>
</tr>
<tr>
<td>( \xi_{W1} ) &amp; ( \in [0, 1] ) mass fraction of water, uncertain</td>
</tr>
<tr>
<td>( \xi_{O1} ) &amp; ( \in [0, 1] ) mass fraction of oil, uncertain</td>
</tr>
</tbody>
</table>

The following calculation for the specific-gravity of oil is used:

\[
SG_O = \frac{141.5}{131.5 + API}.
\]

The specific gravity of the mixture at the wellhead is

\[
SG_{mix} = (\xi_{G1}/SG_G + \xi_{W1}/SG_W + \xi_{O1}/SG_O)^{-1}.
\]

Of course, the following constraint on the mixture at the wellhead must hold:

\[
\xi_{G1} + \xi_{W1} + \xi_{O1} = 1.
\]

Table 8.4: The control settings for the subsea separator model.

<table>
<thead>
<tr>
<th>Control Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 ) &amp; ( \in [0, 1] ) valve V-1 opening</td>
</tr>
<tr>
<td>( u_2 ) &amp; ( \in [0, 1] ) valve V-2 opening</td>
</tr>
</tbody>
</table>
8.3.3 Control Valve V-1

The variables associated with V-1 are:

\[ \dot{m}_1, \dot{m}_2, P_1, P_2, \xi_{G1}, \xi_{O1}, \xi_{W1}, \xi_{G2}, \xi_{O2}, \xi_{W2} \]

where \( \dot{m}_i \) is the mass flowrate of Stream \( i \) in kg/min, \( P_i \) is the pressure of Stream \( i \) in Pa, and \( \xi_{ji} \) is the mass fraction of component \( j \) in Stream \( i \). Similarly, the vector of mass fractions can be expressed as \( \xi_i = (\xi_{Gi}, \xi_{Wi}, \xi_{Oi}) \).

The model equations are:

\[ P_1 = P_{\text{well}} \frac{101325 \text{Pa}}{1 \text{atm}} \quad (\text{specified from wellhead}) \]

\[ P_2 = P_{\text{GLS}} \frac{101325 \text{Pa}}{1 \text{atm}} \quad (\text{GLS specified design pressure}) \]

\[ \xi_1 = \xi_2 \quad (\text{specified, source of disturbance uncertainty}) \]

The mass flow rate through the valve is given by

\[ \dot{m}_1 = \dot{m}_2 = u_1 C_{v1} \sqrt{\frac{P_1 - P_2}{S G_{\text{mix}}}} \quad (8.1) \]

where \( u_1 \) is the control setting.

8.3.4 Gas-Liquid Separator

The variables associated with the GLS are:

\[ \dot{m}_2, \dot{m}_3, \dot{m}_4, P_2, P_3, P_4, H_{\text{GLS}}, \rho_4, V_{\text{GLS}}, \xi_2, \xi_3, \xi_4, \]

where \( H_{\text{GLS}} \) is the liquid level in the GLS in m, \( \rho_4 \) is the density of the mixture in Stream 4 in kg/m\(^3\), and \( V_{\text{GLS}} \) is the liquid volume in the GLS in m\(^3\). The associated model equations are given below.
The pressure relationships are given by:

\[ P_3 = P_2 \text{ (specified by design)} \]
\[ P_4 = P_3 + \rho_4 g_a H_{GLS} \quad (8.2) \]

The liquid volume in the GLS is given by:

\[ V_{GLS} = L_{GLS} \left( (H_{GLS} - R_{GLS}) \sqrt{2R_{GLS} H_{GLS} - H_{GLS}^2 + R_{GLS}^2 \cos^{-1} \left[ 1 - \frac{H_{GLS}}{R_{GLS}} \right]} \right), \]

where \( g_a \) is the acceleration of gravity in m/s\(^2\). The mass balances are:

\[ \dot{m}_2 = \text{specified by wellhead} \]
\[ \dot{m}_2 = \dot{m}_3 + \dot{m}_4 \]
\[ 1 = \xi_{G4} + \xi_{W4} + \xi_{O4} \]
\[ \xi_{G2} \dot{m}_2 = \xi_{G3} \dot{m}_3 + \xi_{G4} \dot{m}_4 \]
\[ \xi_{W2} \dot{m}_2 = \xi_{W4} \dot{m}_4 \text{ (no water in the tops)} \]
\[ \xi_3 = \text{specified by wellhead composition} \]
\[ \xi_3 = (1, 0, 0) \text{ (only gas in Stream 3)} \]

Where the density of Stream 4 is given by:

\[ \rho_4 = \rho_W^o (\xi_{G4}/SG_G + \xi_{W4}/SG_W + \xi_{O4}/SG_O)^{-1} \quad (8.4) \]

Lastly, the model describing the gas-liquid separation is a simple exponential decay

\[ \xi_{G4} = \xi_{G2} \exp \left[ -0.5 \frac{V_{GLS}}{\dot{m}_4/\rho_4} \right] \quad (8.5) \]

where the constant 0.5 is a separator performance factor and the quantity \( V_{GLS}/(\dot{m}_4/\rho_4) \) is a residence time of the liquid solution in the GLS.
8.3.5 Control valve V-2

The control valve V-2 is almost identical to V-1. The associated variables are:

\[ P_4, P_5, \dot{m}_4, \dot{m}_5, \xi_4, \xi_5, \rho_4. \]

The mass-balance equations are

\[ \xi_4 = \xi_5 \]
\[ \dot{m}_4 = \dot{m}_5 = w_2 C_v^2 \sqrt{\frac{P_4 - P_5}{\rho_4 / \rho_\text{W}}} \]

The outlet pressure is given by

\[ P_5 = P_{\text{LLS}} \frac{101325 Pa}{1 \text{atm}}. \]

8.3.6 Liquid-Liquid Separator

The LLS is very similar to the GLS. One key difference is the liquid level in the LLS is specified assuming no restrictions on exit stream flowrates. The associated variables are

\[ \dot{m}_5, \dot{m}_6, \dot{m}_7, \dot{m}_8, \xi_5, \xi_6, \xi_7, \xi_8, P_8, V_{\text{LLS}}, V_{\text{oil}}, H_{\text{LLS}}, \rho_t, \]

where \( \rho_t \) is the density of the solution in Stream 7 in kg/m\(^3\), \( V_{\text{LLS}} \) is the total liquid volume in the LLS in m\(^3\), \( H_{\text{LLS}} \) is the total liquid level in the LLS in m, and \( V_{\text{oil}} \) is the volume of just the oil/gas mixture in the LLS.

The liquid volume in the LLS is given by

\[ V_{\text{LLS}} = L_{\text{LLS}} \left( (H_{\text{LLS}} - R_{\text{LLS}}) \sqrt{2R_{\text{LLS}}H_{\text{LLS}} - H_{\text{LLS}}^2 + R_{\text{LLS}}^2} \cos^{-1} \left[ 1 - \frac{H_{\text{LLS}}}{R_{\text{LLS}}} \right] \right) \]  
(8.6)

where the liquid height \( H_{\text{LLS}} \) is specified. The volume of the oil/gas mixture phase in the separator is given by the following relationship assuming an ideal mixture

\[ V_{\text{oil}} = V_{\text{LLS}} \left( \frac{\dot{m}_7 \rho_5}{\rho_t \dot{m}_5} \right). \]  
(8.7)
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The quantity $\dot{m}_7 \rho_5 / \rho_7 \dot{m}_5$ is the volume fraction of the combined oil and gas exiting in Stream 7 with respect to the total solution incoming in Stream 5. The product with $V_{LLS}$ is therefore the volume of the oil/gas solution for which further gas-liquid separation is taking place.

The mass-balance equations are:

$$\xi_8 = (1, 0, 0) \text{ (only gas in Stream 8)}$$

$$\xi_6 = (0, 1, 0) \text{ (only water in Stream 6)}$$

$$1 = \xi_{G7} + \xi_{O7} \text{ (only gas and oil in Stream 7)}$$

$$\dot{m}_5 = \dot{m}_6 + \dot{m}_7 + \dot{m}_8$$

$$\xi_{G5} \dot{m}_5 = \xi_{G8} \dot{m}_8 + \xi_{G7} \dot{m}_7$$

$$\xi_{W5} \dot{m}_5 = \xi_{W6} \dot{m}_6$$

$$\xi_{W7} = 0 \text{ (no water in Stream 7)}.$$  

Further gas-liquid separation is again being modeled as a simple exponential decay

$$\xi_{G7} = \xi_{G5} \exp \left[ -0.01 \frac{V_{oil}}{m_7 \rho_7} \right] \quad (8.8)$$

where the constant 0.01 is a separator performance factor and the quantity $V_{oil} / \dot{m}_7 \rho_7$ is a residence time of the gas/oil mixture in the separator.

The density of the oil/gas mixture stream is given by

$$\rho_7 = \rho_\circ W (\xi_{G7} / S_{G} + \xi_{O7} / S_{O})^{-1}.$$  

Since the liquid outlet streams have no restrictions to flow, their flow-pressure relationships can be ignored. The pressure in the gas stream 8 is specified:

$$P_8 = P_{LLS} \frac{101325 \text{ Pa}}{1 \text{ atm}}.$$  
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8.3.7 Gas Mixer

The gas mixer is simply a junction of two pure gas streams. The associated variables are

$$\xi_8, \xi_3, \xi_9, \dot{m}_3, \dot{m}_8, P_3, P_8, P_9.$$  

The associated equations are

$$\xi_3 = \xi_9$$

$$\dot{m}_9 = \dot{m}_3 + \dot{m}_8$$

$$P_9 = \min\{P_3, P_8\}$$

8.3.8 Model Structure

The total size of the system ends up as 11 state variables, 1 uncertain parameter, and 2 control variables. The computational graph for the subsea separator model is shown in Figure 8-4. It depicts how all the state variables, uncertainty parameters, control variables, and intermediate variables are coupled through the model equations. The corresponding occurrence matrix is shown in Figure 8-5 which depicts only how the model equations depend on the state variables, which is most important for equation solving.

8.4 Case Study

8.4.1 Pointwise Numerical Simulation

Pointwise numerical simulation was performed to study the behavior of the model over a range of uncertainty parameter and control values using the JACOBIAN® process simulator [112]. In effect, this resulted in a very coarse-grain view of the system under varying input conditions and control actions. It should be noted that the gas mixer model equations contain the min operator, which is nonsmooth. This does not pose any problems for the JACOBIAN® solver, which can handle nonsmoothness, and
Figure 8-4: The computational graph associated with the subsea separator model. The square nodes represent all of the variables (including intermediates), the circle nodes represent intermediate expressions, and the hexagonal nodes represent the model outputs.
Figure 8-5: The occurrence matrix associated with the subsea separator model.

since that particular equation is not required to solve the model, it does not introduce any problems for the SIP algorithm either.

For this study, the mass fractions of the gas ($\xi_{G1}$) and water ($\xi_{W1}$) in the input stream were varied holding the oil fraction ($\xi_{O1}$) constant. The physical interpretation of this may be a gas bubble being produced from the wellhead. The gas fractions of 0.35, 0.4, 0.45, and 0.5 were studied, and the oil fraction was set to 0.4. The dimensions of the GLS were set to $R_{GLS} = 0.6m$ and $L_{GLS} = 5m$. The control actions were varied between 30% open and fully-opened positions in 5% increments. A constraint was imposed that the gas carry-under (GCU), which is the fraction of gas in the oil product stream, had to be less than (or equal to) 5%. The inherent physical constraint that the liquid volume in the GLS could not be greater than the total volume of the GLS vessel was imposed by the design. A coarse-grain view of the operating envelope for each finite realization of gas fraction of the incoming stream as a function of the control actions are shown in Figure 8-6. Each contour plot is the result of running 196 steady-state simulations, taking a total time of approximately
45 seconds for each gas fraction.

It is apparent that for even relatively simple models, the process systems can often exhibit complex nonconvex behavior. It is interesting to note that the region of feasible operation of the subsea separator system is actively constrained by the region where the GLS vessel floods. This suggests that the GLS performs optimally when it is nearly flooded. This property has important physical, as well as numerical, implications that will be discussed later.

In Chapter 2, it was stated that explicit enumeration (pointwise simulation) was an inadequate procedure for guaranteeing robust feasibility of the process. It is not only because pointwise numerical simulations are computationally expensive, but because in order to certify robust feasibility, every realization of uncertainty (and
controls) must be simulated. However, in order to guarantee the process does not satisfy robust feasibility, it is sufficient to guarantee that at least one of the operating envelopes shown in Figure 8-6, explicitly enumerating every (infinite) control realization, has an empty intersection with the control interval. This implies that for some realization of uncertainty, there does not exist a feasible control setting such that the performance/safety specification is satisfied and therefore the process does not satisfy robust feasibility. The intersection of the feasible regions of the pointwise simulations are shown in Figure 8-7. This region corresponds to the control settings that are feasible for the four realizations of uncertainty simulated. In other words, a control interval that intersects this region is guaranteed to have a nonempty intersection with the four operating envelopes considered in the pointwise simulation. In fact this region corresponds to the control settings for which the design is feasible (with respect to the four uncertainty realizations) even in the event that the control valves cannot be adjusted. Although no conclusive information can be obtained from this result, with respect to the four realizations of uncertainty, the system appears to meet robust feasibility. In the next section, the robust simulation SIP (2.5) is solved for this model and a mathematically rigorous and conclusive result regarding robust feasibility is obtained.

Figure 8-7: The feasible operating envelope for four realizations of uncertainty corresponding to the subsea separator model is shown as the solid band.
8.4.2 Robust Simulation

Similar to the previous case study, the mass fraction of the gas in the feed stream from the wellhead was considered to be uncertain. Likewise, the oil composition was held constant. The controls simply correspond to the control valve positions. Stated formally:

\[ p = (\xi_{G1}), \]
\[ u = (u_1, u_2), \]
\[ z = (\xi_{G4}, \xi_{W4}, \xi_{O4}, \dot{m}_3, \dot{m}_4, H_{GLS}, \xi_{G7}, \dot{m}_6, \dot{m}_7, \dot{m}_8). \]

Again, in order to avoid pump damage, the performance specification for the model requires that the mass fraction of gas in the oil product stream (GCU) was less than or equal to some specified amount, \( G_{\text{max}} \), which will be varied for the purpose of demonstrating the algorithm. Stated formally, the performance specification is \( g(z, u, p) = \xi_{G7} - G_{\text{max}} \leq 0 \), where \( z \) is the vector of all the internal state variables, such as flow rates and compositions of each stream. Since the simulation algorithm solves the model for the state variables as implicit functions of the controls and uncertainty parameters (represented as \( x : U \times P \rightarrow X \)), the performance specification can be stated as the following nonlinear implicit function:

\[ g(x(u, p), u, p) = x_{G7}(u, p) - G_{\text{max}} \leq 0, \]

where \( x_{G7} \) is the relevant component of \( x \) representing the mass fraction of gas in the oil product stream. Therefore, the robust simulation SIP (2.5) can be written for this
problem as:

\[ \eta^* = \max_{p \in P, \eta \in \mathbb{R}} \eta \]

subject to

\[ \eta \leq x_{G7}(u, p) - G_{\text{max}}, \ \forall u \in U \] (8.9)

\[ P = [0.35, 0.50] \]

\[ U = [0, 1] \times [0, 1], \]

or equivalently as:

\[ -\eta^* = \min_{p \in P, \eta \in \mathbb{R}} -\eta \]

subject to

\[ \eta - x_{G7}(u, p) + G_{\text{max}} \leq 0, \ \forall u \in U \] (8.10)

\[ P = [0.35, 0.50] \]

\[ U = [0, 1] \times [0, 1]. \]

It is clear from Figure 8-6 that certain control valve settings lead to flooding of the GLS. In other words, if the control valve V-2 was allowed to close too much and the control valve V-1 was allowed to be open too much, the GLS would flood. This phenomena has not only physical implications, but more importantly, numerical ones, which were discussed in Section 8.2.1. The physical issue with this scenario is that the GLS effectively becomes useless as no gas-liquid separation can occur. Numerically, since the GLS was modeled as a horizontal cylinder, the model equations contain the term \( \cos^{-1}[1 - H/R] \), which is only defined on the set \( \{ H \in \mathbb{R} : 0 \leq H \leq 2R \} \). Thus, if the control valves are allowed to take values from fully-opened to fully-closed, it is easy to produce scenarios with \( H > 2R \), and numerically, there is a domain violation of the \( \cos^{-1} \) term and the model has no solution. When this situation was encountered in the study from the previous section, with results depicted in Figure 8-6, the process simulator simply fails, as expected. Such domain violations are the topic of future research.

For this study, the valid interval from which \( H_{\text{GLS}} \) may take values is \([0, 2R_{\text{GLS}}]\).
However, the model solution is an implicit function of the controls $u$ and the uncertain variable $p$, and therefore, the liquid level in the GLS is dependent on both $u$ and $p$. Since the level in the GLS is limited to the interval $[0, 2R_{GLS}]$, it is clear that the implicit function $x$ does not exist for every $(u, p) \in U \times P$. Because of this, Algorithm 4.1 may encounter three situations. The first situation is one where a partition $U^l \times P^l$ is popped off the stack in which $x$ exists for every point $(u, p) \in U^l \times P^l$, after applying forward-backward constraint propagation. This situation is of course no different than if $x$ exists on all of $U \times P$. The second situation that may be encountered is one where $x$ doesn’t exist for any $(u, p) \in U^l \times P^l$ after applying forward-backward constraint propagation. In this case, the subproblem is simply labeled as infeasible and the partition $U^l \times P^l$ is discarded. The third situation which may be encountered is one where $x$ only exists for some $(u, p) \in U^l \times P^l$ after applying forward-backward constraint propagation. The question arises of how Algorithm 4.1 may address this situation. For the purposes of this thesis, when this situation is encountered, relaxations of $x$ are still constructed but since $x$ does not exist on all of $U^l \times P^l$, the relaxations that are constructed are relaxations of $x$ on $U^{l'} \times P^{l'} \subset U^l \times P^l$, where $x$ exists for every $(u, p) \in U^{l'} \times P^{l'}$, and does not exist for any $(u, p) \in (U^{l'} \times P^{l'}) \cap (U^l \times P^l)$. In this case, relaxations of $x$ do not exist for $(u, p) \in (U^{l'} \times P^{l'}) \cap (U^l \times P^l)$. The following example illustrates this idea.

**Example 8.4.1.** Consider $x(p) = \cos^{-1}[1 - p/2]$ on $P = [-2, 6]$. A factorable representation is given by

\[
\begin{align*}
v_1 &= p/2 \\
v_2 &= 1 - v_1 \\
v_3 &= \cos^{-1} v_2
\end{align*}
\]

Calculating the forward interval evaluation of $x$ on $P$ according to Section 8.2.1 results
Figure 8-8: Convex and concave relaxations of $x(p) = \cos^{-1}[1 - p/2]$ on $P = [-2, 6]$ which exist only for $p \in [0, 4]$.

in:

\[ V_1 = [-2, 6]/2 = [-1, 3] \]
\[ V_2 = 1 - [-1, -3] = [-2, 2] \]
\[ V_3 = \cos^{-1}([-2, 2] \cap [-1, 1]) = \cos^{-1}([-1, 1]) = [0, \pi]. \]

Furthermore, the results of Chapter 4 can be applied and relaxations of $x$ on $P$ can be calculated. Of course, these relaxations are only guaranteed to exist for $p \in [0, 4]$, as Figure 8-8 illustrates.

If the bundle solver requires the evaluation of a function at a point in which it doesn’t exist, the bundle solver simply fails. In the event that the bundle solver fails, the lower bound from the interval evaluation is used as the lower bound on the node and it is either fathomed or branched in the normal way. In essence, the problematic regions of the search space are systematically discarded by the algorithm.

In order to get a sense of the effectiveness of each of the interval methods on this problem, forward-backward constraint propagation technique was applied to the
model\textsuperscript{1} with 100 iteration at the point $p = (0.36)$ and $u = (0.6, 0.8)$. The initial interval $X^0$, which is calculated automatically from physical information about the problem, is shown in the second column of Table 8.5. Forward-backward constraint propagation took 0.006 seconds to complete and the results are reported in the third column of Table 8.5. Finally, (parametric) interval-Newton with interval Gauss-Seidel was applied iteratively to the refined interval from the forward-backward constraint propagation technique. Recall from Chapter 3 that this iteration will terminate in finitely many iterations when using rounded interval arithmetic. Although this is true, it is often unnecessary to continue iterating until this point since the resulting interval may be unnecessarily precise. For this study, the intervals are said to be converged when an absolute tolerance on the bounds of $10^{-9}$ is met. For this demonstration, interval-Newton converged after 5 iterations, taking 0.008 seconds. The result of applying interval-Newton is shown in the last column of Table 8.5. It can be seen that forward-backward constraint propagation was very effective in refining the initial interval, however it failed to converge to degeneracy in 100 iterations. In fact, forward-backward constraint propagation is nearly converged after 100 iterations and no further refinement is seen after 200 iterations. However, interval-Newton is very

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
 & $X^0$ & $X^{FB}$ & $X^N$ \\
\hline
$\xi_{G4}$ & $[9.46305 \times 10^{-3}, 0.36]$ & $[0.080707, 0.154937]$ & $[0.11869, 0.11869]$ \\
\hline
$\xi_{W4}$ & $[0.24, 0.375]$ & $[0.316898, 0.344735]$ & $[0.330492, 0.330492]$ \\
\hline
$\xi_{O4}$ & $[0.4, 0.625]$ & $[0.500327, 0.602395]$ & $[0.550819, 0.550819]$ \\
\hline
$\mu_3$ & $[0, 304.517]$ & $[205.261, 256.99]$ & $[231.61, 231.61]$ \\
\hline
\hline
$H_{GLS}$ & $[0.462165, 0.7992]$ & $[0.546875, 0.647172]$ & $[0.59503, 0.59503]$ \\
\hline
$\xi_{G7}$ & $[8.6697 \times 10^{-3}, 0.348991]$ & $[0.0762948, 0.148717]$ & $[0.113166, 0.113166]$ \\
\hline
$\xi_{O7}$ & $[0.651009, 0.99133]$ & $[0.851283, 0.923705]$ & $[0.886834, 0.886834]$ \\
\hline
\hline
$\mu_7$ & $[338.352, 642.869]$ & $[338.352, 437.609]$ & $[381.528, 381.528]$ \\
\hline
$\mu_8$ & $[0, 304.517]$ & $[0, 73.4416]$ & $[29.7311, 29.7311]$ \\
\hline
\end{tabular}
\caption{Forward-backward constraint propagation was applied with 100 iterations to $X^0$ resulting in the refined interval $X^{FB}$. Interval-Newton with interval Gauss-Seidel was then applied to $X^{FB}$ resulting in the refined interval $X^N$ after 5 iterations.}
\end{table}

\textsuperscript{1}The compact dimensions were used, $L_{GLS} = 4.0\text{m}$ and $R_{GLS} = 0.4\text{m}$. 
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effective in further refining the interval returned from forward-backward constraint propagation. It should be noted that interval-Newton applied to $X^0$ is not effective at all and simply returns $X^0$.

For this model, considerable overestimation was encountered using interval analysis. In order to circumvent the issues that arise due to excessive overestimation, the uncertainty interval $P$ was subdivided and the robust simulation SIP was solved for each subdivision of $P$. The uncertainty intervals considered were $P^1 = [0.35, 0.3875]$, $P^2 = [0.3875, 0.425]$, $P^3 = [0.425, 0.4625]$, and $P^4 = [0.4625, 0.50]$. In order to demonstrate the effectiveness and applicability of the algorithm, four different robust simulation case studies were performed varying the size of the GLS and the performance specification.

**Case 1**

The control interval $U = [0.35, 0.8]^2$ was considered. The GLS dimensions were such that $R_{GLS} = 0.6m$, and $L_{GLS} = 5m$. The performance specification was such that $G_{max} = 0.05$.

The robust simulation algorithm solved the problem in a total time of 3.35 sec, with a rigorous upper bound on $\eta$ of $-0.0104$, implying $\eta^* \leq 0$. That is, for all realizations of wellhead compositions within the intervals considered, there exists a control setting from the interval considered such that the design meets the product purity specification that no more than 5% of the oil product stream can be gas, in the worst case.

**Case 2**

The same control interval and GLS dimensions as the previous case are considered. The performance constraint was made much more strict with $G_{max} = 0.015$.

The robust simulation algorithm solved the problem in a total time of 14.7 seconds, with a rigorous upper bound on $\eta$ of $-1.25 \times 10^{-3}$, implying $\eta^* \leq 0$. The solution time was about twice as long for this case as compared to Case 1, with the more relaxed performance specification. This is likely due to the fact that the feasible region for
this problem is significantly smaller than that of Case 1.

Case 3

The same control interval as the previous cases is used and the GLS dimensions are such that \( R_{GLS} = 0.4 \text{m} \) and \( L_{GLS} = 4 \text{m} \). These new dimensions result in the GLS having roughly 36\% of the volume of that in the previous two studies. The performance specification is such that \( G_{\text{max}} = 0.05 \). Intuitively, the smaller GLS dimensions will result in the new design having reduced performance as compared to the larger design. Therefore, it is expected that if this design is feasible, the feasible region of the SIP will be much smaller than that of Case 1.

The robust simulation algorithm solved the problem in a total time of 598.3 seconds with a rigorous upper bound on \( \eta \) of \(-5.77 \times 10^{-3}\). Again, this means that \( \eta^* \leq 0 \), implying that the design is feasible. The solution time of the algorithm suggests that verifying robust feasibility of the more compact design is much more difficult than for the original larger design. Again, this is likely due to the significantly smaller feasible region of the SIP.

Case 4

The purpose of this final study is to demonstrate the behavior of the algorithm when the design is not nearly as robust as that in the previous studies. The dimensions of the GLS are the same as in Case 3. For this study, the control valve V-2 is stuck at 50\% and the control valve V-1 will have limited movement between 30\%-35\%. The performance specification will be such that \( G_{\text{max}} = 0.05 \).

The robust simulation algorithm solved the problem in a total time of 25.8 seconds with a rigorous lower bound on \( \eta \) of \( 1.32 \times 10^{-2} \), implying \( \eta^* > 0 \). As expected, this more compact design with extremely limited control actuation does not satisfy robust feasibility. With regards to the solution time, the SIP algorithm performed favorably for this study. This seems rather counterintuitive since guaranteeing infeasibility of the design requires locating an SIP-feasible point that has a corresponding objective function value that is greater than zero (such a point provides a rigorous lower bound
on $\eta$). However, for this problem, in order to guarantee infeasibility of the design, it simply needs to verify infeasibility of the design for one of the four uncertainty intervals. Therefore, although generating a rigorous lower bound on $\eta$ that is greater than zero may be computationally expensive (especially for a problem with such a small SIP-feasible region), once it is done, the algorithm can terminate without needing to solve the remaining SIPs for the other uncertainty intervals.

### 8.4.3 Algorithm Performance

<table>
<thead>
<tr>
<th>Case</th>
<th>$n$</th>
<th>$t$ (sec.)</th>
<th>LBPs</th>
<th>$n_{LBPs}$</th>
<th>UBPs</th>
<th>$n_{UBPs}$</th>
<th>IPs</th>
<th>$n_{IP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1.675</td>
<td>2</td>
<td>19</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3.684</td>
<td>3</td>
<td>24</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>149.58</td>
<td>2</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2726</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>25.794</td>
<td>7</td>
<td>15</td>
<td>7</td>
<td>36</td>
<td>10</td>
<td>45</td>
</tr>
</tbody>
</table>

Table 8.6: The performance of the algorithm depicted in Figure 8-1 for each case.

The performance of the robust simulation algorithm varies wildly between cases. Table 8.6 shows how the algorithm performed for each case in terms of the average number of iterations taken by the robust simulation algorithm ($n$), the average solution time ($t$), the average number of lower-bounding problems solved ($LBPs$), the average number of branch-and-bound iterations taken to solve each lower-bounding problem ($n_{LBPs}$), the average number of upper-bounding problems solved ($UBPs$), the average number of branch-and-bound iterations taken to solve each upper-bounding problem ($n_{UBPs}$), the average number of inner programs solved ($IPs$), and the average number of branch-and-bound iterations taken to solve each inner program ($n_{IP}$). Besides $n$ and $t$, the values in Table 8.6 are rounded up to the nearest integer.

For Case 1 and Case 2, the algorithm is quite effective and performs as expected. The algorithm takes roughly twice as long to solve Case 2 as it does to solve Case 1. Again, this is likely because the feasible region is significantly smaller than that of Case 1. You can see from the data in Table 8.6 that both the lower-bounding problem and the inner program require slightly more effort to solve for Case 2 than for Case 1 but also that the robust simulation algorithm requires an extra iteration for Case 2.
It is clear from Table 8.6 that Case 3 poses the most difficulty for the algorithm. As can be seen from the performance numbers, the inner programs are taking many more iterations as compared to the other cases. This could be due to many issues but it is most likely due to the ineffectiveness of the interval methods to refine the bounds on the state variables efficiently for this specific case. As a result, Algorithm 4.1 must take many iterations before significant refinement of the variable bounds can occur. That is, the bounds converge very slowly for this case, resulting in very expensive inner programs. Although Case 4 is also considering the same separator dimensions as Case 3, the algorithm performs very differently. Two likely reasons for this have been identified. First, the numerical behavior of the model seems to be much more favorable for the restricted controls. The second reason is that Case 4 is not robustly feasible and the algorithm can verify this on $P^1$ and subsequently terminate.

### 8.5 Concluding Remarks

In this chapter, the problem of rigorous worst-case design of subsea production facilities was addressed and solved using the methods developed throughout this thesis. Since this problem was cast as a feasibility problem, it was identified that solving the nonconvex implicit SIP to global optimality may not be necessary. In response, two additional criteria were implemented in order to terminate the implicit SIP algorithm if a rigorous guarantee on feasibility/infeasibility can be deduced.

Due to the complex behavior of process systems models, it was identified early on that the overestimation encountered using interval analysis with these models may be detrimental to calculating useful bounding information for implicit functions. To combat this, an automatic forward-backward constraint propagation technique was implemented to help refine interval bounding information required by the algorithm.

In order to demonstrate the effectiveness and performance of the algorithm on the worst-case design of a subsea separator, a model was developed and four case studies were performed. Overall, the algorithm performed favorably obtaining rigor-
ous guarantees on robust feasibility/infeasibility with relatively little effort for each study.
Chapter 9

Conclusions, Future Work and Opportunities

9.1 Interval Methods

In Chapter 3 the idea of parametric interval methods was discussed and parameterized generalized bisection was introduced. The key contribution was a method for bounding rigorously all solution branches of parameterized systems. In order to verify existence and uniqueness of solution branches within an interval, a sharper existence and uniqueness test was developed since the classical inclusion test was difficult and often impossible to satisfy for parameterized systems. However, even with the development of this more effective existence and uniqueness test, there are still numerous examples where existence and uniqueness cannot be verified (the test can never be satisfied) and parameterized generalized bisection is ineffective (e.g. the algorithm returns many interval boxes for which it was unable to determine any information). In addition, these systems in which existence and uniqueness tests fail often exhibit convergence problems when interval Newton-type methods are applied (i.e. as $P$ is partitioned to degeneracy, $X$ does not converge to a degenerate interval).

Future work in this area should focus on developing even more effective existence and uniqueness tests, if they exist, as well as developing a method to identify a priori systems with convergence problems (i.e. interval iterations do not produce degenerate
intervals even as the parameter interval is partitioned to degeneracy). In both Chapter 4 and Chapter 8, parametric interval-Newton was combined with other interval methods to overcome convergence problems that were encountered when parametric interval-Newton was applied on its own. In Chapter 4, both forward-backward constraint propagation as well as the linear-programming contractor method were applied. In Chapter 8, forward-backward constraint propagation was employed alongside parametric interval-Newton. Although forward-backward constraint propagation is extremely inexpensive, the linear-programming contractor method is rather expensive as it requires the solution of $2n_x$ LPs at each iteration of the B&B algorithm. By identifying when convergence problems will be encountered, it may be possible to employ effective interval contraction methods selectively. For instance, the reactor-separator-recycle system in Chapter 4 has regions of the parameter space where parametric interval-Newton is effective on its own but completely ineffective in other regions on its own.

### 9.2 Relaxations of Implicit Functions

In Chapter 4, methods for constructing convex and concave relaxations of implicit functions were developed. The methods are iterative in nature and rely on the ability to calculate appropriate interval bounds. Similarly, in order to guarantee convergence of the B&B algorithm, the interval bounds must converge to degeneracy as the parameter interval is partitioned to degeneracy. Therefore, relaxations of implicit functions suffer from the same pitfalls identified above.

Interestingly, the number of iterations performed for constructing relaxations has a drastic impact on their tightness for some problems whereas there is no improvement after a single iteration for other problems. It may be worthwhile to explore this behavior further and develop a method to identify a priori (possibly per node) how many iterations will be required to construct tight relaxations. This would ensure that an unnecessary number of iterations aren’t being taken or that too few iterations aren’t being taken; both scenarios would be very inefficient and negatively affect the
performance of the B&B algorithm.

Analysis of the convergence order and node clustering effect when used within the B&B algorithm [19] may be also worth exploring. It is expected that the convergence order for relaxations of implicit functions is between first- and second-order and that in general, problems solved using the approach in Chapter 4 will suffer from clustering.

Lastly, in Chapter 6, the uniqueness assumptions of Chapter 4 were relaxed. It was shown that the theoretical results surrounding the construction of convex and concave relaxations of implicit functions still hold. Furthermore, in Chapter 8, the idea of an implicit function only existing on part of the parameter space was mentioned. These results are clearly still in their infancy and it would be interesting to further explore these ideas which may be more applicable, in general, to process systems examples.

9.3 Global Optimization of Large Sparse Systems

The purpose of Chapter 5 was primarily to demonstrate the application of Section 4.3.3 on large sparse systems as a “jumping-off point”. Using a proper computer implementation of the algorithm, streamlined specifically for large sparse systems, it is expected that the relaxations of Section 4.3.3 will be ideal for solving problems of global optimization of large sparse systems in the general case.

In [101], the author states that for certain problem structures, interval Gauss elimination will yield the hull and will be even more effective than interval Gauss-Seidel in these cases. It is expected that these results translate directly to the construction of relaxations and that the direct approach of [88] will be more effective for constructing tight relaxations than the method in Section 4.3.3 for some problem structures. Since it was shown that the direct approach scales poorly with the dimension of the system, identifying the proper problem structure a priori may allow the user to switch between relaxation techniques when necessary. Furthermore, this may enable the user to determine situations where the added cost of the direct method may be outweighed by the tightness of the relaxations.
9.4 Robust Simulation and Design

In Chapter 8, the robust feasibility problem was solved for the subsea separator model for various scenarios. That is, the question “Given the worst-case realization of uncertainty (from the interval of uncertainty), does there exist a control (from the interval of control values) such that the performance/safety constraint will be satisfied?” Throughout this thesis, only a single performance/safety constraint was considered. In [87], Mitsos briefly comments on how the SIP algorithm could possibly be extended to systems with more than one semi-infinite constraint. It would be of interest to explore this idea and develop a modification to Algorithm 7.1 to efficiently handle multiple implicit semi-infinite constraints. Thus enabling us to address worst-case design and feasibility problems with more than one performance/safety constraint.

As mentioned in the footnotes of Chapter 2, an idea complementary to the idea of the operating envelope is the concept of flexibility. It may also be of interest to address the flexibility of the process and explore what the largest interval of uncertainty can be such that a feasible control still exists. This is what is known as the “inverse problem” and can be formulated as the following program:

\[
\begin{align*}
\max_{\delta \in \mathbb{R}^n} & \quad f(\delta) \\
\text{s.t.} & \quad \max_{p \in P(\delta)} g(x(u, p), u, p) \leq 0, \quad \forall u \in U
\end{align*}
\]  

(9.1)

where \( f \) is simply some objective defining how to maximize the effect of the uncertainty growth parameter \( \delta \) and the uncertainty interval is now taken as the interval-valued mapping \( P : \mathbb{R}^n \rightarrow \mathbb{I}^{m_p} \). This problem is known as a generalized semi-infinite program (GSIP) with implicit functions embedded. Algorithms for solving GSIPs with explicit functions have been discussed previously [79, 133, 140]. The next step is to make the extension from previous works, such as [79], to GSIPs with implicit functions embedded to solve (9.1).
Appendix A

A Note on Selective Branching

The purpose of this appendix is to present the argument that in order for the selective branching algorithm of [38] to incorporate equality constraints, they must be in the form of a parametric linear system. Consider the equality constraints

\[ h(z, p) = 0, \ (z, p) \in X \times P, \]

which can be expressed as the following inequality constraints

\[ h_i(z, p) \leq 0, \ i = 1, \ldots, n_x \]
\[ -h_i(z, p) \leq 0, \ i = 1, \ldots, n_x. \]

However, according to [38], each inequality constraint (expressed generically as \( w \)) must be able to be expressed as

\[ w(z, p) = w^A(z) + \sum_{j \in Q} w^B_j(z)w^C_j(p) + w^D(p) \]  \hspace{1cm} (A.1)

where \( Q \) is an index set indicating the bilinear interactions between functions of \( z \) and functions of \( p \). The functions \( w^A \) and \( w^B_j, \ j \in Q \), must be convex on \( X \) and the functions \( w^C_j, \ j \in Q \), and \( w^D \) need to be continuous on \( P \). For the sake of argument, suppose that functions of both \( z \) and \( p \) exist only as bilinear interactions.
in the expressions for \( h \). If this is not the case—say if \( z \) and \( p \) are arguments of an intrinsic transcendental function—then the method of [38] may not applicable to this system unless it can be reformulated so its functions fit the form of (A.1). Without loss of generality, choose some \( i = 1, \ldots, n \). Then the following must hold

\[
\begin{align*}
h_i(z, p) &= w^A(z) + \sum_{j \in Q} w_j^B(z)w_j^C(p) + w^D(p) \leq 0 \\
-h_i(z, p) &= -w^A(z) - \sum_{j \in Q} w_j^B(z)w_j^C(p) - w^D(p) \leq 0.
\end{align*}
\]

By the requirements laid out in [38], both \( w^A \) and \( -w^A \) must be convex. Therefore \( w^A \) must be affine on \( X \). Now consider the middle “bilinear interactions” term. In order to satisfy Conditions W 6 in [38], for each \( j \in Q \), either \( w_j^B \) is affine or \( w_j^C \geq 0 \). Suppose we have \( w_j^B \) affine. Then \(-w_j^B\) is also affine. Now, suppose \( w_j^B \) is convex nonaffine, then \( w_j^C \geq 0 \) on \( P \). Since \( w_j^B \) is nonaffine it must be true that \( w_j^C \leq 0 \) on \( P \) since \(-w_j^B\) is concave nonaffine and would otherwise violate Conditions W 1 in [38]. Since we have both \( w_j^C \geq 0 \) and \( w_j^C \leq 0 \) on \( P \), then \( w_j^C = 0 \) on \( P \), implying that there can be no bilinear interaction. Therefore, if \( Q \) is the index set indicating bilinear interactions between functions of \( z \) and functions of \( p \), then \( w_j^B, j \in Q \), is affine. Since both \( w_j^B, j \in Q \), and \( w^A \) are affine on \( X \), then the system is in the form of a parametric linear system \( A(p)z = b(p) \). This completes the argument.
Appendix B

A Note on Solving Explicit SIPs

In Chapter 7, it was mentioned that the SIP algorithm of [87] could potentially be applied to solve (7.1) without reformulating as an implicit SIP. In that section, it is stated that “this strategy is not advisable since the algorithm would then force the number of variables in the upper- and lower-bounding subproblems to increase with each iteration.” Here, we demonstrate this result. Again, the lower-bounding problem is the result of reducing the SIP to an NLP by considering only a finite number of constraints corresponding to specific realizations of $p$. Here, each of these realizations will be denoted as $p_i$ with $i \in I^{LBD}$, where $I^{LBD}$ is a finite index set. This is analogous to the notation in Chapter 7 where $P^{LBD}$ was a finite set whose elements correspond to specific realizations of $p$. Then, for each $p_i$, $i \in I^{LBD}$, there is a corresponding $z_i$ that is dependent on $y$. Thus, the lower-bounding problem can be stated as:

$$f^{LBD} = \min_{y, z_i, i \in I^{LBD}} f(y)$$

s.t. $g(z_i, y, p_i) \leq 0, \forall i \in I^{LBD}$

$$h(z_i, y, p_i) = 0, \forall i \in I^{LBD}.$$ 

From this formulation, it is clear to see how as $I^{LBD}$ grows with each iteration, so does the number of variables that the optimizer sees. Although the inner-program is
not plagued with this issue, the upper-bounding problem is as well. Thus, at each iteration of the SIP algorithm, three global optimization subproblems must be solved; two of which become increasingly larger and therefore prohibitively more expensive to solve.
Appendix C

Kinetic Mechanism Experimental Data
<table>
<thead>
<tr>
<th>$t^i$</th>
<th>$I_1^i$</th>
<th>$t^j$</th>
<th>$I_2^j$</th>
<th>$t^k$</th>
<th>$I_3^k$</th>
<th>$t^l$</th>
<th>$I_4^l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>66.0952</td>
<td>0.41</td>
<td>59.619</td>
<td>0.81</td>
<td>28.4429</td>
<td>1.21</td>
<td>18.1524</td>
</tr>
<tr>
<td>0.02</td>
<td>104.762</td>
<td>0.42</td>
<td>58.2857</td>
<td>0.82</td>
<td>28.3476</td>
<td>1.22</td>
<td>18.1952</td>
</tr>
<tr>
<td>0.03</td>
<td>110.333</td>
<td>0.43</td>
<td>57.4762</td>
<td>0.83</td>
<td>27.5429</td>
<td>1.23</td>
<td>17.8476</td>
</tr>
<tr>
<td>0.04</td>
<td>114.905</td>
<td>0.44</td>
<td>56.4762</td>
<td>0.84</td>
<td>27.4333</td>
<td>1.24</td>
<td>17.9095</td>
</tr>
<tr>
<td>0.05</td>
<td>122.238</td>
<td>0.45</td>
<td>55.8095</td>
<td>0.85</td>
<td>27.6048</td>
<td>1.25</td>
<td>17.5048</td>
</tr>
<tr>
<td>0.06</td>
<td>125.429</td>
<td>0.46</td>
<td>54.5238</td>
<td>0.86</td>
<td>27.1762</td>
<td>1.26</td>
<td>17.5000</td>
</tr>
<tr>
<td>0.07</td>
<td>125.429</td>
<td>0.47</td>
<td>53.0000</td>
<td>0.87</td>
<td>27.2000</td>
<td>1.27</td>
<td>15.9619</td>
</tr>
<tr>
<td>0.08</td>
<td>123.476</td>
<td>0.48</td>
<td>51.8571</td>
<td>0.88</td>
<td>26.4333</td>
<td>1.28</td>
<td>16.2095</td>
</tr>
<tr>
<td>0.09</td>
<td>121.286</td>
<td>0.49</td>
<td>50.4286</td>
<td>0.89</td>
<td>25.7619</td>
<td>1.29</td>
<td>16.1811</td>
</tr>
<tr>
<td>0.10</td>
<td>118.857</td>
<td>0.50</td>
<td>49.381</td>
<td>0.90</td>
<td>24.8095</td>
<td>1.30</td>
<td>15.6952</td>
</tr>
<tr>
<td>0.11</td>
<td>117.667</td>
<td>0.51</td>
<td>47.9524</td>
<td>0.91</td>
<td>24.7429</td>
<td>1.31</td>
<td>15.7095</td>
</tr>
<tr>
<td>0.12</td>
<td>116.143</td>
<td>0.52</td>
<td>47.3714</td>
<td>0.92</td>
<td>24.2857</td>
<td>1.32</td>
<td>15.4619</td>
</tr>
<tr>
<td>0.13</td>
<td>113.857</td>
<td>0.53</td>
<td>46.8952</td>
<td>0.93</td>
<td>24.1714</td>
<td>1.33</td>
<td>15.9476</td>
</tr>
<tr>
<td>0.14</td>
<td>111.571</td>
<td>0.54</td>
<td>46.4857</td>
<td>0.94</td>
<td>23.5667</td>
<td>1.34</td>
<td>16.0000</td>
</tr>
<tr>
<td>0.15</td>
<td>108.81</td>
<td>0.55</td>
<td>45.9048</td>
<td>0.95</td>
<td>23.5476</td>
<td>1.35</td>
<td>16.1952</td>
</tr>
<tr>
<td>0.16</td>
<td>105.952</td>
<td>0.56</td>
<td>45.0762</td>
<td>0.96</td>
<td>23.3952</td>
<td>1.36</td>
<td>16.1143</td>
</tr>
<tr>
<td>0.17</td>
<td>104.048</td>
<td>0.57</td>
<td>44.3238</td>
<td>0.97</td>
<td>22.919</td>
<td>1.37</td>
<td>15.7429</td>
</tr>
<tr>
<td>0.18</td>
<td>102.048</td>
<td>0.58</td>
<td>43.4143</td>
<td>0.98</td>
<td>22.3095</td>
<td>1.38</td>
<td>15.5762</td>
</tr>
<tr>
<td>0.19</td>
<td>100.143</td>
<td>0.59</td>
<td>43.5429</td>
<td>0.99</td>
<td>21.8048</td>
<td>1.39</td>
<td>15.7048</td>
</tr>
<tr>
<td>0.20</td>
<td>98.5238</td>
<td>0.60</td>
<td>42.3619</td>
<td>1.00</td>
<td>21.2857</td>
<td>1.40</td>
<td>15.8095</td>
</tr>
<tr>
<td>0.21</td>
<td>96.2381</td>
<td>0.61</td>
<td>41.8381</td>
<td>1.01</td>
<td>21.2048</td>
<td>1.41</td>
<td>15.6667</td>
</tr>
<tr>
<td>0.22</td>
<td>94.381</td>
<td>0.62</td>
<td>40.2381</td>
<td>1.02</td>
<td>20.8429</td>
<td>1.42</td>
<td>14.9048</td>
</tr>
<tr>
<td>0.23</td>
<td>91.6667</td>
<td>0.63</td>
<td>39.1286</td>
<td>1.03</td>
<td>20.4429</td>
<td>1.43</td>
<td>14.5857</td>
</tr>
<tr>
<td>0.24</td>
<td>89.5714</td>
<td>0.64</td>
<td>38.7857</td>
<td>1.04</td>
<td>20.0048</td>
<td>1.44</td>
<td>14.7524</td>
</tr>
<tr>
<td>0.25</td>
<td>87.1429</td>
<td>0.65</td>
<td>37.081</td>
<td>1.05</td>
<td>19.9381</td>
<td>1.45</td>
<td>14.7571</td>
</tr>
<tr>
<td>0.26</td>
<td>84.8571</td>
<td>0.66</td>
<td>36.9524</td>
<td>1.06</td>
<td>19.5000</td>
<td>1.46</td>
<td>14.9762</td>
</tr>
<tr>
<td>0.27</td>
<td>83.4286</td>
<td>0.67</td>
<td>36.581</td>
<td>1.07</td>
<td>19.8667</td>
<td>1.47</td>
<td>14.5333</td>
</tr>
<tr>
<td>0.28</td>
<td>81.1905</td>
<td>0.68</td>
<td>36.281</td>
<td>1.08</td>
<td>18.9333</td>
<td>1.48</td>
<td>14.5524</td>
</tr>
<tr>
<td>0.29</td>
<td>78.9048</td>
<td>0.69</td>
<td>35.3476</td>
<td>1.09</td>
<td>19.1381</td>
<td>1.49</td>
<td>14.0143</td>
</tr>
<tr>
<td>0.30</td>
<td>77.0476</td>
<td>0.70</td>
<td>34.8905</td>
<td>1.10</td>
<td>19.9619</td>
<td>1.50</td>
<td>13.6286</td>
</tr>
<tr>
<td>0.31</td>
<td>75.4762</td>
<td>0.71</td>
<td>34.1667</td>
<td>1.11</td>
<td>18.5476</td>
<td>1.51</td>
<td>13.4429</td>
</tr>
<tr>
<td>0.32</td>
<td>73.4762</td>
<td>0.72</td>
<td>33.6714</td>
<td>1.12</td>
<td>17.9048</td>
<td>1.52</td>
<td>13.4667</td>
</tr>
<tr>
<td>0.33</td>
<td>71.8095</td>
<td>0.73</td>
<td>32.9667</td>
<td>1.13</td>
<td>17.7571</td>
<td>1.53</td>
<td>13.3199</td>
</tr>
<tr>
<td>0.34</td>
<td>70.6667</td>
<td>0.74</td>
<td>31.8429</td>
<td>1.14</td>
<td>18.5333</td>
<td>1.54</td>
<td>12.9333</td>
</tr>
<tr>
<td>0.35</td>
<td>68.381</td>
<td>0.75</td>
<td>31.5429</td>
<td>1.15</td>
<td>18.3762</td>
<td>1.55</td>
<td>13.1238</td>
</tr>
<tr>
<td>0.36</td>
<td>67.3333</td>
<td>0.76</td>
<td>31.1476</td>
<td>1.16</td>
<td>18.3571</td>
<td>1.56</td>
<td>12.7476</td>
</tr>
<tr>
<td>0.37</td>
<td>65.0952</td>
<td>0.77</td>
<td>30.9905</td>
<td>1.17</td>
<td>18.3286</td>
<td>1.57</td>
<td>12.9333</td>
</tr>
<tr>
<td>0.38</td>
<td>63.7143</td>
<td>0.78</td>
<td>29.9571</td>
<td>1.18</td>
<td>18.2762</td>
<td>1.58</td>
<td>13.0714</td>
</tr>
<tr>
<td>0.39</td>
<td>62.0476</td>
<td>0.79</td>
<td>29.1333</td>
<td>1.19</td>
<td>18.3952</td>
<td>1.59</td>
<td>13.0714</td>
</tr>
<tr>
<td>0.40</td>
<td>60.8571</td>
<td>0.80</td>
<td>28.7857</td>
<td>1.20</td>
<td>17.5952</td>
<td>1.60</td>
<td>12.7619</td>
</tr>
</tbody>
</table>

Table C.1: Experimental data for the kinetic mechanism example.
Bibliography


236


237


