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ABSTRACT

An assessment is conducted of the differences in predicted results between use of steady
state versus transient Departure from Nucleate Boiling (DNB) models, for fast power
transients under forced convective heat exchange conditions. Theoretical DNB models
based on liquid film thickness variation are adapted and modified from existing studies
into a generalized formulation to allow implementation into a reactor simulation code.
The formulation is validated using experimental data available at low pressure. An
application is performed at Pressurized Water Reactor (PWR) operating conditions,
simulating rod ejection accidents.

The transient DNB model is applied to PWR rod ejection accident cases computed by
the reactor dynamics code SIMULATE-3K. Rod power profiles deriving from pin power
reconstruction are used in a subchannel simulation done with VIPRE to obtain local pin
parameters. Results show that a significant delay exists for the occurrence of transient
DNB compared to quasi steady-state DNB and in some cases DNB does not occur, even
if predicted by quasi steady-state methods.

Most modern codes for PWR thermal hydraulic simulation use quasi steady-state
approaches to predict DNB, thus applying a steady-state correlation to time-dependent
cases. However, according to the transient DNB model used in this work, a time lag
exists between DNB as predicted by steady-state correlations, and effective transient
DNB. During that time lag, the liquid film between the wall and the bubbly layer thins
until the heated surface is eventually dried out. Such DNB prediction by steady state
models is a conservative estimate. This work assesses the consequences of the use of
more accurate models for predicting transient DNB, which are desirable to get better
knowledge of design margins, to allow optimization of plant safety and efficiency.
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Symbols

Symbols used in equations throughout all chapters are hereby defined. Their

dimensionality is specified first in ST units, as well as when appropriate in other units

that appear in this thesis. Vectors are indicated with bold notation, and scalars with

regular notation.

Latin characters

A

Ap
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Turbulent mixing coefficient [—]

Empirical exponent [—]
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hr ft2 °F

Specific enthalpy [é]
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Superscripts and subscripts

General superscripts and subscripts, which apply to different variables, are hereby
listed. Self-explanatory subscripts are omitted in this section, while very particular

subscripts are defined case-by-case in the text only.
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a Assembly

av Average

cr Critical
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Non-fuel
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Total

Thermal thinning model
Uncorrected

Gaseous phase

Wall, i.e. heated surface



1 Introduction

1.1 Overview and motivation

Critical heat flux (CHF) is usually predicted using semi-empirical correlations
where sets of data are fit into curves based on theoretical models. Those correlations,
which are based on steady-state conditions, can also be applied to time-dependent
phenomena, by adopting a quasi-steady-state approach. Such an approach consists of
using time-dependent variables together with a steady-state correlation. This produces an
error which is often negligible compared to the intrinsic error of the correlation itself.
However, in cases where the time evolution of variables is very fast, such as reactivity
insertion accidents in pressurized water reactors (PWRs), the time history of parameters

becomes more important, and cannot always be neglected.

In this work, an evaluation and assessment is performed of transient critical heat
flux prediction methods. Several models are analyzed, compared, and applied to a
reference simulation case, i.e. a control rod ejection accident in a PWR. Three models

are studied and compared with experimental data:

e Quasi-steady-state approach
¢ Semi-empirical time-dependent correlation, based on experimental data
e Phenomenological model of the evolution of the liquid film dryout process

Some theoretical models are based on the rate of change of the liquid layer thickness

under the bubbly boundary layer on the fuel pin surface. During transients where heat
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flux exceeds the critical steady-state value, a finite amount of time is required for the
surface liquid layer to evaporate. Therefore, when power excursions are very fast,
steady-state CHF correlations tend to provide an incorrect, and conservative prediction
of CHF. In this thesis, the error related with the use of steady-state CHF models is

quantified for some simulation examples.

1.2 Simulation approach

In modemn three-dimensional nuclear reactor core simulation codes such as
SIMULATE-3K (S3K), the neutronic model is coupled with a one-dimensional thermal-
hydraulic model. The thermal-hydraulic algorithm provides the temperature, coolant
density and void fraction parameters needed for updating the nodal cross sections, while
the neutronic algorithm provides the heat source distribution. Core-wide simulations are
usually done using assembly-averaged radial nodes, or at most 4 radial nodes per
assembly. The lack of thermal-hydraulic resolution at pin level does not allow for a local
estimation of fuel safety parameters. Such a lack of resolution is acceptable for steady-
state cases or slow transients, where separate tools can be used to calculate the peaking
factors within the assemblies. However, in the case of locally;initiated fast transients
such as rod ejection accidents, higher resolution is needed to estimate the most critical
conditions. A subchannel-scale, two-phase, three-dimensional thermal-hydraulic code
such as VIPRE can be used to increase the level of thermal-hydraulic detail in the core

zones of interest.

In this work, the reactor dynamics code SIMULATE-3K is used to determine the
core power distribution and its pin power reconstruction algorithm is used to evaluate the
pin power distribution within the hottest assemblies. The power distribution is used as
input to VIPRE, which calculates the heat flux, temperature, and mass flux at every axial
location for each fuel pin. A transient CHF routine is then used to calculate departure
from nucleate boiling (DNB), comparing different prediction models. The results

obtained using a quasi-steady state approach for critical heat flux evaluation are
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compared with other results which take into account transient critical heat flux. The
VIPRE simulation offers the advantage of allowing for a subchannel-size radial

resolution, while also approximating crossflow between subchannels.

The transients of interest in this work are those which involve a local perturbation,
where a significant power difference is produced between pins in the same assembly.
This is why the transient chosen for this project is a hot zero power control rod ejection,
as described in the OECD/NEA/NRC PWR MOX/UO2 Core Transient Benchmark
(Kozlowski and Downar, 2003).

1.3 Thesis outline

This work is organized in the following steps:

e A literature review and analysis of transient DNB prediction methods in flow
boiling is performed in Chapter 2. In the same Chapter, a method is identified for

the calculation of transient DNB.

e The commercial codes used for PWR transient simulations, i.e. SIMULATE-3K
and VIPRE, are described in Chapter 3.

e The simulation procedure is described in Chapter 4. The same Chapter provides a
brief description of the transient benchmark upon which the simulations are

based, and an example of application of the transient DNB method.

e Results are described and discussed in Chapter 5. The quarter-assembly-averaged
non-crossflow results from S3K are compared with the subchannel-resolution
results from VIPRE, and with transient CHF results, which take into account the
rapid increase in power. The goal is to quantify, for simulation example cases,
the error related with the use of quasi steady-state CHF models rather than

transient ones.
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1.4 Hot zero power rod ejection accidents

PWR rod ejection accident scenarios are caused by the rupture of a control rod drive
mechanism casing located on the top of the reactor vessel head, as shown in Figure 1.1.
The high pressure difference between the primary system and the containment produces
a very fast ejection from the core of the control rods connected to the specific control
bank. The insertion of reactivity due to the rod ejection is compensated by inherent
reactivity feedback mechanisms. The word inherent refers to the fact that the occurrence
of the feedback is based on unavoidable and totally reliable physical phenomena, e.g. the

Doppler broadening of resonances.

In this work, the accident is simulated at hot zero power (HZP) which is a condition,
that reactors undergo at startup, of being critical at very low power, while the coolant
flows through the primary loop at operating pressure and temperature. HZP is considered
as a conservative condition in safety evaluation of rod ejection accidents. This is because
at very low power the reactor temperature is not immediately affected by the power
level. Due to the negative temperature coefficient of reactivity, a higher power increase
is possible than in an ejection from a full power case. Moreover, fully inserted rods

introduce a larger reactivity than if they were partially introduced.

Figure 1.1, PWR reactor vessel heads (source: NRC)
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1.5 Prompt feedback reactivity equations

The simplest way to calculate the peak power in a prompt-critical reactor transient is

shown in the equations below.

Assuming no external source and constant A and f, Point kinetics equations are
given by (1.1) and (1.2). If six precursor groups are considered, this creates a system of

seven equations.

d t) — 2ibi

a‘t‘P(t) =£'A—P(t)+z/1ici(t) (1.1)
d _ B

= Gi(6) = P() = LGi(0) (1.2)

The Fuchs-Nordheim model is a simplified point-kinetics method commonly used to
understand reactivity pulses in reactors. Since in super prompt-critical reactors the
assumption that p > f can be made, delayed neutrons can be neglected, and point
kinetics can be approximated as in Eq. (1.3).

d pt) — B

ap(t) ETP(L') (1.3)

A prompt-critical transient is so fast that we can assume that all the heat generated
in the fuel remains in the fuel itself, without being transferred to the coolant. This is

expressed by Eq. (1.4).

1
Truel = Tf"uel + m_c,, f P(t)dt (1.4)

In Eq. (1.4), m ¢, represent respectively the mass and specific heat of the fuel.
Reactivity variation with temperature is given by the linear expression of Eq. (1.5),
assuming a Doppler feedback coefficient independent of temperature. The Fuchs-
Nordheim model ignores fuel thermal expansion calculation by simply using the
reactivity feedback coefficient @, which can be obtained from empirical data deriving

from lattice calculations.
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p(t) = Prod — a(Tfuel - Tfpuel) (1-5)

Assuming a sudden positive reactivity insertion p,.q, the temperature at the peak
power time can be found by taking the time derivative of Eq. (1.4), and combining it
with Eq. (1.3) and (1.5). The result is obtained by setting dP /deuel = 0, and is given in
Eq. (1.6) (Smith, 2012).

peak _ (prod - B)
Tfuel - o + Tfouel (1.6)

The temperature of Eq. (1.6) can then be combined with all the other equations to

finally obtain the peak power, as in Eq. (1.7).

m Cp(prod - B)Z

preak — p 4
0 2Aa

(1.7)
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2 Transient DNB in flow boiling

2.1 General notions

When heat is transferred from a solid surface to a fluid, the term critical condition
refers to a situation in which the heat transfer coefficient suddenly deteriorates. This
occurs when the heated surface is no longer in direct contact with a liquid or two-phase
layer, but with vapor only. The heat transfer coefficient degradation may produce
surface fatigue from thermal cycling, with damaging effects on the heater materials.
Prediction of such a phenomenon is very important in the design of industrial heat
transfer systems. As an example, non-nuclear industrial applications where the

understanding of the critical condition is fundamental are (Sakurai, 2000):

e Cooling systems with high heat flux, such as the interface between the plasma

and the wall in fusion reactors.

e Cooling of superconducting magnets by liquid helium, and cooling of high

temperature superconductors by liquid nitrogen.
o Cooling of microelectronic systems for advanced computers.

Two separate mechanisms of critical condition can be identified in upward vertical
flow boiling. The term departure from nucleate boiling (DNB) generally refers to the
critical condition mechanism which occurs at low quality or in subcooled liquid
condition. The term dryout refers to critical condition observed at high quality, when the

liquid film in contact with the heated surface totally evaporates.
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DNB is the critical condition mechanism of major concern in most pressurized

water reactor accident scenarios. This thesis focuses only on DNB rather than dryout.

Heat transfer coefficient deterioration caused by DNB leads to a sudden cladding
temperature increase that may result into cladding damage. Therefore, safety margins are
adopted to prevent such a condition. Departure from nucleate boiling ratio (DNBR) is
an indicator used to characterize the state of a heat transfer configuration with respect to
DNB, as shown in Eq. (2.1) (Todreas and Kazimi, 2011).

DNBR = qTé:r 2.1)
9P lfor any z

In Eq. (2.1), q¢ is the critical heat flux, which is the heat flux at DNB, and qg), is
the operating heat flux at the location of interest, z. Usually z refers to an axial location
of a given fuel pin. Minimum DNBR, or MDNBR, is the minimum value of DNBR

within a specified set of locations (e.g. a fuel pin, a fuel assembly, or the whole core).

2.2 Overview of DNB models

Several theoretical models have been developed to describe the phenomena which
lead to DNB. Those models can be divided into three general categories (Todreas and

Kazimi, 2011):

¢ Flooding-like models. The concept behind these models is explained by Zuber
(1959, pp. 106-111), as hereby summarized.

In nucleate boiling regime, bubbles are formed at nucleation sites. If heat flux
increases, more bubbles are generated at active nucleation sites, and more
nucleation sites become active. If heat flux increases further, the frequency of
bubble generation grows until a point when bubbles which follow each other start
to touch. At this point some vapor jets are formed. When heat flux increases
more, two neighboring jets can interact with each-other, so the liquid boundary

layer in contact with the wall is blown off. At this point, a patch of vapor
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insulates the heated surface locally. This creates a wall temperature rise which
increases the rate of evaporation in other jets. When jets become too dense, they
start interfering with each other. The vapor patch grows larger and larger. A
characteristic of DNB is that a small increase in heat flux produces a large wall

temperature increase. This process is a type of hydrodynamic instability (HI).

e Bubble layer models. According to models in this category, bubbles detached
from the wall form a bubble layer which is separated from the wall by a thin film
of superheated liquid. The liquid in the thin film evaporates, and it is
continuously replaced by a liquid flow from the core of the channel, which
moves to the near-wall area by crossing the bubble layer. According to these

models, DNB occurs when this compensation is no longer possible.

e Vapor blanket models. According to models in this category, a vapor blanket
made of clongated slugs flows close to the liquid film covering the heated wall.
DNB occurs when the violent passage of a large vapor slug causes the liquid film

nearby to dry out completely.

A different model of DNB proposed by Sakurai (2000) describes a particular
phenomenon which, under special flow conditions, causes the critical condition directly
at locations of void fraction a = 0, without nucleate boiling. Such a direct transition to
film boiling is due to explosive-like heterogeneous spontaneous nucleation (HSN). This
kind of DNB appears in originally-flooded cavities, independently from the vapor
generated from active cavities. According to Sakurai (2000), DNB can be modeled with

HSN and HI theories, respectively for higher and lower subcooling.

A perfect theoretical DNB model does not exist, but some models can approximate
reality with a small enough relative error, given some sets of assumptions. Most
currently-used DNB correlations are based curve fits built using theoretical models and

experimental data points.
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2.3 Theoretical model for transient DNB

The challenge of determining DNB becomes even more complex when time-
dependency is added, i.e. when the goal is not only to determine the CHF, but to track its
variation with time during fast excursions. A theoretical treatment has been developed
by Serizawa (1983). His formulation focuses on the liquid layer underneath the bubbly
boundary layer on the heater surface. The rate of change of the liquid layer thickness is

the governing parameter which allows prediction of transient DNB.

In steady state, when heat flux is lower than CHF and nucleate boiling occurs, the
mass of liquid removed from the liquid film by evaporation is compensated by a
continuous supply of liquid from the surrounding medium. This equilibrium causes the

evaporation rate m, to be equal to the liquid supply rate w, as shown in Eq. (2.2).

qIIAW
hg — i

m, =w = 2.2)
In Eq. (2.2), A, is the heated wall area, and (hy; —h;) is the enthalpy difference

between liquid and saturated steam.

At constant power, the equilibrium given by Eq. (2.2) holds, so the liquid layer
thickness § remains constant. When heat flux increases, the liquid layer thickness is
expected to decrease. If the heater power is set at the steady-state maximum heat flux
infinitesimally below CHF, indicated by g , the equilibrium of Eq. (2.2) is still valid.
In this configuration, boiling is stable and the liquid layer thickness is indicated by &, 5.

The maximum steady-state heat flux achievable infinitesimally below CHF is the SS

CHF, gy ss, as formulated by Serizawa (1983) in Eq. (2.3).

qé’r,ssAw = Wcr,ss(hg - hl) (2.3)

When evaporation is compensated by liquid supply, DNB is not experienced. On the

other hand, if heat flux is raised above CHF, liquid layer evaporation rate becomes
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higher than liquid supply rate. In such an unstable condition, the liquid layer becomes
thinner and thinner over time, until a point when the wall dries out. During transients
where the heat flux exceeds steady;state (SS) CHF, a finite amount of time is required
for the surface liquid layer to evaporate. Therefore, when power excursions are very fast,
SS correlations prematurely predict the onset of CHF. According to Serizawa (1983),
hydrodynamic instability (HI) theories provide a possible criterion to understand the
prelude to DNB, and can be used to determine the liquid supply rate to the film at the
moment when SS CHF is reached. However, those theories do not describe what
happens during the small amount of time prior to DNB, when local phenomena become

very important. A qualitative representation of the liquid layer is shown in Figure 2.1.

VvV Vv

vapour blanket
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Figure 2.1, Vapor-liquid configuration near DNB (adapted from Serizawa 1983)

Pasamehmetoglu, Nelson and Gunnerson (1990b) proposed a model for transient
DNB based on principles from the theoretical study of Serizawa (1983). Two separate
phenomena have been identified which lead to transient CHF: hydrodynamic instability

and thermal thinning. Both those phenomena are hereby described.

e Hydrodynamic instability involves theories which relate film thickness with the
Helmholtz critical wavelength produced by shear between liquid and vapor.
According to Haramura and Katto (1983), film thickness may be described as in
Eq. (2.4), and is inversely proportional to the square of the heat flux.

1 7w (p+py\ (Av) 2 (2.4)
hyd q,,z 2 D1 A (pV fg)
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In Eq. (2.4), A, /A,, is the ratio between the surface covered by vapor stems and
the heater area. This ratio was derived by Haramura and Katto (1983) based on a
phenomenological CHF model, and on Zuber’s (1959) CHF correlation. The

resulting expression, which is independent of heat flux, is shown in Eq. (2.5).

pv)o.z 2.5)

b _y 0584(
Aw . pl

In future work, it would be desirable to use experiments to check the accuracy of
Eq. (2.5), at different pressure ranges. By combining Eq. (2.4) and Eq. (2.5), we
can notice that, assuming saturated liquid and vapor, 8,4 is expressed as a

function of only heat flux and pressure.

0.2

1 m (prt+pg Pg 2

Shya = —5—"50 (—) 0.0584 (— (pghsq) (2.6)
cr,ss 2 PfPg Pr

e Thermal thinning is the film thickness reduction due to net evaporation, as
described by the time-dependent version of the energy balance of Eq. (2.3),
which is shown in Eq (2.7), as adapted' from Serizawa (1983).

ter ter
AW] q”(t)dt = (AW - Av)plhfg6tth + (hg - h'l) W(t)dt (27)
t

cr,ss tCT,SS

In Eq (2.7), terss 1s the time when the critical condition is reached in steady-
state, and t, is the time when transient CHF is reached. Eq. (2.7) represents an
cnergy balance, where the heat coming from the wall during the transient is equal
to the energy required to turn the liquid film into vapor plus the energy required
to vaporize the liquid supply water. An implicit assumption in Eq. (2.7) is that

(hg — h;) does not vary with time during the transient (Serizawa, 1983).

According to the study of Pasamehmetoglu et al. (1990b), during a power increase
transient that leads to DNB, the liquid film thickness follows a hydrodynamic instability

model initially, and then switches to a thermal thinning model, as shown in Figure 2.2.

! The first term in the right hand side of the equation has been modified to take into account that the liquid
film only covers only the wetted area (4,, — A,), instead of the full heated surface A,,. Such a modified
term is consistent with Eq. 11 of the paper by Haramura and Katto (1983).
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Figure 2.2, Switch-over point between hydrodynamic instability thinning and
thermal thinning models for the liquid film (Pasamehmetoglu2 et al. 1990b)

According to the model of Figure 2.2, HI theories predict the liquid film thickness
reduction from the time of steady-state CHF ¢, ss until a switch-over point which occurs
at time tgz. Afterwards, thermal thinning models predict the net evaporation of the film,
which ends at the transient CHF time ¢, .. After the switch-over point, HI models
overestimate the time to CHF. As shown in Figure 2.2, the model which should be used
is the one which produces the steepest reduction of the liquid layer film thickness with

time. This is expressed by Eq. (2.8), which has been modified® from Pasamehmetoglu et

al. (1990b).

dé d8hnya d8een
— = mi 2.8
dt mm( dt ' dt (28

* The notation has been changed in this figure to obtain consistency with the one used in this thesis:
subscript CHF has been replaced with subscript cr.
* The relation given by Pasamehmetoglu et al. (1990b) is the following:

dé“ (|d5hyd dbyep )
= max —_—

dt dt dt
The same relation has been written in Eq. (2.8) in a version without absolute value brackets, to avoid the
risk of errors when one or both of the terms change sign.

’
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The following paragraphs analyze the two terms on the right hand side of Eq. (2.8),

leading to a generalized relation for the variation of the liquid layer thickness with time.

Hydrodynamic instability term derivation following Pasamehmetoglu et al. {1990b)

The hydrodynamic instability term of Eq. (2.8) can be found starting from the

following relation:

d6hyd _ B(Yhyd dqu
dt  dg" dt

(2.9)

For the sake of simplicity, let us re-write Eq. (2.4) assuming that liquid and vapor

phases are at saturation, and condensing all the pressure-dependent terms into a new

parameter f; (p).

1w (pp+ pg) AvY* 2 fi(p)
Shg = — g (—) he ) =220 (20

hyd q"% 2 ( prpy ) \A, (Pghsq) "

Where:
2
_m (prtpg (Av) 2

=T (PrTPe) (e 2.11
fl(p) 20< pfpg ) AW (pghfg) ( )

Taking the derivative of (2.10), eq. (2.9) becomes:

dénya _ 2f1(p) dq”
de q'"? dt

(2.12)

As expected, Eq. (2.12) shows that the time derivative of the hydrodynamic
instability liquid layer thickness is negative when power increases over time. This
behavior leads to a reduction of the liquid layer during a heat flux increase. Such a

reduction is slower for higher heat flux, because of the ¢’ term in the denominator.
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Thermal thinning term derivation

An expression for the thermal thinning term can be obtained re-arranging Eq. (2.7)

to solve for &,.,. Assuming liquid density at saturation, the result is shown in Eq. (2.13).

5 1 ftcr ,/(t)dt (hg - hl) Jtcr . (t)dt
h = q - w 2.13
* pfAhfg ( — 'ﬁl) t (AW - AV)hf.gpf ( )

Eq. (2.13) shows that the thermal thinning model liquid layer thickness at SS CHF is

cr,ss terss

depleted during the transient due to the difference between two counteracting effects: the
energy coming from the wall, and the liquid supply. Let us now generalize Eq. (2.13) to

find the liquid film thickness due to thermal thinning at any time t between t., ;s and t.,.

1 ter
Seen(t) = | @@
prlhsg (1 — E) alt (2.18)
Sl Iy
(Aw - Av)hfgpf t

Notice that in Eq. (2.16) a correction parameter a has been included, as done by

Pasamehmetoglu et al. (1990b), to take into account the effect of subcooling.

hf — Ry
hfg

As shown in Eq. (2.15), the correction parameter @ depends on an empirical

a=1+K (2.15)

constant K which determines to what extent subcooling is taken into account. Parameter

K takes into account the following effects (Pasamehmetoglu et al. 1990a):

e Vapor condensation

e Liquid supply to the film during bubble growth period

e Supply liquid temperature higher than the far-field subcooled temperature

According to Pasamehmetoglu et al. (1990b), we can approximate K = 1 at low
subcooling. Cases of high subcooling are not simulated in this thesis. The empirical

constant K may perhaps be used in future work, supported by experimental data, to take

into account HSN effects.
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The time derivative of Eq. (2.14) combined with Eq. (2.15) and K = 1 yields Eq. (2.16),

which is similar® to the relation of Pasamehmetoglu et al. (1990b).

ddeen _ (g —h)W®  ¢"(® 0.16)
dt ~ h A, — A _ A :
fgpf( w v) pfhlg( AW)

Eq. (2.16) shows that the liquid layer thickness due to thermal thinning is increased
by a positive term dependent on liquid supply, and decreased by a negative term related

with wall heat flux.

The liquid supply rate w can be evaluated by analyzing the statistical nature of
radial velocity fluctuations at the interface between the liquid and the bubbly layer. The
simplified relation of Eq. (2.17) was derived’ by Pasamehmetoglu et al. (1990b) based
on the work of Weidman and Pei (1983).

o Jagss]"
W(t) - |q”(t):| WCT,SS (217)

“ In the relation of Pasamehmetoglu et al. (1990b) the first term on the right hand side is:
w(t)
Pr (Aw - Av)

This term is equivalent to the one in Eq. (2.16) if the approximation is made that h; = h;. In reality, it is
not necessary to make this approximation since, when Eq. (2.19) is combined to Eq. (2.16), the enthalpy
term (hg - hl) drops.

3 Pasamehmetoglu et al. (1990b) use the postulate of Weisman and Pei (1983) that only the radial flow
fluctuations higher than the vapor escape velocity v, can enter the bubbly layer. The probability density
function for radial velocity fluctuations is set as a hyperbolic distribution p(v) = c/v? where ¢ is a
probability constant, and b an empirical exponent greater or equal than 2, whose effect is discussed in
terms of n in the paragraph atter Eq. (2.17). The following equation gives the expected value of v. Notice
that in the work of Pasamehmetoglu et al. (1990b) the term p(v") does not appear, probably due to a typo.

E(v) = f pW)(V' — v, )dv’
Uy
From the integration above, the following equation is obtained, where ¢’ is a new constant, andn = b — 2.
1 n
E@)=c (v_)
v
From the equation above, Eq. (2.17) can be derived for cases close to the SS CHF condition, considering

that the vapor escape velocity v,, is proportional to the wall heat flux, and that the expected value of the
radial velocity £(v) is proportional to w.
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Parameter n is an empirical exponent describing the behavior of liquid supply after
steady-state CHF. If n = 1, the liquid supply is equal to its steady-state CHF value,
while if n = +oo the liquid supply drops to zero beyond CHF. In this work, n is taken
equal to 2, as done by Pasamehmetoglu et al. (1990b) based on comparison of the model
with the experimental data of Kataoka et al. (1983). Such a comparison is shown

qualitatively in Figure 2.3, where 7 is the ratio between transient and steady-state CHF.

34 Data of Katacka et al. (1983)
d=1.2-15mm ,
P = 0.394 — 1. 503 MPa i
ATes=0.0-30.0K /
25+ U=135-4.04m /s /

Figure 2.3, Effect of the empirical exponent n (Pasamehmetoglu et al. 1990b)

The critical SS liquid supply rate w, g in Eq. (2.17) can be determined by
rearranging Eq. (2.3):

X
qCT,SSAW

Verss = 70—~ 2.1
WC ,S5 (hg _ hl) ( 8)

Eq. (2.17) then becomes:

13
QerssAw

W(t) = C[”Z(t)(hg _ hl)

(2.19)
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Final procedure

Given all the assumptions above, a final relation has been selected for evaluating the

transient critical condition. This relation is applicable to power transients where the wall

heat flux increases above steady-state CHF, and is more general than the final relation

provided by Pasamehmetoglu et al. (1990b), which only applies to exponentially-

increasing heat input.

The procedure chosen here to determine transient DNB in a PWR is the following:

40

Apply a SS CHF formulation to evaluate the local quasi steady-state DNBR at
cach axial node of the fuel rod surface. In this work, SS CHF is determined using

the 2006 CHF look-up table of Groeneveld et al. (2007).

At the moment when the quasi steady-state DNBR equals 1 at a given node,
evaluate the liquid film thickness at that location by using Eq. (2.6). The film
thickness 6., 55 in Eq. (2.6) is the starting point from which we can apply the film
thickness reduction model described above. One of the assumptions in this model
is that the HI film thickness is an instantaneous value which depends only on

heat flux and pressure and is independent of the heating history.

Starting from steady-state CHF at a given location, calculate the liquid layer
thickness variation at that location, starting from 6, s, until transient critical
condition occurs, i.e. 6 = 0, or until steady-state DNBR becomes larger than 1
again. In the latter case, the critical condition does not occur even if predicted by
the quasi steady-state model. The liquid layer thickness can be calculated at
every time t,, after SS CHF, as in Eq. (2.20).

Ler

dé
8(tw) = Sorss+ | Tt 2.20)
tCT',SS
The time derivative of § in Eq. (2.20) is provided by Eq. (2.8).
dé ddpyq dbiep
— = mi — 2.8
dt mm( de ' dt 2-8)



According to Eq. (2.8), the model with the smallest time derivative of § is
applied. During a power transient with liquid layer thickness reduction, the two
derivatives are likely both negative. In such a case, the one with the largest
absolute value dominates. The approach of Eq. (2.8) is conservative, since it 1s
governed by the model predicting the fastest reduction or the slowest growth of
the liquid layer thickness. The time derivative of dby,4 is given combining Eq.
(2.12) with (2.11) and (2.5):

ddnyq _ 2fi(p)dq”
de q"3 dt

0.4
p (2.21)
o h%gpg (pf + p‘g)0.0584~2 (_Pi) dq"

prq'"? dt

The time derivative of d&; is given combining Eq. (2.16) with (2.19) and (2.5):

dbeen _ (hg —RJw(®)  ¢"(®)
dt h A, —A _ Ay
raPr( v) prhyg (1 Aw)

1 | Qerss q”(t)l (2.22)
pr(1—0.0584 (ﬂ)o'z 9" Ohrg g
f . pr

This leads to the following final relation, which is valid both during reduction

and growth of the liquid layer thickness, after SS CHF:

0.4

p
o hf,p4(pr + py)0.0584° (ﬁ) dg”
dé . prq'3(t) de ’
— = min 17 "
CIcr?:ss _4q (t)]

- ) (2.23)

op (100584 (22)” o, s
] : p

f
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2.4 Experimental and semi-empirical study

A study by Kataoka, Serizawa and Sakurai (1983) analyzes transient CHF in forced
convection boiling. The study uses experiments and theoretical models to build semi-

empirical correlations.

The authors collected experimental data of transient critical heat flux for
exponentially-increasing heat fluxes. Data have been collected for the following ranges

of parameters:

e Exponential period 7 between 0.007 s and 10 s, which defines the rate of the heat

flux increase over time, as in Eq. (2.24).

q"(t) = qgexp (;) (2.24)

e Pressure between 0.143 MPa and 1.503 MPa
e Inlet subcooling between 10 K and 70 K

e Flow velocity between 1.35 m/s and 4.04 m/s
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Figure 2.4, Measured data and correlation for transient CHF as a function of the
exponential period for different values of pressure (Kataoka et al., 1983)
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The authors used a theoretical model to build a relation for transient critical heat
flux composed of dimensionless parameters with unknown empirical exponents. The

exponents have then been determined by fitting the experimental data.

As an example, Figure 2.5 shows a set of experimental data and correlation lines for
different values of water pressure. When building the model, transient heat transfer

coefficient correlations have been identified to estimate the wall temperature.

One of the correlations for transient CHF provided by Kataoka, Serizawa, and
Sakurai (1983) is given in Eq. (2.25), and according to the authors is applicable to water

at pressures ranging from 0.1 to 5 MPa.

q::lr,tr - qu,SS — 0.083 ,l.—0.63 (2.25)

9er.ss,00
In Eq. (2.25), parameter e ¢5 oo is the steady-state critical heat flux at zero flow and

zero subcooling, i.e. in saturated liquid pool boiling.

The comparison made by Pasamehmetoglu et al. (1990b) between their model and
the data measured by Kataoka et al. (1983) resulted in a good agreement, as shown for
example in Figure 2.5, where the transient critical heat flux is plotted as a function of the

exponential period of the power increase.
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Figure 2.5, Comparison between the model of Pasamehmetoglu et al. (1990b) and
the data of Kataoka et al. (1893) (Pasamehmetoglu et al. 1990b)
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2.5 Validation of the theoretical approach

Validation of the theoretical approach defined in Eq. (2.23) can be made by
comparison with the data points obtained by Kataoka et al. (1983) and with the
correlation of Eq. (2.25). For simplicity, in this section the model of Eq. (2.23) is

referred to as “theoretical” and the model of Eq. (2.25) as “semi-empirical”.

A heated channel where the power increases exponentially with time is simulated
using both approaches, and results are compared. For simplicity, we restrict our
calculation to a simplified analysis where a heated wall is cooled by water at a given
velocity and given far-wall subcooling. The 2006 CHF look-up table (Groeneveld et al,
2007) is used to determine g5 00, While the assumption is made that an exponential
period of 10 s is long enough such that the experimental CHF can be taken as the SS
CHF. The comparison has shown a small error between the models, as shown in Figure

2.6 and Figure 2.7.
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Figure 2.6, Comparison between transient critical heat flux determined with the
theoretical and the semi-empirical models, the steady state critical heat flux, and
the experimental data from Kataoka et al. (1983), for 10K subcooling, flow velocity
of 1.35 m/s, and pressure of 1.503 MPa
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Figure 2.7, Comparison between transient critical heat flux determined with the
theoretical and the semi-empirical models, the steady-state critical heat flux, and
the experimental data from Kataoka et al. (1983), for 30K subcooling, flow velocity
of 1.35 m/s, and pressure of 1.001 MPa

This comparison has been made defining “transient CHF”, in a heat transfer
configuration with exponentially-increasing heat input, as the heat flux value at the
moment of transient CHF, when the liquid layer is depleted. The MATLAB source code

used in the routine calculating transient CHF can be found in Appendix C.

2.6 Heterogeneous Spontaneous Nucleation

Experiments in pool boiling (Sakurai, 2000) have shown that Hydrodynamic
Instability theories cannot explain some CHF modes which occur at high subcooling.
Those events are believed to be caused by explosive-like heterogeneous spontaneous
nucleation, HSN. Initially flooded cavities undergo a direct transition from single-phase

liquid convection to film boiling, without experiencing nucleate boiling.

Fukuda, Shiotsu and Sakurai (2000) have made some experimental acquisitions in

pool boiling, measuring the transient CHF for exponentially increasing power input.
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Several correlations have been developed to fit the data points of transient CHF as a
function of the exponential period, for different values of pressure and subcooling.
However, those correlations are not very applicable to this work, because they have been
defined in pool boiling instead of forced convection, and at low pressures of about 400-

600 kPa.

It would be desirable to have more data available on the HSN type of CHF, in order
to obtain models applicable to the high pressure typical of PWR systems.
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3 Simulation codes used

3.1 SIMULATE-3K

SIMULATE-3K is a proprietary code developed by Studsvik Scandpower Inc,
which performs transient analysis of the core of commercial pressurized and boiling
water reactors. S3K is currently used in nuclear industry for engineering analysis and
operator training. The solution method used by the code is time-dependent three-
dimensional diffusion theory with six delayed neutron groups, coupled with a thermal-
hydraulic channel model. Both those models use the same axial and radial resolution.
The radial resolution is of 4 nodes per fuel assembly, while 12 to 25 nodes are typically
used in the axial direction to represent the active fuel portion (Grandi, Smith, and
Rhodes, 2011). The cross section input to S3K is provided by CASMO, a lattice fuel

two-dimensional multi-group transport-based MOC code.

Steady-state solution

Since the diffusion equation is homogeneous, the reactor can be critical at any flux
level. The code finds the initial eigenvalue k¢, by solving the 3D two-group steady-

state diffusion equation.
V- DV () + 24y (N bg(r)
2

= Z [({—i}-vzfg'(r) + Zgg,(r)) qbg,(r)] ,g =12 G-1)
g=1L\"¢
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The diffusion equation is solved for homogenized assemblies, and the intranodal
flux distribution for both fast and thermal groups is calculated employing a fourth-order

polynomial representation.

Transient model

SIMULATE-3K extends the code SIMULATE-3 by adding transient capabilities.

In the transient model some additional terms appear in the diffusion equation, such
as the time derivative of the flux, and terms taking into account delayed neutron groups.
1 d

vy (T, t) 5P 0) — V- De(r, )V (r,t) + 2oy (r, ) g (1, 1)

I
Z K(l - Bxb VTC% (r,t) + 2, (r, 0) b (1, t)] (.2)

g'=1
6
+ z X3A4Cq(r,t) + SE;(r,t) ,g = 1,2
d=1

Parameter C; (7, t) is taken from Eq. (3.3).

2
a _ vzfg’ :
3t Ca(r,t) = Bq g/§=1 | Kefs (r, )Py (r,t)| — A4Ca (1, 0), (3.3)

d=16

The code takes into account many complex reactivity effects, among which: fuel
burnup, boron concentration, extraneous neutron sources, decay heat sources, fission

product concentration (iodine, xenon, promethium, samarium).

Pin power reconstruction

The solution of the 3D diffusion equation by SIMULATE-3K uses spatially
homogenized cross sections. This model only captures a smooth variation of the neutron
flux within each assembly, without providing information on the detailed pin-by-pin

variation of the flux. Such smoothly-varying flux is referred to as homogeneous flux.
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In order to obtain detailed flux distributions within each assembly, a pin power
reconstruction method is used. Such a method assumes that the pin-by-pin flux
distribution within every assembly can be approximated as the product of a
homogeneous intranodal distribution and a local heterogeneous form function (Rempe,

Smith, and Henry, 1989).

¢g (x: y)reactor = d)g (x: y)homogeneous X ¢g (xr y)form function (3 -4)

The solution of the fourth-order intra-nodal 3D diffusion equation made by S3K
provides some information on the distribution of fluxes within each node (Grandi,
Smith, and Rhodes, 2011). Therefore, more information is available than just the flux at
every node. This information is used to obtain an approximation of the flux, and

therefore power, for every pin and axial location in the whole core.

The main assumption for pin power reconstruction is that the global flux distribution

can be considered as spatially separable from the local flux distribution.

The radial flux distribution within every assembly is assumed to be a polynomial
obtained by multiplying an x-directed and a y-directed 4™ order polynomial. Ignoring
cross terms higher than second order, this product leads to 13 unknown coefficients.

Those coefficients are evaluated from 13 constraints per group, 1.€.:

e 1 node-averaged flux from the general solution

e 4 surface-averaged fluxes from radial node boundaries

e 4 surface-averaged currents from radial node boundaries
e 4 fluxes from corner point interpolation

The following steps are then followed to determine the pin power distribution.

e A “homogeneous” flux distribution is obtained by integrating the product of the

fission cross sections and the homogeneous flux distribution.
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e Pin power data are interpolated for appropriate local properties (e.g. nodal

burnup, coolant density, etc), and CASMO form functions are evaluated.

e A “heterogeneous” flux distribution is evaluated by multiplying CASMO form

functions and the homogeneous flux distribution.

As a result, power distribution is predicted for each pin and for each axial node. Pin-
by-pin temperature data can be calculated by S3K at the surface of each pin and within
the fuel. This calculation is done by using a thermal-hydraulic conduction model which
uses the pin power calculated by pin power reconstruction, and the flow parameters
based on the thermal-hydraulic model, whose radial resolution is limited to a quarter of a
fuel assembly. Due to such a limitation in thermal-hydraulic resolution, fuel temperature

is different than the one obtained by calculations which use more radial resolution.

Thermal-hydraulics model

The thermal-hydraulics model of S3K is a combination of a conduction model and a
hydraulics model (Grandi, Smith, and Rhodes, 2011). The conduction model calculates
the heat flux and temperature distribution in the fuel pins, while the hydraulics model
calculates the flow rate, density, and void fraction of water flowing in the channels.
Thermal-hydraulic channels have the same mesh as neutronics, i.e. 1 or 4 radial meshes
per fuel assembly. Boundary conditions are set for the upper and lower plena: inlet flow

and outlet pressure, inlet pressure and outlet flow, or inlet flow and pressure drop.

The thermal-hydraulic model is coupled with the neutronics: at every time step, the
neutronics model provides the heat generation rate to the thermal-hydraulics, and
receives fuel temperature, water density and void fraction, which are used to evaluate

cross section feedback.

S3K contains heat transfer models for several flow regimes: liquid, nucleate boiling,
transition boiling, film boiling, transition to single phase vapor, single phase vapor.

Several correlations are implemented to define the points of transition between those
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flow regimes. A very important transition is the one between nucleate boiling and
transition boiling, i.e. the boiling crisis. As mentioned in Chapter 2, DNB occurs at low
quality or subcooled conditions, while dryout occurs at high quality, when the liquid film
in contact with the heated surface totally evaporates. The models implemented in S3K

predict both those critical condition mechanisms.

CHF prediction

The 2006 CHF look-up table of Groeneveld et al. (2007) is used in all cases except
for the prediction of low flow and pool boiling conditions. That table provides values of
critical heat flux, in kW/m?, in a three-dimensional array corresponding to different
values of pressure, mass flux and quality. The range of the table is shown in Table 3.1.
The values in the table which are closer to the center of the ranges of validity are directly
derived from experimental data, while the other values are calculated from neighboring

experimental data based on selected prediction methods.

Table 3.1, Range of validity of the 2006 CHF look-up table

Mass flux 0<G<8,000kgm?s7?
Pressure 100 < p < 20,000 kPa
Thermodynamic quality Xcpr < 1
Inlet temperature T;, > 0.01°C

Eight different correction factors can be applied to the uncorrected CHF value
qeyr .y to take into account heterogeneities due to fuel bundle configuration, as shown in

Eq. (3.5).

8
qcur = ngF,u ) HKL' (3.5)
i=1

The correction factors are listed in Appendix A.
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3.2 VIPREO1-Mod2.3

VIPRE (Versatile Internals and Component Program for Reactors) is a proprietary
system code for nuclear thermal-hydraulic analysis. The code was developed by the
United States Electric Power Industry under the sponsorship of EPRI. The code
maintenance and development is currently managed by CSA (CSAIL 2012).

VIPRE-01 is based on the subchannel model, and is designed for steady-state and
transient analysis, including some severe accidents. The code was developed to calculate
core safety parameters such as MDNBR, CPR, maximum fuel and cladding temperature.
The code can perform single-phase and two-phase calculations. Conservation of mass,
momentum and energy equations are solved using finite-difference methods, assuming
incompressible thermally-expandable homogeneous flow, including non-mechanistic
models and correlations to take into account two-phase effects such as subcooled boiling
and vapor/liquid slip. Moreover, several built-in correlations are available for boiling
heat transfer. The code can model fluids different than water if input thermodynamic
properties are specified. As a result, the 3D time-dependent field of pressure, velocity,

thermal energy and temperature is calculated.

Being a subchannel code, VIPRE-01 models are based on an array of parallel flow
channels, where adjacent channels are connected laterally. A modeled channel may
represent a subchannel, a water tube, or a larger flow area which lumps together several
subchannels or fuel assemblies. In this work, every channel in the model represents a
flow subchannel between fuel pins. Heat transfer within walls, hollow tubes, and
cylindrical rods is computed through finite-volume conduction, where the properties of

the most typical nuclear materials are built-in to the code.

A dynamic gap conductance model can be used to take into account phenomena
such as thermal expansion and pressure variation in the fuel-cladding gap. Several input
methods are available to assign as an input a time-dependent power map, including

power variation tables for each simulation node.
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4  Simulation description

4.1 The benchmark

Computational benchmarks are a tool to compare the capability of different codes to
describe a physical phenomenon. All the reactivity insertion accident (RIA) simulations
that have been made in this work are based on the 2003 OECD/NEA/NRC PWR
MOX/UQ; core transient benchmark (Kozlowski and Downar, 2003). The benchmark
specifications provide the parameters for a full core simulation of a HZP rod ¢jection in

a PWR with a heterogeneous MOX-fueled core.
This benchmark has been chosen because of the following main advantages:

e Specifications are provided for a reference PWR core whose parameters are very

similar to those of a commercial PWR of US or European design.

e The simplifications which are defined by the benchmark specifications make the
analysis adequate for a manageable comparison between models, and complex
enough to allow the observation of most of the phenomena which are important

in core design.

e The presence in the fuel of weapons grade MOX assemblies makes the transient
particularly challenging, since the delayed neutron fraction is significantly

smaller for MOX than for conventional UO; fuel.

Relevant information from the benchmark specifications is illustrated and described

in the following paragraphs.
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Main benchmark parameters

The reactor general parameters are listed in Table 4.1, while the parameters related

to the individual assemblies are listed in Table 4.2,

Table 4.1, Reactor general parameters (Kozlowski and Downar, 2003)

54

Parameter YValue
Rated Power, Qop [MWy] 3565
Coolant inlet pressure [MPa] 15.5
Number of assemblies, n, 193
Total active core flow, M,y [kg/s] 15849.4
Active fuel length, L [m] 3.6576
Assembly pitch, P, [m] 0.2142
Baffle thickness [cm] 2.52
Design enthalpy rise hot channel peaking factor, Fyy [-] 1.528
Design point-wise peaking factor, Fy [-] 2.5
Core loading [tim] 81.6
Target cycle length [GWd/ty] 21.564 (18 months)
Capacity factor (%) 90.0
Target effective full power days [d] 493
Target discharge burnup [GWd/tyy] 40.0-50.0
Maximum pin burnup [GWd/tyy] 62.0
Shutdown margin [%Ap] 1.3

Table 4.2, Assembly parameters (Kozlowski and Downar, 2003)

Parameter Value
Fuel lattice 17 x 17
Fuel rods per assembly, s, [-] 264
Control rod guide tubes per assembly [-] 24
Instrumentation tubes per assembly [-] 1
Non-fuel rods per assembly, ny,; [-] 25
Pin pitch [em] 1.26




Pin geometry

The detailed geometry of all pins in the UO, and MOX assemblies is illustrated in
Appendix B, and corresponds to the assembly maps of Figure 4.1 and Figure 4.2.

Average mass flux

The core-average mass flux is needed as an input parameter in thermal-hydraulic
simulations. Its value is not given by the benchmark specifications, but can easily be

obtained by dividing the total mass flow rate by the core flow area.
The flow area of each assembly, Ar 4, can be determined as in Eq. (4.1).

Apg = Pz - NepApr — NnfAnf

= 0.21422% — 26470.004583% @.1)
— 2570.0060322 '

= 0.025604 m?

The core-average mass flux is then calculated as in Eq. (4.2).

G = Megre 158494 3207.36 kg 4.2
T ngXApe 193 x 0.025604 " m2s (4.2)

Assembly map

Two types of fuel assemblies are loaded in the core. Maps of both types of fuel

assemblies are shown in Figure 4.1 and Figure 4.2. The two types are:

e UO, assemblies. Those assemblies are composed of normal fuel pins, IFBA fuel

pins, and guide tubes/control rod tubes.

e MOX assemblies. Those assemblies are composed of fuel pins with different

fissile enrichment, WABA pins, and guide tubes.
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U0, fuel

UO; IFBA fuel

Guide tube or control rod
Instrumentation tube

Figure 4.1, UO2 fuel assembly (Kozlowski and Downar, 2003)

MOX 2.5% fuel

MOX 3.0% fuel

MOX 4.5% or 5.0% fuel
WABA pin
Instrumentation tube

Figure 4.2, MOX fuel assembly (Kozlowski and Downar, 2003)
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Core loading configuration

The core loading configuration is provided for one quadrant of the core, since the
other three quadrants are symmetric. The assembly where the rod is ejected is located in
just one of the four quadrants of the core. The core loading configuration is shown in

Figure S.1.

Transient parameters

Important parameters describing the transient are shown in Table 4.3.

Table 4.3, HZP transient parameters (Kozlowski and Downar, 2003)

Parameter Value
Initial core power [% of rated power] 10"
Coolant inlet temperature [K] 560
Coolant inlet pressure [MPa] 15.5
Core average moderator temperature [K] 560

4.2 Calculation procedure

The calculation is made in 4 separate steps, summarized here. More detailed
information on the calculation steps is provided in Appendix C, together with the input

files or codes of all the routines used.

1. The rod ejection transient is calculated in full core using SIMULATE-3K. In the
calculation procedure of the code, the reactor dynamics section is fully coupled
with the 1D thermal-hydraulics. The mesh size for both fields is one quarter of a

fuel assembly.

2. The pin power reconstruction algorithm of SIMULATE-3K is used to calculate

the power of every pin at every axial layer in the assemblies of interest.

3. The transient data for the assemblies of interest is taken directly from S3K pin-

wise heat sources. VIPRE performs a transient calculation with pin-channel
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resolution, and takes into account cross flows. As a result, a full estimation of

VIPRE thermal-hydraulics at every pin axial layer is available.

4. The local parameters obtained from step 3 are used in a MATLAB routine to
calculate DNBR using different models. This routine includes quasi-steady-state

and transient CHF models.

4.3 Simulation parameters

The simulation parameters and thermal-hydraulic correlations defined in the VIPRE
input have been chosen to be the same as those used by S3K. This has been done with
the goal of maximizing consistency between the two codes. Table 4.4 shows the results
of a comparison of parameters and correlations. The single-phase liquid heat transfer

correlation used is described in the following paragraph.

Modified Dittus-Boelter correlation for turbulent flows

The single-phase liquid heat transfer correlation used in both codes is a modified
version of the Dittus-Boelter correlation for turbulent flows (Tong and Weisman, 1996),

whose expression is given by Eq. (4.3).

Nu = CRe%8pro4 (4.3)

where coefficient C is:

C =0.0333 E, + 0.0127 4.4)

Parameter E; is given, assuming an infinite lattice of fuel rods, in Eq. (4.5).

Ap P? — AZ,q  0.0126% —10.0045832

T Ar+A.,  P? 0.01262 (4.5)
= 0.58437

Ey
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Table 4.4, Simulation parameters in the two codes

Item SIMULATE-3K Vipre Source
Gap conductance h,., = 10% w honrn = 10% Benchmark
P gap = U755 gap = V"5
Theoretical fuel 100%, since applicable fuel density is already i
density fraction provided by benchmark specifications
UO, thermal 2150 w
= Benchmark
conductivity kyo, = 1.05 + T —73.15m - K enchmar
MOX Thermal
k =09k
conductivity MOX vo; Benchmark
— C10-2T — . 10-572
. _ w Benchmark
conductivity +7.67-107°T3 —=
m -
Cpuo, = 162.3 4+ 0.3038 - T — 2.391 - 107*T?
ifi
UO02 Specific heat 6,404 - 10-8T3 J Benchmark
kg -K
MOX Spec. heat Cp,Mox = Cpuo, Benchmark
Radial nodes in Defined in CASMO ’
. 6 (resonable value) -
fuel pellet input
Specific heat ]
= 252.54 114747 ——
cladding Cpclad 52.54 4+ 0.1147 ke K Benchmark
Fraction of
power applied in - 0.0 Choice
the cladding
Number of axial 24 24 Reasonable
meshes value
Operating 2248.1 psi (15.5 MPa) 2248.1 psi Benchmark
pressure
Inlet coolant 560 K 560 K (548.33 F) Benchmark
temperature
Heat generation 2.5% 2.5% Default of S3K
in the coolant
Power profile in Uniform Uniform Benchmark
the pellet
Liquid-only heat e : .
transfer Modified Dittus-Boelter correlation for turbulent Default of S3K
] flow
correlation
Nucleate b.0|||ng Chen Chen Choice
correlation

59




4.4 Methodology for transient DNB calculation

The two main models shown in Chapter 2 for the prediction of transient DNB are
the theoretical formulation of Eq. (2.23) and the semi-empirical correlation of Eq. (2.25).
Those models have been tested in Section 2.5, and have shown good agreement with the

experimental data of Kataoka et al. (1983).

Here we are interested in applying a transient DNB model to the PWR reactivity
insertion accident case. The semi-empirical correlation of Eq. (2.25) may not be directly
applicable, because it is only valid for pressure up to 5 MPa, while the experimental data
of Kataoka et al. (1983) are only available up to a water pressure of 1.503 MPa. No
additional semi-empirical correlations or experimental data were found for a pressure of
15.5 MPa. In the present work we assume that the theoretical model of Eq. (2.23),
validated in Section 2.5 for lower pressure values, is applicable for higher pressure, of
PWR operating conditions. The procedure for transient DNB calculations in the PWR
RIA is the following:

1. The VIPRE subchannel calculation is made for the assemblies of interest as
described in Section 4.2. In the simulation settings, the film boiling heat transfer
is disabled, so the code calculates heat transfer using nucleate boiling
correlations even in time steps after steady-state CHF. This is done to make sure
that heat transfer parameters are not affected by the heat transfer coefficient
degradation due to CHF during the liquid film reduction time (i.e. the time period
after SS DNB when transient DNB doesn’t actually occur).

2. The following data are collected from the VIPRE output for a selected group of

“hot rods” and “hot subchannels™ at every time step during the whole transient:

o Heat flux
o Cladding outside temperature
o Mass flux

o Bulk coolant enthalpy
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3. The quasi-steady-state critical heat flux is calculated at each node during the
whole transient using the 2006 CHF look-up table of Groeneveld et al. (2007),

using the correction factors described in Section 3.1, and listed in Appendix A.
4. The quasi-steady state DNBR at every node is calculated using Eq. (2.1).

5. The location and time when the quasi steady-state DNB first occurs is
determined from the MDNBR. At that point, the “initial” liquid layer thickness is
calculated using Eq. (2.6).

6. The liquid layer thickness variation is calculated by integrating the derivative
provided by the theoretical model of Eq. (2.23) over time. In Eq. (2.23), the time
derivative of § is the minimum between the two derivatives determined using the
hydrodynamic model and the thermal thinning model. Since a minimum function
is used, the most conservative model between the two is always applied,

regardless if the liquid layer is being reduced or is growing.

When the liquid layer thickness calculated drops to zero, transient DNB occurs. If
the liquid layer thickness does not drop to zero, but starts growing again up to a “stable”
thickness, transient DNB does not occur, even if quasi steady-state models predict

critical condition.

Example of transient DNB calculation

As an example, the model has been applied to a heat exchange configuration with
exponentially-increasing heat flux input, with 7 = 0.01, as defined in Eq. (2.24). A
fictitious flow boiling heated surface has been modeled with 10 MPa pressure, 1.35 m/s

flow velocity, and 2% thermodynamic quality.

The results of this test are shown in Figure 2.1. We may observe from that figure
that, while DNB predicted by quasi steady-state methods occurs at time t = 0.01s,

transient DNB occurs at time t = 0.02 s. The hydrodynamic instability term governs the
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liquid layer variation from the point of steady-state DNB until around t = 0.016 s, while

the thermal thinning term drives the liquid layer thickness variation afterwards.
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Figure 4.3, Example of application of the model of Eq. (2.23) to a zero-dimensional
heat transfer configuration with exponentially-increasing power input
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5 Results

5.1 Selection of the assemblies of interest

A map of one quadrant of the core taken from the benchmark specifications
(Kozlowski and Downar, 2003) is shown in Figure 5.1. The assembly where the control
rod bank is ejected is marked with a circle, in position E5. To avoid the need for useless
computational effort, the VIPRE subchannel simulation is not conducted over the whole
core, but over a limited number of fuel assemblies of interest. Such a subset of
assemblies is selected, with the criterion of including all the locations where the

MDNBR can be expected to be during a rod ejection accident.

CR-A  Control Rod Bank A
CR-B Control Rod Bank B
CR-C Control Rod Bank C
Assembly Type  CR-D Control Rod Bank D
CR Position CR-SA  Shutdown Rod Bank A
Burnup [GWd/t] CR-SB Shutdown Rod Bank B
CR-SC Shutdown Rod Bank C
CR-SD Shutdown Rod Bank D
o] Ejected Rod

Figure 5.1, Map of one quadrant of the core (Kozlowski and Downar, 2003)
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The pins with the largest power in rod ejection accident scenarios are expected to be
very close to the assembly with the ejected control rod bank. Since assembly ES5 is
twice-burned and surrounded by fresh fuel, the hot rod may be located either in ES, or in
some surrounding assemblies with higher reactivity. For example, E4 and D5 are fresh
UQ; assemblies, closer to the core center, with 4.2% initial enrichment; E6 and F5 are
fresh UO, assemblies with 4.5% initial enrichment; F6 is a fresh MOX assembly with

4.3% initial enrichment.

An analysis has been done to identify the locations where the minimum DNBR can
potentially occur. The full-core benchmark transient has been run with S3K, and the
assembly-averaged DNBR has been recorded at time t = 1.5 s for all the assemblies in
the core. The ratio between the DNBR in every assembly and the DNBR in the assembly
where the control rod bank is ejected is displayed in Figure 5.2 for the assemblies where
that ratio is smaller than 1.5. We notice that the most challenging condition occurs
within the 3x3 assembly array around the one from which the rod is ejected. Therefore,

work here will focus only on those 9 fuel assemblies.

15

12 -3

15 | 12 | 10 |

11

Figure 5.2, Local DNBR relative to the DNBR in the assembly where the rod is
ejected, 1.5 seconds after the beginning of the transient (only values lower than 1.5)
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5.2 Steady-state test run

As an initial test, a steady-state analysis has been performed with no control rod
ejection, with the core critical at 100% rated power. The goal of this run is to test the
calculation procedure used for the transient analyses of the following Sections. The
steady-state test has been made in time-dependent mode with constant input, in order to

use the same time-dependent procedure as in the transient cases.

The S3K pin powers in the selected assemblies are shown in Figure 5.3. Since there
is no rod ejection in this case, the hot pin is not necessarily located within the 9 selected
assemblies. This is why in Figure 5.3 we observe darker areas towards the upper and left
boundaries. The pins in the central assembly have a steady-state power much lower than
the average in the plot. This occurs because that assembly has a higher burnup, and

fully-inserted control rods.

120

100

7 6 10 16 20 26 30 35 40 45 50
Pin column

Figure 5.3, Peak pin power in the steady-state test run
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Symmetrical solution

As we may observe in Figure 5.1, the core has a line of symmetry crossing its center
at 45° angle, and crossing through the assembly where the control rod is ejected. This is
why results in Figure 5.3 are diagonally symmetric. Given this diagonal symmetry,
coordinates describing a fuel pin in maps such as the one in Figure 5.3 are
interchangeable, i.e. any result applicable to the fuel pin with coordinates (x,y) is also
applicable to pin (y,x). Therefore, from here on, every time we will refer to a pin (a,b),

we will equally refer to it or its symmetric pin (b,a).

Power an mperature profil

A subset of pins has been selected from Figure 5.3. Those pins are marked with

letters from A to D, as shown in Figure 5.4.

Pin row

37 38
Pin column

Figure 5.4, Selection of a set of 4 pins in the coordinates of Figure 5.3

The power profile of the two codes for the core midplane axial mesh of pin A has
been plotted in Figure 5.5. The values plotted for S3K represent the power generated by
the fuel and used as an input to VIPRE, while the values plotted for VIPRE represent the
heat transferred through the cladding outer surface divided by (1 — 0.025) to account
for the 2.5% direct heat deposition in the coolant. Since this is a steady-state case there is

no heat storage effect, so the two lines in Figure 5.5 overlap.
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Figure 5.5, Comparison between power outputs of the two codes for pin A, as
defined in Figure 5.4, for axial mesh 12/24

The axial variation of the cladding outside temperature for the core midplane axial
mesh of pins A to D is plotted in the following 4 figures, and a comparison is made
between the S3K and the VIPRE results. In those plots, we observe that the two codes
provide similar temperature profiles at the inlet axial meshes, while an offset appears

towards the channel outlet, and the VIPRE temperature always higher than S3K.

This temperature difference is explained by the two different ways in which the
fluid temperature is computed in the two codes: the S3K model uses a thermal-hydraulic
solver where fluid properties are averaged with a radial resolution of a quarter of an
assembly, while the VIPRE model uses a local subchannel analysis. This produces a
difference between the cladding temperatures calculated in the two codes. An additional
cause of differences between the two temperatures is that the VIPRE solution takes into

account crossflow, turbulent mixing and spacer effects.
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5.3 Transient test: benchmark case

In this Section results are shown for the standard rod ejection benchmark transient
(Kozlowski and Downar, 2003). The purpose of this Section is to test the transient
solution procedure. No DNB calculations are made, since this transient does not get

close to DNB. Higher power transients are simulated in the following Sections.

Reactivity and power variation

The reactivity and power variation during the transient as calculated by S3K are
shown in Figure 5.10. The reactor is super prompt-critical for an amount of time shorter

than 0.5 seconds, and reaches a peak power of more than 120% the rated value.
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Figure 5.10, Reactivity and power variation during the benchmark transient
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Hot rod search

The areas where the hot rod is expected to be can be found by analyzing the pin
power variation with time as provided by the S3K calculation. The peak power reached
by every pin has been plotted for the area of interest in Figure 5.11, where we observe
that the rod with the highest power is (36,38), while another hot area is located right

below the central assembly.

In the same figure, we observe that the central assembly is not the one where the
highest power values are recorded. Numbering those assemblies from 1 to 9 (starting
from the top row, from the left to the right), assemblies 4,8,9 and their symmetric ones
all have fresh fuel, as shown in Figure 5.1. This is why they have a higher power than
assembly 5. Notice that the pins with highest power in those assemblies are all located

on the side facing the central assembly.

5 10 15 20 25 30 35 40 45 50
Pin column

Pin row

Figure 5.11, Peak pin power
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The same hot locations plotted in Figure 5.11 can be observed in Figure 5.12, which
shows the energy deposited in the fuel pins from the beginning of the transient until the

end of prompt-criticality, which occurs around t = 0.35 s.

By comparing Figure 5.11 and Figure 5.12 we observe good correspondence
between pins with highest peak power and the pins where the highest energy is
deposited.

Pin row

5 10 15 20 25 30 35 40 45 50
Pin column

Figure 5.12, Energy deposited before the end of prompt-criticality

S3K results provide core-wide MDNBR values all higher than 7 during the
transient. Since in this work we are interested in DNB, in the following tests we will

increase the rod worth, to bring the core to critical condition.

Before proceeding to the DNB test, let us plot some results for the hot pin of the

benchmark case, which is in position (36,38).
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Hot rod cladding outside temperature

The cladding outside temperature is calculated by S3K using the pin conduction
model, and by VIPRE. As shown in Figure 5.13, good agreement is obtained at the core

midplane axial mesh between the two codes.
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Figure 5.13, Cladding outside temperature, hot rod (36,38), axial mesh 12/24

Two VIPRE results are plotted in Figure 5.13: one calculated with crossflow
between pins, including the modeling of spacer grids and turbulent mixing, and the other
one assuming isolated subchannels with no spacer grids. For simplicity, the former
results are referred to as “connected”, and the latter as “isolated”. As expected, isolated
results are more similar to the S3K solution than the connected ones, although the
difference is not pronounced. Connected temperature results are a bit higher than
isolated ones during the fast temperature increase. This because a combination of
crossflow between adjacent subchannels, turbulent mixing, and spacer grids produces a
lower heat transfer coefficient, as shown in Figure 5.14. Figure 5.15 shows that the axial
profile of the cladding outside temperature is larger for the VIPRE solution than for the
S3K solution in the higher axial meshes, as observed also in the steady-state case. This

effect is probably due to the fact that S3K uses water parameters which are averaged

13



with a radial resolution of a quarter of an assembly, while VIPRE uses a subchannel

radial resolution. This results in the lower S3K cladding outside temperature at high

axial meshes shown in Figure 5.16.
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Figure 5.14, Comparison between VIPRE heat transfer coefficient with and without
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The effect of crossflow, spacer grids, and turbulent mixing on the VIPRE results can
be analyzed by looking at Figure 5.18. In that figure, several solutions with crossflow are

compared with the isolated case, to identify the effect of spacers and turbulent mixing.

We may notice that solutions without turbulent mixing are closer to the isolated
case during the whole transient, while solutions with turbulent mixing undergo a
temperature excursion of about 1 K with respect to the isolated case around time
t = 0.5s, when the cladding undergoes a fast temperature increase. Such an effect
disappears over time, towards the end of the transient, as all variables get steadier. It
may be interesting to analyze such an effect in future work, and to compare this result

with more complex turbulence models, even using computational fluid dynamics (CFD).

We can also notice that spacers always produce a small cladding temperature

reduction, probably because mixing is enhanced.

1.2

— — —no spacers, no turbulent mixing

= = = gpacers, no turbulent mixing
no spacers, turbulent mixing
spacers and turbulent mixing

AT with respect to the isolated solution [K]

Figure 5.18, Effect of spacer grids and turbulent mixing on the VIPRE solution.
Temperature difference with respect to the isolated solution calculated at the hot
rod axial mesh 12/24
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Hot rod power and energy

The power generated during the transient is plotted in Figure 5.17 for the midplane

axial mesh of the hot rod. We observe that a large power excursion occurs for the pin

power in S3K, while the VIPRE heat flux variation is much smoother. The difference

between the areas underneath the two curves is the energy stored in the fuel pin.

The integrals over time of the power curves of Figure 5.17 are shown in Figure 5.19.

Figure 5.19 shows that at the end of the transient, the energy generated in the fuel is

85.73 kJ/m and the energy transferred to the coolant through the cladding is 42.2 kJ/m.

The difference between those two values is given by the following subtraction, where

the 2.5% coolant heat deposition is appropriately taken into account.

AE' = 85.73(1 — 0.025) — 42.2 = 41.4k]/m
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Figure 5.19, Energy generated by the pin and energy flowing through the cladding,

per unit length, for the hot rod, at axial mesh 12/24

According to the VIPRE results, the average fuel temperature at the beginning and

at the end of the transient is respectively 287 °C, and 576 °C. This translates into a

temperature difference of 289 °C. The integral average of fuel specific heat of the fuel
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between 287 °C and 576 °C can be determined from the relation shown in Table 4.4, and
is equal to 0.279 klJ/kg. We can use all the values above to calculate the temperature

increase that would be derived from the deposition in the fuel of 41.4 kJ/m:

AE' 41439
AT = — = m K] = 321.°C (52)
PACy 102405 x (0.003951 m)? x 0279 2%

The value found in Eq. (5.2) is higher than 289 °C, but close enough to justify the
order of magnitude of the energy difference in Figure 5.19. A slightly smaller and more
accurate temperature value than the one in Eq. (5.2) would be obtained if the sensible
heat deposited into the cladding and the heat transferred axially through the fuel rod
were taken into account. Finally, fuel enthalpy is plotted in Figure 5.20, as calculated by
the two codes for the hot rod and core midplane. We may notice that the value calculated
by S3K is higher than the one of VIPRE. This is probably a result of the higher coolant
temperature calculated by S3K at the core midplane axial mesh, as shown in Figure 5.13.
In fact, a higher cladding outside temperature translates into a higher fuel temperature,

so more sensible heat is accumulated in the fuel.
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Figure 5.20, Hot rod fuel enthalpy at axial mesh 12/24
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5.4 Transient with 155% rod worth, ejectionin 1 s

A rod ejection case has been run with 155% rod worth with respect to the
benchmark specifications, and with a rod ejection time of 1 s. This configuration has

been chosen in order to bring the fuel rods to the critical heat flux condition, so that the

transient DNB model could be applied.

Reactivity and power variation during this transient are plotted in Figure 5.21. In
those two plots, we can notice a damped oscillation of reactivity over time. Such a
behavior is justified by theoretical considerations: a positive reactivity insertion, taking
into account delayed neutrons, leads to a damped reactivity oscillation. Reactivity
variations are also due to the fact that the control rod moves until time ¢t = 1s. The

variation of core power with time shows that a peak is reached at about 25 times the

rated power.
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Figure 5.21, Reactivity and power variation
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Hot rod search

The hot rod may be located by observing in Figure 5.22 the energy deposited in the
fuel from the transient beginning t = 0 until the moment v.vhen critical condition is
predicted by S3K. The highest LHGR occurs in pin (26,35). Similarly-high values of
LHGR are recorded in the four pins located on row (26,35) on both sides of pin (26,35),
and in pin (36,38).

From now on, we will refer to pin (26,35) as the hot rod.

Pin row

5 10 15 20 25 30 35 40 45 50
Pin column

Figure 5.22, Pin energy deposited before the CHF point calculated by S3K

VIPRE recirculation mode

In this simulation, a converging solution could only be obtained by activating the
recirculation mode of VIPRE, which is designed for problems with flow reversals. Such
a mode is used for solving cases where fast velocity variations occur, and is expected to

provide valid results for all simulations, even without fast velocity variations.
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Hot rod analysis

The S3K power deposited in the hot rod is shown in Figure 5.23, and compared to

the VIPRE power flowing through the cladding outside surface. Figure 5.24 shows the

cladding outside temperature at the hot rod midplane.
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Figure 5.24, Outside cladding temperature at the hot rod axial midplane
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A difference appears between the S3K and VIPRE temperatures plotted in Figure
5.24. Such an effect is probably due to the fact that the S3K model takes into account
film boiling, which is enabled after DNB occurs around time t = 0.6 s. This deteriorates
heat transfer and causes a cladding outside temperature increase. On the other hand, the
VIPRE simulations have been done ignoring DNB and using a nucleate boiling heat

transfer correlation even beyond the SS DNB point, as in Section 4.4.

In Figure 5.24 two VIPRE results have been plotted: an “isolated” one considering
separated subchannels, and a “connected” one taking into account crossflow, spacer
grids and turbulent mixing. The connected solution, just like in the standard benchmark
case, presents a higher cladding outside temperature than the isolated one during the

rapid temperature increase. Afterwards, the two temperatures become very similar.

Transient DNB explained test

The MDNBR, as shown in the top plot of Figure 5.25, has been obtained in two

different ways, namely:

¢ Using the core minimum MDNBR determined by S3K

e Applying an external DNB routine to the VIPRE thermal-hydraulic results to
calculate heat flux using the 2006 CHF look-up table of Groeneveld et al. (2007)
in quasi-steady state. This has been done for both the connected and isolated

VIPRE solution.

The three MDNBR trends shown in Figure 5.25 are all slightly different. This is
probably due to the fact that the VIPRE solutions do not take into account film boiling
after DNB, and to the fact that the VIPRE connected solution takes into account radial
flow, turbulent mixing, and spacer grids, while the other two solutions compute the fluid
parameters in isolated channels. Notice also that the DNBR value provided by S3K
never gets lower than 1, while film boiling is enabled at DNBR=1.
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Figure 5.25, MDNBR and liquid layer thickness variation

A direct comparison can be made between the connected and the isolated DNBR
results of Figure 5.25, since they use the same VIPRE structure and input data. The

difference between the two MDNBR values is shown in Figure 5.26.

We can notice from Figure 5.26 that at the moment of DNB, which occurs at time
t = 0.65 s, the isolated result predicts a MDNBR about 20% higher than the connected
one, providing a more conservative estimate. Later on during the transient, around time

t = 0.9s, the connected result becomes more conservative.

The transient DNB model has been tested on the connected results computed by
VIPRE. Results are shown in the lower plot of Figure 5.25. After quasi-steady state
DNB, the liquid layer thickness starts decreasing very slowly with time, but immediately

after starts increasing again, without ever dropping to zero. This means that, while DNB
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is predicted by quasi-steady state models to occur around time t = 0.65 s, the transient

DNB formulation used does not predict any critical condition.
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Figure 5.26, Comparison between the isolated and connected MDNBR results

5.5 Transient with 155.25% rod worth, ejectionin 1 s

A case has been run setting the rod worth to 155.25% with respect to the benchmark
specifications, and keeping the rod ejection time of 1 s, as in the previous case. Similar
results as in the previous test were found regarding the hot rod location and cladding

temperature variation with time.

MDNBR results are shown in the upper plot of Figure 5.27. We may notice that,
similarly to what has been observed in the previous test, isolated results are more
conservative than connected ones at the time of DNB. The two MDNBR curves cross

over around time t = 0.85 s, when the connected result becomes more conservative.
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Figure 5.27, MDNBR and liquid layer thickness variation

In this test, MDNBR as calculated by the connected solution of VIPRE becomes
smaller than 1, predicting quasi-steady state critical condition, at time t = 0.6 s. After
this time, as shown in Figure 5.27, the liquid layer thickness decreases to almost zero in
about 0.2 s, but then increases again. This is a case where transient DNB is not

experienced, but a slightly higher rod power would lead to transient critical condition.

5.6 Transient with 155.30% rod worth, ejectionin1s
Another case has been run with 1 s rod ejection time, and 155.30% rod worth with

respect to the benchmark case. Since the rod worth is slightly higher than in the previous

test, here we expect transient DNB to happen. Indeed, as shown in Figure 5.28, SS DNB
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occurs at time t = 0.6 s, and the liquid layer thickness starts decreasing, initially driven
by the HI model, and then by the thermal thinning one, until reaching zero at time
t = 0.78 s. According to the model used, transient critical condition occurs 0.18 s after

the DNB time predicted by the quasi steady-state model.
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6 Conclusion

A theoretical approach for transient DNB has been adapted and generalized based
on the model of Pasamehmetoglu et al. (1990b), to allow for application in reactor
simulation codes. The resulting prediction approach has been validated against the low
pressurc experimental data of Kataoka et al. (1983). Then, the method has been applied
to the simulation of PWR rod ejection accidents, assuming that validity still holds at
higher pressure levels. The model has shown to be completely versatile and fully-

applicable to PWR cases, providing realistic results.

The PWR rod ejection accident scenarios have been calculated using the reactor
dynamics code SIMULATE-3K, together with its pin power reconstruction module. The
pin power results from SIMULATE-3K have been used as an input to a thermal
hydraulic simulation made with VIPRE, where thermal parameters have been evaluated
with a subchannel radial resolution. The VIPRE model included crossflow between
subchannels, turbulent mixing, and spacer grids, whose effect has been analyzed and
compared for the rod ejection accident simulation. Lastly, the local thermal-hydraulic
parameters calculated by VIPRE have been used in a routine to calculate DNB using

both a quasi-steady state approach, and the transient DNB model.

The experimental and theoretical models on which this work is based show that very
fast flow boiling power transients are conservatively but not accurately modeled by
quasi steady-state DNB correlations. Some time is observed in experiments between the
moment when DNB occurs as described by quasi steady-state approaches, and the
effective critical condition. Such a time lag may be explained as the time required for the

depletion of the liquid layer which exists between the heated wall and the bubbly layer.
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The results deriving from the PWR rod ejection accident simulations show that a

significant time difference exists between DNB as predicted by a quasi-steady state

approach, and the critical condition predicted by the transient model. In some of the

cases run in this work, DNB is only predicted by quasi-steady state approach, but does

not occur when evaluated with the transient one.

6.1 Recommended future work

88

The following recommended tasks may lead to interesting results in future work:

Experimental data may be collected at high pressure to allow for a full validation
and calibration of transient DNB models at PWR operating pressure. It might be
interesting to collect data not only for exponentially-increasing heat inputs as
done by Kataoka et al. (1983), but also for different power variation shapes. For
example, experiments done with a periodical power variation with different
amplitudes would allow characterizing cases where transient DNB do not predict
critical condition, but steady-state correlations do. Such a study may allow for

the development of a robust model for transient DNB in PWR conditions.

Transient models for evaluating the heat transfer coefficient both in single-phase
forced convection and in nucleate boiling regime may be implemented, with the

goal of refining DNB prediction capabilities.

A model for HSN CHF at PWR pressure in forced convective heat transfer may
be developed, using appropriate experimental data, to predict this kind of critical

condition, which occurs at high subcooling.
Tools for transient DNB prediction may be developed using CFD models.

A more complete study may be done to evaluate the relative influence in
subchannel analysis of grid spacers, turbulent interchange and crossflow, on the

prediction of cladding outside temperature and DNBR.
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8 Appendix A - CHF LUT correction factors

of Groeneveld et al. (2007). From Todreas and Kazimi (2011)

Factor

Form

K. Subchannel or Tube-Diameter
Cross-Section Geometry Factor

K;. Bundle-Geometry Factor

K3, Mid-Plane Spacer Factor for a
37-element Bundle (CANDU)

K. Heated-Length Factor

K, Axaal Flux Distribution

Ks, Radial or Circumferential Flux
Distribution Factor

K3, Horizontal Flow-Orientation Factor

K, Vertical Low-Flow Factor

For3 < D, < 25 mm
Ki = (0.008 / D)"?
For D. > 25 mm:
K1 = 0.57

5 e (13
K, = min{l. (% + ‘—;) exp[ (12,)

|

where 5= minimum rod spacing’ = P — D

See [32]

For L/D. > 5:
D
K, = exp[[f] exP(zam1)i|

xepf
[xepf T (1 -

am =
X.)pg]
Forx, < 0: K5 = 1.0

0: Ks = q"/qma

0: K, =q'(2),,./q(),,"
Forxe < 0: K = 1.0

v

For x.

Vv

For x.

See [32]

G < -400 kg.ﬂ‘m2 s or x<<(:
Kz =1

-400 < G < 0 kg/m’ s:
See [32]

Table 8.1, Nuclear fuel bundle correction factors for the 2006 CHF Look-up table
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9 Appendix B - Benchmark pin geometry

All the information in this appendix is taken from the document containing the

benchmark specifications (Kozlowski and Downar, 2003).

Table 9.1, Pin cell materials (Kozlowski and Downar, 2003)

\Cell Type Fuel IFBA GT CR WABA
Radius\ .
r0-rl Fuel Fuel Water Cr Water
rl-r2 Gap Itba Clad Clad Clad
r2-r3 Clad Gap Water Waba
r3-r4 Clad Clad Clad
r4-r5 Water
r5-r6 Clad

134 439 IFBA pin

A 3k2k1l  WABA pin

Figure 9.1, Pin cell geometry (Kozlowski and Downar, 2003)
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Table 9.2, Pin cell dimensions [cm] (Kozlowski and Downar, 2003)

\Cell Type Fuel IFBA GT CR WABA
Radius\ 7
rl 0.3951 0.3951 0.5624 0.4331 0.2858
2 0.4010 0.3991 0.6032 0.4839 0.3531
r3 0.4583 0.4010 0.5624 0.4039
4 0.4583 0.6032 0.4839
5 0.5624
16 0.6032
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10 Appendix C - routines and input files

10.1 S3K input files

The reference S3K simulation used in this work is based on the OECD/NEA and
NRC PWR MOX/UQO; core transient benchmark (Kozlowski and Downar, 2003). The
S3K input file for that benchmark has been generated by Studsvik Scandpower during
summer 2005, and has been kindly provided by that company for this work.

The reference benchmark input file is not printed in this Appendix. However, the

cards which have been modified from that input in this work are hereby shown.

Control rod ejection time

The card KIN.POS, shown in Listing 10.1, is used to modify the control rod ejection
time. The benchmark specifications indicate a control rod ejection time of 0.1 s. That
time has been increased in some of the tests in this work, to obtain a better stability of
the VIPRE solution for cases with high reactivity insertion. For example, as underlined,

the card in Listing 10.1 has an ejection time of 1.0 s.

Listing 10.1, Card to change the control rod ejection time

"KIN.BOS' 9 3 0.0 B
1.0 - @2h
L0225 7
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Control rod worth multiplier

In some tests, the control rod worth has been modified. This is done through card

KIN.MUL. In Listing 10.2, the control rod worth is set, as an example, to 1.55.

Listing 10.2, Card with the control rod worth multiplier

VKINMUSY  PRODGHTY 14655/

Core variable printing

The card KIN.PRI shown in Listing 10.3 is used to print the desired core parameters

in the output file. The most important parameters in this work are:

ELAPT Elapsed time [s]

APOW Core power [MW]
CORPOW Core power [% rated]
KEFF K-effective

RHO$ Reactivity [$]

4PIN Point-wise peaking factor
MDNBR Minimum DNBR

Listing 10.3, KIN.PRI card for printing the desired core variables

'KIN.PRI* 1 ., 'ELAPT' "APOW" 'PEAK" "CORBOW' 'KEEE' '"RHO" 'RHOS'
'2PIN' '1PIN' '4PIN' 'TFUAVE' 'TMOAVE' 'MDNBR' 'MDNBHF' 'DNBASS'
'TSRMX' 'TCLMX' 'IBOIL'/
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Cards for pin power reconstruction

The cards EFP.OPT and EFP.FIL shown in Listing 10.4 are used respectively to
perform pin power reconstruction over a specific set of 9 selected assemblies, and to
print the results into a file. The option PPIN is selected in order to print tables of the
relative pin power with respect to the core average. That option may be replaced with

either PCPG or PTSR to provide the fuel enthalpy or the cladding outside temperature.

Listing 10.4, EFP cards for pin power reconstruction

LEFPOPTY FLOCATS L2MOOLY ROy222t CIms02Y - Mou2ad? f2u2igt Y0518t
rIUS0EY  ROU ST M S
'EFPLEERY YONT efpiileldat’t “tPRINS/

10.2 Script to gather data from S3K EFP file

The pin power reconstruction data generated by S3K are printed in a proprietary
format, which is processed by a routine provided by the code developer. Such a routine
generates a text file with the desired data. The variables are read from the text file using
a simple MATLAB routine shown in Listing 10.5. Such a routine can be used regardless
if the output file contains data on relative pin power, cladding outside temperature, or

fuel enthalpy.

Listing 10.5, Script to gather data from the pin power reconstruction output file

o

variable | meaning

% e R RS AL SR SRR R R EREEEE S S S SRS

% np pins

% N2 1% vertical meshes

% -mity o time steps

% na,la assemblies

% dum dummy wvariable

% assynames names of assemblies

% master cell array containing data for each separate assembly
% master3 cell array containing data for 51x51 pin matrix
% times vector with time steps [s]

% rowsmall row on 17x17 matrix
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master3{iz,it} (rowbig,colbig) =
master{iz,it,ia} (rowsmall,colsmall) ;

end
end

if mod(it,10)==0
fprintf('timestep %d out of %d done\n', it,nt); %Print status
end

end
save ('times.mat'); %Save the scanned variables in a file

fclose (readfile) ;

10.3 Script to elaborate data for VIPRE input file

The script shown in Listing 10.6 reads the pin power variables and saves them in a

text file in the format required by the VIPRE input. Two files are written:

e A file containing the global average LHGR as a function of time. Since the
VIPRE analysis is only done in 9 assemblies of interest and not in the whole

core, the global average LHGR here is the average in the assemblies of interest.

e A file containing the local power profiles at every time step, pin, and axial
location. Local power profiles are all expressed as a fraction of the average

LHGR provided in the previous file.

Listing 10.6, Script to write the pin power data in the VIPRE input format

Variables not already listed in the previous section.

o° o

% variable | meaning

% hAkhkdkhrkkxhdkhkkhkhkhkhkhkhkhkkhkhkdhkkdkixhk

% timesteps number of time steps in the S3K output
% times vector with the time steps

% pinpower pin power map

% tempvect temporary storage vector

% matrix3davgpinpower

% dum dummy variable
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10.4 VIPRE input file

The VIPRE input file contains information needed for the subchannel calculation,
and is hereby illustrated. The main input parameters are listed in a bulleted list at the
beginning of each section.

Initial an r

e 2704 subchannels

e 24 axial levels

e 144 in. heated length

Listing 10.7, Initial and Geometry VIPRE cards

0 - liti rd
e 548.33 °F uniform inlet temperature (equivalent to 560 K)

e 2248.1 psi operating system pressure (equivalent to 15.5 MPa)
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e 2.5% of heat is generated in the coolant (typical value)

e 2.3636 Ib,/hr-ft* uniform inlet mass flux (equivalent to 801.34 kg/mzs)

e (0.000008 initial average LHGR in the assemblies of interest, in the VIPRE units

of kKW/ft, as derived from S3K

e 100 time steps for time-dependent average LHGR distribution

Listing 10.8, Operating conditions VIPRE cards

* page 2=125)

oper, 1, 2,0.,.0,0; 10

05057 2:455 D-0005
*p_oper,T in,G in,qg'core-ave (kW/ft)
2248.1,548.33,2.,3636, 0., 000008
05050, =100,0,0;

*

*ASSY POWER

* (insert here tables of average power)
*

Computational control VIPRE cards

e 3.0 s total transient time

e 1000 minimum number of time steps

*oper.
*oper.

*oper.
roper.

*oper.

20

e Adjust time step size automatically based on rate of change of forcing functions

e 20 maximum external iterations

¢ 50 maximum internal iterations for energy equation and pressure solution

e 2 minimum internal iterations
e Recirculation module activated

e (.25 crossflow convergence limit
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e (.0001 pressure convergence limit (suggested by user manual)

e (.01 axial flow convergence limit (suggested by user manual)

e (.05 °F rod temperature convergence limit (suggested by user manual)

e (.01 heat traﬁsfer coefficient convergence limit (suggested by user manual)
e (.9 damping factor for crossflow solution (suggested by user manual)

e 1.0 damping factor for axial flow

Listing 10.9, Computational control VIPRE cards

Fluid properties

Fluid properties are calculated by direct solution of EPRI curve-fit functions for
water properties. In PWR applications pressure drops are negligible compared to the

system pressure. Therefore, all fluid properties are calculated at reference pressure.

Listing 10.10, Fluid properties VIPRE card
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Correlation selection

e Levy model for subcooled void
¢ Homogeneous model for bulk void/quality
e Homogeneous model for two-phase friction multiplier

e Dittus-Boelter correlation, modified for turbulent flow, for single-phase forced

convection heat transfer, using coefficient 0.03126 for the Reynolds number.
e Chen correlation for subcooled nucleate boiling heat transfer
e Chen correlation for saturated nucleate boiling heat transfer

Listing 10.11, Rods and End of input VIPRE cards

*

*oorr, A *# of CHF corrs, l-only te beiling point , page2-154

HESE T

levy, homo, homo,none, *subceol; bulk, 2-ph mult, hot wall *ocorr. 2
epri,chen, chen,epri, XEOEL .6
003216, o elahzra ]
Ol 2 8) =) ; *corr.16

*

Turbulent mixing correlations

Some cards in VIPRE allow defining the exchange of energy and momentum
between adjacent channels due to turbulent mixing. This calculation is not done through
a complete turbulence model, but through empirical correlations. A turbulent momentum
factor, FTM, is used to quantify to which extent turbulent crossflow mixes momentum as
well as enthalpy. If FTM equals zero, only enthalpy is mixed by the crossflow, while if

FTM equals one, momentum is mixed with the same strength as enthalpy.

The turbulent crossflow w' is calculated using the correlation in Eq. (10.1), where S

is the width of the gap between neighboring subchannels, in length units, and G is the
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average mass flux between the two neighboring subchannels. A mixing coefficient Az is
taken as equal to 0.07, as suggested by a Benchmark of VIPRE made using PWR bundle

measurements (Sung et al., 2011).
w’=Aﬁ'S-(f (10.1)
Listing 10.12, Turbulent mixing VIPRE cards

* (page 2-174)

et 365510040 R
@80 A0T PMLXX .2
*

Friction input

The Blasius smooth tube correlation, which is the VIPRE default friction
correlation, is used. Lateral resistance to crossflow is calculated applying a constant loss
coefficient to all subchannel connections, which is set equal to 0.5, as recommended by

the VIPRE user manual (Stewart et al., 1989) for subchannel analysis.

The lateral loss coefficient K determines the crossflow resistance as in Eq. (10.2),

from Stewart et al., (1989).

Klw:|lw.
3L L) (102)
dy 25
In Eq. (10.2), w; is the crossflow through a gap, and S is the gap width.
Listing 10.13, Friction VIPRE cards

* (page 2-179)
dragy0,0,0 *drag..1
05 *arac.
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Spacer grids

e (0.8 constant local loss coefficient
e 7 axial locations
e Axial locations, in inches: 12,32,52,772,92,112,132

Listing 10.14, Spacer grid VIPRE cards

*

guid, QT * 0-local, # of correlations, page2-192 Tgridal
.80 xgriddl
=il * all channels have same cd = .80 *grid.4
1206085 1532401 5:52:05 15,72 S0 025000 s 1000 Sl o Gamad e kgrid.6
132500 1 *grid.6
0k *grid.4

*

Rods cards and End of input

This section contains input information about the fuel rods, their power generation
profiles, and their properties. The assemblies of interest contain 2,376 fuel rods out of
2,601 total rods. A number of time-varying axial power shapes equal to the number of
fuel rods is provided as an input. Multiplying this by 100 time steps leads the number of

axial power profile tables needed to describe the transient, which is 236,700.

e 2,601 total number of rods

e 2,376 time-varying axial power shapes

e 236,700 axial power profile tables

e 0.4750 in. outer diameter of nonfuel pins
e (.3609 in. outer diameter of fuel pins

e 0.3111 in. fuel pellet outer radius
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e 6 radial nodes in the fuel pellet
e 0.02256 in. cladding thickness
e Assume uniform radial power profile in the fuel pellet

e Properties for UO2 fuel, MOX fuel and cladding provided in a table derived from

the property relations given in the Benchmark specifications

e 1761.1 Btu/hr-ft*>-°F Constant gap conductance (equivalent to 1.000 W/cm?K)

Listing 10.15, Rods and End of input VIPRE cards
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All the cards above have been included in a single input file and run using the
VIPRE license of MIT.
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10.5 Script to gather data from VIPRE output file

The following simple MATLAB script reads the data in the VIPRE output file and

stores them in variables which are used by the transient DNB routine.

Listing 10.16, MATLAB script to gather data from the VIPRE output file

e e e e S = L R R I e N r e e, ||
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10.6 Transient DNB routine

The routine for transient DNB, which calculates quasi steady-state DNB and the
variation of the liquid layer thickness with time, is shown in Listing 10.17. The

following external functions are used:

e Groeneveld(g,x,p) is a function providing the critical heat flux from the 2006
CHF look-up table (Groeneveld et al. 2007)

e XSteam is a function with water properties.
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Listing 10.17, Transient CHF routine
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