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Abstract

This thesis considers the optimization and hybridization of advanced zero emissions power

(AZEP) cycles. More specifically, existing flowsheets for zero and partial emissions are

optimized, and new integration schemes with solar energy are proposed and analyzed.

First, optimal design and operation of AZEP cycles, both zero and partial emissions, is

considered. AZEP consists of a Brayton-like top cycle and a standard triple pressure heat

recovery steam generator (HRSG) bottoming cycle, and a CO 2 separation and purification

unit. The first-law efficiency is maximized as a function of CO 2 emissions with fixed ion

transport membrane (ITM) size and consequently, variable power output. The optimization

study involves 6 constraints, and 14 variables for the zero emissions cycle. The partial

emissions cycle has one extra optimization variable. A two-step heuristic global optimization

of the power cycle is performed. In the first step, the top cycle is optimized. In the next

step, the bottoming cycle is optimized for fixed conditions of the top cycle. This procedure

is repeated with different initial guesses for the optimization variables of the top cycle to

obtain a near-global optimum. The optimization results in a significant increase in the

efficiencies of AZEP100 and partial emissions cycles, in the range of 2-2.7 percentage points

depending on cycle considered and ITM membrane temperature. This increase in efficiency

is important with respect to viability of the partial emissions cycle compared to alternative

power cycles. This viability is determined herein using a linear combination metric, which

combines efficiency and CO 2 emissions. Optimization and simulations have shown that

reducing the maximum membrane temperature results in an increase in the efficiency till

membrane temperature reaches 8500C, after which the efficiency starts decreasing. However,

reduced temperature results in dramatic drop in net power output of the power plant. In

other words, membrane temperature results in a trade-off between power plant efficiency

and power output.

Second, different solar-thermal integration schemes for an AZEP cycle with total CO 2

capture are proposed and analyzed. The solar subsystem consists of a parabolic trough,
a Concentrated Solar Thermal (CST) technology. Four different integration schemes with
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the bottoming cycle are considered: vaporization of high-pressure stream, preheating of
high-pressure stream, heating of intermediate-pressure turbine inlet stream, and heating of
low-pressure turbine inlet stream. The power outputs from these integration schemes are
compared with each other and with the sum of the power outputs from corresponding stand-
alone AZEP cycle and solar-thermal cycle. It is shown that vaporization of high-pressure
stream in the bottoming cycle has the highest power output among the proposed integration
schemes. The analysis shows that both the vaporization and heating of intermediate-pressure
turbine inlet stream integration schemes have higher power output than the sum of the power
outputs from corresponding stand-alone AZEP cycle and solar-thermal cycle. A comparison
of the proposed vaporization scheme with existing hybrid technologies without carbon cap-
ture and sequestration (CCS) shows that it has a higher annual incremental solar efficiency
than most hybrid technologies. Moreover, it has a higher solar share compared to -hybrid
technologies with higher incremental efficiency. Hence, AZEP cycles are a promising option
to be considered for solar-thermal hybridization.

Thesis Supervisor: Alexander Mitsos
Title: Visiting Scientist
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Chapter 1

Advanced Zero Emissions Power

Cycle

1.1 Introduction

Global warming and anthropogenic emissions of CO 2 have motivated the search for effi-

cient and feasible environment-friendly technologies for power generation, which contributes

to about 65% of total anthropogenic CO 2 emissions [5]. Carbon-dioxide capture and seques-

tration (CCS) allows for the use of fossil fuels for power generation without the detrimental

effects of associated CO 2 emissions. There are various CO 2 capture techniques classified

as pre-combustion, post-combustion and oxy-combustion [6]. First-law efficiency of almost

all CCS plants are significantly lower than the conventional combined cycle plants without

carbon capture. CCS plants typically incur a penalty of 7 to 11 percentage points [7] com-

pared to conventional combined cycle power plants. The most conventional CCS technique

is post-combustion capture, which requires energy-intensive and expensive CO 2 separation

process [8]. Oxy-combustion provides a promising method that reduces the thermodynamic

and economic penalty associated with the CO 2 separation process [9].

In oxy-combustion, 02 is separated from air prior to the combustion of the fuel-air mixture

and fuel oxidation occurs in a nitrogen-free environment, with large recirculation of exhaust
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gases to control the temperature. The flue gas nominally consists only of CO 2 and H2 0,

from which CO 2 can be separated relatively easily by condensation. Thus, the penalty

associated with separation of CO 2 from the flue gas is greatly reduced [6]. Zebian et al. [10,

11] considered a pressurized oxycombustion process and demonstrated that simultaneous

multivariable optimization of the entire process is required to obtain high performance;

they also demonstrated that the process is ideally flexible to coal variations [12] and part-

load [13]. At present, large-scale separation of 02 from air is done using cryogenic air

separation methods, which however, are energy intensive, or more precisely have low second-

law efficiency [14]. A promising alternative is the use of ion transport membranes (ITM),

which operate based on chemical potential differences, and use a high-temperature mixed-

conducting (ionic and electronic) ceramic membrane [15]. This technology is motivated by

the fact that the penalties incurred are much lower than the additional power requirement

for cryogenic air separation [16].

1.2 Modeling

1.2.1 ITM Model

Oxygen separation in an ITM reactor consists of many complex physical processes which

include bulk gas phase convective transport, ordinary and Knudsen molecular diffusion

through porous structures, heterogeneous molecule-lattice kinetic interactions, and bulk ion

diffusion through the crystal lattice [15, 17-21]. ITM technology requires thermodynamically

strong integration schemes with the power plant to be competitive with cryogenic meth-

ods [20, 22]. Detailed computational fluid dynamics (CFD) studies require far too much

computational time to capture the physical relationships between the state variables like

temperature, pressure, etc. On the other hand, simplified black-box models cannot provide

high-fidelity results, and therefore, cannot accurately predict interactions between different

ITM operational and design parameters. Therefore, a reduced-order ITM model [23] is used

here, which can capture the most significant physical processes without imposing an extreme
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computational demand. A spatially-distributed quasi two-dimensional model implemented

in JACOBIAN [24], based on fundamental conservation laws (mass and energy balance),

semi-empirical oxygen transport equations, and fuel oxidation kinetics, is used in this work.

Reference [23] gives a detailed description of this model.

1.2.2 ITM Oxy-Combustion Power Cycle Flow Sheet

Several ITM-based power cycles including advanced zero emissions power (AZEP) cy-

cles [16, 25-29], ZEITMOP [30, 31], ITM-ATR [32] and ITM Oxy-coal [14] are described in

the literature. Due to its high performance and compatibility, AZEP [8, 16, 20, 25-29] are

the most commonly studied ITM-based power plant in the literature. The AZEP concept

can be used for both (essentially) zero emissions cycles and partial emissions cycles. For

partial emissions cycles, the base flow sheet is the same as the zero emissions cycle with

the exception of the inclusion of an after-burner after the high-temperature heat exchanger

("HHEX") in order to increase the gas turbine inlet temperature to the maximum possible

limit (herein assumed to be 13000C), which increases the efficiency and also increases the

CO 2 emissions. Zero emissions AZEP cycles are denoted as AZEP100, which imply 100%

CO 2 capture, whereas various partial emissions variants are denoted as AZEPXX where XX

denotes the percentage of CO 2 emissions captured, e.g., AZEP72, in which 72% of CO 2

emissions are captured. The focus of this article is optimization of both zero and partial

emissions AZEP cycles. This section gives a brief summary of the modeling methodology

of zero and partial emissions AZEP cycles adopted here, of which a detailed description is

given in Reference [20].

AZEP can be seen as a combined cycle. The top cycle is a Brayton-like cycle with an

ITM air separation unit and a combustor. Figure 1-1 shows the zero and partial emissions

concept, where the additional fuel stream "AFTRMETH" and after-burner are not there

for zero emissions cycle. The air is compressed and split into two streams -"AIRMCM"

and "AIRREST". The feed stream to the ITM is preheated by the recycled combustion

products with a heat exchanger network (see "LHEX-ITM-HHEX" shown in Figure 1-1).
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Figure 1-1: AZEP Cycle Process Flow Diagram in ASPEN Plus@ with a JACOBIAN based
ITM model. Bottoming cycle is triple pressure HRSG with pressure levels 100, 25, 5 bar. The
stream "AFTRMETH" and the after-burner "AFTERBR" are omitted for the AZEP100.
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"AIRMCM" is preheated to 7000C in the heat exchanger "LHEX". This preheated feed

stream provides oxygen to the permeate stream in the ITM. The "AIRRES" exiting the

ITM (02 depleted stream) is further heated by the combustion products "RECYCLED"

(which serves as the permeate stream in the ITM) and is directly expanded in the gas

turbine in case of zero emissions cycle. In case of partial emissions cycles "AIRRES" after

getting heating by "RECYCLED" is combusted in the after-burner with the additional fuel

stream "AFTRMETH" and then expanded through the gas turbine. This is done in order

to increase the gas turbine inlet temperature and thus increase the first-law efficiency of the

power plant.

The permeate stream contains 02 (from the feed stream) necessary to burn the required

amount of fuel. In both variants, fuel flow rate into the combustor is calculated such that

stoichiometric combustion takes place. Stoichiometric combustion is optimal as there is no

excess fuel or 02 left-over in the flue gas. If some amount of oxygen is unconsumed, it means

that excess ITM area (above what is necessary) is used, and results in more ITM pressure

drop. Unconsumed 02 also results in more work to separate CO 2 from the flue gas, which

also contains 02. On the other hand, if fuel remains unreacted, efficiency directly drops,

and thus unit electricity cost increases. Moreover, unreacted fuel would also necessitate the

need for a complex gas separation process to separate out CO 2 from the flue gas. A part of

"AIRREST" is used to cool the gas turbine and a part is used to regenerate thermal energy

from the combustion products in the heat exchanger "BHEX". As described in Section 2.2.1,

it is advantageous to extract the maximum possible power from the gas turbine and transport

less thermal energy to the bottoming cycle. Therefore, the air outlet temperature from the

heat exchanger "BHEX" must be the maximum possible, while satisfying the pinch. Fixing

the pinch which occurs at the hot end to 100 C, for inlet temperature of combustion products

12000C, the outlet temperature of air must be 11900C. Therefore, the outlet temperature of

air from "BHEX" is fixed at 1190 0C.

The temperature of combustion products is limited by the temperature limit of the high-

temperature heat exchanger "HHEX". A design specification control loop is implemented
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to maintain the temperature of the combustion products at 12000C by varying the split

fraction of the compressed air ("Splitter 1"). Another design specification control loop

varies the recycle ratio (split fraction of "Splitter 2") to maintain a pinch of 10*C without

any temperature cross over in the heat exchanger network "LHEX-ITM-HHEX". The amount

of "GT" turbine blade cooling air required is chosen according to performance maps (Chart

5.16 of Reference [33]), and is implemented using a design specification. Performance maps

specify the amount of blade cooling air required based on the turbine inlet temperature.

From Chart 5.16 of Reference [33], the average of the lower and upper limits of this range

is chosen for the present study. This leads to a flow rate of "BLDCOOL" (in kmol/h) that

is proportional to the total air flow rate (in kmol/h) and a temperature-dependent term

3.4 x 104 x (T - 1027), where T is the temperature of gas turbine inlet stream "AFTRGTIN"

in OC.

A design specification is also implemented to not allow the turbine inlet temperature to

exceed 1300*C. The "PRODBOTM" stream after extraction of thermal energy in "BHEX"

and the "GTEXH" (outlet from the turbine) are fed to the bottoming cycle for extraction

of work from the thermal energy of these streams. A standard triple pressure heat recovery

steam generator (HRSG) cycle is used as the bottoming cycle for the zero emissions and

partial emissions cycles (Figure 2-2). In the reference simulation without optimization of

AZEP cycle for maximizing efficiency (described in Section 2.2), the three pressure levels

of the triple pressure HRSG cycle are fixed at 100, 25 and 5 bars respectively. A design

specification control loop is implemented to fix the pinch of HRSG to be 50C in the reference

simulation by varying the total steam flow rate. The outlet stream "TOCPU" is fed to the

compression and purification unit (CPU) to separate H2 0 and CO 2.
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Chapter 2

Optimal Design and Operation of

Membrane-Based Oxy-combustion

Power Plants

2.1 Introduction

This chapter focuses on multi-variate optimization of AZEP cycle [16, 25-29] to study its

viability. As shown by Mancini and Mitsos [20], most of the partial emissions cycles without

optimization are not viable in the linear combination metric that they introduced, which

combines CO 2 emissions and efficiency. A detailed description of the linear combination

metric is given in Section 2.3.2. Optimization of the partial emissions power cycle is needed to

assess its viability, compare also Zebian et al. [10]. In this work, for fixed ITM size, the first-

law efficiency of the power cycle is maximized for various CO 2 emissions, which consequently

results in variations of net power output. A two-step heuristic global optimization of the

power cycle is performed. First, only the top cycle is optimized with a local solver. Then,

the bottoming cycle is optimized, again with a local solver, using the inlet streams to the

bottoming cycle fixed to the optimum operating condition of the top cycle. The two-step

procedure is repeated with different initial guesses for the optimization variables of the top
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cycle to obtain a near-global optimum. The optimization study involves 6 constraints, and 14

variables for the zero emissions cycle. The partial emissions cycle has an extra optimization

variable. The importance of multi-variable optimization is demonstrated by the improvement

in efficiency and change in the viability status. Optimization also demonstrates the effect

of membrane temperature on efficiency, as well as a trade-off between efficiency and power

output per unit membrane area.

2.2 Optimization of AZEP cycle

2.2.1 Motivation and Formulation

A heuristic global optimization is performed using the sequential quadratic programming

solver available in ASPEN Plus@. The one-dimensional intermediate fidelity ITM model

does not allow optimization of the ITM geometry. Attempting to minimize the pressure

drop would result in an infinite number of permeate and feed channels, of infinitesimal

length. Moreover, the ITM is an expensive component, so optimization of the ITM size

would require accurate estimates for its cost which are not available since ITM is a very new

technology. Therefore, for the purpose of our study, the area of the ITM is held constant

at 400 M2 . Overall, the objective is maximal efficiency for various values of CO 2 emissions,

which in turn results in variation in fuel flow rate and power output. The power cycle

has 14/15 optimization variables for the zero/partial emissions AZEP cycle respectively -

6/7 variables for the top cycle of zero/partial emissions AZEP cycle respectively, and 8

for the bottoming cycle. Operational variables which are optimized are: mass flow rate of

streams "AFTRMETH", "AIRREST", "AIRMCM", split fractions of "Splitter 2", "Splitter

3", "Splitter 4", "Splitter 5" ("LPFW" stream), "Splitter 5" ("LPIPFW" stream)", "Splitter

6". Design variables considered for optimization include: air outlet temperature of heat

exchangers "LHEX" and "BHEX", the outlet pressure of condenser pump "CONDPUMP",

and the pressure levels of the bottoming cycle which include outlet pressures of pumps

"HPPMP", "IPPMP" and "LPPMP". Fuel flow rate to the after-burner, which is set to
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zero in case of zero emissions cycle, is an additional optimization variable in case of partial

emissions cycles. To overcome numerical difficulties and limitations of ASPEN Plus@, the

power cycle is optimized in two steps. First, only the top cycle is optimized. Then, only

the bottoming cycle is optimized using the inlet streams to the bottoming cycle - "GTEXH"

and "PRODBOTM" - as input specifications, fixed to the optimum operating condition of

the top cycle. In principle, this two-step method does not guarantee local optimization of

the entire cycle [34]. However, as the efficiency of the top cycle is higher than that of the

bottoming cycle, it is more efficient to extract work through the gas turbine in the top cycle

than the bottoming cycle where power is produced using low temperature streams. In other

words, to attain maximum efficiency of the total power plant, maximum possible power

extraction should take place in the top cycle, transporting minimum thermal energy to the

bottoming cycle. Thus, sequential optimization of the top cycle followed by the bottoming

cycle is expected to give the optimum of the entire power cycle. As the work required for

separation of CO 2 from the flue gas in the CPU is small (less than 2% of the net power), the

compression and purification unit is not optimized. Since the SQP solver can not guarantee

a global optimum, the two-step procedure is repeated with 50 different initial guesses for

the optimization variables of the top cycle, and the best among them is assumed to be a

near-global optimum and is reported here. Preliminary optimization results for the AZEP100

power cycle were presented at the 25th ECOS 2012 Conference held in Perugia [35]. Therein,

partial emissions cycles were not optimized.

Optimizing the efficiency of top cycle of AZEP100

The optimization variables of the top cycle are: the mass flow rates of "AIRMCM" and

"AIRREST", the split fraction of "Splitter 3" and "Splitter 2", and the cold-side outlet

temperatures of heat exchangers "LHEX" and "BHEX". Varying "AIRMCM" varies fuel

flow rate since flue flow rate is stoichiometrically related to the amount of 02 separated

in the ITM to ensure complete combustion (see Section 1.2.2). As the mass flow rate of

"AIRMCM" increases, the amount of oxygen separated by a fixed-size ITM also increases.
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This corresponds to an increase in fuel flow rate and greater compressor power (decrease in

efficiency). At the same time, the power output from the turbine increases due to increase

in mass flow rate (increase in efficiency). The combination of these opposing effects provides

scope for optimization. As the mass flow rate of "AIRREST" increases, the compressor power

and flow rate through the turbine increase, thus increasing the power output from the gas

turbine the "GT". At the same time, increase in "AIRREST" flow rate, keeping the "Splitter

3" split fraction constant, decreases the input temperature to the turbine, which decreases

the output power. A similar effect is seen for the variation of the "Splitter 3" split fraction.

For fixed "AIRREST" flow rate, increased direct flow through the gas turbine results in lower

gas turbine "GT" inlet temperatures. However, this results in smaller flow rates through

"BHEX" and thus, the maximum energy in the heat exchanger is not extracted. Larger

air-flow through "BHEX" is expected to produce more power in gas turbine "GT". Other

factors such as a higher air compression power required, and lower air outlet temperature in

"BHEX" also come into play. The outlet temperature of "LHEX" also plays an important

role in determining ITM performance. Therefore, the interplay of these effects emphasizes

the importance of optimization. Table 2.1 shows the results of optimization of top cycle with

a maximum ITM temperature of 10000C.

To facilitate convergence of the ASPEN Plus@ optimizer, the design specifications of

the top cycle (maximum combustion temperature of 12000 C, turbine blade cooling, and the

pinch in the heat exchanger network "LHEX-ITM-HHEX" to be greater than 100C) are

implemented as optimization constraints. The split fractions of "Splitter 1", "Splitter 2"

and "Splitter 3", which are treated as design specification variables in the reference simula-

tions (without optimization), are treated as optimization variables. This means that design

specifications now become optimization constraints, and in the process, design specification

variables now become optimization variables. The air outlet temperature of "BHEX" is also

treated as an optimization variable. The tolerance of all the constraints except turbine balde

cooling is specified to be loC, and for turbine blade cooling it is specified to be 10 kmol/h.

Figure 2-1 shows the optimization variable and constraints used in the top cycle.
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Figure 2-1: AZEP Top Cycle Process Flow Diagram with optimization variables circled, and

constraints boxed in dashed black lines.

Optimization of Bottoming Cycle of AZEP100

The bottoming cycle is a triple pressure HRSG. The input specifications of the streams

"GTEHX" and "PRODBOTM" are specified using the results obtained from the optimized

top cycle, and the bottoming cycle is then independently optimized. The variables consid-

ered for optimization of the bottoming cycle include the three pressure levels, the discharge

pressure of the turbine and the condenser pump, and the split fraction of the three splitters.

Lowering the temperature of air stream "EXHEXIT" which exits the HRSG into the atmo-

sphere, and increasing the temperature of streams "HPSTM" and "IPSTM" which exit the

HRSG to be expanded by the turbines "HPST" and "IPST" respectively, increases the effi-

ciency since the heat input to the bottoming cycle increases. Thus, the outlet temperature

of the stream "EXHEXIT" is lowered, and that of the streams "HPSTM" and "IPSTM" is

increased to the maximum possible extent, such that there are no temperature crossovers

in any of the heat exchangers. These streams - "HPSTM" and "IPSTM" are the outlet

streams from the HRSG expanded through the high pressure and medium pressure turbines.

Increasing the temperature of these streams and decreasing the temperature of "EXHEXIT"
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PRODBOTM GTEXH

Figure 2-2: AZEP Bottoming Cycle Process Flow Diagram with optimization variables cir-

cled, and constraints boxed in dashed black lines.
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imply increasing the heat input into the bottoming cycle, thus increasing the efficiency. The

temperature of "EXHEXIT" can be reduced without any constraint for zero emissions and

partial emissions cycles since the acid condensation temperature of stream "GTEXH" is ap-

proximately 30*C, which is much lower that the temperature stream "GTEXH" can reach

without any temperature crossovers in HRSG.

The discharge pressure of "LASTST" is fixed to be equal to the saturation pressure at

25*C to maintain a 50C temperature difference with the atmospheric temperature, which is

assumed to be 200C. Unlike the top cycle, implementing design specifications as optimization

constraints does not work well for the bottoming cycle. It is found that implementing design

specifications and optimization constraints as separate units for the bottoming cycle makes

the optimizer convergence easier. The optimization constraints also include specifying the

outlet stream from the de-aerator as saturated liquid. Figure 2-2 shows the optimization

variables and constraints used in the bottoming cycle. For the design specification that

specifies the pinch of HRSG to be greater than 5*C, the tolerance is fixed at 1*C, and for the

optimization constraint that specifies the vapor fraction of outlet stream from the de-aerator,

the tolerance is 0.01.

Optimization of Partial Emissions Cycles

The partial emissions cycles (AZEPXX) have an additional optimization variable in the

top cycle which is the mass flow rate of additional fuel stream "AFTRMETH" subject to the

constraint that turbine inlet temperature should not exceed 1300 0 C (assumed maximum due

to material constraints). For maximum membrane temperature equal to 10000C, AZEP72

partial emissions cycle is the result of 1300*C turbine inlet temperature. Other partial

emissions cycles which have CO 2 capture rate between 100% and 72% are obtained by

adding a constraint which specifies the ratio of fuel added in the combustor and after-burner.

Results of AZEP72 partial emissions cycle and other partial emissions cycle are reported in

the Appendix A.
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Table 2.1: Results and Formulation of Optimization of Top Cycle (Membrane Temperature
= 1000*C, CO 2 Capture = 100%)

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 5.67 7.81 [2.5-13.6]
Molar flow rate of AIRMCM kmol/s 37.3 41.1 [15-55]
Split fraction of Split 2 (BLDPROP) 0.127 0.116 [.1-.2]
Split fraction of Split 3 (Stream2) 0.73 0.713 [.1-.9]
Air Outlet Temperature of LHEX K 973 873 [823-988]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
ITM APTot feed/permeate (%) 1.1/0.6 1.18/7.73
ITM Recovery ratio 29.1 30.8
Efficiency contribution 25.3% 26.2%

Power output from top cycle
Heating valuex Fuel Flow rate)

2.3 Results and Discussion

2.3.1 Optimization results of AZEP100 with membrane tempera-

ture = 1000*C

As seen from Table 2.1, the mass flow rates of both "AIRMCM" and "AIRREST" have

increased. This implies greater power produced by the "GT" turbine. Split fraction of

"Splitter 2" varies to attain minimum approach temperature in heat exchanger "LHEX"

without any temperature crossover in the heat exchanger network "LHEX-ITM-HHEX"

(implemented as one of the constraints). A decrease in air outlet temperature from the heat

exchanger "LHEX" is seen for AZEP100. It is also seen that air outlet temperature from

"BHEX" remains 11900C as any further increase in air temperature would decrease the pinch

which happens at the hot side below 100C. The first-law efficiency contribution of the top

cycle, which is defined as the ratio of power output to the product of heating value of the

fuel and the fuel flow rate, increases by 0.9 percentage points (from 25.3% to 26.2%) as a

result of the optimization.

Table 2.2 shows the results of optimization of the bottoming cycle. Optimization of the

bottoming cycle increases its efficiency contribution (bottoming cycle efficiency contribution

is defined as the ratio of power output from the bottoming cycle to the product of fuel flow
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Table 2.2: Results and Formulation of Optimization of Bottoming cycle (Membrane Tem-

perature = 1000 0C, CO 2 Capture = 100%)

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 98 [75-105]
Outlet Pressure of IPPMP bar 25 26.2 [20-40]
Outlet Pressure of LPPMP bar 5 4.39 [3-10]
Outlet Pressure of CONDPUMP bar 0.2 0.20 [.15-.3]
Split fraction of Split 5 (LPFW) 0.14 0.199 [.1-.9]
Split fraction of Split 5 (LPIPFW) 0.083 0.197 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.239 [.1-.4]
Split fraction of Split 4 (Stream 33) 0.95 0.94 [.8-1]
Outlet Temperature of air from HRSG (EX- K 400 383
HEXIT)
Outlet Temperature of steam from HRSG to K 733 758
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 733 758
IPST (IPSTM)
Efficiency contributi Power output from bottoming cycle 22.7% 23.4%Efficencycontibuton (Heating valuex Fuel Flow rate)

Table 2.3: Summary of Optimization of Top and Bottoming cycle (Membrane Temperature

= 1000 0 C, CO 2 Capture = 100%)

Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 25.3% 26.2% 0.9
Bottoming Cycle 22.2% 23.4% 1.2

Power Plant 47.5% 49.6% 2.1

31



rate and heating value) from 22.2% to 23.4% (shown in Table 2.2). The total efficiency of

the power plant thus increases by 2.1 percentage points. This is a significant improvement in

the efficiency, which plays an important role in determining the feasibility of AZEP cycles,

see also the discussion in the next section. A summary of results from the optimization of

the top and bottoming cycles is shown in Table 2.3.

2.3.2 Assessment of partial emissions cycles

0.7 i i i 1 1
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C C [11] MSR - H2 [111
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Figure 2-3: Assessment of partial emissions cycle for AZEPXX, ZEITMOP, AHPS, DGOC,
ATHS, ITM-ATR, Oxy-fuel CC, Oxy-IGCC, Oxy-NGCC, variations of AZEP cycle before
and after optimization.

Different variations of partial emissions ITM cycles have been proposed to increase effi-

ciency. Improving the efficiency of a partial emissions cycle by a small fraction is not very

useful if the CO 2 emissions simultaneously increases by a large amount. The simultaneous

32



increase in efficiency and CO 2 emissions makes the partial emissions cycle difficult to judge

for viability. Mancini and Mitsos [20] proposed a new metric for multiple objectives (see

Figure 2-3), which compares plants at the fleet level, and provides a good measure for judg-

ing the viability of partial emissions cycles. Note that Sheu et al. [36] gave a more thorough

analysis of this metric applied to hybrid fossil-renewable plants. Figure 2-3 shows the first-

law efficiency and specific CO 2 emissions for different cycles which have been studied in the

literature [14, 16, 25-27, 30, 32, 37-44]. A linear combination of the AZEP100 cycle and a

conventional combined cycle with no CCS technology is also shown for comparison in Figure

2-3. The black dotted line represents the stipulated locus of partial emissions cycles from

AZEP100 to AZEP72 [20] without optimization. The solid line shows the efficiency and the

specific CO 2 emissions for different combinations of the AZEP100 cycle and the most efficient

combined cycle without carbon capture reported in the literature (60%). For a given CO 2

emissions, a partial emissions cycle is viable if it has higher efficiency than the combination

of an AZEP100 and a combined cycle [20], i.e., if it lies above the solid line in Figure 2-3.

Almost all partial emissions cycles proposed in the literature are seen to lie below the solid

line, and are therefore not viable. Our optimized AZEP100 cycle and partial emissions cycles

lie above the solid line, indicating that they are viable. Therefore, optimization studies are

crucial for determining the feasibility of zero and partial emissions cycles. The efficiency of

the partial emissions cycle after optimization is slightly higher than the corresponding point

on the solid line. However, other factors such as the penalty for gas cleanup before letting

the exhaust gas into the atmosphere not included in the model may bring down the efficiency

of the partial emissions cycle. This may lead to comparable efficiencies for the partial emis-

sions cycle and the combination of zero emissions and a conventional combined cycle with

no CCS. Thus, for fixed CO 2 emissions, there exists a choice between the two that can be

met using different criteria. In addition, it must be noted that fuel-cell based processes can

achieve substantially higher performance, but require completely different technology.
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2.3.3 Effect of membrane temperature on optimal efficiency

In order for the results reported above to be consistent with those reported by Mancini

and Mitsos [20], the maximum allowed membrane temperature is set to 10000C. This is

implemented by controlling the temperature of stream "PERMEATE" from the heat ex-

changer "HHEX". Since the temperature of "FEED" entering the ITM is around 7000C and

the ITM is assumed to be adiabatic, the temperature of the "PERMEATE" stream is equal

to the maximum membrane temperature. The maximum allowed temperature of the mem-

brane is varied and the effect of the same on the optimal efficiency is studied. Maximum

membrane temperatures of 9000C, 10000C and 1100*C are considered, and the procedure

described above is used to perform the optimization in order to obtain an optimal efficiency.

The results of this study are plotted in Figure 2-4. Appendix A shows detailed optimization

results of zero and partial emissions cycles for membrane temperatures 900*C, 10000 C and

1100*C. It is observed that setting the maximum allowed membrane temperature to 900*C

leads to the highest efficiency, whereas 11000 C corresponds to the lowest efficiency for a

given CO 2 emission. Subsequent results (see also Figure 2-6), demonstrate that efficiency

is monotonically increasing with temperature up to 8500 C and monotonically decreasing

for higher temperatures. Because the temperature of "COMBPROD" is fixed (1200 0 C), a

greater value of the ITM membrane temperature (which is fixed by fixing "PERMEATE"

stream temperature) indicates that the temperature of stream "GTIN" is lower, which im-

plies a lower efficiency. Thermodynamically, a lower membrane temperature is seen to be

beneficial. The reason for this is described in the next section. From Figure 2-5, it is inferred

that although a lower value of the maximum allowed membrane temperature is thermody-

namically beneficial, the total power produced by the power plant per unit surface area of

membrane used is lower as explained in Section 2.3.4. Figure 2-5 shows the power produced

per unit area of membrane used, for maximum membrane temperatures of 9000C, 10000 C

and 1100*C. A trade-off is between thermodynamic superiority and economic inferiority is

clearly noticeable. Simultaneous economic and thermodynamic optimization may provide a

better idea of the effect of the maximum allowed membrane temperature.
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2.3.4 Effect of membrane temperature on efficiency and power

output for fixed turbine inlet temperature

In this section, variations of efficiency and power output of a partial emissions power

cycle with turbine inlet temperature set to its maximum allowed value of 13000C are shown.

This is obtained by adding sufficient fuel in the after-burner. As a consequence, CO 2 capture

is not constant. Figure 2-6(a) shows the effect of membrane temperature on efficiency. As

the membrane temperature decreases, efficiency increases till the membrane temperature

reaches about 8500C, after which efficiency starts decreasing.

Figure 2-6(b) shows that as the membrane temperature decreases, power output decreases

dramatically. This is because as the temperature decreases, 02 separation is also reduced

since the ITM area is held constant at 400 m 2 . Consequently, fuel required decreases, since

fuel required is determined by the stoichiometric amount needed to burn the separated

02. This implies that the air flow rate into the system, which is used to maintain a fixed

temperature of combustion products from the combustor, decreases. Thus, the power output

is reduced. It is interesting to note that as the membrane temperature decreases from 11000 C

to 7800C, air flow rate rapidly decreases from approximately 85 kmol/s to approximately 7

kmol/s. This rapid decrease of airflow rate results in a corresponding rapid reduction in

power output.

The pinch of "LHEX-ITM-HHEX" heat exchanger network occurs at LHEX for higher

membrane temperatures. The recycle ratio of flue gas from the combustor is determined

to maintain the pinch of heat exchanger "LHEX" at 100 C. Figure 2-7(b) shows that the

pinch of the heat exchanger "HHEX" decreases as membrane temperature is reduced till

approximately 850 0C, after which it is held at 100 C by varying the recycle ratio of the flue

gas. The pinch of heat exchanger HHEX is equal to 70.7 0 C for membrane temperature

equal to 11000 C, and decreases as the membrane temperature is reduced till about 850 0 C.

Below 850 0C, to avoid occurrence of cross-over in the heat exchanger "LHEX", preheater

temperature is lowered while holding the pinch in the heat exchanger "HHEX" constant

by varying the recycle ratio of flue gas. This results in an increase in the temperature of

37



stream "GTIN" (Figure 2-7(a)), which is further heated by the after-burner in the partial

emissions cycle as the membrane temperature reduces, till it reaches 8500C. After this,

the temperature of the stream "GTIN" remains constant as the pinch of heat exchanger

"HHEX" is held constant. Higher temperature of stream "GTIN" means lower fuel ratio

Fuel to "AFEBUROE") required to attain the maximum allowed turbine inlet temperature

equal to 13000C. This implies higher efficiency as membrane temperature is reduced till

approximately 8500C, after which efficiency decreases.

2.3.5 Effect of membrane temperature on efficiency and power

output for fixed CO 2 emissions

For fixed turbine inlet temperature, as the membrane temperature is reduced, tempera-

ture of stream "GTIN" increases. Hence, the fuel ratio to maintain gas turbine inlet temper-

ature reduces, and efficiency increases. For membrane temperature less than approximately

8500C, since the pinch of heat exchanger "HHEX" is fixed at 100C, fuel ratio remains almost

constant to maintain fixed gas turbine inlet temperature. On the same basis, for fixed CO 2

emissions and fuel ratio, efficiency increases with decrease in membrane temperature because

the gas turbine inlet temperature increases as the membrane temperature is decreased till it

reaches approximately 8500C, after which efficiency decreases.

2.4 Conclusions

Optimization of zero and partial emissions cycles results in a significant increase in effi-

ciency. For maximum ITM temperature 10000C, the efficiency of partial emissions cycles after

optimization is greater than the efficiency of the corresponding combination of an AZEP100

and a combined cycle. However, the difference is not sufficiently large to make a definite

conclusion about the feasibility of the partial emissions cycles. An analysis of the effect of the

maximum allowed membrane temperature shows that AZEP cycles have a thermodynamic

advantage for lower membrane temperature, i.e., efficiency increases as the membrane tem-
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perature is reduced till maximum membrane temperature reaches about 8500C, after which

efficiency starts decreasing. At the same time, decreasing the ITM membrane temperature

results in a dramatic decrease in power output for fixed ITM size. Therefore, simultaneous

optimization of economic cost and thermodynamic efficiency may provide a better under-

standing of the trade-offs between the two.
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Chapter 3

Solar-Thermal Hybridization of

Advanced Zero Emissions Power

Cycle

3.1 Introduction

Renewable sources of energy such as solar energy are gaining importance because of the

worldwide large insolation, relatively low operating cost and CO 2 emissions. Concentrated

solar thermal (CST) is one of the most widely used methods for utilizing solar energy for

power production. CST technologies use collectors (e.g., mirrors) that optically concentrate

the sun's rays on to a receiver, which operates at a relatively high temperature. A con-

centrated solar receiver is either directly used to heat the power plant working fluid as in

direct steam generation (DSG) or to heat the heat transfer fluid (HTF) which is then used

to heat the power plant working fluid [36]. Different types of concentrated solar receivers in-

clude parabolic troughs, Fresnel reflectors [45, 46], central receiver systems [47-50] and solar

dish systems [46]. Parabolic trough is the most widely used form of CST technology [361.

Parabolic troughs use a single-axis tracking parabolic mirror to concentrate solar radiation

on to a receiver pipe at the focal point, which contains the HTF or the power plant work-
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ing fluid [36]. The receiver of the parabolic trough solar collector is called Heat Collector

Element (HCE). The HCE consists of an absorber pipe through which the HTF flows. The

absorber is typically made of stainless steel with a special selective coating on the outer sur-

face to provide the required optical properties. A glass envelope protects the absorber pipe

from material degradation and reduces heat losses. The operating temperatures of parabolic

troughs can be as high as approximately 670 K. The highest reported instantaneous solar

to electrical energy efficiency of parabolic troughs is about 20% [45, 46]. Solar to electrical

energy efficiency is defined as

mNoi-elec = Wsoiar (3.1)
Qsolar

where Wsolar is the net power output of the solar only plant, and Qsolar is the solar energy

rate input [51]. QIolar is defined as Qsolar = 4DNI -A, where 4DNI is the direct normal irradiance

(DNI), and A is the projected normal reflective area of the collector. The projected normal

reflective area has been used in the literature for calculating thermodynamic parameters

such as efficiency [511. But it should also be noted that the actual area of the mirror is

approximately 1.5 times larger than the projected area [52, 53].

The major disadvantages in the use of solar energy are the requirement for large collector

area, which leads to higher initial costs compared to conventional fossil fuel power plants [54],

and the variability of supply throughout the day and year. This results in intermittent power

production and requires some mode of energy storage in order to meet a given power demand

profile. Hybrid concentrated solar-fossil fuel power generation may provide a solution to these

problems [2, 36, 51, 55-58]. Also, hybrid power plants, in principle, can have thermodynamic

synergies, which make them more attractive. Several hybrid power cycles have been proposed

in the literature (e.g., see [36] and references therein).

Power plants with CCS can be considered promising candidates for solar-thermal hy-

bridization because any increase in efficiency or decrease in the fuel requirement seems dou-

bly rewarding [59, 60]. For fixed electrical power requirement, solar-thermal hybridized CCS

power plants utilize solar energy to fulfill a part of the power plant energy requirement
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rather than using fossil fuels. This reduces the amount of fossil fuel burned, which in turn

lowers the amount of CO 2 emissions captured. The decrease in CO 2 emissions results in a

lower energy requirement for separation and sequestration of C0 2 , which further decreases

the fuel input required. Hence, decreasing the fuel requirement by supplementing it with

solar energy seems to be doubly rewarding. However, a disadvantage of using CCS power

cycles for solar-thermal integration is that efficiency of CCS power plants are lower than the

conventional combined cycles due to the penalties associated with the CCS. Solar-thermal

hybridization with different types of CCS power plants, such as post-combustion capture,

and oxy-combustion, have been proposed in the literature. Pak et al. [61, 62] proposed an

oxy-combustion based solar-thermal hybrid power generation system (STHS). The STHS is

constructed based on a gas turbine power generation system, where instead of air, the work-

ing fluid is steam produced by the solar subsystem. Based on a similar concept, Goau et

al. [41] proposed an advanced oxy-fuel hybrid power system (AHPS). The difference between

the two is that the former is a simple gas turbine cycle whereas the latter is an alternative

recuperative cycle [63]. The authors found that AHPS is more efficient than STHS. However,

both of these cycles utilize conventional air separation methods to produce air. On the other

hand, the present work proposes and analyzes solar-thermal integration for an AZEP cycle,

which uses membrane-based technology to separate air.

The concept explored herein is integrating the solar-thermal subsystem with an AZEP

cycle [16, 20, 25-29] with 100% CO 2 capture. AZEP cycles are a class of oxy-combustion

power plants, which use an ITM to separate oxygen from air. The penalties incurred during

the separation when using an ITM are significantly lower compared to conventional cryogenic

air separation methods, which have very low second-law efficiencies [7, 20]. Hence, AZEP

cycles are one of the most promising CCS power plant options [64].

As seen in Section 3.2, all the solar-thermal integration schemes considered herein are with

the bottoming cycle of the AZEP cycle. The temperature range of the working fluid of the

bottoming cycle (water/steam) considered here is between 298-735 K, which predominantly

overlaps with the range that can be achieved by using a parabolic trough. The temperature
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ranges obtained using a central receiver system is 850-1070 K [46], and that obtained using

solar dish technology is 870-1020 K [46-50]. Both of these ranges are above the maximum

allowed steam turbine inlet temperature of 841 K due to material constraints [65]. Linear

Fresnel reflectors are used when the maximum temperature of the HTF is required to be

below 520 K [66]. Therefore, the temperature ranges that can be achieved by other CST

technologies are not appropriate for integrating with the bottoming cycle of the AZEP cycle

(Section 3.2). For the integration schemes considered here, a parabolic trough system is

most suitable for solar-thermal hybridization.

The initial idea of solar-thermal integration of AZEP cycles was proposed by Mancini and

Mitsos [59], albeit without any specifics or analysis. A preliminary analysis was performed by

El-Khaja and Mitsos [60]. In this chapter, four different integration schemes are proposed

including vaporization, preheating, heating of intermediate-pressure turbine inlet stream,

and heating of low-pressure turbine inlet stream. The parabolic trough is modeled using

Aspen Custom Modeler@ and integrated with an AZEP cycle modeled in Aspen Plus@ and

JACOBIAN. An AZEP cycle [16, 20, 25-29] consists of a Brayton-like top cycle integrated

with an ITM, a triple pressure HRSG bottoming cycle and CO 2 separation and purification

unit. For the different integration schemes proposed herein, the profiles of power output ver-

sus time (in hours) for the duration of solar irradiance on summer and winter solstices, are

compared with each other. It is found that vaporization integration scheme has the highest

power output among all of them for both the summer and winter solstices. A hybrid power

plant is considered viable if the power output from the hybrid power plant is greater than

the sum of the power outputs from corresponding stand-alone AZEP cycle and solar-thermal

power cycle. Based on this criterion, vaporization and heating of intermediate-pressure tur-

bine inlet stream are found to be promising integration schemes. This criterion is equivalent

to having incremental solar efficiency higher than the efficiency of the reference solar plant.

In order to compare the present schemes with different hybrid technologies without CCS

that have been proposed in the literature, the annual incremental solar efficiency metric is

used.
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3.2 Different Integration Schemes

This section explains the four schemes for solar-thermal integration with the bottom-

ing cycle of AZEP cycle: vaporization of high-pressure water, preheating of high-pressure

water, heating of intermediate-pressure turbine inlet stream, and heating of low-pressure

turbine inlet stream. Vaporization and preheating are widely studied integration schemes

for conventional combined cycles [2, 36, 57, 671. These have been extended herein for solar

hybridization of the AZEP cycle. The result obtained herein is that the vaporization scheme

performs better than a preheating scheme. This is consistent with what has been reported

in the literature for hybrid cycles without CCS [67]. Vaporization and preheating are consid-

ered only for high-pressure water. As heat needed to vaporize or preheat the high-pressure

water stream is added at higher temperature compared to intermediate- or low-pressure wa-

ter streams, the efficiency of the hybrid power cycle is higher. The intermediate-pressure

turbine inlet stream temperature (600 K) is slightly higher than the boiling point of water at

100 bar (585 K). Therefore, heating of intermediate-pressure turbine inlet stream adds solar

energy at a temperature range of 600 K - 660 K, which is higher than the temperature at

which solar energy is added to the vaporization scheme (585 K), and the temperature range

at which solar energy is added to the preheating scheme (340 K - 560 K). Since adding heat

at higher temperature is beneficial, heating of turbine inlet streams is thought of as a good

starting point. However, to determine the best solar-thermal integration scheme, structural

optimization may be needed.

Therminol-VP-1 is used as the HTF for all the integration methods except preheating.

For vaporization and heating of intermediate and low-pressure turbine inlet streams, solar

energy concentrated by the parabolic trough is used to heat Therminol, which is in turn

used to heat the working fluid in the bottoming cycle (water) in a heat exchanger. In the

preheating scheme, the solar subsystem is directly used to heat high-pressure water after it

is pressurized by the pump, and before it enters the flash drum.

Reference plant: The reference plant considered here is an AZEP cycle with 100% CO 2

capture. The AZEP cycle [16, 25-29] is one of the most promising options of oxy-combustion
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CCS technology. As explained in Chapter 1, it is a combined cycle - the top cycle of the

zero emissions or partial emissions cycles is a Brayton-like cycle with an ITM air separation

unit and a combustor. The reference plant considered here is an AZEP cycle with 100% CO 2

capture with ITM area equal to 400 M 2 .

Vaporization: As shown in Figure 3-2, in this scheme, the solar subsystem is used to

vaporize the high-pressure water. The high-pressure saturated liquid from the flash drum

"HPDRUM" is heated by the flue gas "PRODBOTM" in the heat exchanger "B16" to form a

two-phase mixture. After this, the high-pressure stream (two-phase water) is further heated

by Therminol-VP-1 in a heat exchanger "B1". Therminol-VP-1, the HTF, is heated by the

parabolic trough system. The high-pressure stream is then allowed to vaporize till the heat

exchanger "B1" reaches a pinch of 5 K. Depending on the DNI and the angle of incidence,

the outlet stream from heat exchanger "B1" is either completely or partially vaporized. Also,

in some cases, with high DNI values (e.g., noon of June 21), the concentrated solar energy is

higher than the amount required to completely vaporize the high-pressure stream. In such

cases, the intermediate-pressure stream was also passed through the heat exchanger "B1"

and allowed to partially vaporize, to utilize the solar energy completely.

Preheating: As shown in Figure 3-3, in this scheme, the solar subsystem is used to

preheat the high-pressure water after it exits the high pressure pump "HPPMP", and before

it enters the high-pressure flash drum "HPDRUM". Even with highest DNI reported in

the year 2008, the high-pressure stream heated by the parabolic trough does not reach

the boiling temperature. Hence, solar energy concentrated using the parabolic trough is

completely utilized to heat the high-pressure stream. Therefore, temperature outlet of the

parabolic trough in this integration method varies with DNI. As seen in Figure 3-3, high-

pressure stream, after being compressed by the pump "LPPMP" is preheated directly by

the solar trough system before it enters the high-pressure flash separator "HPDRUM" and

then enters the heat exchanger "HPEV" and "HPSP".

Heating of intermediate and low-pressure turbine inlet streams: In this scheme,

the solar subsystem is used to heat the intermediate-pressure turbine ("IPST") inlet stream
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or the low-pressure turbine ("LPST") inlet stream. As shown in Figure 3-4, the intermediate-

pressure turbine inlet stream "IPSTIN" is heated in the heat exchanger "B1" with the

HTF, and the outlet stream "IPSTHEAT" from the heat exchanger "B1" is then expanded

through the intermediate-pressure turbine "IPST". In the case of heating of the low-pressure

turbine ("LPST") inlet stream, the stream "LPSTIN" is heated in the heat exchanger "B1"

instead of "IPSTIN" and the heated stream is similarly expanded through the low-pressure

turbine "LPST". Figure 3-4 shows 4 turbines at different pressure levels. The high-pressure

turbine "HPST" has an inlet pressure of 100 bar and exit pressure of 25 bar. The turbine

inlet temperature of "HPST" is approximately 733 K, which is greater than the maximum

operating temperature of parabolic troughs reported in the literature (670 K). Hence, the

parabolic trough cannot be used to heat the inlet stream to the high-pressure turbine. In

this work, heating of inlet stream to the intermediate-pressure turbine "IPST" at 25 bar and

low-pressure turbine "LPST" at 5 bar are considered. For fixed fuel input, heat addition at

higher temperature yields a higher efficiency compared to heat addition at lower temperature.

Hence, heating of inlet stream to turbine "LASTST" (Figure 3-4), which is at a lower

temperature compared to the other three turbines, is not considered.

3.3 Modeling

3.3.1 Parabolic Trough Model

The HCE of the parabolic trough is modeled in Aspen Custom Modeler®. The model

uses a one-dimensional pseudo steady-state energy balance about the collector and the HCE.

The model, assumptions and the parameter values used are based on the NREL technical

report [4]. A brief description of the model is given in Appendix B. The energy balance

accounts for DNI incident on the collector, and optical losses and thermal losses from the

HCE. The model takes as input the inlet temperature, pressure and fluid properties, and

determines the heat transfer rate and the outlet temperature of the HTF. The space between

the glass envelope and the absorber pipe (annulus) is assumed to be filled with air at low-
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4-Tap Steam Turbine

Figure 3-1: AZEP100 cycle process flow diagram. Bottoming cycle is a triple pressure HRSG.
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4-Tap Steam Turbine

Figure 3-2: Solar subsystem integrated with the bottoming cycle to vaporize high-pressure

stream in the bottoming cycle.

4-Tap Steam Turbine

Figure 3-3: Solar subsystem integrated with the bottoming cycle to preheat high-pressure

stream in the bottoming cycle.
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4-Tap Steam Turbine

Figure 3-4: Solar subsystem integrated with the bottoming cycle to heat the intermediate-
pressure turbine inlet stream in the bottoming cycle.

pressure.

3.3.2 Advanced Zero Emissions Power Cycle

The AZEP cycle with 100% CO 2 described in Chapter 1 is used here. Herein, methane is

used as the fuel and the ITM area is fixed at 400 M 2 . A standard triple pressure HRSG cycle

with pressure levels at 100, 25 and 5 bars is used as the bottoming cycle for the AZEP100

cycle.

3.3.3 Model Design Specifications

Model specification of parabolic trough

The solar share based on energy input, a commonly used metric to characterize hybrid

cycles, is defined as [68]
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XS = . (3.2)
Qfuel+ Qsola

and describes the fraction of solar energy input to the total energy input of a hybrid

power cycle.

The heating rate of the fuel (methane) is defined as Quel= fue, -LHV, where LHV is the

lower heating value (per mole) of the fuel, and nfue1 is the molar flow rate of the fuel.

The total projected area of the parabolic trough is calculated such that the maximum

solar share based on energy input is 0.3. Typical values of solar share considered in literature

are between 20-50% [1, 49]. The typical value of annual solar share is about 30% [1]. More-

over, typical large solar power plants have a power output of about 100 MW [69], which is of

the same order of magnitude as the electricity produced due to addition of solar subsystem

to the AZEP cycle.

For the sake of simplicity, nfuel is assumed constant in the present simulations. A constant

fuel flow rate results in easy operation of the top cycle. But the power produced varies with

the variation in DNI and angle of incidence. Thus, with the assumption of a constant fuel

flow rate, the electricity production cannot be controlled, and therefore need not necessarily

match the electricity demand. Hence, although hybridization can eliminate the need for

storage in principle, this advantage is not leveraged here.

The DNI data used herein is obtained from the weather station at King Fahd University

of Petroleum and Minerals (KFUPM) in Dhahran, Saudi Arabia. The measurements are

from the year 2008 and are available on an hourly interval for the entire year. DNI values

lower than 150 W/m 2 are not considered since these do not provide additional power to

the AZEP reference plant. Figure 3-5 (a) and (b) show the variation of DNI and angle of

incidence between the normal to the parabolic trough and solar rays for March 21, June 21

and December 21, 2008. It can be seen from Figure 3-5 (a) that DNI data are not perfectly

symmetrical around noon for each day. For example, it is seen that on March 21, 2008, the

DNI is not maximum at noon.

The maximum solar share based on energy input has been assumed to be 0.3 as mentioned
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Parameter Value

Solar share based on energy input 0.3
Total trough area 3.9 x 105 m 2

Number of parabolic troughs in parallel 150
Area of each parabolic trough 2.6 x 103 m2

Aperture width 5.76 m
Length of receiver pipe of each parabolic trough 450 m

Table 3.1: Fixed design parameters of the trough model.

previously, which together with a maximum irradiance of 1000 W/m 2 obtained at KFUPM

weather station for the year 2008, and fuel flow rate of 1.1 kmol/s, leads to a parabolic

trough area of A = 3.9 x 105 M2 .

The values of various fixed design parameters used in modeling of the parabolic trough

are listed in Table 3.1. Appendix B gives a detailed description of the procedure used to

obtain these values.

The trough is assumed to be oriented in the North-South direction [70]. To incorporate

single-axis tracking into the model, the tilt of the parabolic trough is varied to obtain mini-

mum angle of incidence between the normal to the parabolic trough and the solar rays. The
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angle of incidence is calculated on an hourly interval as shown in Appendix C.

Model Specifications of AZEP cycle

Herein, the simulations are run for various DNI values obtained from the KFUPM weather

station. This is in contrast to most solar-thermal hybridization simulations in the literature,

which consider only one fixed value of DNI, often solar solstice at noon. Since the DNI data

is available on an hourly interval, the simulations are performed on an hourly basis. A quasi

steady-state assumption is used to model the AZEP cycle. The flow rate of water (working

fluid) and the turbine inlet temperature in the bottoming cycle varies for different times of

the day depending on DNI and angle of incidence. The turbine inlet and outlet pressures

remain the same. Therefore, the flow rate and enthalpy change across the steam turbines

vary throughout the day. This implies that the steam turbines do not always operate at their

design point, leading to varying isentropic efficiency. The flow rate dependence of isentropic

efficiencies of the turbines/compressors depends on the manufacturer. Therefore, for the

sake of simplicity and to reduce the computational time, the isentropic and mechanical

efficiencies of the turbines and compressors used herein are held constant. The isentropic

and mechanical efficiencies of the steam turbines are fixed at 0.9 and 0.95 respectively,

the isentropic and mechanical efficiencies of the gas turbines are fixed at 0.92 and 0.99

respectively, and the isentropic and mechanical efficiencies of the air compressor are fixed

at 0.85 and 0.95 respectively. Since we assume constant isentropic efficiencies, the power

output obtained could be an over-prediction. It should be noted, however, that high values

of isentropic efficiencies can be obtained by varying the operational variables, and so the over-

prediction is acceptable. Moreover, since optimization studies have not been performed, the

actual estimate of work done is conservative.

Heat exchanger block "HeatX" in Aspen Plus@ is used to model the HRSG@. This block

uses a log mean temperature difference (LMTD) model to calculate the heat transfer rate.

It uses a constant LMTD correction factor equal to 1, and the heat transfer coefficient is

calculated for each zone of the exchanger. The areas of heat exchangers in HRSG are assumed
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Integration Schemes Value

Reference plant 1.4 x 105 m 2

Vaporization of high-pressure stream 1.1 x 104 m 2

Preheating of high-pressure stream 7.6 x 103 m 2

Heating of intermediate-pressure turbine inlet stream 1.4 x 105 m 2

Heating of low-pressure turbine inlet stream 1.4 x 10 m2

Table 3.2: HRSG area for different integration schemes.

to be constant for each integration scheme. The following procedure is used to obtain the

HRSG area for each integration scheme. First, the flow rate of water in the bottoming cycle

is varied such that the pinch of HRSG is constant at 6 K for different DNI values. This

is implemented in the form of a design specification in Aspen Plus®. Correspondingly, the

HRSG area changes for each of the DNI values. The maximum such HRSG area obtained is

then fixed as the HRSG area for the corresponding integration scheme. The simulations are

then re-run for each integration scheme with fixed HRSG area. The HRSG area for different

integration schemes are shown in Table 3.2, and are substantially different from each other.

The HRSG area for the vaporization integration scheme is lower than that of the refer-

ence plant because the area of "HPEV" (high-pressure evaporator) is reduced. Moreover,

temperature difference between the hot and cold streams of the heat exchangers "IPEV",

"IPEC", "LPEV", "ECON" are also greater because "HPEV" uses lesser thermal energy of

the hot stream, leading to lower HRSG area. The area required for preheating integration

scheme is the least among all because high-pressure stream no longer passes through heat

exchangers "ECON", "IPEC", "HPEC" (Figure 3-3). The HRSG area for both heating in-

tegration schemes is the same as the reference plant, since this type of integration does not

affect the HRSG.

3.4 Results and Discussion

Figure 3-6 shows the parabolic trough outlet temperature for three different days in the

year 2008 - March 21, June 21, December 21. The summer and winter solstices are chosen
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Figure 3-6: Outlet temperature of Therminol-VP-1 from the parabolic trough for 3 days of

the year 2008 (March 21, June 21, December 21).

to represent days with high and low solar irradiance respectively, and the spring equinox,

represents a day with intermediate solar irradiance. The input solar irradiance and the

incident angle changes throughout the day, with the area of the trough fixed at 3.9 x 105

m 2 (as explained in Section 3.3.3). Figure 3-6 shows that maximum parabolic trough outlet

temperature occurs at noon even when the DNI is not maximum at noon (March 21), which

is explained by a low angle of incidence at noon.

The AZEP base cycle without solar-thermal hybridization represents a reference plant as

previously explained in Section 3.2. For a given DNI, angle of incidence and fuel input, if the

power output from the solar-thermal hybridized power plant is greater than the sum of the

power outputs from stand-alone AZEP cycle and solar-thermal cycle, then the solar-thermal

hybridized power plant is considered viable. If not, it is better to use the AZEP cycle and

the solar-thermal cycle separately. This criterion is equivalent to having incremental solar

efficiency higher than the efficiency of the stand-alone solar-thermal cycle. The power output

WAzEP+solar,ref of the reference combination of AZEP + Solar plants is calculated as
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WAZEP+solar,ref = Wref + Qtrough 77trough-elec,ref

where

77 sol-elec,ref * qDNI,nominal A (34)
?trough-.elec,ref = (A

Ytrough,nominal

where Wref is the power output of the AZEP only reference plant, Qtrough is the heat

transfer rate from the receiver pipe to the working fluid, Qtrough,nominal refers to the maximum

heat added by the parabolic trough to the HTF, and 4DM,nominal is the nominal (taken at

maximal) DNI. 7 lsoi-elec,ref is the solar to electrical energy efficiency of the solar-thermal

reference plant, and is taken as 0.2 (highest reported solar to electrical energy efficiency

for a parabolic trough power plant) [45, 46]. It should be noted that so-eecref normally

changes with time as the DNI changes. Its value of 0.2 used here is the maximum solar to

electrical energy efficiency reported in the literature. Hence, a constant value of 0.2 is an

over-estimate, and imposes tighter constraints on determining the viability of hybrid power

plants. Figure 3-7 and Figure 3-8 compare the power output from the different integration

schemes on June 21 and December 21 respectively. The integrated power cycle using the

vaporization scheme is more efficient than the AZEP + Solar reference plant by 1.5% and

1.2% (corresponding to 0.65 and 0.52 percentage points) based on the efficiency computed

by integrating the net power output throughout the day on June 21 and December 21

respectively (Figure 3-7 and Figure 3-8). Though the difference in power output between

the vaporization scheme and AZEP + Solar reference plant is not high, it should be noted

that the power output from the AZEP + Solar reference plants is an optimistic estimate,

and optimization of the vaporization scheme would further increase its power output. Hence,

vaporization of high-pressure stream can be considered to be a very promising hybridization

scheme. Among the proposed integration schemes, the vaporization scheme of integration

results in maximum power output, followed by heating of intermediate-pressure turbine

inlet stream. Heating of low-pressure turbine inlet stream results in a lower power output
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than heating of intermediate-pressure turbine inlet stream. Preheating hybridization scheme

results in the lowest power output. Since this pattern holds for both the solstices, it is

reasonable to expect that the same pattern would be observed throughout the year. The

power output of the AZEP + Solar reference plant is between the power outputs resulting

from the two heating integration schemes on June 21. On December 21, the power output

of the AZEP + Solar reference plant is nearly the same as the power output obtained

by heating of intermediate-pressure turbine inlet stream. The power output from heating

of intermediate-pressure turbine inlet stream is also found to be greater than or equal to

the AZEP + Solar reference plant, which is an optimistic estimate, as explained earlier.

Therefore, vaporization and heating of intermediate-pressure turbine inlet stream can be

viewed as promising integration schemes, and need to be further investigated.

In the vaporization hybridization scheme, the flue gas leaves the heat exchanger "HPEV"

at higher temperature compared to the reference plant because a part of the high-pressure

stream vaporization is done using the solar subsystem. This implies that in all of the heat

exchangers that follow, the hot stream is at a higher temperature compared to the one in the

reference plant. This higher temperature causes the total water flow rate into the bottoming

cycle to increase in order to have a constant pinch of 5 K in HRSG. The water flow rate does

not change in the heating of intermediate and low-pressure turbine inlet streams integration

schemes, since the solar subsystem is just used to heat the inlet stream to the turbine

and does not affect the temperatures in the HRSG. The increase in the water flow rate is

significant and leads to a high power output in the vaporization scheme.

Heating the inlet stream of the intermediate-pressure turbine implies adding heat at

higher temperature compared to heating the inlet stream of the low-pressure turbine. Since

adding heat at higher temperature increases efficiency (compared to the same amount of

heat added at a lower temperature), heating of intermediate-pressure turbine inlet stream

results in a higher power output than heating of low-pressure turbine inlet stream.

Further, the power output from the preheating hybridization scheme falls below the ref-

erence plant power output when the solar irradiance is low, leading to negative incremental
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solar efficiency. Note that negative incremental solar efficiency has been identified in the

literature as a possibility [36]. Stream "47" (output from the parabolic trough in the pre-

heating hybridized cycle) is not heated sufficiently when solar irradiance is low. This leads

to a sub-cooled stream entering the flash drum as opposed to saturated stream entering

the flash drum in the reference case. In turn, this lowers saturated vapor flow rate out

of the high-pressure flash drum "HPSRUM" in the preheating hybridization scheme when

compared to reference plant. The result is a lower flow rate to the high-pressure turbine

"HPST", which leads to a low power output. However, it should be noted that the HRSG

area required for this integration scheme is the least (see Section 3.2).

Different metrics [36] can be used to compare the solar-thermal hybridized AZEP cycle

using the vaporization hybridization scheme with existing hybrid technologies in the litera-

ture. In this work, the incremental solar efficiency is used for comparison because it allows

for comparison of both how efficiently solar energy is used, as well as the relative potential

of various integration schemes. Evaluation of incremental solar efficiency on an annual basis

enables comparison on a more comprehensive basis as the DNI and the angle of incidence

varies throughout the year. In order to reduce computation time, 20 days equally spaced

throughout the year are used as a representative sample to calculate the annual incremental

solar efficiency. When 10 equally spaced days are used as a representative sample for the

entire year, the value of incremental solar efficiency differs from that corresponding to a

discretization with 20 equally spaced days by about 0.2 percentage points. This suggests

that the discretization results in a substantial but acceptably large error. The power output

from the best hybridization scheme, namely vaporization, throughout the day is shown in

Figure 3-9 for various days of the year. The annual incremental solar efficiency is defined as

7linc-sol-annual m Whybrid,annual - 77ref fuel,annual (35)A - fann 4DNI dt

where Whybrid,annual and Qfuel,annual are the total work output and fuel input respectively

of the hybrid plant for the entire year, and qref is the efficiency of the AZEP only reference

plant.
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Figure 3-10 compares the proposed vaporization hybridization scheme with other hybrid

technologies without CCS [1-31. These references have been chosen for comparison because

they report the annual incremental solar efficiency of the respective hybrid power plant. All

the cycles from the literature reported here use a solar tower to concentrate the solar energy

with the exception of combined cycle gas turbine (CCGT) systems, which use a parabolic

trough. Solar reforming, Seville HI, Daggett H1, Seville M50, Daggett M50, CCGT Almeria,

and CCGT LasVegas report solar share based on energy input values of 9.58%, 38.65%,

47.7%, 18.9%, 21.54%, 3% and 4.56% respectively. As seen from Figure 3-10, the annual

incremental solar efficiency is substantially greater than all the existing hybrid technologies

with the exception of CCGT LasVegas [2] and solar reforming cycle [3], which have higher

incremental solar efficiency. Though CCGT LasVegas and solar reforming cycle have higher

incremental solar efficiency, their input solar share is small. Figure 3-11 shows a graph of

input solar share used and the incremental solar efficiency for different hybrid cycles in the

literature and the proposed vaporization scheme. It suggests that there is a trade-off between

the input solar share and incremental solar efficiency, i.e., plants with high solar share have

low incremental solar efficiency. Figure 3-11 shows that CCGT LasVegas, solar reforming,

Seville H1, Daggett HI and the proposed solar hybridized AZEP cycle are more competitive

than CCGT Almeria, Seville M50 and Daggett M50. The proposed solar hybridized AZEP

cycle is seen to be equally competitive with the CCGT LasVegas, solar reforming, Seville HI,

and Daggett HI hybrid cycles in the sense of Pareto optimality. However, it should also be

noted that the hybrid cycle under consideration is a solar-thermal hybridization of a fossil

fuel plant with CCS, whereas others are not CCS technologies. CCS imposes additional

constraints on the power plant. For example, CCGT power plants considered here have a

higher steam turbine inlet temperature of 818 K, compared to hybrid AZEP cycles with

a steam turbine inlet temperature of 733 K. This is achieved in CCGT plants by further

heating the outlet stream from the parabolic trough with the flue gas from the gas turbine

in the top cycle. This is not possible in hybrid AZEP cycles because the temperature of

stream "GTEX", which is the outlet stream from the gas turbine, is low (approximately
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Figure 3-7: Comparison of different integration schemes for June 21 2008.

760 K). This is due to the fact that the maximum temperature that can be achieved in the

top cycle is only 1473 K, which is limited by the combustor outlet temperature (Section

3.3.2), compared to higher temperatures (approximately 1573 K) that can be achieved in

a conventional power plant. The solar reforming cycle [3] is an optimized hybrid cycle,

whereas the hybrid AZEP cycle proposed herein is not optimized. Also the solar reforming

cycle uses a solar tower CST technology, which has higher solar to electrical energy efficiency

compared to a parabolic trough. It should be noted that none of the hybrid cycles listed

here, except the solar reforming cycle, are optimized. Optimization studies could change

the relative magnitudes of power output from the cycles shown. The solar hybridized AZEP

cycle has a incremental solar efficiency comparable to plants in the literature without CCS,

and this suggests that AZEP cycles axe a promising option to be considered for solar-thermal

hybridization.
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3.5 Conclusions and Future Work

Solar-thermal hybridization with an AZEP cycle is studied. Different integration schemes

of the solar subsystems with the AZEP cycle including vaporization of high-pressure stream,

preheating of high-pressure stream, heating of intermediate-pressure turbine inlet stream and

heating of low-pressure turbine inlet stream are investigated. The vaporization scheme of in-

tegration results in maximum power output followed by heating of intermediate-pressure tur-

bine inlet stream. This is followed by heating of low-pressure turbine inlet stream. Preheating

has the lowest power output among the four integration schemes considered. Vaporization

and heating of intermediate-pressure turbine inlet stream have power output greater than

or equal to the sum of the power outputs from stand-alone AZEP cycle and solar-thermal

cycle. Hence, they are promising integration schemes and need to be further investigated.

Heating of intermediate-pressure turbine inlet stream and preheating are shown to be not vi-

able. A comparison of annual incremental solar efficiency with existing hybrid plants without

CCS shows that solar-thermal hybridization of an AZEP cycle with vaporization integration

scheme proves to be better than most other hybridization schemes in the literature. Hybrid

technologies with higher incremental solar efficiency have lower solar share. A comparison of

technologies suggests a trade-off between input solar share and incremental solar efficiency.

In the sense of Pareto optimality, the vaporization hybridization scheme is equally compet-

itive with other hybrid technologies without CCS in the literature. It should also be noted

that CCS imposes additional constraints on AZEP cycles which may lead to lower efficiency.

Hence, AZEP cycles are one of the most promising options for solar-thermal hybridization.

Moreover, optimization of this system can further increase the power output.

DSG with parabolic trough could also be a promising integration option to be used for

vaporization scheme with AZEP cycle. DSG, a relatively new technology [71], eliminates

the need for a heat exchanger to transfer heat from the HTF to the working fluid of the

bottoming cycle, which results in lower irreversibilites and consequently, a higher efficiency.

Optimization of the proposed integration schemes would help to accurately judge the via-

bility of solar hybrid AZEP cycles. In this work, only the AZEP100 power cycle has been
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considered. Integration with partial emissions AZEP cycles would also be interesting to

explore, as these have higher efficiencies. Another advantage of partial emissions cycles is

that they have higher turbine inlet temperature, which may allow them to overcome certain

constraints imposed by CCS.
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Appendix A

Optimization Results for AZEP

Cycles with Different Membrane

Temperatures

A.1 Membrane Temperature = 1000 0C, CO 2 Capture =

87.7%, Fuel Ratio =Fuel to "AFTERBURNER"Fuel to "COMBUSTOR" - 14

Table A.1: Results of Optimization of Top cycle (Membrane Temperature = 10000 C, CO 2
Capture = 87.7%)

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 7.66 7.18 [4.5-13.5]
Molar flow rate of AIRMCM kmol/s 37.34 39.51 [15-55]
Molar Flow rate of AFTRMETH kmol/s .160 .156 [0-1]
Split fraction of Split 2 (BLDPROP) 0.127 0.127 [.1-.2]
Split fraction of Split 3 (Stream2) 0.459 0.652 [.1-.7]
Air Outlet Temperature of LHEX K 973 968 [873-985]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
Efficiency contribution 26.5% 28%

Power output from top cycle
Heating valuex Fuel Flow rate
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Table A.2: Results of Optimization of Bottoming

CO 2 Capture = 87.7%)
cycle (Membrane Temperature = 1000*C,

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 100 [75-105]
Outlet Pressure of IPPMP bar 25 25.3 [20-40]
Outlet Pressure of LPPMP bar 5 5.5 [3-10]
Outlet Pressure of CONDPUMP bar 0.2 0.19 [.15-.3]
Split fraction of Split 5 (LPFW) 0.152 0.184 [.1-.9]
Split fraction of Split 5 (LPIPFW) 0.083 0.166 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.277 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.948 [.8-1]
Outlet Temperature of air from HRSG (EX- K 400 376
HEXIT)
Outlet Temperature of steam from HRSG to K 773 794
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 773 794
IPST (IPSTM)
Efficiency contribution 23% 23.6%(Power output from bottoming cycle

Heating valuex Fuel Flow rate

Table A.3: Summary of Optimization of Top and Bottoming cycle (Membrane Temperature
= 1000*C, CO 2 Capture = 87.7%)

Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 26.5% 28% 1.5
Bottoming Cycle 23% 23.6% 0.6

Power Plant 49.5% 51.6% 2.1
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A.2 Membrane Temperature = 1000 0C, CO 2 Capture =

83.3%, Fuel Ratio = Fuel to "AFTERBURNER"
*33 Fuel to "COMBUSTOR"

Table A.4: Results of Optimization of Top cycle (Membrane Temperature =

Capture = 83.3%)

- 20

1000 0C, CO 2

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 7.66 8.2 [4.5-13.5]
Molar flow rate of AIRMCM kmol/s 37.3 39.1 [15-55]
Molar Flow rate of AFTRMETH kmol/s .23 .24 [0-1]
Split fraction of Split 2 (BLDPROP) 0.127 0.127 [.1-.2]

Split fraction of Split 3 (Stream2) 0.459 0.612 [.1-.7]
Air Outlet Temperature of LHEX K 973 982 [873-985]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
Efficiency contribution 27.4% 28.7%
( Power output from top cycle
Heating valuex Fuel Flow rate
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Table A.5: Results of Optimization of Bottoming
CO 2 Capture = 83.3%)

cycle (Membrane Temperature = 10000C,

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 100 [75-105]
Outlet Pressure of IPPMP bar 25 25.7 [20-40]
Outlet Pressure of LPPMP bar 5 5.46 [3-10]
Outlet Pressure of CONDPUMP bar 0.2 0.19 [.15-.3]
Split fraction of Split 5 (LPFW) 0.152 0.175 [.1-.9]
Split fraction of Split 5 (LPIPFW) 0.083 0.157 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.29 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.947 [.8-1]
Outlet Temperature of air from HRSG (EX- K 399 374
HEXIT)
Outlet Temperature of steam from HRSG to K 773 814
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 773 814
IPST (IPSTM)
Efficiency contribution 23% 23.8%(Power output from bottoming cycle

Heating valuex Fuel Flow rate

Table A.6: Summary of Optimization of Top
= 10000 C, CO 2 Capture = 83.3%)

and Bottoming cycle (Membrane Temperature
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Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 27.4% 28.7% 1.2
Bottoming Cycle 23% 23.8% 0.8

Power Plant 50.4% 52.5% 2



A.3 Membrane Temperature = 1000 0C, CO 2 Capture =

72% Fuel Ratio _ Fuel to "AFTERBURNER" 38.9Fuel to "COMBUSTOR"

Table A.7: Results of Optimization

Capture = 72%)
of Top cycle (Membrane Temperature = 1000*C, CO 2

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 7.66 9.52 [4.5-11.5]
Molar flow rate of AIRMCM kmol/s 37.3 38.8 [15-55]
Molar Flow rate of AFTRMETH kmol/s .431 .463 [0-1]
Split fraction of Split 2 (BLDPROP) 0.127 0.127 [.1-.2]
Split fraction of Split 3 (Stream2) 0.459 0.524 [.1-.7]
Air Outlet Temperature of LHEX K 973 982 [873-985]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
Efficiency contribution 29.6% 30.5%

Power output from top cycle N
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Table A.8: Results of Optimization of Bottoming cycle (Membrane Temperature = 10000 C,
CO 2 Capture = 72%)

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 100 [75-105]
Outlet Pressure of IPPMP bar 25 25.9 [20-40]
Outlet Pressure of LPPMP bar 5 5.56 [3-10]
Outlet Pressure of CONDPUMP bar 0.2 0.194 [.15-.3]
Split fraction of Split 5 (LPFW) 0.152 0.154 [.1-.9]
Split fraction of Split 5 (LPIPFW) 0.083 0.164 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.194 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.947 [.8-1]
Outlet Temperature of air from HRSG (EX- K 388 381
HEXIT)
Outlet Temperature of steam from HRSG to K 733 776
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 733 758
IPST (IPSTM)
Efficiency contribution 22.7% 24

Power output from bottoming cycle
Heating valuex Fuel Flow rate

Table A.9: Summary of Optimization of Top
= 1000*C, CO 2 Capture = 72%)

and Bottoming cycle (Membrane Temperature
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Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 29.6% 30.5% 0.9
Bottoming Cycle 22.7% 24% 1.3

Power Plant 52.3% 54.5% 2.2



A.4 Membrane Temperature = 900 0C, CO2 Capture =

100%, Fuel Ratio = Fuel to "AFTERBURNER" = oFuel to "COMBUSTOR"

Table A.10: Results of Optimization of Top cycle (Membrane Temperature

Capture = 100%)
= 9000C, CO 2

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 4.04 3.21 [0-8]
Molar flow rate of AIRMCM kmol/s 17 17.9 [10-23]
Split fraction of Split 2 (BLDPROP) 0.126 0.125 [.1-.2]
Split fraction of Split 3 (Stream2) 0.522 0.714 [.1-.9]
Air Outlet Temperature of LHEX K 973 973 [873-985]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
Efficiency contribution 25.5% 26.6%( Power output from top cycle

Heating valuex Fuel Flow rate)
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Table A.11: Results of Optimization of Bottoming
CO 2 Capture = 100%)

cycle (Membrane Temperature = 9000C,

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 106 [75-108]
Outlet Pressure of IPPMP bar 25 25.6 [20-40]
Outlet Pressure of LPPMP bar 5 5.36 [3-10]
Outlet Pressure of CONDPUMP bar 0.21 0.2 [.15-.3]
Split fraction of Split 5 (LPFW) 0.152 0.175 [.1-.9
Split fraction of Split 5 (LPIPFW) 0.15 0.166 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.278 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.948 [.8-1]
Outlet Temperature of air from HRSG (EX- K 387.8 386
HEXIT)
Outlet Temperature of steam from HRSG to K 733 754
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 733 754
IPST (IPSTM)
Efficiency contribution 22% 23.5%(Power output from bottoming cycle

Heating valuex Fuel Flow rate

Table A.12: Summary of Optimization of Top
= 9000C, CO 2 Capture = 100%)

and Bottoming cycle (Membrane Temperature
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Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 25.4% 26.6% 1.2
Bottoming Cycle 22% 23.5% 1.5

Power Plant 47.4% 50.1% 2.7



A.5 Membrane Temperature= 900 0C, CO 2 Capture =

90.9%, Fuel Ratio = Fuel to "AFTERBURNER" -10Fuel to "COMBUSTOR"

Table A.13: Results of Optimization of
Capture = 90.9%)

Top cycle (Membrane Temperature = 9000C, CO 2

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 4.04 3.49 [0-8]
Molar flow rate of AIRMCM kmol/s 17 16.7 [10-23]
Molar Flow rate of AFTRMETH kmol/s .054 .054 [0-1]
Split fraction of Split 2 (BLDPROP) 0.127 0.125 [.1-.2]
Split fraction of Split 3 (Stream2) 0.522 0.647 [.1-.9]
Air Outlet Temperature of LHEX K 973 956 [873-985]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
Efficiency contribution 27.3% 28.1%( Power output from top cycle

Heating valuex Fuel Flow rate
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Table A.14: Results of Optimization of Bottoming

CO 2 Capture = 90.9%)
cycle (Membrane Temperature = 9000C,

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 101.5 [75-108]
Outlet Pressure of IPPMP bar 25 25.9 [20-40]
Outlet Pressure of LPPMP bar 5 5.44 [3-10]
Outlet Pressure of CONDPUMP bar 0.2 0.19 [.15-.3]
Split fraction of Split 5 (LPFW) 0.152 0.187 [.1-.9]
Split fraction of Split 5 (LPIPFW) 0.15 0.156 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.29 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.948 [.8-1]
Outlet Temperature of air from HRSG (EX- K 398 378
HEXIT)
Outlet Temperature of steam from HRSG to K 773 800
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 773 800
IPST (IPSTM)
Efficiency contribution 22% 23.7%(Power output from bottoming cycle

Heating valuex Fuel Flow rate

Table A.15: Summary of Optimization of Top
= 9000C, CO 2 Capture = 90.9%)

and Bottoming cycle (Membrane Temperature
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Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 27.3% 28.1% .8
Bottoming Cycle 22% 23.7% 1.7

Power Plant 49.3% 51.8% 2.5



A.6 Membrane Temperature = 900 0C, CO 2 Capture =

83.3%, Fuel Ratio _Fuel to "AFTERBURNER"*3% F -Fuel to "COMBUSTOR"

Table A.16: Results of Optimization of
Capture = 83.3%)

Top cycle (Membrane Temperature = 9000C, CO 2

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 4.04 3.7 [0-8]
Molar flow rate of AIRMCM kmol/s 17 16.8 [10-23]
Molar Flow rate of AFTRMETH kmol/s .108 .108 [0-11
Split fraction of Split 2 (BLDPROP) 0.127 0.126 [.1-.2]
Split fraction of Split 3 (Stream2) 0.522 0.587 [.1-.9
Air Outlet Temperature of LHEX K 973 969 [873-985]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
Efficiency contribution 28.7% 29.1%( Power output from top cycle

Heating valuex Fuel Flow rate)

75

- 20



Table A.17: Results of Optimization of Bottoming cycle (Membrane Temperature = 9000 C,
CO 2 Capture = 83.3%)

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 101 [75-108]
Outlet Pressure of IPPMP bar 25 25.4 [20-40]
Outlet Pressure of LPPMP bar 5 5.46 [3-10]
Outlet Pressure of CONDPUMP bar 0.203 0.193 [.15-.3]
Split fraction of Split 5 (LPFW) 0.152 0.175 [.1-.9]
Split fraction of Split 5 (LPIPFW) 0.15 0.157 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.284 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.949 [.8-1]
Outlet Temperature of air from HRSG (EX- K 396 371
HEXIT)
Outlet Temperature of steam from HRSG to K 773 825
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 773 825
IPST (IPSTM)
Efficiency contribution 22% 23.9%(Power output from bottoming cycle

Heating valuex Fuel Flow rate

Table A.18: Summary of Optimization of Top and Bottoming cycle (Membrane Temperature
= 9000C, CO 2 Capture = 83.3%)

Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 28.7% 29.1% .4
Bottoming Cycle 22% 23.9% 1.9

Power Plant 50.7% 53% 2.3
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A.7 Membrane Temperature = 900 0C, CO 2 Capture =

75.2%, Fuel Ratio = Fuel to "AFTERBURNER"
% Fe Fuel to "COMBUSTOR"

Table A.19: Results of Optimization of
Capture = 75.2%)

Top cycle (Membrane Temperature = 9000C, CO 2

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 4.04 4.32 [0-8]
Molar flow rate of AIRMCM kmol/s 17 17.2 [10-23]
Molar Flow rate of AFTRMETH kmol/s .179 .183 [0-1]
Split fraction of Split 2 (BLDPROP) 0.127 0.126 [.1-.2]
Split fraction of Split 3 (Stream2) 0.522 0.533 [.1-.9)
Air Outlet Temperature of LHEX K 973 969 [873-985]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
Efficiency contribution 30.3% 30.5%

Power output from top cycle
Heating valuex Fuel Flow rate
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Table A.20: Results of Optimization of Bottoming cycle (Membrane Temperature = 9000 C,
CO 2 Capture = 75.2%)

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 102 [75-108]
Outlet Pressure of IPPMP bar 25 24.5 [20-40]
Outlet Pressure of LPPMP bar 5 5.56 [3-10]
Outlet Pressure of CONDPUMP bar 0.203 0.181 [.15-.3]
Split fraction of Split 5 (LPFW) 0.152 0.160 [.1-.9]
Split fraction of Split 5 (LPIPFW) 0.15 0.166 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.253 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.947 [.8-1]
Outlet Temperature of air from HRSG (EX- K 396 370
HEXIT)
Outlet Temperature of steam from HRSG to K 773 861
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 773 861
IPST (IPSTM)
Efficiency contribution 22% 24%

Power output from bottoming cycle
Heating valuex Fuel Flow rate )

Table A.21: Summary of Optimization of Top and Bottoming cycle
= 9000C, CO 2 Capture = 75.2%)

(Membrane Temperature
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Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 30.3% 30.5% .2
Bottoming Cycle 22% 24% 2

Power Plant 52.3% 54.5% 2.2



A.8 Membrane Temperature = 1100 0C, CO 2 Capture =

100% Fuel Ratio = Fuel to "AFTERBURNER"
Fuel to "COMBUSTOR" = 0

Table A.22: Results of Optimization of Top cycle (Membrane Temperature = 11000C, CO 2

Capture = 100%)

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 11 10.5 [0-19.5]
Molar flow rate of AIRMCM kmol/s 74.5 68.1 [50-83]
Split fraction of Split 2 (BLDPROP) 0.127 0.126 [.1-.2]
Split fraction of Split 3 (Stream2) 0.284 0.792 [.1-.9]
Air Outlet Temperature of LHEX K 973 948 [873-985]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
Efficiency contribution 22.9% 24.7%

Power output from top cycle
Heating valuex Fuel Flow rate

79



Table A.23: Results of Optimization of Bottoming cycle (Membrane Temperature = 11000C,
CO 2 Capture = 100%)

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 101 [75-108]
Outlet Pressure of IPPMP bar 25 24.8 [20-40]
Outlet Pressure of LPPMP bar 5 5.57 [3-10]
Outlet Pressure of CONDPUMP bar 0.2 0.195 [.15-.3]
Split fraction of Split 5 (LPFW) 0.19 0.2 [.1-.9]
Split fraction of Split 5 (LPIPFW) 0.19 0.192 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.285 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.947 [.8-1]
Outlet Temperature of air from HRSG (EX- K 398 392
HEXIT)
Outlet Temperature of steam from HRSG to K 720 747
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 720 747
IPST (IPSTM)
Efficiency contribution 22% 22.9%(Power output from bottoming cycle

Heating valuex Fuel Flow rate

Table A.24: Summary of Optimization of Top and Bottoming cycle (Membrane Temperature
= 11000 C, CO 2 Capture = 100%)

Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 22.9% 24.7% 1.8
Bottoming Cycle 22% 22.9% .9

Power Plant 45% 47.5% 2.7
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A.9 Membrane Temperature = 1100 0C, CO 2 Capture =

90.1%, Fuel Ratio = Fuel to "AFTERBURNER" -Fuel to "COMBUSTOR"

Table A.25: Results of Optimization of
Capture = 90.1%)

Top cycle (Membrane Temperature = 11000C, CO 2

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 11 9.86 [0-19.5]
Molar flow rate of AIRMCM kmol/s 74.5 59.9 [50-83]
Molar Flow rate of AFTRMETH kmol/s .24 .187 [0-2]
Split fraction of Split 2 (BLDPROP) 0.127 0.126 [.1-.2]
Split fraction of Split 3 (Stream2) 0.284 0.7 [.1-.9]
Air Outlet Temperature of LHEX K 973 920 [873-985]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
Efficiency contribution 24.8% 26.4%

Power output from top cycle
Heating valuex Fuel Flow rate
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Table A.26: Results of Optimization of Bottoming cycle (Membrane Temperature = 11000 C,
CO 2 Capture = 90.1%)

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 101.5 [75-108]
Outlet Pressure of IPPMP bar 25 25.9 [20-40]
Outlet Pressure of LPPMP bar 5 5.44 [3-10]
Outlet Pressure of CONDPUMP bar 0.2 0.197 [.15-.3]
Split fraction of Split 5 (LPFW) 0.19 0.189 [.1-.9]
Split fraction of Split 5 (LPIPFW) 0.19 0.156 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.289 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.948 [.8-1]
Outlet Temperature of air from HRSG (EX- K 396 378
HEXIT)
Outlet Temperature of steam from HRSG to K 750 800
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 750 800
IPST (IPSTM)
Efficiency contribution 22.5% 22.6%(Power output from bottoming cycle

Heating valuex Fuel Flow rate

Table A.27: Summary of Optimization of Top and Bottoming cycle
= 1100 0 C, CO 2 Capture = 90.1%)

(Membrane Temperature
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Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 25.8% 27.7% 1.9
Bottoming Cycle 23.1% 23.2% .1

Power Plant 48.9% 50.9% 2



A.10 Membrane Temperature= 1100 0C, CO 2 Capture

83.3%, Fuel Ratio = Fuel to "AFTERBURNER" 20. Fuel to "COMBUSTOR"

Table A.28: Results of Optimization of Top cycle (Membrane Temperature = 11000C, CO 2

Capture = 83.3%)

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIRREST kmol/s 11 11.7 [0-19.5)

Molar flow rate of AIRMCM kmol/s 74.5 62.3 [50-83]
Molar Flow rate of AFTRMETH kmol/s .435 .359 [0-2]

Split fraction of Split 2 (BLDPROP) 0.127 0.126 [.1-.2]
Split fraction of Split 3 (Stream2) 0.284 0.643 [.1-.9]

Air Outlet Temperature of LHEX K 973 929 [873-985]

Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]

Efficiency contribution 26.8% 28.7%
Power output from top cycle

Heating valuex Fuel Flow rate
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Table A.29: Results of Optimization of Bottoming cycle (Membrane Temperature = 1100*C,
CO 2 Capture = 83.3%)

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 101 [75-108]
Outlet Pressure of IPPMP bar 25 26.2 [20-40]
Outlet Pressure of LPPMP bar 5 5.62 [3-10]
Outlet Pressure of CONDPUMP bar 0.2 0.199 [.15-.3]
Split fraction of Split 5 (LPFW) 0.19 0.177 [.1-.9)
Split fraction of Split 5 (LPIPFW) 0.19 0.148 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.316 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.94 [.8-1]
Outlet Temperature of air from HRSG (EX- K 393.3 388
HEXIT)
Outlet Temperature of steam from HRSG to K 773 793
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 773 793
IPST (IPSTM)
Efficiency contribution 23.1% 23.2%(Power output from bottoming cycle

Heating valuex Fuel Flow rate

Table A.30: Summary of Optimization of Top
= 1100 0 C, CO 2 Capture = 83.3%)

and Bottoming cycle (Membrane Temperature
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Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 26.8% 28.7% 1.9
Bottoming Cycle 23.1% 23.2% .1

Power Plant 49.9% 51.9% 2



A.11 Membrane Temperature = 1100 0C, CO 2 Capture

68.6%, Fuel Ratio = Fuel to "AFTERBURNER"% Fe Fuel to "COMBUSTOR" = 45.7

Table A.31: Results of Optimization of Top cycle (Membrane Temperature = 1100*C, CO 2

Capture = 68.6%)

Variables Units Before Opti- After Opti- Range
mization mization

Molar Flow rate of AIR.REST kmol/s 11 15.6 [0-19.5]
Molar flow rate of AIRMCM kmol/s 74.5 69.7 [50-83]
Molar Flow rate of AFTRMETH kmol/s .926 .925 [0-2]
Split fraction of Split 2 (BLDPROP) 0.127 0.126 [.1-.2]
Split fraction of Split 3 (Stream2) 0.284 0.496 [.1-.9]
Air Outlet Temperature of LHEX K 973 958 [873-985]
Air Outlet Temperature of BHEX K 1463 1463 [1200-1500]
Efficiency contribution 28% 29.9%( Power output from top cycle

Heating valuex Fuel Flow rate
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Table A.32: Results of Optimization of Bottoming cycle (Membrane Temperature = 11000C,
CO 2 Capture = 68.6%)

Variables Units Before Opti- After Opti- Range
mization mization

Outlet Pressure of HPPMP bar 100 103 [75-108]
Outlet Pressure of IPPMP bar 25 26.2 [20-40]
Outlet Pressure of LPPMP bar 5 5.78 [3-10]
Outlet Pressure of CONDPUMP bar 0.2 0.194 [.15-.3]
Split fraction of Split 5 (LPFW) 0.19 0.147 [.1-.9]
Split fraction of Split 5 (LPIPFW) 0.19 0.162 [.08-.2]
Split fraction of Split 6 (Stream 30) 0.3 0.282 [.1-.4]
Split fraction of Split 5 (Stream 33) 0.95 0.949 [.8-1]
Outlet Temperature of air from HRSG (EX- K 387 368
HEXIT)
Outlet Temperature of steam from HRSG to K 778 868
HPST (HPSTM)
Outlet Temperature of steam from HRSG to K 791 868
IPST (IPSTM)
Efficiency contribution 24% 24.4%(Power output from bottoming cycle

Heating valuex Fuel Flow rate

Table A.33: Summary of Optimization of Top and Bottoming cycle (Membrane Temperature
= 11000 C, CO 2 Capture = 68.6%)

Efficiency contribution Before Optimization After Optimization Increment in % points

Top Cycle 28% 29.9% 1.9
Bottoming Cycle 24% 24.4% .4

Power Plant 52% 54.3% 2.3
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Appendix B

Parabolic Trough Model

A cross section of parabolic trough receiver is shown in Figure B-1. For the sake of sim-

plicity, the solar absorption into the glass envelope is treated as a heat flux. Though solar

absorption is a heat generation phenomenon, this assumption is justified, as the solar ab-

sorption coefficient is small for glass. The solar absorption in the glass envelope is calculated

using the equations

Qabs = qAaabs (B.1)

77abs = f1f2E3E4E5 E6pcdK (B.2)

K = cos 0 + 0.0008840 - 0.0000536902 (B.3)

K, the incident angle modifier is needed for cases when solar rays is not normal to the

collector aperture. It is a function of 0, the angle of incidence between the normal to the

parabolic trough and the solar rays. 77abs, the effective optical efficiency of the glass envelope

is the function of the optical efficiencies. A reflectivity value of 0.88 is used in the model.

Qabs, the solar absorption in the glass envelope is calculated as a product of q, the solar

irradiance, A, the projected normal reflective surface area of the collector, 77abs, the effective
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optical efficiency of glass envelope, and a, the absorptance of the glass envelope. Table B.1

shows the specifications of parabolic trough used, including the value of each of the optical

efficiency terms used in the model and their descriptions.

Figure B-2 shows a thermal resistor model of the HCE which accounts only for conduction

and convection, and neglects radiation. As the selective coating has a high absorptance for

radiation in the solar energy spectrum, and low emittance in the long wavelength spectrum

(maximum temperature which can be attained in a parabolic trough is about 670 K), in order

to reduce thermal radiation losses [72], heat transfer through radiation has been neglected in

the model. Each term in the resistor model is calculated using the formulae or correlations

available in Reference [4].

Conduction through the absorber pipe:

log Dpipe,o

Rcond,pipe = 2 Drk pipe,i (B.4)
2rpipeLpipe

where Rcond,pipe is the conduction heat transfer resistance through the receiver pipe,

Dpipe,i and Dpipe,o are the inner and outer diameters of the receiver pipe, kpipe is the thermal

conductivity of the receiver pipe and Lpipe is the length of the receiver pipe.

Conduction through the glass envelope:

log Dgasq'o

Rcond,glass =-s" (B.5)2 lrkgiassL ppe

where Rcond,glass is the conduction heat transfer resistance through the glass envelope,

Dgiass,i and Dgia,o are the inner and outer diameters of the glass envelope, and kgiass is the

thermal conductivity of the glass envelope.

Convection between the outer surface of the absorber pipe and the inner surface of glass

envelope which is filled with air at low-pressure [4]:

Rconva = 1

0. 2 4 7 2 8 7rDpipe,oLpipe (B.6)

where Rconv,a is the convection heat transfer resistance of air between the outer surface
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of the absorber pipe and the inner surface of glass envelope.

Convection between the HTF and the inner surface of the absorber pipe:

1
Rcoa,, = (B.7)

hlrDpipe,iLpipe

where

hHTF = NUHTF ' kHTFDpipe,i (B.8)

where Ron,, is the convection heat transfer resistance of HTF inside the absorber pipe,

and hHTF and kHTF are the heat transfer coefficient and thermal conductivity of the HTF.

The Nusselt number of the HTF, NUHTF, is calculated using standard correlations. The

Nusselt number is taken as 4.36 for laminar flow. Gnielinski correlation is used for turbulent

flow.

Convection between the glass envelope outer surface and surroundings:

Rconv,g = I (B.9)
h7rDgiass,oLpipe

where

hair = Nuair. kairDgiass,o (B.10)

where Rcon,, is the heat transfer resistance between the outer surface of the glass en-

velope and the surroundings, and hair and kair are the heat transfer coefficient and thermal

conductivity of air.

The Nusselt number of air, Nuair, is calculated using the Churchill and Bernstein corre-

lation.

Based on the resistor network, the outlet HTF temperature can be calculated using the

following equations:
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T pipe,i - TB

Rcony,,
(B.11)

(B.12)Oabs - Tpipe,i - Tamb
Rrest

Rrest = Rcond,pipe + Rcond,glass + Rconva + Rconv,g (B.13)

where rh is the mass flow rate of the HTF, c, is the heat capacity of the HTF, Tpipe,i

is the temperature of the pipe at the inner surface, and TB is the bulk temperature of the

HTF.

Discretization of Equations (B.11) and (B.12) leads to:

Qabs _ Tpipe,ij -Tamb

N Rrest

rnCp(TB,j -TB,j-1) = Tpipe,ij - TB,j

Rcony,,

(B.14)

(B.15)

where j refers to the index of the discretized element, and N is the number discretization

elements.

The pressure drop is calculated using the friction factor from the Zigrang and Sylvester

correlation as follows:

= -2log kpipe

12.7Dpipe,i

5.02 log
Re ( kpipe

3 .7 Dpipe,i

5.02 l kpipe

Re 3 .7 Dpipe,i

13 ))]
Re

T V2

AP= f Lpipe PHTFVHTF
Dpipe,i 2

(B.16)

(B.17)

AP, the pressure drop of the HTF is calculated as a function of the friction factor, f,
PHTF, the density of the HTF, VHTF, the velocity of the HTF, and the length and inner
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Units Value

0.974

Symbols

E2

E3

E4

E5

PCI
Tinf
kair

Vwind

Reflectivity
kgiass

kpipe

Dgiass,i

Dgiass,o

Dpipe,i
Dpipe,o
a
T

Description

HCE shadowing (bellows, shielding,
supports)
Tracking error

Geometry error (mirror alignment)

Dirt on mirrors
Dirt on HCE
Unaccounted losses
Clean mirror reflectance
Surrounding temperature

Thermal conductivity of air

Wind speed
Reflectivity of clean mirror

Thermal conductivity of glass enve-

lope
Thermal conductivity of receiver

pipe
Inner diameter of glass envelope

Outer diameter of glass envelope

Inner diameter of receiver pipe

Outer diameter of receiver pipe

Absorptance of receiver pipe

Transmittance of glass envelope

m
m
m
m

.43

0.109
0.115
0.066
0.07
0.94

0.935

Table B.1: Specifications of the parabolic trough used in the model [4].

diameter of the receiver pipe.

Herein, 150 parabolic troughs are considered in parallel. It is seen than for a fixed pro-

jected area, the number of troughs in parallel only affects pressure drop, i.e., other parameters

such as temperature remain the same. As seen below, lowering the number of troughs in

parallel leads to a greater length of the receiver pipe for each parabolic trough, resulting in a

higher pressure drop. 150 parabolic troughs were chosen in parallel here to have a reasonably

low-pressure drop. The difference in power output due to the pressure drop between using

50 parallel parabolic troughs and 150 parabolic troughs is about 2 MW. Since the change in

the power output is not very different and the number of troughs in parallel does not affect

any other parameter except pressure drop, the number of troughs chosen in parallel is not a
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0.994
0.98

- Reflectivity/pd

- (1+64)/2

0.96
0.935

K 300
W/(m.K) 0.024

m/s 2
.88

W/(m.K) 1.05

W/(m.K)



Absorber
Pipe ,

Glass
Envelope

Figure B-1: Cross-section of the parabolic trough receiver.

Convection Conduction Convection Conduction Convection

(1) (2) (3) (4) (5) (6)

(1) Heat Transfer Fluid
(2) Absorber Inner Surface
(3) Absorber Outer Surface

(4) Glass Envelope Inner Surface
(5) Glass Envelope Outer Surface
(6) Surroundings

Figure B-2: Thermal resistor model for a HCE.
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critical parameter. The total area of the parabolic trough is found to be 3.9 x 105 (Section

3.3.3). Hence, the area of each trough is given by 3.9 x 105/150 = 2.6 x 103 m 2

A = w -Lpipe (B.18)

where w is the aperture width and Lpipe is the length of the receiver pipe.

In the literature, the available values of the aperture width varies between 0.5 m to 11

m. Herein, the aperture width was fixed based on an LS-3 SEGS plant with aperture width

= 5.76 m (in accordance to [52]) which results in a length of 450 m.
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Appendix C

Angle of Incidence Calculation

The angle of incidence is calculated using the standard formulae from the literature [70]

cos 0 = cos #(sin 6 sin #+ cos o cos cos w)

- cos 6 sin w sin 3 sin -y

+ sin # cos -y(sin 6 cos - cos J cos w sin#) (C.1)

where 0 is the angle of incidence between the normal to the parabolic trough and the solar

rays, # is the tilt angle, # is the latitude of the KFUPM weather station (26.30970N), w is the

hour angle, and 6 is the declination angle. The hour and declination angles are calculated

as shown below. The Local Standard Time Meridian (LSTM) is a reference meridian used

for a particular time zone.

LSTM = 150 - ATGMT (C-2)

ATGMT is the difference between the local time (LT) and the Greenwich Mean Time

(GMT) in hours.

The Equation of Time (EoT) is an empirical equation that corrects for the eccentricity

of the earth's orbit and the earth's axial tilt.
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EoT = 9.87 sin 2B - 7.53 cos B - 1.5 sinB 

where,

360
B = -(d - 81) (C.4)

365

where d is the number of days since the start of the year.

The net time correction factor accounts for the variation of the local solar time (LST)

within a given zone due to the longitudinal variations within the time zone.

TC = 4(LSTM - Longitude) + EoT (C.5)

TC
LST = LT + (C.6)

60

Hour angle converts the local solar time (LST) into the number of degrees which the sun

moves across sky.

w = 15*(LST - 12) (C.7)

The declination angle, 6 is calculated as shown in (C.8)

6 = 23.45* sin (d - 81)3] (C.8)
r d365

where d is the day of the year.
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Nomenclature

A Projected normal reflective surface area of the collector m2

AZEP Advanced Zero Emissions Plant

cP Specific heat capacity J/(kg.K)

CCGT Combined Cycle Gas Turbine -

CCS Carbon Capture and Sequestration -

CFD Computational Fluid Dynamics -

CST Concentrated Solar Thermal -

d Day of the year -

Dgiass,i Inner diameter of glass envelope m

Dgiass,o Outer diameter of glass envelope m

Dpipe,i Inner diameter of receiver pipe m

Dpipe,o Outer diameter of receiver pipe m

DNI Direct Normal Irradiance W/m 2

DSG Direct Stream Generation

EoT Equation of Time
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f

h

HCE

HRSG

HTF

ITM

K

k

Lpipe

LHV

LMTD

LST

LSTM

LT

'r

Afuel

N

Nu

qDNI,nominal

4DNI

Friction Factor

Heat transfer coefficient

Heat Collector Element

Heat Recovery Steam Generator

Heat Transfer Fluid

Ion Transport Membrane

Incident angle modifier

Thermal conductivity

Length of the receiver pipe

Lower Heating Value of fuel

Log Mean Temperature Difference

Local Solar Time

Local Standard Time Meridian

Local Time

Mass flow rate

Mole flow rate of fuel

Number of discretization elements

Nusselt Number

Nominal (taken at maximal) Direct Normal Irradiance

Direct Normal Irradiance
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W/(m2.K)

W/(m.K)

m

MJ/kmol

h

0

h

kg/s

kmol/s

MW/m 2

MW/m 2



Solar absorption in glass envelope

Heating rate input from the fuel

Solar energy transfer rate

Qtrough,nominal

Qtrough

Qfue1,annual

Qtrough,annual

Ra

Rg

Reflectivity

Nominal heat transfer rate from the receiver pipe to the heat

transfer fluid

Heat transfer rate from the receiver pipe to the heat transfer

fluid

Total heat input of fuel in a year

Total heat added to the heat transfer fluid by the parabolic

trough in a year

Heat transfer resistance of air between outer surface of the

absorber pipe and inner surface of glass envelope

Heat transfer resistance of air between outer surface of the

glass envelope and surroundings

Heat transfer resistance of heat transfer fluid inside the

absorber pipe

Reflectivity of clean mirror

Temperature

Time correction factor

Velocity

Aperture width

Qabs

Oruei

MW

MW

MW

MW

MW

MWh

MWh

K/W

K/W

K/W

T

TC

V

w

K

m/s
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WAZEP+solar,ref

Wref

Wsolar

WAZEP+solar,ref,annual

Whybrid,annual

Xs,i

Greek Symbols

a

C2

63

64

4

E5

66

17inc-sol-annual

17ref

Power output of the reference combination of AZEP + Solar

plants

Power output of the AZEP only reference plant

Net power output of a generic solar only power plant

Total work output of the reference combination

of AZEP + Solar plants in a year

Total work output of the solar-thermal hybrid plant in a year

Solar share based on energy input

Absorptance of glass envelope

Tilt angle

Declination angle

HCE shadowing (bellows, shielding, supports)

Tracking error

Geometry error (mirror alignment)

Dirt on mirrors

Dirt on HCE

Unaccounted losses

Latitude

Annual incremental solar efficiency

Efficiency of AZEP only reference plant

100

MW

MW

MW

MWh

MWh

0

0

0



77sol-elec,ref

7 7sol-elec

?7trough-elec,ref

77abs

PHTF

Pc

T

Subscripts

air

B

cond

conv

fuel

glass

HTF

inf

j

Solar to electrical energy efficiency of solar-thermal reference cycle

Solar to electrical energy efficiency of a generic solar-thermal cycle

Concentrated solar energy to electrical energy efficiency of

solar-thermal reference cycle

Effective optical efficiency of glass envelope

Hour angle *

Angle of incidence between the normal to the parabolic trough and

the solar rays *

Density of heat transfer fluid kg/m 3

Clean mirror reflectance

Transmittance of glass envelope

Surrounding air

Bulk

Conduction

Convection

Fuel input

Glass envelope

Heat Transfer Fluid

Environment

Discretized element
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pipe Receiver pipe

solar Solar field input

wind Wind
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