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Abstract

CMOS (Complementary Metal-Oxide-Silicon) imager technology, as compared with

mature CCD (Charge-Coupled Device) imager technology, has the advantages of higher

circuit integration, lower power consumption, and potentially lower price. The advantages
make this technology competent for the next-generation solid-state imaging applications.
However, CMOS processes are originally developed for high-performance digital circuits.
Fabricating high-quality embedded image sensors with CMOS technologies is not a

straightforward task. This motivates the study of CMOS technologies for imaging applica-
tions presented in this thesis.

The major content of this study can be partitioned into four parts: (a) A two-stage charac-

terization methodology is developed for sensor optimization, including the characteriza-

tion of large-area photodiodes and comparative analyses on small-dimension sensor arrays
with various pixel structures, junction types of the sensors, and other process-related con-

ditions. (b) The mechanism of hot-carrier induced excess minority carriers occurred at the

in-pixel transistors is identified and investigated. The influence of the excess carriers on

imager performance is analyzed. Suggestions on the pixel design are provided. (c) Signal

cross-talk between adjacent pixels is quantified and studied using a sensor array with a

specially designed metal shield pattern, which exposes the center pixel and covers the oth-

ers. The influence of cross-talk on color imager performance is analyzed. Process and lay-

out improvements on cross-talk are also proposed. (d) The trend of pixel size reduction is
investigated from the perspective of the achievable optical lens resolution. Using the mod-

ulation transfer function (MTF) as an index, optical simulations are performed to examine

the relation between the lens resolution and the lens complexity.

Thesis Supervisor: Charles G. Sodini
Title: Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction

1.1 Thesis Motivation
Solid-state imaging technology has extensive applications ranging from consumer elec-

tronics (e.g. security cameras, digital still cameras, and camcorders) and machine vision

systems (e.g. product quality control, robot vision and automatic cruise control systems

for vehicles) to scientific research (e.g. planet and biological cell filming). This market is

further nourished by the booming computer networking and wide-band, mobile communi-

cation technologies that allow the transmission of high-quality images and real-time

video. Such a rapidly growing market necessitates the development of imagers with low

price, low power consumption, light weight, and highly integrated functions. Therefore,

imager developers actively search for substitutions of the widely used CCD (Charge-Cou-

ple Devices) imagers due to their poor circuit integration capability and high power con-

sumption. Among all the imager technologies, CMOS (Complementary Metal-Oxide-

Silicon devices) imager technology emerges and becomes the candidate that fulfills the

power and integration requirement for the next-generation imaging systems. The avail-

ability of tiny transistors in CMOS processes further allows pixel-level innovations for

focal-plane signal processing. In addition, CMOS processes are the leading and the most

widely available technologies among all the silicon processes. This makes CMOS imagers

potentially cheaper alternatives to CCD imagers.

Current CMOS imagers, however, have some drawbacks. The most significant prob-

lem is attributed to the fact that CMOS processes are originally developed for efficient

logic/mixed-mode circuit operations rather than for high-quality image sensors. Process

steps such as doping levels and thermal treatments are all optimized for higher transistor

performance. As a result, the available image-sensor structures from a standard CMOS

process, such as photodiode or photogate sensors, can only be implemented with existing

junctions and structures available to the specific process. Usually the performance of such
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CHAPTER 1. INTRODUCTION

sensors is not optimized. Furthermore, as the development of CMOS processes enters the

deep sub-micron era, problems such as poor sensitivity, high leakage current, and high

fixed pattern noise occur. In order to ensure adequate image sensor performance, process

modifications become necessary. The current trend in CMOS imager technology is to

develop a specialized process module dedicated for building image sensors. This process

module can be integrated with other standard CMOS manufacturing procedures. This

modular approach is similar to that for embedded DRAM and RF components. In this

way, the performance of the image sensors and the on-chip circuitry can be optimized sep-

arately.

To develop an optimized CMOS process for imaging applications, a thorough charac-

terization is essential to fully understand the capability of a specific process. For example,

pixels with different sensor structures and process parameters should be evaluated to

explore the advantages/disadvantages, and the trade-off on image sensor parameters.

Based on the characterization results, the optimized pixels or improvements on critical

process steps can be proposed and the aforementioned specialized process module can

thus be developed. Such an incentive provokes developing an effective characterization

methodology, in which test structures are built to investigate CMOS processes from an

imager perspective. This is one major objective of this thesis.

Besides the characterization of the pixels and image sensors, the influence of circuit

operations to the sensor performance is another focus of this study. During characteriza-

tion, it is noticed that a high drain-to-source voltage at the in-pixel transistors induces a

higher dark signal. The mechanism of this phenomena is identified to be hot-carrier

induced excess minority carriers due to the high electric field near the drain of the transis-

tors. This effect results in nonlinearity of imager response as the transistor size of CMOS

processes continues to shrink. It is desired to describe the verification of the hot-carrier

mechanism, quantify its influence to the image sensors, and provide design suggestions in

the thesis.

Signal cross-talk between adjacent pixels is another topic in this study. As the pixel

size continues to reduce, the cross-talk between adjacent pixels is expected to increase and

color mismatch between pixels will be degraded. By studying the cross-talk mechanism

and utilizing the principles developed in color theory, this thesis quantitatively estimates
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1.2. THESIS CONTRIBUTION

the degradation factor of color mismatch and discusses the approaches to alleviate pixel

cross-talk.

Pixel size reduction can be achieved with CMOS transistor scaling. However, a

reduced pixel size poses a more stringent specification on the optical lens resolution.

Using an optical simulation software, this thesis explores the relation between the number

of lens elements and its resolution limit. The.trade-off between pixel size reduction and

the necessity of increased lens complexity is discussed.

To summarize, this thesis investigates the characteristics of pixel designs, sensor

types, and process parameters for sensor optimization, the influence of in-pixel circuit

operation on image sensor performance, the effect of signal cross-talk on color imagers,

and the requirement of enhanced lens resolution with pixel size reduction. It is expected

that the findings of this thesis can improve the performance of CMOS imagers and thus

their advantages of low power, high integration, and low cost can be realized in the imager

market.

1.2 Thesis Contribution

The contributions of the thesis mainly addresses an image-sensor characterization meth-

odology, the physical mechanisms related with image sensor performance including hot-

carrier effects and signal cross-talk, and the increased requirement on the optical system to

accommodate the down-scaling trend of pixel size. The specific contributions are listed

below.

1. A two-stage characterization approach is demonstrated to optimize photo-

sensor and pixel performance for CMOS imagers. The first stage is characterizing

the imaging-related junction properties and optimizing the transmission coeffi-

cients of the dielectric layers above silicon using large-area photodiodes. The size

of the photodiode is 500 x 500 tm 2. Different junction types, layout strategies, and

configurations of the dielectric layers are compared. The results provide first-order

sensor parameters that are practical reference for making test sensor arrays used in

the second-stage characterization. The characterization compares the sensor per-

formance using small-dimension active-pixel-sensor (APS) arrays with various
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pixel designs, sensor types, and process parameters. The dimension of the sensor

arrays is 64 x 64. Several goals are targeted with this characterization methodol-

ogy. The first goal is to explore an optimized sensor structure for a specific CMOS

process. The second is to locate the process parameters that significantly influence

the sensor performance for further improvement. The third goal is to investigate

the feasibility of utilizing the test structures for wafer-level testing or lot-to-lot per-

formance monitoring.

2. Excess minority carriers induced by hot carriers at the source follower tran-

sistors of active pixel sensors (APS) are experimentally observed using a 4-T NW/

Psub sensor arrays fabricated with a standard 0.35-gm process. The number of car-

riers absorbed by photodiodes depends on bias conditions and consequently

becomes optical-signal dependent. A cascode 4-T APS is more sensitive to this

effect due to its small sensing capacitance. Temperature-varying experiments are

performed to confirm this mechanism. The spatial range of the excess carriers is

quantified to be within -30 pm around the stressed transistors under normal oper-

ating conditions. This effect is expected to become more important as the mini-

mum feature of CMOS processes continues to shrink. Suggestions on pixel design

are provided.

3. Cross-talk phenomena of CMOS image sensors is studied using a 64 x 64

NW/Psub APS array with pixel size 4 x 4 pim2 . The major cross-talk mechanism is

identified to be photo-carrier diffusion in the lightly doped substrate. The cross-

talk not only reduces the imager's spatial resolution; it further amplifies the pixel-

to-pixel color mismatch due to intrinsic pixel noise. The characterization results

and the principles of color theory are utilized to quantify the degradation factor of

color mismatch. The lowest illumination level under which the color mismatch is

severely degraded is also predicted. The approaches to improve cross-talk are dis-

cussed.

4. Pixel size reduction is evaluated from a perspective of optical lens systems.

An optical simulation software is utilized to study the relation between the mini-

mum resolvable pixel size and the requirement on the number of lens elements.

The Modulation Transfer Function (MTF) is used as a measure of resolution.
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1.3 Thesis Overview

The remaining portion of this thesis is divided into seven chapters. Chapter 2 is dedicated

to a background study and literature review, which describes the state of the art develop-

ment of CMOS processes for imaging applications. Chapter 3 describes the characteriza-

tion methodology of the large-area photodiodes. The sensor-related junction properties

include quantum efficiency, leakage current, and junction capacitance. The configurations

of the dielectric layers on top of silicon is also investigated to improve the optical trans-

mission coefficient. Chapter 4 is dedicated to the characterization and comparison of

small-dimension sensor arrays. The characterized parameters include conversion gain,

quantum efficiency, leakage current, sensitivity, and noise sources. The characterization

approach is utilized to compare pixels with different pixel designs, sensor types, and pro-

cess parameters. Chapter 5 describes the effect of hot-carrier induced excess minority car-

riers resulting from the stressed in-pixel transistors. The hot-carrier mechanism is

identified with a temperature-varying experiment and supplemented with measurements

under various bias conditions. The spatial distribution of the minority carriers is character-

ized. Suggestions on pixel design is provided. Chapter 6 focuses on the degradation of

color mismatch due to pixel cross-talk. The diffusion of photo-carriers in the lightly doped

substrate is identified to be the major cross-talk mechanism. The degradation factor of

color mismatch is calculated with the principles developed in color theory. Approaches to

improve cross-talk are discussed. Chapter 7 evaluates the requirement of enhanced lens

performance to accommodate pixel size reduction. Case studies on lens designs with dif-

ferent number of lens elements is performed to explore the relation between lens complex-

ity and the achievable resolution. Chapter 8 concludes the thesis work with a summary of

the studies and provides directions on the future work for further improvement of CMOS

imagers.
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Chapter 2

Background and Review

2.1 General Background

The idea of MOS imagers was first proposed in late 60's [1, 2], about the same time as

CCD imagers [3]. Because MOS imagers required the incorporation of transistors into

pixels, which was not feasible at that time due to large transistor size, CCD imagers have

become the dominant solid-state imaging technology ever since. However, with the device

shrinking trend, current CMOS imagers can be fabricated with a reasonable fill factor

(20%-50%) while maintaining a reasonable pixel size (4 pm-8 ixm). Therefore, the

research effort and market share of CMOS imagers are gradually catching up with those of

the CCD imagers. State-of-the-art CMOS imager products have successfully demon-

strated large format arrays with on-chip analog-to-digital converters [4] and camera-on-a-

chip systems which incorporate imagers, digitizers, and signal processors on the same

chip [5, 6].

In general, CCD and CMOS imagers have no difference in their photo-sensing princi-

ple. Both devices utilize silicon as the sensing material and the collected photo-charges by

the image sensors represent the intensity of optical signal. What differentiates these two

types of imagers is where and how the photo-charges are converted into an electrical sig-

nal. The discrepancies between the manufacturing processes are attributed to the differ-

ence on their charge-to-voltage/current conversion schemes. Take CCD imagers for

example, the optical signal stays in charge format in the pixel. The charges are transported

sequentially through a series of coupled-gates until the final floating diffusion node per-

forms charge-to-voltage conversion [7]. In order to assure the amount of photo-charges is

intact during transportation, special device structures, such as coupled poly gates and bur-

ied CCD channels, are developed. The CCD process has evolved into a specialized pro-

cess among silicon technologies to accommodate these device structures. With more than

20 years of research and development, the CCD imagers are able to achieve high-quality
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image sensing and have become the dominate product in the solid-state imaging market.

Unfortunately this specialized process is not suitable for building efficient transistors and

circuits. Therefore, a CCD imager usually requires another supporting chip to provide

control signals and perform signal processing. Whereas for CMOS imagers, the charge-to-

voltage/current conversion is performed in a much earlier stage. For CMOS active pixel

sensors [8, 9], the conversion is performed in the floating-diffusion sensing nodes within

the pixel; for CMOS passive pixel sensors [10], the photo-charges is dumped onto to the

column line and sensed by the column amplifiers; for CMOS logarithmic pixels [11], the

photo-current is converted into voltage format within the pixel. Because of the early

charge-to-voltage/current conversion in CMOS imagers, the electrical signal can be pro-

cessed with efficient circuits which are available from standard CMOS processes.

From a process perspective, it is possible to integrate a CMOS module in a CCD pro-

cess to build circuits on a CCD chip or to develop a special photo-sensor module in a

CMOS process to improve CMOS imager quality. In both ways, high-quality photo-sen-

sors and efficient circuits can be achieved on the same chip. However, building a CMOS

process module in a CCD process is not as cost effective as developing an embedded

image sensor module in a CMOS process. This is because process conditions for CCD and

CMOS are incompatible with each other. It takes many more masking steps to build this

hybrid CCD-CMOS process. Usually the processing fee is proportional to the number of

masking steps and the yield decreases with it. Therefore, a CCD-CMOS process is rarely

developed. On the other hand, the embedded image sensor module can be more easily

integrated into a CMOS process since all it takes is an optimized junction to provide high-

performance sensors.

Low power consumption is an important criteria for modem mobile electronics. In this

area, CMOS imagers provide better performance than CCD imagers. That is because CCD

imagers require high frequency clock signals on their coupled gates for charge transfer.

Whereas CMOS imagers consumes power only when a particular row or column is

addressed. A typical CCD imaging system consumes power on the order of 1W; whereas a

CMOS imager with the same function typically consumes power on the order of 100mW.

CMOS imagers have another advantage that is difficult to achieve by the CCDs - the

pixel-level innovation. Due to the small transistor size available from modem CMOS pro-
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cesses, several transistors or even a small circuit can be integrated within a pixel without

severely degrading the fill factor. Novel pixel-level innovation enables new imager func-

tions, such as dynamic-range expansion [12, 13, 14], focal-plane image compression [15],

or motion detection [16]. The incorporation of circuits and sensors has expanded the

dimension of the system-on-chip (SOC) applications [17].

2.2 CMOS Technology Scaling Considerations
The renaissance of MOS imagers is mainly attributed to the down-scaling of the transistor

size so that a pixel can achieve a reasonable fill factor. However, with the scaling trend

continuing for CMOS processes, the device characteristics and the available sensor struc-

tures in new generations of CMOS processes may be detrimental to imaging applications.

Some of the fundamental device problems in standard logic processes may eventually

force CMOS imagers to take a different process route. During the period of this study

(-1997 - 2001), the mainstream CMOS technology focuses on the 0.35-gm or 0.25-gm

process and is gradually shifting towards 0.18-gm process. Process modifications for

improving image sensors have already happened on some of the CMOS technologies [18,

19, 20, 21]. A substantial amount of information on this topic is provided in reference

[22].

This section discusses the impact of the technology scaling and looks beyond for the

future generation of CMOS processes. The analysis is performed on the individual imager

parameters and listed below.

1. Spectral Response and Sensitivity:

For deep sub-micron CMOS processes, silicide is applied on the surface of dif-

fusion region and poly gates to reduce sheet resistance and improve RC delay in

logic circuits. However, silicide is an opaque material for visible light. More than

90% of the incoming photons are unable to transmit through this layer. Therefore,

if the source/drain junction or poly gate is utilized for the photodiode or photogate

sensor, a special process procedure is required to remove the silicide. In fact, the

silicide removal process has been developed and utilized to fabricate on-chip resis-

tors in some CMOS processes. If this process module is available for image sensor
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fabrication, the sensitivity of the sensors will not be degraded by silicide.

As the scaling trend continues, if the diffusion/well junction is used to build a

photodiode sensor, the width of the depletion region will decrease since the doping

concentrations on both sides of the junction increases. Spectral response and sensi-

tivity of this sensor will thus reduce due to the reduction of the depletion region

width. One way to solve this problem is to utilize a well/substrate junction, in

which the substrate doping concentration is usually low (e.g. 1015 cm-3 ) and less

sensitive to technology scaling. The insensitive substrate doping is due to the fact

that the optimization of bulk doping for transistors is made through well implant

for a twin-well process. Because of that, the depletion region width of the well/

substrate junctions will roughly keep constant and the imager sensitivity will not

be degraded. However, the metallurgical junction depth will become shallower fol-

lowing the scaling trend. Special implants may be required to optimize the junction

profile for the image sensors.

The utilization of silicon-on-insulator (SOI) wafers in the future CMOS pro-

cesses poses challenges on the sensitivity of CMOS imagers. That is because the

silicon layer on top of the oxide layer (~40 - 200 nm) is much thinner than the

absorption depth (see Figure 3.2) of silicon at visible light. A severely reduced

number of photons will be absorbed and converted into electron-hole pairs. As a

result, special measures must be taken to improve the sensitivity; otherwise, the

CMOS imager process has to continue utilizing epi/bulk wafers and the process

development will thus depart from generic logic processes.

2. Leakage Current:

Several leakage mechanisms are expected to become serious problems for

future generations of CMOS imager processes. The leakage sources include junc-

tion leakage current, subthreshold leakage current, gate current, and hot-carrier

induced current. These mechanisms could produce excess current components

leaking in or out of the charge sensing node and greatly impact the imager perfor-

mance.

The junction leakage current is by far the most significant leakage current
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component for CMOS imagers. This component is largely due to the excess minor-

ity carriers generated from the carrier generation/recombination (G/R) centers

within or near the depletion region. This leakage source is dominant for both N-

diffusion and N-well photodiodes. The density of the G/R centers is a strong func-

tion of the field oxide structure, the doping levels, and process conditions such as

thermal annealing and passivation layer formation. For N-well photodiodes, as

long as the carrier generation issue is addressed properly in process development,

the junction leakage current is not expected to degrade severely by CMOS technol-

ogy scaling. Whereas for Ne-diffusion photodiodes, due to the shallow junction

depth and the resultant strong electric field at the diode edges and corners, the

junction leakage current is expected to increase dramatically with the scaling

trend.

The subthreshold leakage current refers to the current component flowing

through the CMOS transistor channel even though the gate voltage is low and the

channel is nominally "off'. This current component increases significantly with

device scaling due to the non-scalability of the subthreshold slope. As the thresh-

old voltage decreases with the scaling, this leakage current increases exponentially

[23]. For the transistors used for resetting the charge-sensing node or as an elec-

tronic shutter, this mechanism produces excess current leaking in or out of the

sensing node and thus corrupts the signal.

The gate current is due to carriers tunneling through thin gate oxide layers. For

a CMOS active pixel sensors (see Figure 4.14), this current component also

behaves like an extra leakage current component since the charge sensing node is

directly connected to the gate of a source follower transistor. It has been experi-

mentally observed that as the gate oxide thickness approaches 2.8 nm, the tunnel-

ing current could reach 10 fA/gm2 at IV gate bias [22]. Compared with typical

leakage current of 1 fA/pixel in modem CMOS imagers, this leakage level is unac-

ceptably high.

A high electric field near the drain of the in-pixel transistors could produce hot

carriers and generate excess minority carriers in the substrate. These carriers could

be absorbed by the photo-sensors and be treated as part of the optical signal. This
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phenomena is observed in this study and presented in Chapter 5.

3. Voltage Scaling:

Voltage scaling is utilized in newer generations of CMOS logic processes to

alleviate the effects of high electric fields in small devices. For image sensors and

analog circuits, the voltage scaling has a detrimental effect to the signal swing. For

the current generation of CMOS imager processes (e.g. a 0.25-gm process) with a

Vdd of 3.3 V, the maximum output voltage of CMOS active pixel sensors (APS) is

roughly on the order of lV. Once the voltage is shrunk to 1.8V or lower, the signal

swing will be shrunk to only hundreds of mV. It is likely that multiple Vdd and

oxide thickness options will be available in the new-generation processes to main-

tain the signal swing for analog applications. However, the design rules for these

transistors may not be scaled as much as the transistors in logic circuits so the pixel

size or fill factor will not be benefitted as much from the scaling. Under such cir-

cumstances, the advantage from device scaling would merely be a smaller size of

the periphery logic circuits, which utilize a lower Vdd and stringent design rules.

The image sensor arrays would possibly remain a similar size and performance as

the previous generation. The determining factor for adopting the newer generation

of process would become "whether the reduction of the silicon area occupied by

the periphery logic circuit is cost effective to switch to a more advanced process?"

4. Pixel size:

It is reported in the literature [22] that a further decrease in the pixel size below

5 gm x 5 gm is unnecessary due to the diffraction limit of the lens. However, the

current trend in CCD/CMOS imager industry is that more and more research effort

is devoted into the development of imagers with small pixel-size and large format.

To quantitatively clarify the relation between lens resolution limit and pixel size,

an optical simulation tool is utilized in this study and the results is reported in

Chapter 7.

Current observation shows that special process modules are created specifically for

CMOS imagers. Several recently published papers on CMOS imager processes reflect this
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fact. In reference [19, 24], a 0.25-gm non-silicide source/drain process is developed for

removing silicide. An arsenic and phosphorous double ion implant at the source/drain is

utilized to reduce leakage current due to the stacking fault at the STI edge. A pure hydro-

gen annealing is also used to passivate the defect states at the Si/SiO2 surface to improve

junction leakage current. In reference [18], an embedded CMOS imager module is created

for a 0.35-gm process. A customized deep P-well implant is performed to produce an

internal electric field in the substrate for guiding the photon-generated minority carriers

towards the photodiode junction. This approach is proven to improve both the spectral

response and signal cross-talk. Another shallow P+ implant is utilized to perform surface

pinning for reducing leakage current generated from surface states. Similar pinned photo-

diode structures are also developed in reference [20, 21]. The minimum feature sizes in

the two processes are 0.35-gm and 0.6-pm respectively. All the above technologies are

modified from standard CMOS processes.

Foreseeing the process development in the long run, it seems that CMOS imagers are

unlikely to simply follow the scaling trend of the generic logic processes. The degraded

device characteristics, the high leakage current of gate oxide, the utilization of SOI wafers,

and the scaling of Vdd are all detrimental factors to imager performance. Eventually, the

CMOS imager process may need to depart from the generic logic process. In the short

term, new process modules, such as H2 annealing or special photodiode implants, can be

inserted into the generic process to improve imager performance. However, as the generic

CMOS technologies continue to down-scale the transistor size, the gate leakage current

will increase dramatically. The amount of charges stored at the sensing node will be dom-

inated by this leakage current and the charge capacity allocated for photo-carriers at the

sensing node is greatly reduced. The shot noise mechanism of the gate leakage current fur-

ther increases the noise level, which degrades the image sensor performance. On the other

hand, once a critical process modification, such as SOI wafers, is adopted for the new gen-

erations of processes, either a novel image sensor structure needs to be invented or the

CMOS imagers will not be able to follow the scaling trend as demonstrated in the previous

generations of processes.
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2.3 Review of CMOS Imager Characterization

An extensive study on the noise performance of the CMOS photogate was reported in ref-

erence [25]. The imager chip was fabricated with Lucent Technologies 0.8-gm non-sili-

cide process. The pixel schematic was similar to the one shown in Figure 4.35 except that

there are no holes in the poly gates since this was a non-silicide process. The pixel size

was 16 gm x 16 km. A two-level correlated double sampling circuit was performed to

cancel the fixed pattern noise due to read-out circuit mismatches. The performance of this

photogate sensor was comparable to low-end CCD sensors but was inferior to that

reported for the high-end CCD sensors. The conclusion of this study described that the

performance of this photogate sensor was limited by low quantum efficiency (due to ploy

gate absorption), high leakage current (dark current shot noise), high leakage current non-

uniformity, and pixel cross-talk. Further improvement of the sensor performance would

rely on the advancement on the process conditions instead of circuits or architectures.

Another study on building test structures to perform characterization and comparative

analysis of CMOS image sensors was reported in reference [26]. Various kinds of single

pixel test structures and 64 x 64 pixel arrays were fabricated with two separate 0.35-gm

processes. Some of the characterization results and mathematical analysis on quantum

efficiency and fixed pattern noise were reported in [27, 28].

2.4 Review of Hot-carrier Induced Minority Carriers

The hot-carrier mechanism and the induced excess minority carriers have been studied

extensively in the '80's and early '90's. Several mechanisms were proposed to explain the

generation of the minority carriers in the substrate [29, 30, 31]. However, the influence of

the hot carriers induced minority carriers has not been reported in the literature. The

impact of the excess minority carriers on imager performance is investigated in this study.

The spatial distribution of the excess minority carriers is also characterized to be within

several tens of micron meters. A detailed description on this topic is presented in Chapter

5.

2.5 Review of Cross-talk on Color Imager Performance

Pixel cross-talk was characterized and studied in references [18, 19, 25, 32]. Most of the
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above characterization reported the cross-talk values at three different color bands - red,

green, and blue. A further analysis between cross-talk and the performance of color imag-

ers was given in [25]. The cross-talk was observed by the higher spectral response of the

green and blue pixels at the wavelengths corresponding to the peak red-pixel response. It

was also noticed that the green pixels in the same row as the red pixels suffered a higher

cross-talk than the ones on the same row as blue pixels. The cross-talk distorted the color

analysis functions after color correction. The distortion is more severe for blue response

due to the poor blue-light quantum efficiency of a photogate sensor. Thus, a poorer color

fidelity was resulted. The signal-to-noise ratio of the color signal was also degraded due to

cross-talk, which is the same conclusion achieved in this thesis.
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Chapter 3

Characterization of CMOS Processes: Stage I - Large
Area Photodiodes

This chapter is dedicated to the topic of characterizing large-area photodiodes for image

sensor applications. Test structures are implemented in standard CMOS processes for

comparing the performance of photodiodes with different junction types and layout strate-

gies. The measured junction properties include spectral response, leakage current, and

junction capacitance. To improve the transmission coefficient of photons, different stack-

ing arrangement of dielectric layers on top of silicon is studied. The characterization

results provide preliminary information for selecting sensor structures utilized in the sec-

ond-stage characterization, in which small-dimension pixel arrays are implemented.

3.1 Design of Large Area Photodiodes
A simple photodiode structure allows to directly measure its junction properties. The

design and characterization is much easier than that for a pixel arrays. The size of the pho-

todiodes should be determined by the magnitude of the measured parameter and the reso-

lution of the equipment. Leakage current, among all the photodiode parameters, is the

critical parameter that dictates the size of the diodes. For example, if the dimension of a

photodiode is designed to be as small as 10gm x 10pm, which is roughly the pixel size for

imagers, the total leakage current is typically on the order of lfA(10-15 A) or lower. The

small magnitude of current is beyond the resolution for most of the instruments. Besides

the problem in leakage current measurement, a small diode size also poses challenges on

correctly estimating the optical power falling on the diode during spectral response mea-

surement. The simple and effective way to avoid those measurement-related problems and

improve accuracy is to build large-area photodiodes.

With the available current meter providing DC current resolution down to sub-pA

range, the photodiodes are determined to be as large as 500gm x 500gm to assure suffi-

cient accuracy for leakage current measurement. Each on-chip photodiode is surrounded
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with a 100gm wide N-well and a 100gm wide P+-diffusion guardrings. The N-well

guardring is connected to Vdd and the the P+-diffusion guardring is connected to ground.

The N-well guardring serves to capture the stray photo-carriers which are generated out-

side the active photodiode region and diffuse towards the diode. The P+-diffusion provides

a low-impedance connection from the substrate around the diode to ground.

The whole chip is fully covered with the top layer of metal except for the photodiode

region and the bonding pads. This metal shield is necessary since it precisely defines the

optically active region of the photodiodes.

3.2 Basic Photodiode Parameters

The basic parameters of the photodiodes include spectral response, leakage current, and

capacitance. The properties and measurement setup for these parameters are described in

this section.

3.2.1 Spectral Response

Spectral response of a photo-sensor determines the absorption efficiency at different opti-

cal wavelengths. It is important for both color imagers and black-and-white (B/W) imag-

ers. For color imagers the spectral response determines the output signals corresponding to

different color pixels; whereas for B/W imagers the sensitivity is an integration of the

response curve over the visible spectrum (-380nm to 780nm in wavelength). The spectral

response is often described as quantum efficiency (Q.E.), which is defined as the number

of absorbed photo-carriers divided by the number of the injected photons of a specific

wavelength. The full scale of Q.E. is 100%.

Physics

Q.E. is mainly determined by three factors - the transmission coefficient of the dielectric

layers above silicon, the absorption coefficient of Si, and the carrier collection efficiency

of the sensor. These three factors are all functions of wavelengths and correspond to fol-

lowing physical mechanisms. First, the impinging photons need to penetrate through the

dielectric layers. If the photons are reflected or absorbed in those layer, they will not con-

tribute to the optical signal. Second, the penetrated photons need to be absorbed by Si and

generate electron-hole pairs (EHP). Third, the generated EHPs must be separated by the
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Figure 3.1: Normalized optical power (a), and the relative carrier generation rate (b) in
silicon

junction before recombination occurs. These factors is described below.

The transmission coefficient of the dielectric layers depends on the refractive index of

the layers used in the CMOS processes. Improvement on the transmission coefficient will

be described in Section 3.3.

As the photons penetrate through the dielectric layers and impinge on Si, the optical

power decays exponentially with the Si depth due to photon absorption1 . The normalized

optical power versus Si depth is shown in Figure 3.1(a). The three curves correspond to

the normalized optical power at three different wavelengths. The slope of the curves repre-

sents the Si absorption rate. Since each absorbed photon generates one EHP, the absorp-

tion rates also represent the EHP generation rates, which are presented in Figure 3.1(b).

Theoretically, the EHP generation rate can be expressed as

G=P aez (3.1)
hc

where P' is the optical power impinging on Si2; h is Planck's constant; c is light speed; X

is optical wavelength; a is the absorption coefficient; and z is Si depth. The absorption

coefficient a is a wavelength-dependent parameter. The empirical data [33] of a is pre-

sented in Figure 3.2.

1. The exponential behavior is common for physical mechanisms that can be formulated as
-dP/dx = K, where K is a positive constant. Here, K is associated with the optical absorption
coefficient of Si.
2. This is the transmitted optical power instead of the total optical power.
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According to Figure 3.1 and Figure 3.2, blue light, which corresponds to a short wave-

length, is absorbed at a shallower region while red light can penetrate much deeper into

silicon. This EHP generation profile and its wavelength dependence is solely dictated by

the sensor material - Si.

The photo-carrier collection mechanism is shown in Figure 3.3. The carriers are driven

by the internal electric field at the location they are generated. Therefore, if an EHP is

generated inside the depletion region, the built-in electric field will separate them and

100% of the carriers will contribute to photo-signal. If the carriers are generated in a

region where the local electric field is weak, they can either diffuse to a near-by depletion

region and get separated or eventually recombine without contributing to the photo-signal.

Considering all the above conditions and the exponential EHP generation profile, the car-

rier collection is a complicated mechanism which involves the internal electric field, the
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Figure 3.4: Test setup for spectral response characterization

location and the width of the depletion region, and the minority carrier diffusion length.

These parameters are mainly determined by the doping profile of the photodiode and are

strongly related with the process parameters. One of the objectives in photo-sensor design

is to construct a doping profile with an optimized carrier collection efficiency as well as a

minimized carrier recombination rate. This issue will be discussed as the Q.E. of the pho-

todiodes with different junction types is compared.

Experimental Setup
The experimental setup is shown in Figure 3.4. The monochromator (model: TRIAX- 180

by Instrument, SA) with a 120W tungsten halogen light source provides monochromatic

light with variable wavelengths. The optical output is connected to a bifurcated optical

fiber with one end shining on a calibrated photo-sensor (model: 818-SL from Newport

Corp.) and the other end on the photodiode under test. The monochromator, the optical

power meter (model: 1835-C multi-function optical meter from Newport Corp.), and the

pico-Amps current meter (model: HP4140B) are connected to a PC through a GBIP inter-

faces for data acquisition and storage. All the measurements for the photodiodes are con-

ducted in a metal shield box to isolate optical and electrical noise. Each data point

represents an average of 20 consecutive measurements to remove random noise.

According to the definition, Q.E. can be calculated by the following equation:
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Q.E. = (hv)-1I ,(3.2)
P - q

where P denotes total optical power shining on the photodiode; q is electron charge; h is

Planck's constant, v is optical frequency and i is the measured photo-current.

3.2.2 Leakage Current

Leakage current in photodiodes refers to the absorption of carriers that are not generated

by photons. Often times it is also called dark current. Since the properties of the leakage-

current carriers are intrinsically the same as the photo-generated carriers, there is no phys-

ical way to distinguish these two carriers and subtract one component from the mixture.

Leakage current reduces the charge capacity dedicated for photo-carriers. More impor-

tantly, this current component varies with sensor location and time, producing spatial and

temporal variation of the output signal. The spatially varying part contributes to fixed pat-

tern noise of the imager and the temporal part is one of the sources for random noise (this

noise component is also called dark current shot noise). The impact of leakage current is

more severe under low illuminance levels since its percentage in the total amount of carri-

ers becomes higher. Therefore, it is crucial to minimize leakage current to improve the

noise performance under low illumination conditions.

Physics

The mechanism of leakage current for a photodiode is essentially the same as that of the

reverse-bias current for a p-n junction diode. From semiconductor physics, the reverse-

bias current density of a n+-p abrupt junction diode consists of two terms [34] and can be

written as

2
n. qn.W

J = q -- + , (3.3)
R tNa e

where Dn and in represent the diffusion coefficient and the minority carrier lifetime of

electrons in the p-type region; n. is the intrinsic carrier concentration; Na is the doping

concentration in the p-type region; w is the width of depletion region; and ', denotes the

effective lifetime in the depletion region. The first item in the equation comes from minor-

ity carrier diffusion from the charge neutral region; the second item is the generation cur-
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rent inside the depletion region. Both items have strong temperature dependence through

n and the second item has a bias voltage dependence through w. For Si junction diodes at

room temperature (- 25 C), the reverse-bias current is usually dominated by the compo-

nent of generation current. On the contrary, the diffusion current dominates at high tem-

2.1
perature because the n term increases faster with temperature

For imagers of commercial applications, the operating temperature is around room

temperature; therefore, minimizing the generation current becomes a high-priority task.

According to eq.(3.3), only w and e are variables for the generation current. Since the

depletion region width w is also related to the photo-carrier absorption and is proportional

to Q.E. to the first order, it is not desired to reduce W. Whereas for re, it is not related with

any other image sensor parameter and deserve the effort to maximize it.

The effective lifetime te, according to Shockley-Hall-Read generation/recombination

(G/R) model [35], is directly related to the density of the G/R centers within silicon band-

gap, especially for the ones with energy states near the center of the bandgap. Those

energy states are created largely due to lattice defects. The defect density is much higher

near the silicon surface since the transition of material from Si to SiO2 creates dangling

bonds and generates a huge amount of states within the bandgap. Therefore, process

development effort is required to minimize this component of leakage current originated at

the Si surface.

Experimental Setup

The problem associated with the small magnitude of leakage current density is solved by

utilizing large-area photodiodes. However, direct measurement of leakage current with

packaged chips produces error. That is because the resistivity of the package material,

either ceramic or plastic, does not necessarily provide sufficient electrical isolation. Thus,

the measurement can only be performed through a probe station with the HIP4140B pico-

Amps current meter. The meter also provides necessary bias voltage for the photodiodes.

A thermal chuck is utilized to measure the temperature dependence of leakage current.
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3.2.3 Capacitance

Junction capacitance at the charge sensing node determines the charge capacity and the

charge-to-voltage conversion gain of the image sensors. A smaller capacitance at the

charge sensing node is usually favored since it provides a higher signal-to-noise ratio of

the output signal. However, the drawback is a lower charge capacity and thus a lower

dynamic range. The trade-off on the sensing node capacitance will be re-visited in Section

4.5.2. In this chapter, the objective is to understand the capacitance density associated with

different junction types.

Physics

The photodiode capacitance is essentially a p-n junction capacitance. Therefore, the width

of the depletion region and the capacitance value are mainly determined by the doping

profile. Using abrupt junction approximation, the width of depletion region can be calcu-

lated as

-2E - 1/2
Xd =q$-Va)] (3.4)

whereESs permittivity of silicon; N a and Nd are doping concentrations of p-type and n-

type region respectively; q, is the built-in potential, and Via is the applied bias voltage.
E

The capacitance per unit area can be calculated as c = -s . Generally, the higher the dop-
Xd

ing levels, the higher the capacitance per unit area.

Experimental Setup

Similar to the leakage current measurement, the capacitance is directly measured with a

probe station for better accuracy. An HP4275 LCR meter is utilized for capacitance mea-

surement. Capacitance of the dummy bonding pad is also measured and subtracted from

the measured data.

3.3 Improving Transmission Coefficient of Dielectric Layers

There are multiple dielectric layers on top of Si wafers. The functions of these layers are to

passivate the oxide-silicon interface, to electrically isolate metal layers, to isolate humid-

ity and impurities from active devices, and to provide scratch protection. The materials
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commonly used in the layers include oxide, nitride and oxy-nitride. These materials typi-

cally exhibit nearly 100% transmittance at visible light but their difference on refractive

index causes reflection at the layer interface. The reflection reduces the number of photons

impinging on Si and degrades the Q.E. of the image sensor.

In this section, the reflection phenomena of the dielectric layer is studied and the

objective is to explore an optimized stacking configuration to improve photon transmis-

sion from air into Si.

3.3.1 Theory

The behavior of electromagnetic waves is governed by Maxwell's equations. For a single

dielectric interface, the reflection coefficient (assuming a 90 incident angle) can be calcu-

lated [36] as

R = n-2], (3.5)
sni + n 2

where n, and n2 represent the refractive index of media on both sides of the interface.

The transmission coefficient is simply 1 - R.

According to eq.(3.5), the larger the difference of refractive index between n, and n2

is, the higher the optical energy is reflected. In imager operations, the photons need to

transmit through the air (n - 1), pass through the multiple dielectric layers and then reach

silicon (n - 3.44). If the dielectric layers are stacked properly so that the refractive index

increases monotonically along the light path, mathematically the overall reflection can be

minimized. Thus, the best way to stack the dielectric materials from top to bottom would

be oxide (n ~ 1.46), oxy-nitride (n ~ 1.7), and then nitride (n ~ 2.0) and finally silicon (n ~

3.44).

In reality, this approach is impractical because there are other process concerns. For

example, oxide is the best material for passivating Si interface and it needs to be in direct

contact with Si. Furthermore, nitride is the best material for humidity isolation and needs

to be applied in the stacking structure. Therefore, the alternative is to apply buffer layers

between the nitride layer and oxide/Si interface with a proper arrangement of the refrac-

tive index to reduce the reflection caused by large refractive index jumps.
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3.3.2 Modeling

For simplicity, interference phenomena and multiple reflection between the dielectric lay-

ers are not considered in the calculation. The assumptions can be justified by the following

facts. First, the interference phenomena produces constructive and destructive response on

the transmission curves, making it difficult to compare the average performance between

different dielectric configurations. Second, the transmission components due to multiple

reflection is usually much smaller than the directly injected component. Therefore, the

total transmission coefficient of the multiple-layer structure can be calculated as

T I _(~~n,--n2 2-.- (n 2 - n,)2- -. [ nk - I - nk 2- 36
Ttotal = T12-T23...T(k -1)k nI + n2 n2 + n3 nk-1 + nk . (3.6)

Utilizing eq.(3.6), transmission coefficients are calculated with respect to the stacking

configurations shown in Table 3.1. The ideal configuration described previously is also

shown at the last row for comparison.

The Ox/Si configuration is considered as a basic structure and its transmission coeffi-

cient is used as the normalization factor in the third column of the table. It is observed that

only 10% difference of transmission coefficient exists between the best case (Ox/Si) and

the worst case (SiN/Ox/Si). That is because a significant amount of optical reflection hap-

pens at the final Ox/Si interface due to the large refractive index jump. For the practical

configurations, the transmission coefficient of the standard case (SiN/Ox/Si) can be

Normalized
Dielectric stacking configuration Transmission transmission

coefficient coefficient

Air/Ox/Si 0.808 1.00

Air/SiN/Ox/Si 0.726 0.899

Air/Ox/SiN/Ox/Si 0.769 0.952

Air/Ox/SiN/SiON/Ox/Si 0.778 0.963

Air/Ox/SiON/SiN/SiON/Ox/Si 0.788 0.975

Air/Ox/SiON/SiN/Si (* impractical*) 0.890 1.10

Table 3.1: Transmission coefficient of dielectric layer configurations
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improved from 0.726 to 0.788 (the Ox/SiON/SiN/SiON/Ox/Si case), a 8.5% improvement

with the drawback of process complexity. Another observation from the table is that the

Q.E. of a photodiode fabricated with a typical dielectric-layer structure (SiN/Ox/Si) will

not exceed 73% due to the reflection phenomena.

3.3.3 Experimental Results

The transmission coefficients of the dielectric layers are difficult to measure directly by

electrical methods. That is because the measured photo-current is convolved with the

charge collection efficiency of the photodiode junctions. Nevertheless, the ratio of the

transmission coefficient between two dielectric layer configurations can be calculated by

taking the ratio of the corresponding photo-current. Since the photodiodes are of the same

structure (NW/Psub photodiode), the only factor that produces photo-current variation is

the transmission coefficient difference of the dielectric layers.

The photo-current measurements are performed on photodiodes with Ox/Si and SiN/

Ox/Si configurations. The utilized technology is a 0.25-ptm CMOS process. The ratio

between the photo-current is shown in Figure 3.5. The DC levels of the measured and sim-

1.2

m
a)1.0

- Measurement
0.4 - -- Simulation

()

00~oo
a. 400 500 600 700 800

Wavelength (nm)

Figure 3.5: Transmission coefficient ratio between SiN/Ox/Si (type-A) and Ox/Si (type-
B) dielectric layers
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Figure 3.6: Cross-sections of N+/Psub and NW/Psub photodiodes

ulated data match well except for the wavy behavior on the measured curve due to minor

optical interference effects. This result validates the first-order calculation of the transmis-

sion coefficient as described in eq.(3.6).

3.4 Comparison of Junction Types
Standard CMOS processes offer two junction types that can be used as photodiodes -

NW/Psub and N+/Psub (or N+/PW/Psub) photodiodes. Cross-sections of the photodiodes

are shown in Figure 3.6. The NW/Psub photodiode requires a N+-diffusion/N-well butting

junction to electrically connect the N-well region, which violates the design rules for typi-

cal CMOS circuits and is thus not as well-accepted. However, this diode structure is valid

from a process perspective. This section compares the Q.E., leakage current, and junction

capacitance of both structures fabricated with standard CMOS processes.

3.4.1 Quantum Efficiency
Figure 3.7 shows Q.E. measurement on NW/Psub and N+/Psub photodiodes with two dif-

ferent CMOS processes - a 2.0-gm and a 0.5-gm processes. The former is a non-sili-

cided process and the latter applies a silicide block mask on optically active regions. The

applied reverse bias voltage is 2.0 V. Comparisons are made mainly between NW/Psub

and N+/Psub photodiodes from the same process. Inter-process comparison is not as rea-

sonable since there are too many process-dependent variables, such as the process condi-

tions, involved in the fabrication. According to the figure, both diode structures
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Figure 3.7: Q.E. of photodiodes with the 0.5- m and 2.0-[tm processes

demonstrate comparable Q.E. for wavelengths longer than 600nm. This can be explained

by the fact that long-wavelength photons have lower Si absorption coefficient (refer to

Figure 3.2) and most of the photo-carriers are generated deeper in the substrate. Since the

carrier lifetime and the internal E-field are determined by the same substrate doping pro-

file at such depth, both structures exhibit similar charge collection efficiency and Q.E.

At short wavelengths, however, the NW/Psub diodes demonstrate better Q.E. This out-

come is attributed to a much longer minority carrier diffusion length in the N-well than the

N+-diffusion region. Since the short-wavelength photons tend to generate EHPs in a shal-

low region, most of the photo-carriers are generated within the N-well or N+-diffusion

regions. The short minority-carrier diffusion length in the N+-diffusion recombines the

carriers more efficiently and thus results in a lower Q.E. According to empirical data [42],

the minority-carrier diffusion length of holes (Lh) is roughly 100 tm if Nd = 101 cm-3, a

typical doping concentration for N-well. Whereas, for N+-diffusion region with Nd on the

order of 10 20 CM-3, Lh is on the order of sub-micron. The huge difference in the diffusion
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Figure 3.8: N/PW/Psub photodiode structure and the doping profile

length recombines more photon-generated holes in the N+-diffusion region than in the N-

well region.

The wavy Q.E. curves at longer wavelengths is due to the effect of optical constructive

and destructive interference in the dielectric layers. The phenomena is more evident for

long-wavelength photons due to better phase matching.

For some CMOS technologies, a P-well implant is performed to optimize the perfor-

mance of nMOS transistors. This allows one to create the N+/PW/Psub junction. The

cross-section and a typical doping profile of the diode structure is shown in Figure 3.8.

The existence of the P-well doping profile degrades the collection efficiency of the junc-

tion in two ways. First, the higher doping level of P-well over P-substrate reduces the

width of the depletion region. As a result, the region with the highest charge-collection

efficiency shrinks. Second, the doping profile of P-well produces an internal E-field in the

charge neutral region in which the field repels photo-generated electrons from diffusing

back into the depletion region. Both mechanisms degrade the charge collection efficiency

and the Q.E. Further, the repelled carriers by the internal E-field could also contribute to

signal cross-talk between adjacent pixels, which is the topic of Chapter 6. A comparison

between the Q.E. of N+/PW/Psub and NW/Psub photodiodes is shown in Figure 3.9. The

diodes are fabricated with a standard 0.6-gm CMOS process. The Q.E. degradation for

N+/PW/Psub photodiode is significant.

3.4.2 Leakage Current

Leakage current, as described previously, is a characteristic closely related with process
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Figure 3.9: Q.E. of photodiodes with the 0.6-gm twin-well process

parameters. It is desired to achieve a photodiode with the lowest leakage current. This sec-

tion presents the measurement of leakage current versus bias voltage and temperature.

The measurement of leakage current density versus reverse bias voltage for the NW/

Psub and N+/Psub photodiodes with the 0.5- and 2.0-gm processes is shown in Figure

3.10. For the 2.0-gm process, it is found that the leakage current density of the N+/Psub

photodiode is 10 times higher than that of the NW/Psub diode on the same chip. Whereas

for the 0.5-gm process, the discrepancy is not as much but the N+/Psub photodiode still

exhibits 40% higher leakage current than the NW/Psub diode at 2.5V reverse bias.

The lower leakage current of NW/Psub than N+/Psub photodiodes can be explained

from a process perspective. First, the N-well implant is performed at an earlier stage than

the N+-diffusion implant in the process. The N-well implant usually requires a high-tem-

perature drive-in step. Therefore, the thermal annealing is better performed than the N+-

diffusion. Second, the LOCOS process creates a highly stressed region at the periphery of

the diode. In this region this is a large amount of carrier G/R centers which contribute to

the leakage current. This effect becomes more significant for a diode with a higher periph-
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Figure 3.10: Leakage current density of photodiodes with the 0.5-pm and 2.0-gm
processes

ery/area ratio as will be presented in Section 3.5. Third, the doping level of N+-diffusion is

much higher than the N-well doping level. This potentially creates more impurity states

within silicon bandgap in the depletion region. The higher bias voltage dependence of the

leakage current for the N+/Psub photodiode in Figure 3.10 suggests that the generation

current component in the depletion region is higher than that of the N-well photodiode.

The comparison of leakage current density between a NW/Psub photodiode and a N+>

PWfPsub photodiode in the 0.6-gm twin-well process shows a slightly different story. The

measurement result is presented in Figure 3.11. The N+/PW/Psub photodiode shows lower

leakage current at low reverse bias. This can be explained with eq.(3.3). The diffusion cur-

rent component of leakage current for the N+/PW/Psub photodiode is lower than that of

the NWLPsub photodiode due to the lower electron concentration in the P-well region than

in the P-substrate region. On the other hand, the width of the depletion region is narrower

for the N*/PWIPsub photodiode so the total amount of G/R centers may become lower

than the amount for the NWfPsub diode. Under such conditions, the N+/PW/Psub photo-

diode presents lower leakage current than NW/Psub diode. As the applied bias exceeds
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current component of leakage current dominates at high temperature since all the curves

merge together with a slope roughly equal to Eg. A slope of Eg on the Arrhenius plot illus-

trates that the leakage current has the same temperature dependence as n , same as the dif-

fusion current component. Once the diffusion current component becomes dominant,
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Figure 3.12: Arrhenius plot of leakage current density for photodiodes with the 0.5-gm
process

theoretically both photodiodes should demonstrate similar leakage current performance

since this diffusion current component only depends on the P-substrate doping, which is

the same for both photodiodes. This is confirmed by Figure 3.12. Whereas at low temper-

ature, the slope of the curves is close to Eg/2 , showing the same temperature dependence

as n .. Besides, the curves demonstrate stronger bias-voltage dependence. The phenomena

shows that the generation current component dominates in this temperature region. There-

fore, the curves demonstrate strong voltage dependence through the depletion region

width w. In this temperature region, the N'/Psub photodiode, which potentially carries

more G/R centers in the depletion region, exhibits stronger bias dependence than the NW/

Psub photodiodes. From the results of the temperature measurements, it can be concluded

that the diffusion current component dominates at high temperature and the generation

current component dominates at low temperature for the large-area photodiodes.

3.4.3 Capacitance
Figure 3.13 shows the measured capacitance per unit area for the photodiodes with the
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Figure 3.13: Capacitance of the photodiodes with the 0.5-gm and 2.0-gm processes

0.5-gm and 2.0-gm processes. As expected, the N-well photodiodes on both processes

have lower capacitance than the N-diffusion photodiodes due to the lower doping concen-

tration. Therefore, the N-well photodiodes should have a higher charge-to-voltage conver-

sion gain in the pixels under the assumption that the capacitance of the charge-sensing

node is dominated by junction capacitance.

3.5 Geometry Considerations

This section discusses the geometric effects of image sensors on Q.E. and leakage current.

Two N+/Psub photodiodes with different layout strategies are compared. One photodiode

is designed with a typical square-shape layout and the other has a grid-shape layout. The

layouts are shown in Figure 3.14. The latter structure has a higher periphery/area ratio

than the former. The original idea to design such a grid-shape diode is for Q.E. improve-

ment, which is described in the following paragraph.

According to the previous discussion on Q.E., a depletion region is a high carrier-col-

lection-efficiency zone. If the depletion region can somehow be expanded in a photodiode

and placed close to Si surface, Q.E. should be improved. Both targets can be achieved by
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Figure 3.14: Top view of the square-shape (left) and grid-shape (right) photodiodes

laying out photodiodes in a grid-shape structure as opposed to a regular square or rectan-

gular shape. This design is more appropriate for N+-diffusion photodiodes than the N-well

diodes because the long lateral diffusion length of N-well dopants caused by the high-tem-

perature drive-in step makes it difficult to implement such N-well photodiodes within a

10pm x 10pm pixel.

As the grid-shape photodiode shown in Figure 3.14, the width of the N-type region is

W and the separation is S. If W and S are designed properly, depletion region in the lateral

direction will be wide enough to cover the exposed P-substrate region, providing a higher

charge collection efficiency near the surface. Thus, Q.E. can be improved.

This photodiode is designed and fabricated with the 0.5-gm CMOS process described

before. The width of the Ne-diffusion (W) is 0.9gm and the separation between the grids

(S) is 2.7gm. On average, the P-substrate region occupies 56% of the total diode area.

Assuming the doping concentration of the P-type substrate is 10 15 cm-3 and the N+-diffu-

sion doping is 10 20 cm-3, the exposed P-substrate region is expected to be entirely covered

by depletion region under 2.OV reverse bias voltage.

The Q.E. of the grid-shape photodiode is characterized and the ratio to the square-

shape diode is shown in Figure 3.15. The Q.E. is improved at wavelengths between 400-

500nm. The improvement is higher towards shorter wavelengths. For wavelengths longer

than 500nm, the Q.E. ratio, on average, is nearly unity. Similar to the Q.E. measurement,
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Figure 3.15: Q.E. ratio between the grid-shape and square-shape N/Psub photodiodes

the wavy phenomena of the curve is due to the optically constructive and destructive inter-

ference in the dielectric layers. Since the two photodiodes have slightly different dielectric

thickness, the Q.E. peaks and valleys are at different wavelengths for the two diodes.

The Q.E. improvement at short wavelengths is anticipated. Since the short-wavelength

photons tend to generate EHPs near Si surface, more carriers would be collected if the

depletion region is placed closer to the surface. On the other hand, the Q.E. discrepancy of

the two diodes at short wavelengths is a proof that a substantial amount of photo-cariers

are recombined in the N+-diffusion region.

An estimation on the Q.E. ratio is performed to verify the data. According to Figure

3.7, the Q.E. of the square N'-diffusion diode at 400nm is 48%. For the grid-shape diode,

the area percentages of N'-diffusion and P-substrate are 44% and 56% respectively. Since

the P-substrate region near Si surface is depleted, the carrier collection efficiency is

assumed to be 100% because the Si absorption length at 400nm is less than 0.1 tm. The

Q.E. ratio is estimated to be 0.48-.0.44 + I . 0.56 = 1.61, which matches pretty well with the0.48
measured data at 400nm.
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Figure 3.16: Arrhenius plot of leakage current for the grid-shape and the square-shape
N'/Psub photodiodes with the 0.5-ptm process

In spite of the Q.E. enhancement at short wavelength, the utilization of a grid-shape

photodiode is not always advantageous. The leakage current of the grid-shape photodiode,

however, is much higher than that of the square-shape diode due to the high density of G/

R centers at the field edge. The Arrhenius plots of leakage current for both structures are

presented in Figure 3.16. The temperature sweeps from 25C up to 180C. The grid-shape

photodiode shows more than two orders of magnitude higher leakage current than the

square-shape diode. The strong voltage dependence for the grid-shape diode and the slope

of the curve near Eg/2 suggest that the generation component of leakage current absolutely

dominates in the whole temperature range.

It can be derived from the above measurement that the leakage current generated from

the field edge at the N+-diffusion periphery is of much greater importance than the area

component. This is also true for small-dimension Ne-diffusion photodiodes because of the

high periphery/area ratio. Therefore, a good photodiode design should try to minimize the

periphery length. Also the process effort should focus on reducing the generation compo-

nent of leakage current from the field edge.
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3.6 Summary

This chapter describes the characterization of CMOS processes for image sensor applica-

tions using large-area photodiodes. Three major parameters of photodiodes - spectral

response (Q.E.), leakage current, and capacitance are discussed, both theoretically and

experimentally. Dielectric-layer optimization and photodiode layout strategies are dis-

cussed. The characterization results are summarized as the follows.

1. The improvement on transmission coefficient of the dielectric layers can be realized

by inserting buffer layers with refractive index between SiN and Si. For the best case, the

transmission coefficient can be improved from 0.73 (SiN/Ox/Si) to 0.79 (Ox/SiON/SiN/

SiON/Ox/Si). The drawback is the increased process complexity.

2. The NW/Psub photodiodes demonstrate lower dark current density, higher quantum

efficiency, and higher charge-to-voltage conversion gain than the N/Psub diodes. The

results can be explained by a better-annealed p-n junction, a longer minority carrier diffu-

sion length, and a wider depletion region width in the NW/Psub photodiodes.

3. An N/PW/Psub photodiode could possibly present a lower leakage current than the

NW/Psub photodiode due to the narrower depletion region and the lower minority-carrier

concentration in the lightly doped side. However, the narrow depletion region and the

internal E-field resulted from P-well doping profile significantly reduces the Q.E.

4. The Arrhenius plot of leakage current is effective in observing the dominate leak-

age-current mechanism. For large-area photodiodes, the generation current component

from the depletion region dominates at lower temperature and the minority-carrier diffu-

sion component dominates at higher temperature.

5. A photodiode with grid-shape layout can be used to improve Q.E. at short wave-

length because of the wider depletion region than a square-shape photodiode. However,

the higher G/R density at the field edge produces more than two orders of magnitude

higher leakage current. This high leakage current prohibits this structure to be used for

typical imaging applications. The measurement result also suggests that a photodiode

should be laid out with less periphery length as possible. Process effort should also be

addressed on reducing the GfR centers at the field edge.

6. From the characterization results, an NW/psub photodiode is recommended to be
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the sensor structure used for the second-stage characterization on small-dimension pixel

arrays.
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Chapter 4

Characterization of CMOS Processes: Stage II- Small-
Dimension Pixel Arrays

The characterization of large-area photodiodes compares the junction types that are suit-

able for imaging applications. In the second stage of characterization, small-dimension

pixel arrays are implemented for further analysis and optimization on the pixel level.

Building small-dimension pixel array as test devices is an cost-effective way to extract

pixel-level parameters and is suitable for imager development.

The pixel arrays are designed with three objectives. First, it is utilized to identify the

optimized pixel design. Second, from a pixel perspective, it locates the process parameters

that need to be improved. Third, the arrays serve as test patterns for confirming process

improvement or for monitoring lot-to-lot variations on the sensor parameters.

The characterization of small-dimension pixel arrays is performed on sensor parame-

ters such as Q.E., leakage current, and conversion gain, which are similar to the ones mea-

sured from large-area photodiodes except for the small size of the pixels. There are

essential parameters that can only be extracted from pixel arrays but not large diodes. For

example, the pixel-level noise sources, which include temporal and spatial components,

are unable to be characterized with large photodiodes. The pixel-level characterization

method is presented using a three-transistor (3-T) NW/Psub photodiode active pixel sen-

sor (APS) array as an example. The approaches are utilized to compare arrays with differ-

ent pixel designs, sensor junctions, and process parameters.

4.1 Design of 64 x 64 Pixel Arrays

An accurate characterization on the pixel parameters is the goal of the pixel array design.

Therefore, proper buffering of the analog signal become the top priority. Because of that,

on-chip circuitry is reduced to minimize switching noise and substrate bouncing. The con-

trol signals, analog signal amplification, and digitization are provided with off-chip com-

ponents.
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Figure 4.1: Layout floor plan of the chip (left) and the 64 x 64 test pixel array (right)

Figure 4.1 shows the floor plan of the test chip. There are four units on the chip. Each

unit contains a pixel array with different pixel designs. Since the process conditions are

identical for the four on-chip units, the comparison of pixel parameters between the

designs would be fair. The dimension of the pixel array is determined to be 64 x 64, which

provides sufficient statistical data with a small Si area. Besides the pixel array, each unit

contains a 6-bit row decoder, 6-bit column decoder, column circuitry, analog output buff-

ers, and biasing circuits. The four units share the same input control signals such as row/

column addressing bits and others. Each unit also has its own analog output pads so the

analog outputs are independent.

The schematic of a 3-T photodiode pixel and its analog signal path are shown in Fig-

ure 4.2. The presented signal path starts from the pixel cell and extends all the way down

to the output pads. Inside the pixel, there is one p-n junction photodiode and three nMOS

transistors. Transistor QI is used for resetting the voltage of the photodiode to a pre-deter-

mined value. Transistor Q2 and transistor Q4 down in the column circuit form a source

follower so that Vt will track the photodiode voltage Vd. Transistor Q3 is used as a

switch (row-select transistor) to turn on/off the branch current through the source follower

transistor Q2. For all the pixels connected on the same column line, only one of the pixels
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Figure 4.2: Circuit diagram of the 3-T pixel cell and the associated periphery circuit

will be turned on at any time. Vdd and Vrst are common to all pixels in the array. Reset and

RS (row select) signals are generated from the row decoder circuit and are common to pix-

els on the same row. At the bottom of each column there is a column circuitry which con-

sists of the current source transistor Q4, two sampling capacitors -- Csig and Cref, two sets

of CMOS switches which are controlled by signals SS and SR, and two second-stage

source followers. The capacitors Csig and Cref are implemented with pMOS gate capaci-

tors. The column decoder selects a particular column and connects signals from the sec-

ond-stage source followers to the output buffers.

The operation of the pixel is described with the timing diagram of the control signals

shown in Figure 4.3. First, a particular row is selected when its corresponding RS signal

turns "high". The reset signal, Reset, on that row is pulsed "high" at time t to charge up

the voltage of the photodiode to a pre-determined value. The photodiode can be treated as

a junction capacitor in this case. The depletion region of the p-n junction increases to sus-
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Figure 4.3: Timing diagram for the 3-T photodiode APS array

tain the voltage drop. Due to illumination, the photon-generated carriers steadily accumu-

late on the junction capacitor and the photodiode voltage Vd continues to drop. The

magnitude of the photo-current determines the slope of the Vd curve. The stronger the

optical signal, the faster the voltage drops. A certain amount of time is allocated to inte-

grate the photo-carriers. At the end of the integration time t2 , control signal SS pulses

"high" and samples Vout(t 2) onto capacitor Csig. The photodiode is then reset again at t3-

The reset operation is followed by a SR pulse to sample Vout(t 3) onto Cref. In this way, Cref

stores a pre-determined reset voltage and Csig stores the reset voltage plus the optical sig-

nal integrated during the integration period. The voltage difference between the two

capacitors, (Vref -Vsig), represents the magnitude of the optical signal. After the SR pulse,

the column decoder is then multiplexing through all columns to connect Vref and Vsig on

each column to the output buffers. The above operations are performed in a row-by-row

basis to scan the output signals throughout the whole array. The differential output signal

is then converted into a single-ended signal with an off-chip instrumentation amplifier.

The two second-stage source followers on each column are utilized to properly buffer

the differential analog signals, Vref and Vsig. The circuit diagram is shown in Figure 4.4.

PMOS source followers are implemented in this case in order to avoid back-gate effects in

nMOS source-followers. Therefore, the voltage gain is nearly unity. The pMOS source
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Figure 4.4: Circuit diagram of the second-stage source followers

followers are also used as voltage level shifters to compensate for the voltage drop in the

first stage of nMOS source follower. In this way, a better signal swing can be achieved.

Some extra devices in the column circuitry are used for cancelling the offset voltage

difference between the two pMOS source followers. As shown in Figure 4.4, there are two

pMOS transistors connected across the two input nodes - Vref and V,,g. The NAND gate

controls the on/off state of the pMOS switches. Normally the switches are "off" and the

output voltage difference (Vref2 - Vsig2) is equal to (Vref - Vsig)+AVoff, where AVOff repre-

sents the offset voltage difference between the two pMOS source followers. The AVOff

varies from column to column and is considered as the major source of column-to-column

fixed pattern noise (C-C FPN) for this type of readout circuit. It is desired to sample this

AVoff and subtract it from the differential output. In this circuit, the sampling of AVOff is

performed by switching globalCB to a "high" state when a specific column is selected

for readout (col-sel on this column is "high"). Thus, the two input nodes, Vref and Vsig'

will be shorted to a common voltage Vcm. Consequently, Vref equals Vsjg and (VrelrVsig2)

becomes AVoff. To utilize this AVoff cancellation feature, two off-chip sample-and-hold (S/

H) buffers are required. One is used to sample the original output (Vref - Vsig)+AVoff when

the two pMOS switches are "off'. The other S/H is for sampling AVOff when the two

branches are shorted. The subtraction of the two S/H outputs corrects the column-to-col-

umn fixed pattern noise.
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Figure 4.5: Hierarchical multiplexer in the column decoder
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Figure 4.6: Typical multiplexer implementation

A hierarchical multiplexer in the column decoder is utilized to select one pair of the

second-stage source-follower outputs, e.g. Vref2_n and Vsig2_n on the n-th column, to the

output buffers. The schematic of the multiplexer is shown in Figure 4.5. The advantage of

the hierarchical structure is a minimized parasitic capacitance on the signal path for the

second-stage source followers to drive. The parasitic capacitance is mainly contributed

from the Ne-diffusion junctions at the MOS switches. For a typical multiplexer shown in

Figure 4.6, the total parasitic capacitance on the signal path consists of the N--diffusion
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Figure 4.7: Circuit diagram of the output buffer

junctions from the 64 column switches. Whereas for the presented 2-level hierarchical

structure, there are only 2 x 8 = 16 junction nodes on the signal path. The parasitic

capacitance reduction is more significant for imagers with a large number of columns.

Two output buffers are connected to the outputs of the hierarchical multiplexer for

driving the off-chip parts. The circuit diagram for the buffer is shown in Figure 4.7. The

two pMOS transistors on top splits the bottom tail current into half. Since the two nMOS

transistors below the pMOS transistors are of the same size, Vgs of the two nMOS transis-

tors should be the same. Because the source nodes of the two nMOS transistors are

shorted, VOut would simply follow Vin with a unity gain. This circuit avoids voltage-gain

reduction due to back-gate effects in nMOS source followers. However, this circuit

requires two times the branch current in a typical nMOS source follower so the power

consumption is higher. Since maintaining the analog-signal accuracy is the major concern

in the experiments, power consumption is not optimized for this design.

The on-chip digital circuits, row decoders and column decoders of the array, are imple-

mented with typical NAND-NOR logic circuits to realize functions similar to the follow-

ing:

R 1 = a5 -.a4- a 3.- a 2 -a,-a0 ,

R2 = a 5 -a4 -a3 .- a2 a1 -a0,
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Figure 4.8: Schematic of the level shifting circuit for reset signal

R3= a5 -a4 a3 -a2 a- a0,

R64= a5 -a 4 -a 3 -a 2 -a 1 -a 0,

where Rn represents row-select or column-select signal on the n-th row or column. The

reset signal (Reset) on each row is implemented by an AND operation of the row-select

(RS) signal and a global reset signal. In order to obtain a flexible reset voltage level, a

level-shifting circuit is implemented before Reset is connected into the pixels. The level-

shifting circuit is shown in Figure 4.8 The "high"-level voltage at the output is converted

to Vdd_H.

In order to minimize the influence of the injected photons to the circuit operation, the

top metal layer is utilized as a metal shield to cover up the whole chip except for the

photo-sensing area. The layout of the test chip is shown in Figure 4.9. A 400 x 400gm 2

NW/Psub photodiode is also placed on the chip to characterize the junction properties.

NMOS and PMOS test devices are also built. Layout for one of the pixel arrays is shown

in Figure 4.10. The configuration of the other three arrays are similar.

Two sets of small-dimension imager chips are fabricated with different CMOS pro-

cesses. The first set is fabricated with a HP 0.35-gm standard CMOS process through

MOSIS VLSI Fabrication Service [43]. Pixel structures on this chip include several

designs of 3-T photodiode, 4-T photodiode, and photogate APS arrays. The purpose of

this chip is to compare pixel parameters between different pixel structures. The second set
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Figure 4.10: Layout of a 64 x 64 photodiode APS array
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Figure 4.11: Experimental setup for sensor array characterization

of imager chips is fabricated with a TSMC [44] 0.25-gm non-silicided source/drain shal-

low-trench-isolation (STI) CMOS process. Chips fabricated with this process include the

variation of sensor junctions, and process parameters such as substrate types, photodiode

implant dose and energy. A special metal shield is further designed for a crosstalk study,

which is the topic for Chapter 6. All the chips are packaged with Kyocera 84-pin ceramic

PGA packages. The pin outputs between the two sets of chips are identical so that they can

be characterized with the same test board.

4.2 Experimental Setup

The experimental setup for characterizing the pixel arrays is shown in Figure 4.11. The

major parts consist of a test board, an optical illuminating system, and a PC with a digital

frame grabber (model: Genesis-LC from Matrox). Periphery equipment such as pulse gen-

erators and power supplies are also required.

A photo of the test board is shown in Figure 4.12. The major components on the board

includes the imager chip, two instrumentation amplifiers, a 12-bit analog-to-digital con-

verter (ADC), several digital output (RS-422) drivers, and some voltage regulators. The

voltage regulators provides ±9V, ±5V, 3.3V for analog chips and +3.3V, +5V for digital
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Figure 4.12: Photo of the test board

chips. The imager chip is located near the center of the board. Drill holes are prepared for

assembling the lens mount. There are four pairs of analog differential outputs coming out

from the imager chip. Each pair corresponds to one of the four pixel arrays. One of the

output pair is selected by a 4-differential-channel analog multiplexer chip (model: ADG-

609 from Analog Devices, Inc.). The differential outputs are amplified by a low noise, low

distortion instrumentation amplifier (model: INA-103 from Burr-Brown). The gain of the

amplifier can be adjusted with an external resistor Rext and calculated from

G = 1+ 6 KQ/Rext. The output of this amplification stage is single-ended and the offset

level can be adjusted with a potentiometer. The signal path is followed by two S/H chips.

The S/H chips are utilized for canceling the offset voltage difference between the two on-

chip second-stage source followers as described in the previous section. The subtraction of

the two S/H outputs is performed by another instrumentation amplifiers. The board is

designed so that the two S/H chips can be by-passed in order to measure the column-to-

column fixed pattern noise. The final analog signal is then digitized by a 12-bit 5MSPS

analog-to-digital converter (model: AD-871 from Analog Device, Inc.) The digital outputs

are buffered by four RS-422 drivers before feeding into the frame grabber. All the control
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signals are generated by a CPLD (complex programmable logic device, model:

CY37064P84 from Cypress Semi. Corp.). The programming code is written with VHDL

and loaded into the CPLD through a RS-232 interface. The in-system programming ability

of the CPLD provides high flexibility for generating the timing pattern of the control sig-

nals. Special timing patterns, such as the ones for varying the integration time or address-

ing a specific row or column, can be programmed into different files and easily download

into the CPLD within seconds.

The illumination system includes optical instruments utilized for spectral response and

sensitivity measurements. The monochromator, the bifurcated fiber, and the optical power

meter are used for Q.E. measurement. For sensitivity measurements, an integrating sphere

(model: US-080-SF from Labsphere, Inc.) with an external tungsten halogen light source

is used. The integrating sphere is connected to a filter holder for holding a visible-light fil-

ter (filter# 59062 from Oriel) and a set of neutral density filters with density from 1 to 3

(filter#: 59350, 59360, and 59370 from Oriel). The neutral density filters are for wide-

range intensity adjustment. Small-range intensity adjustment is performed with a manual

shutter at the input port of the sphere. Varying the voltage setting of the light source during

measurement is not recommended because this will affect the output optical spectrum. A

silicon photometric sensor (model: SED033 from International Light, Inc.) is mounted on

the integrating spheres and connected to a research radiometer (model: IL-1700 from

International Light, Inc.) for light intensity measurement. All optical measurements are

conducted in a metal shield box to reduce optical and electrical noises.

A PC is used for real-time image display, data storage, and data analysis. It is equipped

with a GPIB board and Labview software, which automates the test instruments such as

the monochromator, the optical power meter, and a temperature measurement module.

For temperature varying experiments, a Peltier Junction device is used. The assembly

of the device with the imager chip is shown in Figure 4.13. This Peltier Junction device

acts as a thermal pump which utilizes thermal-electric effects to convey heat from one side

of the junction to the other. The pumping direction depends on the polarity of the current

flowing through the junction. This device is mounted on a heat sink and attached to the

package of the imager chip during measurements. A K-type thermal couple is attached on
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Figure 4.13: Devices for temperature-varying experiment

the package close to the chip for temperature measurement. A Keithley M1321 K-thermo-

couple calibration module with RS-232 interface is used for acquiring temperature data

into the PC. This setup allows temperature variation of the imager chip from 50C to 750 C

without affecting the temperature and the characteristics of the other on-board padts.

4.3 Simulation

A device simulator is utilized to predict the Q.E. of junctions with different process

parameters such as implant dose or energy. The main purpose of the simulation is to opti-

mize the doping profile of photodiodes for a better quantum efficiency. The doping profile

can be created with a specialized implantation to create the desired junction. The extra

process steps involve one more mask, one extra photo-exposure step, and one or several

implantation operations. Since a typical CMOS process consumes 12-20 masks, one extra

mask step should have minor impact on the total fabrication cost.

A doping profile is the input parameter for the Q.E. simulation. If the process steps are

known, the profile can be simulated from a process simulator such as TSUPREM4 from

Avant! Corp. [38]. For some standard implantation conditions, the doping profile is calcu-

lated from the measured spreading resistance data. The doping profile is then fed into a 2-

D device simulator for the Q.E. simulation. The device simulator is Atlas from Silvaco
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International [39]. The simulator utilizes the well-known solid-state physics equations for

the simulation. The following equations are some of the fundamental ones.

(1). Poisson's equation:

V - (EVV) = -p, (4.1)

where y is the electrostatic potential, E is the local permittivity, and p is the local space

charge density.

(2). Carrier continuity equations:

an 1 + -R , (4.2)
at q(V-Jn)+Gn ,4

2 (V -J)+ G - R,(4.3)
at q P P P

where n and p represent electron and hole concentrations, Jn and jr are electron and hole

current density; Gn and G, are the generation rates for electrons and holes; R and R are

the recombination rates for electrons and holes; q is electron charge.

(3). Transport equations from Drift-Diffusion Transport Model:

Jn = qn nE+qD Vn, (4.4)

JP = qpg E -qD Vp, (4.5)

where in and p are electron and hole mobilities; D and D are electron and hole diffu-

sion coefficients.

The carrier generation rate can be calculated from the injected optical power and the

silicon absorption coefficient shown in Figure 3.2. Reflection on dielectric interfaces is

considered and calculated using ray-tracing method [40, 41]. The applied carrier-lifetime

model is according to formulas derived from empirically fitted data [42]. Most of the other

coefficients associated with silicon are default parameters built in the simulator.

The Q.E. simulation is applied to the imager chips fabricated with the 0.25 gm pro-

cess. The results are presented in Section 4.5.

4.4 Imager Pixel Parameters

This section provides a general description on pixel parameters and the approaches used to

characterize the parameters. The parameters include conversion gain, spectral response,
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Figure 4.14: Layout and schematic of the 3-T NW/Psub photodiode APS

leakage current, sensitivity, and noise. The characterization approaches are demonstrated

using a 3-T NW/Psub CMOS APS array with a pixel size of 9.2 x 9.2 gm2 . Layout and

schematic of the pixel is shown in Figure 4.14. This chip is fabricated with a standard HP

0.35-pm silicide process. The results demonstrate an example of modem standard CMOS

processes utilized for imaging applications.

4.4.1 Conversion Gain

Conversion gain typically refers to the output voltage variation of an image sensor when a

photo-carrier is captured by the charge sensing node. As this voltage variation is referred

back to the charge sensing node, the conversion gain becomes essentially a measurement

of the capacitance of the charge sensing node. The relation between conversion gain (CG)

and capacitance (C) is CG = q/C, where q is unit charge. For a 3-T photodiode sensor

shown in Figure 4.14, the photodiode acts as the charge sensing node. The capacitance of

the sensing node mainly consists of the junction capacitance of the photodiode, the source-

to-gate coupling capacitance of Q1, gate capacitance of Q2 and other parasitic capacitance

associated the node. The capacitance of the sensing node can be estimated with the follow-

ing equation:

C = Cgs-Q+Cg-Q 2 +Csw-L+C-A+Cp, (4.6)

where csw represents side-wall capacitance of the photodiode, L is the periphery length,

C. is the junction capacitance, A is the photodiode area, and C represents other parasitic
IP
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components such as the metal-to-sensing node coupling capacitance.

A direct measurement of the sensing-node capacitance is difficult since the capaci-

tance is typically on the order of fF (10-15 F). Two approaches are typically adopted for

measuring the sensing-node capacitance. The first one is to inject a known amount of

charge into the node and measure the voltage difference before and after the charge injec-

tion [26]. The capacitance can be calculated from c = . This method requires extra cir-
AV

cuitry for controlling charge flowing into the sensing node. The other approach utilizes an

assumption that the photo-carrier absorption is a Poisson process. Namely, the absorption

of each carrier is treated as an independent probabilistic event. As the events are integrated

for a certain amount of time, statistically the mean value of the total number of events is N

and the standard deviation of the number of events will be JW [37]. This uncertainly of

carrier absorption represents photonic shot noise, which is originated from the particle

property of photons. The shot-noise process is a well-accepted assumption in the imaging

industry. In this work, the shot-noise approach is adopted for conversion gain estimation.

The measurement is performed by applying an illumination with sufficient intensity on

the imager so that photonic shot noise dominates the noise mechanism. One hundred

repeated measurements is performed. The mean value of the voltage output is denoted as

Vout and the standard variation as vnoise. From the photonic-shot-noise assumption, the

two voltage values can be written as

Vou. =N.CG.GSF, (4.7)

Vnoise NCG-GSF(4.8)

where CG is conversion gain and GSF is the voltage gain for the on-chip source followers.

GSF can simply be obtained by turning on all the switches on the analog signal chain and

measuring the slope between Vout and Vrst. Apply some algebra on eq.(4.8) and eq.(4.7),

the conversion gain can be written as

v2
CG= noise (4.9)

Vout GSF

This approach is applied to the 3-T NW/Psub APS array. The illumination level is

adjusted so that Vout is at half of the saturation level. From the signal and noise plot pre-

sented in Figure 4.19, the imager is assured to be operating in the photonic-shot-noise
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dominate region. Applying eq.(4.9), the conversion gain is calculated to be 10 gV/e and

the corresponding capacitance on the sensing node is 16fF.

A correct estimation of conversion gain is critical in pixel array characterization since

there are many other sensor parameters derived from it. In the estimation, the voltage

dependence of the sensing node capacitance is not considered for simplicity. In reality, the

sensing node capacitance dynamically increase with the integrated charges due to the p-n

junction.

4.4.2 Spectral Response

Measurement

The measurement of spectral response on pixel arrays is similar to the case on large-area

photodiodes but with a slight difference of the meaning. Since the photo-sensor does not

cover 100% of the pixel area, there is a built-in area factor associated with the Q.E. of the

pixel arrays. This factor is called fill factor and is defined as the optically active area

divided by the pixel area. Because of that, the Q.E. of pixel arrays is smaller than that of

large-area diodes roughly by the ratio of fill factor.

The Q.E. of a pixel array can be calculated from

- hv Vout
QE = P-T. CG -GSF (4.10)

P-Tint C GSF'

where P denotes the optical power illuminating on a pixel at a specific wavelength and

Tint represents the integration time.

The Q.E. of the NW/Psub APS array measured with eq.(4. 10) is shown in Figure 4.15.

The Q.E. of the large-area NW/Psub diode is also presented for comparison. The Q.E. of

the large diode is scaled down with a multiplication factor of 0.4 so that a better compari-

son can be made. This figure shows that the Q.E. of the pixel is quite similar to that of the

large diode with a scaling factor slightly larger than the fill factor (-0.35 in this case). The

matching of both curves is expected since both devices have the same junction profile and

therefore should exhibit the same carrier collection efficiency. The slightly larger scaling

factor (0.4) than the fill factor (0.35) is considered to be due to the depletion region at the
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Figure 4.15: Measured Q.E. for the NW/Psub photodiode APS and the large NW/Psub

photodiode

periphery of the pixel photodiode, producing a larger optically active area than the size of

the drawn feature.

4.4.3 Leakage Current
Leakage current is a sensor parameter highly dependent on process conditions. Due to the

complex process dependence, it is difficult to derive a universal model that fits all the

CMOS processes. On the other hand, the small magnitude of leakage current density

imposes challenge on most of the device simulators since a much higher resolution on the

numerical representation is required. Due to the above problems, the most reliable way to

quantify leakage current is through measurements on real devices.

Direct measurement of leakage current on the pixels is a formidable task. Usually, an

integration approach is utilized. The approach is performed by accumulating leakage cur-

rent at the charge sensing node. Since the capacitance of the charge sensing node converts

the collected carriers into voltage, the leakage current can be calculated by

Le k = G Vout
Leak CG -G S -'T.i

(4.11)
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Figure 4.16: Dark signal versus integration time for the NW/Psub photodiode APS at
various temperatures

where Vout is the output voltage with measurement performed in a dark environment;

T. is the integration time.
tnt

In the dark current measurement, the integration time T. is set to 2' multiples of 1/30

second, where n varies from 0 to 4. The 1/30 second is used as a time unit since it corre-

sponds to a typical motion-picture frame rate of 30 frames/sec. The results on the NW/

Psub pixel array are shown in Figure 4.16. Each data point is an average value of the

frame with one hundred times of measurements. The output voltage consists of a DC off-

set from the on-chip source followers and the amplification stages. Each curve represents

a specific temperature setting, which is varied from 5C to 75C with steps of 10C. The

slope of the curves is plugged in (4.11) to calculate the leakage current. The Arrhenius plot

is shown in Figure 4.17. The slope of the Arrhenius plot represents the activation energy

of the leakage charge generation. The energy is calculated to be 0.68eV, a value close to

Eg/2. According to the findings in Chapter 3, this result shows that the leakage current

source is dominate by the G/R centers residing near the center of Si bandgap. In order to

determine whether the leakage current is dominated by area or periphery components, the

temperature-varying measurement is also performed on the large-area NW/Psub photo-
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Figure 4.17: Arrhemius plot of leakage current for the NW/Psub photodiode APS

diode and the activation energy is calculated to be 0.9eV, which is between Eg and EgI2 .

This result suggests that the leakage current in the pixel array is dominated by the periph-

ery component, which should be highlighted for process improvement.

Utilizing the conversion gain estimated previously, the total leakage current of a pixel

at room temperature is calculated to be 1.74fA, corresponding to a dark signal of 3.5mV

for an integration time equal to 1/30 sec. This signal level is roughly equivalent to 1 LSB

(Least Significant Bit) for an 8-bit ADC with 1V full scale.

4.4.4 Sensitivity
Sensitivity determines the output signal of an image sensor illuminated by a certain light

level within a specific integration time. For CMOS APSs, the unit is usually in volts per

lux per second (V/lx/sec) or amps per lux per second (A/lxlsec). Conceptually, sensitivity

is similar to spectral response in the sense that both parameters represent how the image

sensors respond to light. In fact, sensitivity can be derived from spectral response if the

spectral energy distribution of the illumination is known.
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Sensitivity is a sensor parameter with certain ambiguities. The ambiguity needs to be

clarified in order to make a fair comparison between the quoted data from different imag-

ers.

The first ambiguity comes from the photometric property, lux, built in the unit. Unlike

radiometric units which are defined clearly in terms of energy or power, the photometric

unit is a bio-physical term. The response of the human visual system to light is taken into

consideration for the photometric unit because our eyes only respond to a specific range of

the optical spectrum - the visible light (~380-780nm). The spectral sensitivity functioni

of human visual system and the conversion between the photometric and radiometric

quantities are described in Appendix A. This spectral response function (shown in Figure

A.1) is quite different from the spectral response of silicon image sensors (Figure 3.7). If

the incoming photons are all near-infrared (X ~1 tm), the illumination is almost zero lux

but the image sensor will have finite output. Under such circumstance, the sensitivity of

the image sensor becomes unreasonably high compared with the case of green-light illu-

mination. To solve this problem, the spectral distribution of the light sources needs to be

specified. Standard light sources are defined by the Commission Internationale de l'clair-

age (CIE), an international organization in charge of defining illumination standards. The

spectral distribution of some standard light source is shown in Appendix B. In this thesis,

the utilized light source is a 120W tungsten halogen light source. The color temperature is

around 3000K. A visible light filter is utilized as an IR-cut and the external transmittance

is shown in Figure 4.18.

The second ambiguity comes from the probe point where the sensitivity is defined. If

the sensitivity is defined at chip output, on-chip analog amplifiers can be used to magnify

the output signal. As a result, the sole description of sensitivity becomes meaningless

since a fair comparison can not be made. To solve the flaw, the accompanied noise perfor-

mance should also be described since the amplifier will magnify the noise as well. The

signal-to-noise (S/N) ratio would become a reasonable parameter for comparison. How-

ever, this complicates the scenario since the noise performance of the amplifiers needs to

be considered. This problem can be solved if the sensitivity and noise is taken at the

1. This function is called spectral luminous efficiency function, usually denoted as V(X) .
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Figure 4.18: Transmittance of the visible light filter

charge sensing node. The measured parameters would be generically from the image sen-

sors and independent of any other on-chip electronic components. This approach is taken

throughout the rest of the thesis.

The sensitivity is calculated from 100 consecutive frames of data at various illumina-

tion levels. The integration time is set to 1/30 second. The mean values and standard devi-

ations are computed for each pixel, which represent the signal and random noise of each

pixel. The signal and the noise values are then averaged throughout the array to represent

the signal and random noise of the sensor. The signal and random noise of the NW/Psub

APS array is shown on a log-log plot in Figure 4.19. The slope of the signal is unity and

the slope of the noise is 1/2 at higher illumination levels. This square-root behavior of the

random noise is due to the photonic shot noise. Dynamic range of a sensor is defined as

the full range of signal divided by the noise floor. The full signal range for APS chips is

typically determined by the circuit operating range. For the NW/Psub APS, the full signal

swing is roughly 1.2V. The measured sensitivity is 1.3V/lx/sec, and the noise floor is about

0.4mV. Therefore, the intrinsic dynamic range of the sensor is 70dB. The S/N ratio versus

illumination of the pixel is shown on a log-log plot in Figure 4.20. It is observed that the S/

N curve increases linearly with illumination at low illumination and shifts to a square-root

relation at higher illumination. This plot determines the minimum illumination needed for

the imager performance to meet the S/N specification.
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Figure 4.21: Data set for processing random noise and fixed pattern noise

4.4.5 Noise

Noise is a critical performance parameter for all sensors. For analog sensors such as

CMOS imagers, any noise generated at the charge sensing node will be shown on the dis-

play unless signal processing technique, e.g. frame averaging, is performed. Basically, the

noise components for CMOS imagers can be classified into two categories - random

noise and fixed pattern noise. The random noise describes the temporal variation of the

output signal; whereas the fixed pattern noise described the spatial variation of the 2-D

imager plane as an uniform illumination is applied. The former is purely probabilistic and

the latter is deterministic. Due to their difference in property, one component can be distin-

guished from the other with the following mathematical approach.

First, many frames of signal is taken under identical measurement conditions and

stored in a data buffer. This data buffer can be viewed as a three-dimensional data set as

shown in Figure 4.21. Two of the axes correspond to x-/y- location of the pixels and the

third dimension corresponds to frame number. Mathematically, this data set can be

denoted as S(x,y,f), where x and y represent column and row numbers; f is the frame

number.
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Random noise represents the fluctuation of the output signal from frame to frame. It

can be calculated as the standard deviation for each pixel along the f-axis. Assuming 100

consecutive frame data is taken, the calculation is shown as below.

R(x,y) = a2 {S(x, yf)} , (4.12)

where C2 denotes the mathematical operation of taking the variance of the data set in the

parenthesis; the lower right corner shows that the operation is taken effect alongf-axis. An

average of the noise is taken throughout the 2-D array to represent the random noise of the

pixel as shown below:

RN = M - {R(x, y)}x, y = I...64  (4.13)

where M represents the mathematical operation of taking the average for the data set

within the parenthesis. In this case, the average is done throughout the 2-D pixels.

To calculate the fixed pattern noise, the random noise component is removed by aver-

aging pixel signals throughout the 100 frames as shown in the following equation:

F(x,y) = M-{S(x,y,f)} 1 1 0 0 . (4.14)

Assuming the random noise exhibits a Gaussian distribution, this averaging operation

reduces the magnitude of random noise by J/ii so the fixed pattern noise becomes the

dominate noise source. The fixed pattern noise can further be classified as column-to-col-

umn fixed pattern noise (C-C FPN) and pixel-to-pixel fixed pattern noise (P-P FPN). They

can be calculated from the following equations:

C-CFPN = 2{M -{F(x, y)}I 1...64' _x=1...64 ,and (4.15)

P-PFPN = JM {72.{F(x,y)}Iy ...64 1...64(4.16)

The classification of the two FPN components is related with the circuit architecture of the

CMOS imager. This will be addressed in a latter section.

Random Noise

Random noise of CMOS image sensors is typically composed of photonic shot noise, reset

noise (also known as KT/C noise), and dark current shot noise. Each noise component is

originated from a specific mechanism. Therefore, these components can be considered

independent to each other and the variance of total random noise voltage can be written as
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2 2 2 2
VRN= Vph+VRESET+VD-S' (4-

where 1 ph' VRESET, and VDS denote photonic shot noise, reset noise, and dark current

shot noise respectively. The dominate component depends on the operating condition of

the image sensor.

The photonic shot noise originates from the particle property of photons. Each photon

emission and absorption is considered as an independent event and the process is a shot

noise mechanism as described in Section 4.4.1. As an imager is operated under photonic-

shot-noise-dominated region, the absorption of N carriers on average for a photo-sensor is

accompanied with a standard deviation of /N carriers. As a result, the photonic shot noise

component can be formulated as

Vh = CG -1 = CG I' (4.18)

where bph represents the average photo-current.

An imager operating under photonic-shot-noise dominate regime achieves the ultimate

noise limit since the particle property of photon is nature. To achieve this, the illumination

level should be high enough for Vh to become the dominant noise source. The random

noise versus illumination for the NW/Psub APS array is shown in Fig.4.18. As expected,

the photonic shot noise has a square root relation with illumination at higher illumination.

Conversely, under low light levels, the importance of photonic shot noise decreases and

the other two components - reset noise and dark current shot noise become more impor-

tant.

Reset noise (kT/C noise) comes from the reset operation at the sensing node of the

pixel. When the sensing node is preset to a designated voltage (Vrst), there is a voltage

uncertainty associated with the node after reset. This noise component is random and in

fact, has the same origin as thermal noise on electronic devices. The equivalent circuit

model for the reset operation is shown in Figure 4.22. It consists of a capacitor, a resistive

thermal noise source, a perfect switch and a constant reset voltage source Vrst Since we

are only considering noise voltage here, the constant voltage source Vrst can be replaced

with a short circuit to ground. The capacitor represents the sensing node capacitance; the
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Figure 4.22: Thermal noise model

switch represents the reset transistor; and the resistor R contains the resistance from the

voltage source to the sensing capacitor when the switch turns on. According to thermal

noise theory [45], a resistor with value R under absolute temperature T has noise spectral

density

VR B (4.19)

where kB is Boltzmann's constant. The noise spectral density is proportional to R and T

and the magnitude is uniform over an extremely wide frequency range (so called white

noise). This frequency range can extend to as high as 10 13Hz [46]. Due to this ultra wide-

band nature, the bandwidth of the thermal noise is usually assumed to be infinite so that

the computation can be simplified. According to Figure 4.22, the voltage transfer function

from the noise voltage to the sensing node can be written as

T(f) = 1 (4.20)
1 +j2nRCf

where j represents 7-1.

At the moment as the reset pulse transits from "high" to "low", the instantaneous noise

voltage on the sensing node is sampled. This instantaneous sampling can be modelled as a

convolution operation of an impulse function 5(t) with the noise voltage at the sensing

node in time domain. The computation can be easily conducted in frequency domain. As

Fourier Transform is applied, the convolution operation becomes a multiplication and the

noise voltage on the sensing node becomes

f )C = l. Tb J).V 2 f). (4.21)
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The variance of noise voltage is an integration over the frequency domain. After simplifi-

cation, the result is

o* 4kBTR kBT
2Cf VnC(t) -df=J 0  +4R 2 2 7 df B CT.(4.22)

nC f 0 1 + 4n 2R 2C 2

The noise voltage on the sensing node only depends on temperature and its capacitance,

not the resistance R. The independence of the resistance R can be explained as the follows.

As R increases, the magnitude of the noise spectral density also increases but the effective

bandwidth of the transfer function T(f) decreases. As both effects are considered in the

integration, they cancel with each other and end up with a constant noise voltage which is

independent of the resistance R.

Theoretically, the reset noise can be completely removed by using a technique called

correlated-double sampling (CDS) [47]. The idea of CDS is described as follows. Since

the reset noise is due to the reset operation, the noise component would remain constant

after the reset operation until the following reset is performed. If the sampling pulses SR

and SS can be arranged in the same reset cycle, the reset noise component will be 100%

correlated for the Vref and Vsig. The subtraction of both voltages will completely remove

the reset noise. This technique is widely adopted in CCD readout circuit to remove the

reset noise. Unfortunately this technique is not easily implemented for a 3-T photodiode

APS. That is because the Vref and Vsig correspond to different reset cycles (refer to Figure

4.3). The noise voltage becomes uncorrelated after each reset operation. Unless a frame

buffer is utilized to store the Vref for each pixel, the reset noise is unable to be removed. In

fact, the subtraction of Vref and Vsig in an uncorrelated case produces reset noise ,T
C

which is 2 times the derived kT/C noise.

The above derivation of reset noise applies to the case that Vrst is lower than Vdd by at

least the threshold voltage Vth. Under such condition, the sensing node can be completely

reset to Vrst when the reset transistor turns on. This reset operation is called "hard reset".

Whereas in another popular reset scheme, Vrst is shorted with Vdd, causing the reset tran-

sistor Q1 (refer to Figure 4.14) to operate in sub-threshold regime during reset. The sens-

ing node voltage will not be pulled up completely to Vdd since the current flowing

through the reset transistor for charging up the sensing node decreases exponentially with
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the increases of the sensing node voltage. This type of reset operation is called "soft

reset". The reset noise from soft reset is theoretically proven to be smaller than the reset

noise from the hard reset [48]. That is because when the reset transistor operates in sub-

threshold regime, the mentioned noise mechanism is no longer valid since the conducting

channel is replaced by a potential barrier. Thus, the noise model is more similar to a shot

noise mechanism since the carriers need to pass the potential carrier to travel between

source and drain. According to the derivation result in [48], the variance of the reset noise

under soft reset can be written as

2 mkBT
2C ' (4.23)

(q-(V -v
where m is the non-ideality factor in the subthreshold I-V relation: i = expq -V th

mkBT

Typically m is around unity. Therefore, the noise associated with the soft reset would be

roughly half of the noise value in the hard reset case.

Considering the three reset schemes - CDS, hard reset, and soft reset, a general reset

noise value can be written as

_ 
2 kBT

VRESET= CB(4.24)
qC

where a depends on how the reset operation is performed. If an ideal CDS is performed,

a is zero. Otherwise, a is equal to unity for the hard reset scheme and less than one for

the soft reset scheme.

The dark current shot noise is due to the temporal randomness of dark carrier genera-

tion from the G/R centers. This carrier generation process is usually modelled as a Poisson

process, which demonstrates shot noise property similar to the photonic shot noise. Conse-

quently, as an average of N dark carriers are generated and collected in a specific integra-

tion time, there would be a randomness with a standard deviation of FN carriers

associated with it. The dark current shot noise can be written as

VDS = CG - 1Ndark = CG 'dark Ti (4.25)

Thus, it is desired to minimize the total dark current in order to reduce the dark current

shot noise.
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Figure 4.23: Random noise components versus integration time for the NW/Psub
photodiode APS

At low illumination, the reset noise and dark current shot noise become dominant.

Since their values are independent of illumination, the noise value at low illumination is

roughly constant (Figure 4.19). These two noise components can be separated by chang-

ing the integration time and measure the random noise in a dark environment. That is

because the reset noise is independent of the integration time but the dark current shot

noise increases with it according to eq.(4.25). The measurement results of the total random

noise in a dark environment is shown on a log-log plot in Figure 4.23. The reset noise and

dark current shot noise are extracted using eq.(4.17) with Vph equal to zero. Both noise

components are also shown on the same plot. The reset noise is constant and the dark cur-

rent shot noise demonstrates a square-root relation with the integration time, proving the

shot noise assumption is valid. The calculated curve in the figure represents the random

noise calculated from the extracted reset noise and the total dark current using eq.(4.17)

and eq.(4.25). The calculated curve matches the measured data quite well. The a value

used in eq.(4.24) is less than unity and is calculated to be 0.48, which is a result due to the

"soft reset". It is also observed from this figure that the reset noise is the dominate compo-
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nent if the integration time is shorter than 0.1sec. For a longer integration time, due to the

shot noise mechanism, the dark current shot noise increases with t and gradually

becomes a major component of the random noise. At low illumination conditions, the dark

current shot noise is the ultimate bottleneck of random noise since this noise cannot be

removed with circuit techniques such as the CDS circuit to the reset noise.

Pixel-to-pixel Fixed Pattern Noise (P-P FPN)

P-P FPN is mainly due to the mismatch of sensor properties on pixel level. The mismatch

is originated from process non-uniformity and is highly process- and layout-dependent.

Mismatches on leakage current, optically-active area, sensing node capacitance, and the

gain of the in-pixel source followers are all sources of the P-P FPN. In this section, P-P

FPN is characterized by varying illumination and integration time to determine the major

source of P-P FPN under different operating conditions. The numerical values of C-C FPN

is also demonstrated on the plot for comparison.

The FPN characterization is performed on the NW/Psub APS array. Uniform illumina-

tion with varying intensity is applied on the imager plane and the P-P FPN and C-C FPN

are measured and presented in Figure 4.24. As shown in the graph, the P-P FPN stays con-

stant as illumination is lower than 1 lux; whereas at higher illumination it increases lin-

early with the intensity. The integration time is 1/30 second. The linear behavior at high

illumination can be explained by the mismatch of the optically-active area, the sensing-

node capacitance, and the gain of the in-pixel source followers. These mismatches pro-

duce mismatches proportional to the number of the injected photons. A ratio is calculated

between the P-P FPN and the output signal at higher illumination. The P-P FPN is roughly

0.6% of the total output signal.

On the other hand, the nearly constant P-P FPN behavior at low illumination suggests

that there is another P-P FPN mechanism which has no illumination dependence. This

mechanism is identified to be the leakage current mismatch. It is verified by measuring the

P-P FPN in a dark environment versus integration time. The measurement result is shown

in Figure 4.25. The P-P FPN presents a linear dependence on integration time, which can

be explained by a non-uniform distribution of the G/R centers over the pixels. A detailed

observation of the leakage current mismatch is shown in Figure 4.26. The three curves on
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Figure 4.25: FPN versus integration time
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Figure 4.26: Pixel output voltage versus row number with different Tint

the plot correspond to dark voltage measurement along a specific column with integration

time equal to 1/30, 2/30 and 4/30 second. The figure shows that not only the mean value of

the dark signal increases proportionally to Tint; the voltage discrepancy between pixels

does too. This result is a direct proof that P-P PFN is dominated by leakage current mis-

match at low illumination. For the NW/Psub APS array, the P-P FPN under low illumina-

tion is 0.4mV as Tint is equal to 1/30 second. Combining the P-P FPN characterized at

both high and low illumination conditions, a general P-P FPN can be calculated from

VP-P FPN = (0.006- V0,,)2+ (0.4mV)2

If the P-P FPN caused by dark current mismatch is severe, some pixels always present

higher output than the others and show white spots on the display. These pixels are usually

called "white pixels". The existence of the white pixels is also related with Si process con-

ditions and should be eliminated. A characterization technique is needed to quantify the

number of white pixels and provide an index for process improvement. The P-P FPN

described above provides a rough idea about the distribution of dark signal but it does not
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Figure 4.27: Histogram of the dark signal distribution

provide specific information about white pixels. To characterize the density of white pix-

els, a histogram of dark signal is a handy way for presentation.

Figure 4.27 shows the histogram of the dark signal for the NW/Psub APS array with

integration time 1/30 sec. The mean value of dark signal is calculated to be 3.5mV and the

standard deviation 0.4mV. A dark signal threshold can be defined with the mean value and

standard deviation. Pixels with dark signal higher than this threshold can be classified as

white pixels. For example, two times the mean dark signal is defined as the white-pixel

threshold. Under such definition, one white pixel out of 64 x 64 is contained in this pixel

array. In a more sophisticated characterization, the white pixels can be categorized accord-

ing to the severity of dark signal.

Column-to-column Fixed Pattern Noise (C-C FPN)

C-C FPN is mainly due to the characteristic mismatch of the column processing circuitry,

which usually consists of voltage/current buffers, CDS circuits, analog-to-digital convert-

ers, or a combination of the above. Mismatches on any above circuits can produce either

voltage/current offset or gain discrepancies between column circuits. Without mismatch
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before correction after correction

Figure 4.28: Image before and after C-C FPN correction. Illumination: 0.2 lux; gain: 12

correction some of the columns are always brighter or darker than the others and thus form

a stripe pattern. Since human eyes are quite sensitive to stripe patterns, the tolerance for C-

C FPN is small and a correction is generally required.

For the 64 x 64 NW/Psub APS array, the C-C FPN is due to the offset voltage mis-

match of the two second-stage source followers in the column circuit as shown in Figure

4.2. The construction of the second-stage source followers is essential since the driving

ability of a sole APS is insufficient to steer the analog signal through the multiplexer and

settle the output voltage in time. For column-parallel analog amplifiers or analog-to-digi-

tal converters, the mismatch on device characteristics produces either offset error or gain

error from column-to-column.

There are several approaches to correct the C-C FPN. The first one is to calibrate the

mismatch while the imager is powered on and store the mismatch value in a line memory.

The mismatch value is then corrected. The second approach is to design a FPN correction

circuit built-in the processing circuitry so that the FPN can be sampled and then subtracted

dynamically. The second method is better than the first one since it does not suffer from

the variation of operating conditions such as temperature drift. In the 64 x 64 APS arrays,

the second approach is adopted. The operating principle of the C-C FPN correction circuit

is presented in Section 4.1. An example of the 64 x 64 images before and after C-C FPN

correction is presented in Figure 4.28. The stripe pattern can be observed at low illumina-

92



4.4. IMAGER PIXEL PARAMETERS

10-2

.-.- before correction 4 H
i-after correction

0) 7.

-1- ---- 000ea

1>->

1Z 1 - 1 -40 if10

. .. . . ..... ... ..

Iliumination (Ix)

Figure 4.29: c-c FPN measurement before and after C-C FPN reduction circuit

tion (0.2 lux) with an amplifier gain of 12. After the correction, the image is more pleas-

ant. The C-C FPN versus illumination before and after correction is also measured and

shown in Figure 4.29. The integration time is 1/30 second. With the correction, the C-C

FPN drops from 1 .8mV down to 0.3mV at low illumination. For an imager with 1V signal

swing, this correction improves the resolution from 9-bit to 12-bit. This plot demonstrates

that the correction circuit successfully suppresses the C-C FPN. It is also observed from

the figure that the C-C FPN remains constant for a certain range of illumination and

finally increases at higher illumination. The increase of C-C FPN at high illumination is

because the averaged column outputs are calculated from the 64 pixels in a column. The

numerical significance of the averaged P-P FPN eventually surpasses the C-C FPN at high

illumination. If a larger array with more columns is utilized to calculate the C-C FPN, the

C-C FPN should remain constant for a wider illumination range.

Comparison of Random Noise and Fixed Pattern Noise
Though random noise and fixed pattern noise are caused by temporal and spatial varia-

tions respectively, it is still interesting to compare these two noise parameters to determine
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Figure 4.30: Random noise and P-P FPN versus illumination

the most significant noise source. In the comparison, it is assumed that a CDS circuit and a

C-C FPN correction circuit are utilized so that there is no reset noise component in the

random noise and no C-C FPN component in the FPN. In this way, the noise performance

will be independent of any circuit related issues and the noise sources are all from the

intrinsic process characteristics. Thus, the comparison presents an ultimate noise limit

between random noise and P-P FPN.

The comparison between the random noise and the P-P FPN versus illumination is

shown in Figure 4.30. The NW/Psub APS array remains the test device and the integration

time utilized in the measurement is 1/30 second. It is observed that at low illumination

(illumination < 0.3 lux) P-P FPN is greater than random noise. In this region the leakage

current mismatch is the dominate noise source. Between 0.3 lux to 5 lux the photonic shot

noise increases and the random noise surpasses the P-P FPN. Beyond 5 lux, the P-P FPN

induced by optically-active area mismatch, the sensing-node capacitance mismatch, and

the gain mismatch of the in-pixel source followers take over the random noise and become

dominate. Since the quality of an imager is typically determined by the low-illumination
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Figure 4.31: Dark current shot noise and P-P FPN versus integration time

performance, the leakage current mismatch is identified to be the ultimate performance

hindrance for this APS array.

Since the P-P FPN induced by leakage current mismatch is proportional to integration

time, the significance of P-P FPN may be mitigated by reducing the integration time. It is

thus desired to compare the random noise and P-P FPN versus integration time in a dark

environment. In such environment, random noise is solely determined by dark current shot

noise. The comparison between dark current shot noise and P-P FPN versus integration

time is shown in Figure 4.31. The P-P FPN shows higher magnitude than the dark current

shot noise in the measured Te ranges. Therefore, it is concluded that the dark current mis-

match is the ultimate noise mechanism that determines the imager performance. The

improvement of the dark current mismatch should have the top priority in the CMOS

imager process development.

To conclude the discussion of noise in this section, the characteristics of all the noise

sources are listed in Table 4.1. and Table 4.2.
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Random noise Mechanism Value Dominate regime
source

Photonic shot noise Poisson process CG- N High illumination
characteristics for ph
carrier absorption

Reset (KT/C) noise Brownian motion .2kT Low illumination
of electrons C

Dark current shot Poisson process CG- NdLow illumination
noise characteristics for

dark carrier genera-
tion

Table 4.1: Characteristics of random noise sources

FPN noise source Mechanism Value Dominate regime

P-P FPN a. Leakage current mis- a. Mismatch of a. Low illumination
match CG -[dark- T int b. High illumination

b. Capacitance mismatch, q

optically-active area mis-
match, or gain mismatch b.-Mi t

of the in-pixel source fol- CG ph nt
lowers

C-C FPN Mismatch of column-cir- Depending on the uti- Always existing
cuit characteristics lized column circuit

Table 4.2: Characteristics of fixed pattern noise sources

4.5 Comparison of Pixel Designs

The characterization approaches described previously are utilized to compare the pixel

performance between different pixel designs. The 3-T NW/Psub APS array is used as a

basic device to compare with a N+/PW/Psub comb-shape photodiode APS array, a photo-

gate APS array, and a 4-T NW/Psub photodiode APS array. The four arrays are on the

same chip so that they went through exactly the same process conditions. The only differ-

ence is their pixel structures so the comparison is objective. The comparison highlights the

advantages and disadvantages of the pixel structures fabricated with the standard 0.35-km

silicide CMOS process.
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Figure 4.32: Layout and schematic of the N+/PW/Psub photodiode APS

4.5.1 NW/Psub vs. Comb-shape N+/PW/Psub Photodiode APS

For a standard CMOS process with silicide applied on source/drain/gate surface, the Q.E.

of the N+/PW/Psub photodiode is very low since the silicide is an opaque material for vis-

ible light [22]. One way to get around the silicide problem without modifying the process

is to either use a NW/Psub photodiode, which has no silicide on the surface, or lay out the

N+/PW/Psub diode in a comb-shape or grid-shape layout to allow photons injecting

through the field region. According to the result in Chapter 3, a grid-shape diode leaks

more than 100 times than a square-shape diode. In this comparison, a comb-shape layout

of the photodiode is utilized instead, trying to achieve a compromise between a high leak-

age current and a better Q.E.

The layout and schematic of the NW/Psub APS is shown in Figure 4.14 and the same

plot for the N+/PW/Psub APS is shown in Figure 4.32. Pixel size for both structures is

9.2 x 9.2 ptm 2. The layout of the three in-pixel transistors are identical. The only differ-

ence is the layout of the photodiode. From a perspective of junction capacitance, though

the capacitance density of the N+/PW/Psub diode is higher, the effective diode area for the

comb-shape diode is less than the rectangular diode used in the NW/Psub diode. There-

fore, the discrepancy between the two sensing-node capacitances (or conversion gain) is

expected to be marginal. On the other hand, the Q.E. of both structures should be on the

same order of magnitude according to the characterization result in Chapter 3. The final
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determining factor is still the leakage current. Table 4.3 lists the sensor parameter compar-

Capacitance/ Dark signal @ Leakage
Photodiode conversion Sensitivity 300K current @

gain 300K

NW/Psub 16fF (10pV/e) 1.3 V/lx/sec 110 mV/sec 1.74 fA

comb-shape 22fF (7.3gV/e) 0.34 V/lx/sec 380 mV/sec 8.2 fA
N+/PW/Psub

Table 4.3: Comparison of NW/Psub and comb-shape N+/PW/Psub photodiode APSs

ison between both structures. The five times higher leakage current in the comb-shape N+/

PW/Psub pixel is the most significant disadvantage compared with the NW/Psub pixel.

Besides high leakage current, the four times less sensitivity is another disadvantage. From

the ratio of sensitivity and capacitance, it can be understood that the silicide on N+-diffu-

sion surface still block much of the photon flux and results in a lower Q.E. The only

advantage of the N+/PW/Psub pixel is the 50% higher charge capacity than the NW/Psub

pixel. However, this advantage is unable to compensate for the low sensitivity and high

leakage current.

4.5.2 3-T Photodiode APS vs. 4-T Photodiode APS

In a 3-T photodiode APS, the charge sensing node and the photo-carrier collection region

are implemented with the same photodiode junction. This dual roles of the photodiode

makes it difficult to improve the conversion gain by reducing the junction capacitor since

the photo-carrier collection efficiency will also be reduced. This problem can be solved by

placing one more transistor in the pixel [49]. Layout and schematic of the 4-T photodiode

APS is shown in Figure 4.33. The pixel size is 10 x 10 gm 2, which is slightly larger than

the 3-T APS due to the design rule restriction. The transistor Q4 separates the carrier-col-

lecting area and the charge-sensing node. As the gate of Q4 is biased at a voltage lower

than Vrst - Vth, this transistor is operated in cascode mode. Namely, the photo-caiers col-

lected by the photodiode will be transferred to the charge sensing node at Vd. The photo-

diode voltage remains constant around Vref - Vth, at which the channel just vanishes. The

constant photodiode voltage is due to a negative feedback mechanism built in this struc-
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Figure 4.33: Layout and schematic of the 4-T photodiode APS

ture. Once the voltage of the photodiode is pulled down by photo-current or leakage cur-

rent, the gate-to-source voltage of Q4 is increased and turns on the channel. Current will

flow from the sensing node Vd to the photodiode to transport the integrated charge. This

current continues to flow until the photodiode voltage returns to Vref - Vth and then the

channel turns off. In this way the carriers collected in the photodiode are transported to the

sensing node, where the charge-to-voltage conversion is performed.

The separation of the photodiode and the charge sensing node allows to optimize the

conversion gain without affecting the photo-carrier collection efficiency. This is advanta-

geous in improving the S/N ratio of the sensor. The reason is as follows. The Q.E. for both

pixels is expected to be similar since they utilize the same photodiode junction. Assuming

the reset noise (KT/C noise) is the dominate random noise source (which is true at lower

illumination), the random noise is roughly inversely proportional to the square root of the

sensing node capacitance as described in eq.(4.24). Whereas the output signal voltage is

proportional to the conversion gain and thus inversely proportional to the sensing node

capacitance. Consequently, the S/N ratio becomes inversely proportional to the square root

of the sensing node capacitance. This result suggests that the 4-T APS with a smaller sens-

ing node capacitance will have a better S/N than the 3-T APS. This is confirmed with the

measurement results of the S/N ratios for both pixels as shown in Figure 4.34. As illumi-

nation increases, the random noise becomes dominated by photonic shot noise. Under
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Figure 4.34: S/N ratio versus illumination for the 3-T photodiode APS and the 4-T
cascode photodiode APS

Sensing-node

APS type capacitance Sensitivity Dark signal @ Leakage
(conversion 300Kcurn@

gain)

3-T 16fF (10pV/e) 1.3 V/lx/sec 110mV/sec 1.74 fA

4-T cascode 7.2fF (22kV/e) 4.5 V/lx/sec 307 mV/sec 2.21 fA

Table 4.4: Comparison of 3-T and 4-T cascode NW/Psub photodiode APSs

such condition, both signal and noise have the same capacitance dependence and the two

S/N curves tend to merge.

The characteristics for both APSs are listed in Table 4.4. As expected, the 4-T cascode

APS has a lower sensing node capacitance, higher sensitivity, and higher dark signal due

to the smaller sensing capacitance. The higher leakage current is in fact due to the larger

photodiode area than the 3-T case. As the area ratio is considered, the leakage current den-
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sity is roughly the same. The higher sensitivity ratio than the capacitance ratio is also due

to the different size of the photodiodes.

In spite of the higher S/N ratio, however, utilizing a small sensing-node capacitance is

not always advantageous. The drawbacks include a smaller dynamic range and a worse P-

P FPN. The reduction in dynamic range is due to the increase of noise floor from a higher

reset noise. As soft reset is applied in the characterization, the dynamic range is lower for

the 4-T cascode APS (67 dB) than the 3-T APS (70 dB). On the other hand, the P-P FPN

degrades due to the small sensing-node capacitance, which amplifies the leakage current

mismatch by the capacitance ratio. As a result, the P-P FPN at low illumination increases

from 0.4mV (3-T) to 0.9mV (4-T cascode). Whereas at high illumination, the P-P FPN for

the 4-T APS stays the same as the 3-T APS at 0.6% of the output voltage. According to the

above characterization results, the S/N ratio enhancement technique by reducing the sens-

ing-node capacitance should be used wisely with the consideration of the dynamic range

and P-P FPN degradation. The trade-off is listed in Table 4.5 with measured data.

APS type S/N @ 0.1 lux Dynamic range P-P FPN

3-T 10 70 dB 0.4mV+0.6% Vout

4-T cascode 25 67 dB 0.9mV+0.6% Vout

Table 4.5: Trade-off between 3-T and 4-T cascode photodiode APSs

Another concern of the cascode configuration is image lag, which occurs because of

incomplete charge transfer from the photodiode to the charge-sensing node. This is due to

the slow response of the cascode transistor Q4 since it is typically operated in subthresh-

old regime. The slow response causes some residual photo-charges left behind in the pho-

todiode region at the end of integration time. Those charges could contribute to the output

of the following frames and thus produce image lag. The image lag is expected to become

worse at low light levels since the transistor Q4 remains a longer time operating in sub-

threshold regime. Characterization of image lag requires an optical shutter with precise

timing control and is beyond the scope of this study. Discussion on image lag of CMOS

APS is available in reference [48, 50].
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Figure 4.35: Layout and schematic of the photogate APS

4.5.3 Photodiode vs. Photogate APS

Photogate is another widely adopted APS structure in CMOS image sensors. Layout and

schematic of a photogate APS is shown in Figure 4.35. The gate with an opened dielectric

window is used to improve Q.E. because the gate is silicided. Compared with the typical

photodiode APS, the advantage of photogate is the capability of implementing a real CDS

to completely remove reset noise.

The reason why the photogate APS is able to implement CDS but the photodiode APS

cannot is because the photogate can be used to temporarily hold the photo-charges without

affecting the voltage of the charge sensing node. However, a typical 3-T photodiode APS

is unable to achieve that because it shares the same photo-carrier collection site and the

charge sensing node. The CDS operation of the photogate APS can be explained with the

timing diagram shown in Figure 4.36. At the beginning of the integration time to, PG is

pulsed to a high voltage to generate a depletion region on silicon surface for charge collec-

tion. Around the end of the integration time, the reset signal pulses at t1 and sets the sens-

ing node voltage Vsen to a high value. The voltage at Vout is then sampled onto the

capacitor Cref with a SR pulse at t2. Following that, PG pulses low at t3 to dump the photo-

charge to the sensing node through the cascode transistor Q4. The voltage of Vsen drops

due to the transported charges. PG then returns back "high" to start the following integra-
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Figure 4.36: Timing diagram for the photogate APS

tion period. And the signal voltage on Vout is then sampled with SS onto the capacitor Csig

at t4. This completes one sampling cycle. It can be observed that SR and SS are both acti-

vated within the same reset cycle so the voltage of Cref and Csig contain correlated reset

noise. After subtraction, the reset noise is removed.

In spite of the ability to realize CDS, the photogate APS suffers from a low quantum

efficiency and high leakage current. The reason for low Q.E. is because the photons need

to transmit through the poly-gate in order to arrive at the photo-carrier collection area.

Unfortunately poly-Si has a strong absorption at visible light similar to single crystal Si.

The Q.E. is further degraded if there is silicide on top of the gate. In order to improve the

Q.E., a dielectric window is opened on the gate to improve photon transmission. A com-

parison between the Q.E. of the NW/Psub photodiode and the photogate APS is shown in

Figure 4.37. A degradation with a factor of 4 is observed for the photogate. If there is no

dielectric window on the poly gate, the degradation is expected to become worse.

High leakage current is another problem of this photogate structure. The reason is

because the gate edge is a highly stressed region. This stress is due to the LOCOS process.

Therefore, a large amount of G/R centers reside there. According to the measurement

result, the leakage current of the photogate APS is 16 fA/pixel/sec at room temperature,
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Figure 4.37: Q.E. comparison between the NW/Psub photodiode APS and the photogate
APS

which is 10 times higher than that of the NW/Psub APS. This high leakage current is a

more significant problem than the lower Q.E. since the dark current shot noise and the P-P

FPN due to leakage current mismatch will all get worse by a large factor.

4.6 Comparison of Process Parameters

This section studies the effects of CMOS process parameters to the performance of photo-

diode APSs. The process variables include substrate types, photodiode junction profiles,

and implant conditions. The utilized process is a 0.25-gm non-silicide source/drain shal-

low trench isolation (STI) CMOS process [19]. The pixel size is designed to be

4gm x 4gm to accommodate the pixel shrinking trend. The circuit structure is roughly the

same as the one utilized in the 0.35-gm process described above. Modifications are made

on the column and row circuits to fit in the 4 gm pixel pitch.

4.6.1 Substrate Types

Epi wafers and bulk wafers are two often used Si substrates. The major difference between

these two types of wafers comes from the doping profile. For the utilized p-type epi
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Figure 4.38: Simulation and experiment of Q.E. for the photodiode APSs on epi and bulk
wafers

wafers, the thickness of the epi layer is 8-gm and the resistance in the epi layer is 8-12

ohm-cm, which corresponds to a doping level of roughly 1015 cm-3. The doping level

beyond the epi layer is roughly 1019 cm-3. This high doping concentration in the substrate

is utilized for preventing latch-up in digital circuits. For the p-type bulk wafers, the doping

concentration is uniformly 10 15 cml3

The effects of the substrate type is mainly reflected on Q.E. of the photodiode since the

minority carrier lifetime and internal electric field is a strong function of the doping pro-

file. In fact, the doping profile difference only exists beyond 8gm in depth. It is expected

that the absorption of short-wavelength photons should not be affected due to their shal-

low absorption depth in Si. A 2-D simulation is performed to compare the Q.E. of the NW/

Psub photodiode APSs using the epi and bulk wafers. The spreading resistance profile

(SRP) from the foundry is utilized as an input to the simulation program. The Q.E. mea-

surement is also performed on both photodiode APSs. Both simulation and measurement

results are shown in Figure 4.38. The scales for both figures are different because fill fac-

tor is not considered in the 2-D Q.E. simulation. Both the simulation and measurement

results show that the Q.E. for both substrate types are almost identical for wavelength

from 400nm to 650nm. Beyond 650nm, the Q.E. of the bulk wafer becomes larger than

that of the epi wafer. This discrepancy is due to the short carrier lifetime in the highly

105



CHAPTER 4. CHARACTERIZATION OF CMOS PROCESSES: STAGE II- SMALL-DIMENSION PIXEL ARRAYS

doped substrate underneath the epi layer. This can be confirmed by turning on and off the

doping-dependent lifetime model in the simulation.

Nominally a higher Q.E. is favored since it means a higher output signal and better S/

N ratio. However, the longer minority carrier lifetime in the substrate could cause a higher

probability for the photo-carriers to diffuse to adjacent pixels and cause a higher cross-talk

performance. The higher cross-talk not only reduces the imager resolution, it also impacts

the performance of a color imager. The topic on cross-talk and its effects on color imagers

will be described in Chapter 6. Therefore, from the consideration of cross-talk, epi wafers

are better choices than the bulk wafers. On the other hand, the wavelength region where

the bulk wafer exhibits higher Q.E. is almost beyond the visible light range. Thus, the Q.E.

advantage for bulk wafers is not as significant for visible-light imagers.

4.6.2 Junction Types

Sensor performance of different junction types are compared using a 3-T photodiode APS

structure. The junction types utilized in the comparison include N/PW/Psub, N+/Psub,

and NW/Psub photodiodes. These are the photodiode junctions available from the 0.25-

[m CMOS processes without any process modifications. Compared with Chapter 3, this

section conducts a more detailed investigation on the pixel-level. The compared parame-

ters include sensing capacitance, sensitivity, leakage current, and Q.E.

For the sensing capacitance, the NW/Psub and N/Psub photodiodes utilize the same

p-type substrate as the lightly doped region and should have similar pixel capacitance.

Whereas for the N+/PW/Psub photodiode, the capacitance is expected to be higher due to

the higher doping concentration in the P-well region. The capacitance ratio may be differ-

ent from the value extracted from the characterization of large-area photodiodes. That is

because parasitic capacitance such as gate-to-source coupling capacitor also contribute to

the sensing capacitance. The significance of the parasitic capacitance is expected to

become higher for a smaller pixel size due to the shrinkage of the photodiode.

Comparison of the sensor parameters is show in Table 4.6 As expected, the N+/Psub

and NW/Psub photodiode APSs have similar properties on capacitance and sensitivity; the

N+/PW/Psub photodiode APS has a higher capacitance and a lower sensitivity. The leak-

age current performance are different for these junctions due to the difference of field edge
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Capacitance/ Dark signal @ Leakage
Photodiode conversion Sensitivity current @

gain 300K

N+/PW/Psub 8fF (20pV/e) 0.64 V/lx/sec 130 mV/sec 1.0 fA

N*/Psub 5fF (32pV/e) 1.7 V/lx/sec 100 mV/sec 0.5 fA

NW/Psub 5fF (32gV/e) 1.7 V/lx/sec 90 mV/sec 0.45 fA

Table 4.6: Comparison of the photodiode APSs with three different junction types
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Figure 4.39: Simulation and measurement of Q.E. for the photodiode APSs with the three
junction types

and junction properties. The leakage current from the field edge of the N+-diffusion

periphery is not significantly worse than the N-well structures. This could be due to the

utilized STI structure [19], which produces less G/R centers than the LOCOS process uti-

lized in the described 0.35-pm process. In general, the NW/Psub photodiode APS still

hold a better sensitivity and leakage current performance than the other two.

The Q.E. of the three photodiode structures are simulated and measured. The results

are presented in Figure 4.39. The N+/Psub and NW/Psub photodiode APSs show similar

Q.E. performance due to the similarity in doping profile at the lightly doped side. The N+/

PW/Psub photodiode APS, due to the narrower depletion width and the internal electric
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Figure 4.40: Arrhenius plot of leakage current for the photodiode APSs with the three
junction types

field against carrier collection as described in Chapter 3, has a lower Q.E. By comparing

both simulated and measured Q.E. at short wavelengths, it is noticed that the simulated

Q.E. in this wavelength region is higher for the N+/PW/Psub and N'/Psub photodiode

APSs. This suggests that the carrier recombination speed in the N+ region should be

higher than the parameter used in the simulation.

The Arrhenius plot of the leakage currents is shown in Figure 4.40. The activation

energy of leakage current for N+/PW/Psub, N+/Psub, and NW/Psub photodiode APSs are

0.54 eV, 0.61 eV, and 0.64 eV respectively.

4.6.3 Implant Conditions

According to the above characterization results, the NW/Psub photodiode APS shows

optimal performance than the other types of photodiodes. In order to further optimize the

sensor performance, a specifically designed mask is used at the photodiode area to gener-

ate a specific doping profile for the sensor. This implant is performed right before the

nominal N-well implant and has the same thermal treatment as the N-well implant.

Implant dose and energy are the two control variables in this experiment. For the process
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Figure 4.41: Simulated doping profile for the experiment of N-type implant dose split

split on dose, the dose conditions are 1012, 5x1012 , 10 13 cm-2 and the implant energy is

460 KeV, the same as the N-well implant. The utilized dopant is phosphorus. Whereas for

the implant energy split, the dose is 1013 cm-2 and the applied implant energies are 300,

380, and 460 KeV. The test APS arrays for the dose splits are fabricated on epi wafers and

the ones for energy splits are on bulk wafers. The observed sensor parameter is mainly

Q.E., which is compared with simulations and measurements. The measured leakage cur-

rents are also compared.

Implant Dose Split
In order to perform the Q.E. simulation, the doping profile is required. Since the SRP data

for these special implant conditions are not available, an alternative approach is thus taken

by conducting process simulation to estimate the profile. The utilized process simulator is

Tsuprem4 from Avant!. The simulated doping profiles after thermal treatment are shown in

Figure 4.41. As shown on the plot, varying dose basically changes the magnitude of the N-

type profile. The pattern remains the same. The junction depths also differ slightly (-

0.2gm). The simulated profiles are then used to perform the Q.E. simulations. The simula-
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Figure 4.42: Simulation and measurement of Q.E. for the N-type implant dose split

tion and experimental results are shown in Figure 4.42. Similarity between the three dose

conditions for both simulation and measurement suggests that Q.E. is not a strong function

of implant dose for this type of photodiode sensor. This can be explained by the fact that

the depletion region is determined by the lightly doped p-substrate region, which is identi-

cal for all the three test devices.

The dependence of leakage current on dose conditions is compared. If the implant

dose has influence on the density of G/R centers, it will be reflected on the magnitude of

leakage current and the slope of the Arrhenius plot. The Arrhenius plot for the leakage

current measurement is shown in Figure 4.43. Similar to the Q.E. results, the dose has lit-

tle impact on the leakage current. Thus, the density of G/R centers are roughly the same.

Implant Energy Split

An experiment on implant energy split is also performed to explore its influence on Q.E.

and leakage current. The simulated junction profiles and Q.E. are shown in Figure 4.44

and Figure 4.45 Once again, both simulation and experiment prove that the Q.E. have little

dependence on the doping profile in the more heavily doped side.

As for the leakage current, the temperature varying experiment is conducted and the

Arrhenius plot is shown in Figure 4.46. The curves do show some implant energy depen-

dence at higher temperature. However, the difference is not significant enough to draw
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(a) (b)

Figure 4.47: Test images of the 0.35-gm (a) and 0.25-gm (b) NW/Psub photodiode APS
arrays

any conclusion. It is suspected that the curving-up behavior at high temperature is due to

some hot-catrer mechanism, which is the topic of Chapter 5.

4.7 Test Images

The test images of the 0.35-gm and 0.25-gm CMOS NW/Psub photodiode APS array are

shown in Figure 4.47. The pixel sizes are 9.2 x 9.2 gm2 and 4 x 4 gm2 for the 0.35-gm and

0.25-gm CMOS APS arrays respectively. The dimension of the array is 64 x 64. A 1/2" C-

mount lens with a focal length of 12mm and an f-number of 1.4 is utilized for taking the

images.

4.8 Summary

This chapter presents the characterization methodology of pixel parameters and the com-

parison between different pixel designs, junctions types, and process conditions. The pixel

parameters include conversion gain, spectral response, leakage current, sensitivity and

noise. A 3-T NW/Psub photodiode APS array is characterized and the characterization

approach is demonstrated as an example of modem CMOS process utilized for imaging

applications. The results show that the dark current non-uniformity limits the ultimate

noise performance for the active pixel sensor and should be addressed in the process. The
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characterization approaches are utilized to compare different APS structures. The compar-

ison results are summarized as the follows:

1. For a N+/PW/Psub photodiode APS in a silicided CMOS process, a grid-shape or

comb-shape diode structure can be utilized to improve Q.E. degradation due to silicide.

However, the sensitivity and the leakage current performance are much worse than that of

the NW/Psub photodiode APS in the same process.

2. A 4-T cascode photodiode APS, compared with a typical 3-T APS counterpart, is

superior in higher conversion gain and a better S/N ratio. However, the drawback is a

lower dynamic range and worse P-P FPN due to the small sensing capacitance. A potential

image lag is another concern. This technique should be used widely according to the appli-

cations.

3. A photogate APS is capable of realizing CDS to remove reset noise. However, the

Q.E. degradation due to optical absorption at the poly gate is a concern. Besides, the high

leakage current induced at the gate edge significantly increases the dark current shot noise

and P-P FPN and consequently degrades the overall performance.

4. A photodiode APS fabricated with bulk wafers demonstrates a higher Q.E. at long

wavelength than the ones with epi wafers. The lower Q.E. for the epi wafers' is due to the

short diffusion length of carriers in the highly doped substrate beneath the epi layers. The

high Q.E. for bulk wafers may not be an advantage if the high Q.E. region is beyond the

visible range. Besides, the long minority-carrier diffusion length in the bulk substrate may

cause higher pixel cross-talk and consequently degrade imager performance.

5. The N'/PW/Psub, N/Psub, and NW/Psub photodiode APSs are compared using a

0.25-gm nonsilicided source/drain STI process. The NW/Psub and N+/Psub photodiode

APSs are observed to have similar Q.E. and leakage current performance. The N/PW/

Psub photodiode APS has a lower Q.E. due to the narrower depletion width and the built-

in electric field against photo-caier collection. The N/PW/Psub photodiode APS also

demonstrates a relatively higher leakage current than the other two structures due to the

junction property.

6. A specifically designed mask is utilized to vary the implant dose and energy for the

N-well implant at the NW/Psub photodiode APS. The variation on dose have little influ-
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ence on the sense parameters. The implant energy also has little impact on Q.E. since the

depletion region is mainly determined by the p-type substrate.
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Chapter 5

The Effect of Hot Carriers on the Operation of CMOS
Active Pixel Sensors

CMOS active pixel sensors (APS), different from CCD imagers, place transistors inside

pixel cells for signal resetting, steering and buffering. Some complex pixel designs even

place a circuit within a pixel for pixel-level signal processing. Ideally the transistors

should conduct voltage and current according to the design without affecting the photo-

sensor performance. However, this situation is no longer valid if a high electric field is

generated by biasing the in-pixel transistors in the saturation region and produces hot car-

riers. The hot carriers generate excess minority carriers in the substrate that can be

absorbed by the nearby photo-sensors and consequently distort the sensor response. If the

hot carrier mechanism happens to the source follower transistor of an APS, the absorbed

excess carriers will intensify the electric field. More excess carriers are generated and a

positive feedback loop is thus formed. In a severe case, the charge bucket of the photo-

sensor will be filled up instantly and saturates the pixel.

In this chapter, the mechanism of the induced excess minority carriers by hot carriers

is described. This mechanism is identified by varying bias and temperature in the experi-

ments. A 4-T photodiode APS array fabricated with a standard 0.35-gm process is used as

the test structure. The spatial distribution of the excess minority carriers is also quantified.

The influence to normal imager operation is estimated. From the mechanism, pixel design

modifications for mitigating this effect are provided. As imager fabrication continues to

shift towards deep sub-micron processes and the pixel size continues to shrink, this hot-

carrier effect is expected to emerge.

5.1 Mechanism
Figure 5.1 shows the circuit diagram and the positive feedback loop of the excess carriers

in a typical 3-T photodiode APS. The source follower transistor Qn2 is operated in satura-

tion region and a high electric field region resides in the pinch-off region near the drain of
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Vdd 1. Excess carriers generated by

Reset - 0 n1 0 n2 3. hot carriers

2. 1. 2. Photodiode voltage reduced by the
absorbed excess carriers

Phq 03d3. Electric field enhanced

RS

'bias

Figure 5.1: Positive feedback mechanism for hot-carrier induced excess minority carriers

Qn2- As current passes through this region, electrons are accelerated by this strong electric

field and become "hot" electrons before their energy is released to the lattice. According

to the literature [29, 30, 31], as the energy of the hot carriers reaches a threshold, excess

minority carriers (electrons in this case) are generated in the substrate either through pho-

ton emission or impact-ionization (stepl). Those minority carriers can be easily absorbed

by the nearby photodiodes and lower the photodiode voltage, which is also the voltage at

the gate of Qn2 (step2). Due to the source follower structure, the source voltage of Qn2 fol-

lows the photodiode voltage and decreases. Since the drain of Qn2 is connected to Vdd, the

lowered source voltage increases Vds and enhances the E-field in the pinch-off region

(step3). The hot-carrier mechanism is strengthened and more minority carriers are gener-

ated. A positive feedback loop is thus sustained.

This effect can be influential because the sensing capacitance of the pixel is pretty

small. Typically the capacitance is on the order of femto-Farad (10-15 F). Even the hot-car-

rier induced excess current as low as in femto-amps range is sufficient to hamper the

imager resolution for an 8-bit output at a frame rate of 30 frames/sec. For pixel designs

that utilize a small sensing capacitance for sensitivity improvement, the influence of the

hot carriers is more significant. Moreover, as the geometry of the transistors continues to

shrink, the electric field in the pinch-off region under the same bias condition is expected
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to increase. This hot-carrier effect is expected to play an important rule in CMOS imager

scaling.

In the operation of an APS imager, the voltage at the sensing node is also controlled by

the intensity of optical signal. Equivalently, the optical signal determines Vds of Qn2 and

modulates the amount of excess minority carriers generated in the substrate. Therefore,

the amount of excess carriers absorbed by the photo-sensors become dependent on the

optical signal and produces nonlinear imager response. For image processing highly rely-

ing on sensor linearity, e.g. color processing, the hot-carrier effect becomes a source of

distortion and should be minimized.

This hot-carrier effect does not solely impact the active pixel sensors. Any pixel

design with transistors biased in deep saturation and located near the photo-sensors is sub-

ject to this effect. For example, if a high-speed digital circuit is incorporated in a pixel, the

logic transistors will be operating in deep saturation during on/off transitions. Depending

on the switching activity of the circuit, the amount of excess carriers absorbed by the

photo-sensor varies and the output signal will depend on the switching activity of the logic

circuits.

5.2 Experimental Results
In order to verify and quantify the hot carrier effect for a modem CMOS process, a

64 x 64 4-T NW/Psub APS array is utilized. This array is fabricated with a standard 0.35-

ptm CMOS processes as described in the previous chapter. Pixel layout and circuit dia-

gram are shown in Figure 5.2. The sensor can either operate in a cascode mode (gain-

enhancement mode) [49] if the gate voltage of Q4 is at a lower value (e.g. 1.5V) or it can

operate in normal mode (similar to a 3-T pixel) if the gate voltage of Q4 is at Vdd. Typical

sensor characteristics for these two operating modes is shown in Table 5.1. The reason for

running the APS array in the two modes is that they have the same charge collection effi-

ciency but different sensing node capacitance. The sensitivity of the hot-carrier effect to

the sensing node capacitance can be examined.

The control variables in this pixel structure are Ibias, Vdd, Vrst, Vref, and temperature.

Ibias controls the current flowing through the source follower transistor Q2 and is adjust-
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Process 0.35-km standard CMOS logic process

Format 64 x 64

Pixel size 10 x 10 gm2

Sensor type NW/Psub photodiode

Operation mode normal mode (Vref = 3.3V), cascode mode

(Vref =-1.5V)

Fill factor ~40%

Sensitivity 1.4 V/lx/sec (normal), 4.5 V/lx/sec (cascode)

Leakage current 2.2 fA/pixel/sec @ 300K

Capacitance 23 fF (normal), 7.2 fF (cascode)

Table 5.1: Characteristics of the 4-T photodiode APS array in the experiments

able with an off-chip resistor. Vdd, Vrst, and Ibias determines the drain-to-source voltage

(Vds) of Q2 and therefore affect the electric field in the pinch-off region. Temperature is

also an important factor since the mean free paths of the hot carriers depend on it.

In the experiments, a randomly-selected pixel on the array is addressed to observe the

temporal evolution of the photodiode voltage right after reset. The same measurement is

also performed on other pixels to assure the behavior is common to all the pixels. The gain

of the on-chip source followers has been characterized so that the measured output voltage

can be referred back to the photo-sensing node. All the measurements are conducted in a

dark environment.

04 
Vrst .drVrs Vdd

Reset_ 01
Vr et 01 Vref I I

4- hv Q 2
Vdd -Q| Q2

Photodiode Q2 ( ,0 'Vd
-- Q3,

Q3 TI
Vout photodiodep R

_ _ _ _ bias5.6 tm RSCI 
ba

(a) (b)

Figure 5.2: Pixel structure used for hot-carrier effect characterization: (a) pixel layout and
(b) circuit diagram

120



5.2. EXPERIMENTAL RESULTS

0.0 Vdd=3.3V

Vdd=3.6V

Vdd=3.8V

-0.5 . -.- . -.

-1.0

Vdd=4.OV

Vdd=4.4V
-1.51

0.00 0.02 0.04
Time (sec)

(a)

-oa

0.02

0

-0.02

-0.04

-0.06

-0.08

-0.10

-0.12

-0.141
Os. 0.02

Time (sec)

(b)

Figure 5.3: Temporal evolution of photodiode voltage change in a dark environment after
reset: (a) with different Vdd (Vrst=3.3V, Vref=3.3V, Ibias=I5kA) (b) with different Vrst

(Vdd=3.3V, Vref=3.3V, Ibias=1-5pA)

The first set of measurements are performed to observe the dark signal dependence on

Vdd and Vrst. According to the described hot-carrier mechanism, a higher Vdd or a lower

Vrst will raise Vds of the source follower. The density of excess minority carriers is

expected to increase and induces a higher dark signal. Figure 5.3 shows the time evolution

of the photodiode voltage as various Vdd or Vrst is applied. Notice the 'bias difference for

the two plots. A strong positive feedback behavior is observed as raising Vdd. An increase

of dark signal is also observed for lowering Vrst. The behaviors agree with the mentioned

hot-carrier mechanism.

To further quantify the bias dependence, the dark signal is calculated by taking the

slope of the curves near t = 0. The results with the case of varying Vst are shown in Figure

5.4. The measurements are conducted with three Vdd settings. As Vrst is varies from 3.3V

to 2.4V, the curves remain roughly the same. As Vrst continues to decrease, the dark signal

increases exponentially. Before this phenomena is fully attributed to the hot-carrier effect,

other mechanisms that could possibly cause the dependence of dark signal on Vrst are

examined. The increase of junction leakage current and the decrease of junction capaci-
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Figure 5.4: Dark signal versus Vrst with different Vdd values (Vref=3.3V, Ibias=1.5 iA)

tance are two other Vrst dependent mechanisms. However, a lower reverse-bias voltage

should decrease the junction leakage current and increase the junction capacitance, both

are in opposite with the observed phenomena. This leads to the conclusion of an increased

minority carrier density due to the hot-carrier effect.

A strong correlation between the dark signal and Vd, of Q2 is presented in Figure 5.5.

The bias conditions are the same as the case in Figure 5.4 and the source voltage is deter-

mined by SPICE simulation. To further demonstrate the relation between dark signal and

electric-field in the pinch-off region, the maximum E-field in the channel is simulated and

plotted in Figure 5.6. The dark signal is observed to be mainly determined by the maxi-

mum E-field and increases rapidly as the field becomes higher than 2.5 x 10 5 V/cm, which

corresponds to a Vds around 2V.

Dark signal dependence on the magnitude of 'bias is measured and shown in Figure

5.7. The dark signal increases with the amount of Ibias since it determines the amount of

electrons flowing through the high E-field region, where the hot electrons contribute to the

excess carrier generation. A higher Ibias value also increases Vgs, which enlarges Vds of
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Q2 and favors the hot-carrier mechanism. In another bias-varying experiment, Vdd is var-

ied and the dark signal results are shown in Figure 5.8. As expected, the dark signal

increases with a higher Vdd.

A cascode operation mode on the 4-T APS can be utilized to improve imager sensitiv-

ity. However, the small sensing capacitance associated with the structure makes it more

vulnerable to the collection of excess minority carriers. The dark signal versus Vd5 of Q2

is shown in Figure 5.9. Compared with the normal-mode operation, the dark signal of the

cascode mode is much higher for the same bias conditions. The same mechanism is also

detrimental to the operation of dynamic logic circuits with nearby transistors operating in

saturation region. It is noticed from Figure 5.9 that the onset Vd5 where the hot-carrier

mechanism starts to affect is lower than that for the normal-mode case. This could be due

to the capacitance coupling and charge-injection effect when the reset transistor switches

from "high" to "low". The voltage of the charge sensing node will be driven down by this

effect and the Vds of Q2 increases slightly. This phenomena is more significant when the

switch is connected to a node with a smaller capacitance. Since the Vds on Figure 5.9

shows the drain-to-source voltage before reset, the actual Vds after reset should be higher
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Figure 5.10: Arrhenius plot of dark signal under three different bias conditions. Square:
strong hot-carrier (H-C) effect; Triangle: medium H-C effect; Circle: negligible H-C effect

than the posted values. According to SPICE simulation, the Vds difference before and after

reset for the 4-T cascode mode can be as large as 200-300 mV. Taking that into consider-

ation, the onset Vds for the cascode mode is around the same value as the normal-mode

case.

To verify the hot-cardier (H-C) mechanism, a temperature-varying experiment is con-

ducted under three bias conditions that present different levels of the H-C effect -strong,

medium, and negligible. Chip temperature is varied from 50 C to 750 C with 10 0C incre-

ments. The Arrhenius plot of the dark signals is shown in Figure 5.10. At higher tempera-

ture (lower q/kgT), the dark signal is dominated by junction leakage current for the

medium and the negligible H-C cases and the two curves tend to merge. At lower temper-

ature, the curve with negligible H-C effect remains a typical exponential behavior with

temperature; whereas the dark signal of the medium H-C effect saturates at a higher value.

For the strong H-C case, the dark signal also increases at higher temperature due to junc-
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Figure 5.11: Dark signal versus q/kT under three different bias conditions in a linear
plot. Square: strong hot-caier (H-C) effect; Triangle: medium H-C effect; Circle: neg-

ligible H-C effect

tion leakage. At lower temperature, however, the dark signal increases as well. This phe-

nomena can be more clearly observed with a linear plot shown in Figure 5.11. This is a

strong evidence of the hot-carier mechanism since the mean-free-path of hot carriers is

longer at lower temperature and the mechanism is more effective.

A measurement is performed to quantify the spatial distribution of the excess minority

carriers. It is conducted by applying a long row-select signal (30ms) on a specific row (the

33rd row in this experiment) while keeping the row-select time of the other rows at 50jts.

More excess minority carriers are generated on that particular row due to the long row-

select time. The charge integration time for each row is 33ms. The frame signal of the nor-

mal timing case is subtracted from the frame signal of this special timing case to show the

spatial distribution of the excess dark signal. The excess dark signal versus row number is

presented in Figure 5.12. According to this figure, the affected region by the excess carri-

ers is within -30gm from the stressed row. Another high bias stress experiment is per-

formed to examine the bias dependence on the spatial distribution of the excess minority
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Figure 5.12: Excess dark signal versus row number with stress at the 33rd row
(Vdd=3.3V, Vrst=1.6V, Vref=3.3V, Ibias=1. 5 gA)
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Figure 5.14: Center portion of Figure 5.13 in log scale

catrers. The result is shown in Figure 5.13. Comparing the figures of both stress cases, the

spatial distribution patterns are essentially the same except for a scaling factor. This result

ensures that the mechanism producing excess minority catrers is the same for typical

imager operating conditions. The excess dark signal around the stressed row for the high

stress case is plotted in log scale and presented in Figure 5.14. The response curve pre-

sents a exponential decay relation with pixel location: Vou(Y) = Vpeak e " 1 '. The lie

characteristic decay length is roughly 5gm. This demonstrates that the influence of the

excess minority catrers is a short-range effect.

5.3 Discussions

5.3.1 Hot-carrier Effect in Normal Imager Operation
In the above single-pixel measurements, the current source in the column circuit is always

on and the source follower transistor is continuing under stress. This is quite different

from the real case. In imager readout sequence, the row-select signal only turns on during

the readout phase of that particular row. Most of the time the row-select signal is off.

Therefore, the influence of the hot-carrier induced excess minority catrers will not be as
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significant as in the measurements. Based on the measurement results, the excess output

voltage due to the hot-carrier effect can be estimated. The estimation is described below.

If the hot-carrier effect is not considered, the output voltage of the pixels can be writ-

ten as

Vout ph 1+ Idark T int'-CG- GSF ,(5.1)

where Iph denotes photo-current, and Idark represents dark current. Once the hot-carrier

effect is taken into account, another term will be inserted and the equation looks like

V out - HC Ph+Jdark)-Tint+ f IHC(Vds)dtjCG-GSF, (5.2)

- TRS-

where IHc(Vds) represents the current component from the hot-carrier effect and TRS

denotes the period of the row-select time. IHc(Vds) can be extracted from Figure 5.5 and

written as

f(Vds - V 0)

IHC(Vds) =i - e (5.3)

where P3represents the slope of curve on Figure 5.5; I0 and Vo represent the leakage cur-

rent and Vds at the onset of the hot-carrier effect.

In the calculation, the integration time is set to be 1/30 second and the row-select time

is 5Sps. From Figure 5.5, I is fitted to be 3.4. The normal-mode (Vref=3.3V) and cascode-

mode (Vref=1.5V) operations are considered in the calculation for comparison. Vdd and

Vrst are both 3.3V and Ibias is 1.5A in the estimation. The excess Vout, which is the volt-

age difference between the output voltages with and without the hot-carrier effect, is cal-

culated by subtracting eq.(5. 1) from eq.(5.2) and the result on a linear-log plot is shown in

Figure 5.15. Both excess Vout curves increase exponentially with the output signal. The

excess Vo0 t of the cascode mode is higher than that of the normal mode due to the small

sensing capacitance. Under the prescribed bias and row-select time, it is found that the

magnitude of the excess Vout is only a small percentage of Vout. Therefore, this hot-caier

effect seems to be minor under normal operating conditions in current CMOS APS

designs. However, as the transistor size continues to shrink and the separation between
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Figure 5.17: Simulation results on maximum electric field in the pinch-off region with
different gate lengths (The bias condition corresponds to the case with medium H-C effect

in Figure 5.10)

photo-sensors and pixel transistors reduces, this hot-carrier effect is expected to emerge

soon. Figure 5.16 shows Vt versus VOUt-HC for the cascode-mode APS operation with a

of two times the characterized value. All the other parameters and conditions hold the

same values as the previous simulation. The output voltage presents a strong nonlinearity.

For a large-dimension imager with a higher Ibias for faster signal readout, the extent of

nonlinearity is expected to increase too.

5.3.2 Suggestions on Pixel Design

The hot-carrier effect is expected to emerge as the device size continues to shrink. Several

measures can be taken to mitigate the effect. According to device simulation results shown

in Figure 5.17, a longer gate length on the source follower transistor Q2 can be utilized to

reduce the maximum electric field. However, the maximum E-field does not have signifi-

cant dependence on gate length. A more effective approach is to apply a lower voltage at

the drain of Q2. For a typical 3-T APS design shown in Figure 5.18(a), this approach

requires separate junction nodes for Vdd and Vdd' as shown in Figure 5.18(b). Further,

one more wire is required to provide an extra voltage for the pixel. This approach poten-
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Figure 5.18: (a) Typical 3-T APS design; (b) modified pixel design for mitigating the
H-C effect

tially reduces fill factor for pixel designs.

5.4 Summary
The effect of excess minority carriers induced by hot carriers at the source follower tran-

sistors of an APS is experimentally observed and quantified using a 4-T NW/Psub APS

array fabricated with a standard 0.35-ptm CMOS process. The amount of excess minority

carriers absorbed by the photo-sensors depends on bias conditions of the transistors as

well as the intensity of illumination. Nonlinear sensor response can result. A 4-T APS

operating in a cascode mode is more sensitive to this effect due to its small sensing capac-

itance. A temperature varying experiment is performed to confirm the hot-carrier mecha-

nism. The spatial distribution of the excess minority carriers is quantified to be -30 jim

around the stressed transistors. This distribution range of the excess carriers is the same

for typical bias conditions. Under normal row-select timing and bias, the influence of the

excess minority carriers to the output signal is minor for the APS. However, as the transis-

tor size continues to shrink and the separation between the photo-sensors and the stressed

transistors reduces, this hot-carrier effect is expected to emerge. Suggestions on pixel

designs to alleviate this effect is provided.

This hot-carrier phenomena also suggests to avoid any in-pixel transistor operating in
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deep saturation region. If the pixel circuit is too complex to achieve that, special attention

should be paid to properly isolate the photo-sensors from the excess minority carriers.
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Chapter 6

The Influence of Pixel Cross-talk on CMOS Color Imag-
ers

The latest development on imagers show decreasing pixel size in order to simultaneously

achieve higher spatial resolution and maintain a reasonable chip size. As pixel size contin-

ues to shrink, significant cross-talk between pixels emerges. This cross-talk phenomena

reduces the effective spatial resolution and amplifies the pixel-to-pixel color mismatch for

an imager with a mosaic color filter pattern. The cross-talk phenomena and its influence

on color imagers are the topic to be discussed in this chapter.

In this chapter, the fundamental concepts on color imager is presented first. It is fol-

lowed by the description of the major cross-talk mechanism. The cross-talk mechanism is

then studied using an N-well APS array with a hollow metal shield, which exposes a sin-

gle pixel in the center of the array and covers the others. Monochrome light is then applied

on the exposed pixel to examine the 2-D distribution of the cross-talk signal. Device simu-

lations confirm that minority carrier diffusion is the major cross-talk mechanism. The

measured cross-talk data is then used to study the amplification effect of the pixel-to-pixel

color mismatch induced by cross-talk. From the data and the characterization results on

imager noise, the degradation factor of the color mismatch can be estimated. Finally, pro-

cess and layout improvements are proposed for reducing the cross-talk effect.

6.1 Fundamentals of Color Imagers
A background knowledge on color science is provided in this section to assist in appre-

hending the color signal processing in imagers. The content touches upon the basic princi-

ples of color imagers, the trichromaticity theorem, the color matching function, and the

chromaticity diagrams. The description in this section is not intended to cover all aspects

of color science. More extensive and detail information on color science can be found in

reference [51, 52].

135



CHAPTER 6. THE INFLUENCE OF PIXEL CROSS-TALK ON CMOS COLOR IMAGERS

6.1.1 Basic Principle of Color Imagers

Color perception is one of the important senses of human beings. The reason why people

recognize color is because there are three types of photo-receptors on the retinas of the

eyes. Those photo-receptors carry peak spectral responses corresponding to long (red),

medium (green) , and short (blue) wavelengths. The excitation ratio between the three

photo-receptors determines the chromaticity of the stimulus and the magnitude represents

the light intensity. Therefore, the signal dimension for color perception is only three. For

example, if two optical stimuli display identical color, it does not necessarily mean the

spectral energy distribution for both stimuli are identical. instead, what is identical for the

stimuli is their color coordinates, which can be transformed from their spectral distribution

onto a three-dimensional color space. For a specific color coordinates, there are many pos-

sible spectral distributions that map to it. Using official terminologies, those optical stim-

uli are "metameric" to each other.

In order to identify the color coordinates of light with silicon photo-sensors, at least

three types of color filters with linearly independent spectral responses are required. The

concept of color sensing and displaying is shown in Figure 6.1 First, the optical stimulus is

analyzed by the three types of color sensors to identify the stimulus's color. With some

signal processing, the color signal is transformed into a color space that is recognizable by

the display and then be presented on the screen.

Typically there are two ways to arrange the color filters and imager chips. The first

approach utilizes off-chip color filters and several imager chips. The incoming light is

split into three different paths. The light on each path is filtered by a different color filter

(R,G,B filters for example) and then projected onto individual imager chip. The resolution

Imager chiprcsigColoraDisplay
(R,G,B) processing (0t0,Y)

Figure 6.1: Procedure of color image sensing, processing, and display
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Figure 6.2: RGB Bayer pattern

of this color imaging system is good. However, it requires many optical components and

at least three imager chips to extract color signal. This approach is expensive and therefore

is typically adopted for high-end, high-quality imaging applications. The second

approach, which is widely utilized in consumer imaging systems, is to arrange on-chip

color filters in a mosaic pattern. Figure 6.2. shows one of the popular RGB color filter pat-

tern called Bayer pattern. For this type of imager each pixel has one color filter on top.

Because of that, some color interpolation algorithm is required to generate the other two

lacking color signal for each pixel. Usually the interpolation algorithm utilizes the signal

from the neighbor pixels with different color filters to generate the lacking color signal.

Because of the interpolation operation, the effective resolution for this type of imager is

not be as good as the previous one. Another observation from this color filter pattern is

that the density of the green filters is two times the density for red or blue filters. This

arrangement takes the advantage of the fact that human eyes has higher sensitivity for

green light. Therefore the higher accuracy of green signal improves the effective sensitiv-

ity and the higher density of green pixels enhances the effective resolution.

6.1.2 Trichromatic Matching Experiment
From the above discussion, it is understood that color information can be encoded with

three parameters. In order to quantify the three parameters for color science research, a

scientific way for defining a color is desired. The basic idea is as follows. Since the

dimension of color is three, it is plausible to pick up three well defined and widely avail-

able optical stimuli as the primary basis. Any other color stimulus can be matched by mix-

ing proper proportions of the three primary stimuli. Therefore, the coefficients of the three
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primary stimuli will uniquely define the matched color. Experiments show that color

matching obey linearity laws so the concepts of linear systems and linear algebra is appli-

cable. This principle is called Grassmann's laws in color science [51, 52]. The pioneering

experimental work was conducted by two groups of scientists in the early 20th century.

The first group was led by J. Guild [53] at National Physical Laboratory at Teddington and

the other was led by W. D. Wright [54] at Imperial College, Kensington. Both teams inde-

pendently performed similar experiments and their results were consistent. With proper

modifications, the results were announced by the Commission Internationale de l'Eclair-

age (CIE, the English translation is "International Commission of Illumination") to

become a internationally accepted standard.

The designated primary stimuli in the experiments are monochromatic light with

wavelengths at 700 nm, 546.1 nm, and 435.8 nm, which are denoted as R, G, and B resec-

tively. The radiant power ratio for the RIG/B primary stimuli are 72.1: 1.4: 1.0, which is

equivalent to luminous ratio 1: 4.5907: 0.0601 at the corresponding wavelengths. These

numbers are selected so that the three chromaticity coordinates for equal-energy stimulusi

are the same.

Figure 6.3 presents the idea of the experiment. The output of RIG/B stimuli are mixed

with an optical diffuser. The intensity of the RIG/B sources is adjustable. Light source U

represents the color stimulus to be matched and its output is guided into another diffuser.

The aperture defines a specific observing angle because the human color sense is angle

Aperture

Light source

R

G Diffuser
Observer's

Beye

Diffuser

Figure 6.3: Schematic of the color matching experiment

1. The equal-energy stimulus has a uniform spectral energy distribution.
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Figure 6.4: Tristimulus values vs. wavelength corresponding to primary stimuli RIG/B

dependent. Typical observing angles are 2' or 10. The observer watches the output from

the two side-by-side diffusers through the aperture and judges if the colors on the two half-

planes are matched. The intensity of the RIG/B stimuli are adjusted until color match is

achieved. The intensity coefficients of the RIG/B color stimuli are then recorded. These

coefficients are called tristimulus values and this test is called trichromatic matching

experiment. Mathematically the color matching relation can be equated as

U = R U -R+GU'- G+ BU ' B, where RU , GU, BU represent the tristimulus values and R,

G, B are the primary color stimuli. The "=" sign in the equation means the color of the

optical stimuli on both sides is the same.

As monochromatic light source is applied for the light source U and the wavelength

sweeps across the visible spectrum, the corresponding tristimulus values, (X), g(L), and

b(X) can be measured and denoted as functions of wavelength. Figure 6.4. shows the

results from monochromatic color matching experiments. The spectral tristimulus values,

r(X), g(X), and b(X), are called the color-matching functions with primary stimuli R, G,

and B.
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It is desired to acquire the above color-matching functions since the data can be used

to derive the tristimulus values of any other optical stimulus as long as the spectral energy

distribution is known. Assuming the spectral energy distribution of a color stimulus is

P(X), the tristimulus values for the color stimulus can be calculated from the following

integration equations:

R = JP(X).r(X) dX, (6.1)

GP= fP(X)-g(X) dX, (6.2)

B P = fr2P(X)bkA)dX, (6.3)

where the integral range is the visible spectrum [X 1X21. Applying the above method, any

optical stimulus P obtains a set of tristimulus values (R, G,, B) associated with it. If two

color stimuli P1 and P2 have different spectral distribution but the same tristimulus values,

their color will be identical and the two stimuli are called metameric stimuli.

An observation of Figure 6.4 shows that some tristimulus values are negative in cer-

tain wavelength regime. The negative tristimulus value means that the component of the

associated primary stimulus needs to be mixed with light source U in the other diffuser in

order to match the colors on both sides of the aperture. This phenomena is related with

how the color information is processed, encoded, and transmitted from the photo-recep-

tors on the retina to the brain. In fact, none of any combination of three physical color

stimuli is able to generate all the perceivable colors with positive coefficients.

Though the above RIG/B primary stimuli provide an accurate system for color specifi-

cation, this color system is not used as widely. The reason is because the negative values

of the color-matching functions make it difficult to implement the color-measuring equip-

ment such as a colorimeter in the early 20th century. The required computation power was

too expensive to deal with integration with negative values. The cost would be lower if the

color-matching functions are all positive. In 1931, the CIE announced a new set of tristim-

ulus values X, Y, and Z, that can be obtained from the original tristimulus values R, G, and

B with the following linear transformation:
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Figure 6.5: The CIE color-matching functions for the 1931 Standard Colorimetric
Observer

X = 0.49R + 0.31G + 0.20B, (6.4)

Y = 0.17697R + 0.81240G + 0.01063B, (6.5)

Z = 0.OOR + 0.01G + 0.99B. (6.6)

Since color mixing is a linear mechanism, this linear transformation is valid to transfer the

tristimulus space constructed with the RIG/B primaries into another tristimulus space by

XIY/Z primaries. This process is similar to coordinate transformation in a three-dimen-

sional space. The color-matching functions after the transformation are denoted as x(X),

y(X), and S(X). This set of functions is shown in Figure 6.5 and is called the CIE Color-

matching Functions for the 1931 Standard Colorimetric Observer. An important charac-

teristic of these functions is that all the values are positive. In order to achieve that, the pri-

mary stimuli used in the XIYIZ space are non-physical optical stimuli. This is valid since

the primary stimuli are just used as units of measurements. Except for the positive coeffi-

cients, there are other considerations associated with the selection of the X/ Y/Z primaries.

First, the primary stimuli X and Z contain zero luminance. That means the tristimulus

value Y is proportional to the luminance of the color stimulus. If the power spectral distri-
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bution of a color stimulus is P(X), the luminance can be calculated from

Y = K- fjP(X) - y(X) d, where K is a conversion factor. This integral provides both the

luminous information and one of the color coordinates, which saves computation power as

both properties are generally needed. Second, the magnitudes of 1(X), y(X), and z(X) are

scaled so that the tristimulus values for an equal-energy stimulus are the same.

6.1.3 Chromaticity Diagram

The tristimulus values, X, Y, and Z, define the color coordinates of an optical stimulus in a

three-dimensional color space. Sometimes this three-dimensional space is difficult to visu-

alize. To provide a two-dimensional representation of the color space, chromaticity dia-

grams are developed. For the XIYIZ color space we can do the following calculation:

x = X ,-(6.7)
X+ Y+Z

Y= Y , (6.8)
X +Y+ Z

Z= Z .(6.9)
X +Y+ Z

Since x+y+z=1, there are only two independent dimensions for the three parameters. Nor-

mally (x, y) are the used parameters. After the above normalization, the luminance infor-

mation is suppressed and the color coordinates on the (x, y) plot contains only

chromaticity information, which is the origin of its name. In 1931, CIE announces the

chromaticity diagram of the CIE 1931 Standard Colorimetry Observer. The diagram is

shown in Figure 6.6. The coordinates of the monochromatic light on this diagram are cal-

culated from the spectral tristimulus values in Figure 6.5. As the wavelength sweeps

through the visible spectrum, the coordinates forms a horse-shoe shape curve. The straight

line connecting the end points of the shortest and longest wavelengths is called the line of

purple. The two curves form a closed area, which is the color gamut. Each coordinate on

the gamut represents a specific color. The color gamut contains all the color coordinates of

the physical color stimuli. That is because any physical color stimuli can be decomposed

into a linear combination of monochromatic stimuli with positive coefficients. As the

property of linearity is applied, the color coordinates of any color stimulus must also be a
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Figure 6.6: The CIE 1931 Chromaticity Diagram

linear combination of the coordinates of the monochromatic light. Therefore, it must be

enclosed by the color gamut.

The CIE 1931 Chromaticity Diagram is useful in locating the color coordinates for

color mixing. For example, if one component of color A is mixed with color B with the

same amount of luminance, the resultant color coordinates will be located at the mid-point

between point A and point B.

One problem with the CIE 1931 Chromaticity Diagram is that the color distribution on

the diagram is not uniform. Often times there is a necessity to do color processing on a

uniform chromaticity diagram. Because of that, the CIE 1976 Uniform Chromaticity Scale

(UCS) Diagram was announced. The color coordinates on the diagram can be calculated

from

4XU'= X+ 15Y+ 3Z, and (6.10)

9Y
v'X+ 15Y+ 3Z. (6.11)
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Figure 6.7: The CIE 1976 Uniform Chromaticity Scale Diagram

This diagram is shown in Figure 6.7. Since the color distribution on this diagram is rela-

tively uniform, the distance between two coordinates can be used as a measurement of

color difference. This property will be used latter in this chapter.

6.1.4 Color Analysis Functions

The spectral responses of the color pixels are used as the color analysis functions to iden-

tify the color coordinates of optical stimuli. The responses are not solely determined by

the color filters but also the spectral response of the silicon sensors. Usually the response

curves are far from ideal curves such as the ones shown in Figure 6.5. Some color correc-

tion operations are usually required to transform the color signal to a standard color space.

The topic on the optimization of color correction algorithm is beyond the scope of this the-

sis. Here, the color analysis functions are assumed to be x(X), y(X), and z(X) to simplify

the calculation. Due to the simplification, the color coordinates of the stimuli can be easily

transformed between standard color spaces and chromaticity diagrams according to the

transformation matrix developed in color science. In real cases, the transformation matrix

needs to be calibrated and corrected.
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6.1.5 Color Imagers and Cross-talk

Cross-talk induces signal exchange between neighboring pixels. If this happens to an

imager with a mosaic color filter pattern as shown in Figure 6.2, the color signal will be

distorted and the color performance of the imager will be affected. The rest of this chapter

is devoted to quantitatively characterizing the degradation of color performance of the

imagers due to cross-talk.

6.2 Mechanism of Pixel Cross-talk

There are two possible cross-talk mechanisms. One is the electronic cross-talk; the other is

the optical cross-talk. Our discussion focuses on the former since it's the major component

according to the experiment. The mechanism of electronic cross-talk is identified to be

mainly from minority carrier diffusion, which is described below.

6.2.1 Minority Carrier Diffusion

Minority carrier diffusion is considered the major cross-talk mechanism. The mechanism

is schematically shown in Figure 6.8. This figure shows a cross-section diagram of a typi-

cal CMOS imager with n-type photodiode sensors. As photons impinge on Si, photo-carri-

ers are generated and the generation profile depends on the wavelength of the photons.

Long-wavelength photons tend to generate carriers deeper in the substrate and the carriers

from the short-wavelength photons are generated near the surface. Those carriers gener-

ated in the depletion region are driven by the electric field and get collected by the photo-

diode. The carriers generated deep in the P-substrate are recombined efficiently due to

the high hole concentration. The carriers generated outside the depletion region in the epi

hv

color filter
passivation layer
n-type photodiode

ep 8 layer depletion region

Figure 6.8: Minority carier diffusion mechanism
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layer could diffuse either back to the "correct" photodiode or to the adjacent photodiodes.

Those carriers diffusing to the adjacent diodes are the components that contribute to cross-

talk.

This cross-talk mechanism induces carrier exchange between adjacent pixels. For a

black-and-white imager, the effect reduces the effective resolution. For a color imager, not

only the resolution is degraded, the color signal is further modulated since the amount of

carriers diffusing from red to green pixels is not the same as the one in the opposite direc-

tion. And vice versa for the other color pixel pairs. Thus, the color signals are distorted.

6.3 Characterization of Cross-talk

6.3.1 Test Pattern Design

In order to quantify the cross-talk phenomena, a test pattern is specifically designed to

measure the cross-talk. A 64 x 64 3-T NW/Psub active pixel sensor (APS) array is fabri-

cated using a non-silicide source/drain 0.25-gm STI CMOS process. The utilized wafer

contains an 8gm lightly-doped p-type epi layer (~10 1 5cm-3 ) on top of a heavily-doped p-

type substrate. The NW/Psub photodiode structure is utilized in this experiment for its

superior performance over the N+/PW/Psub photodiode in this process [19]. Typical char-

acteristics of the pixel array are shown in Table 6.1. The pixel size is 4 x 4 gm2. The on-

Process 0.25gm non-silicide source/drain
STI CMOS process

Format 64 x 64

Pixel size 4 x 4 gm2

Sensor type NW/Psub photodiode

Fill factor ~25%

Sensitivity 1.7 V/lx/sec

Leakage current 0.45 fA/pixel/sec @ 300K

Conversion gain 33 gV/electron

Table 6.1: Characteristics of the APS array in the experiments

chip circuitry for row/column addressing and analog signal buffering is the same as

described in Chapter 4.

The specialty about this chip is that all pixels, with the exception of the center pixel,
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Figure 6.9: Cross-section of the cross-talk test pattern

are optically shielded with the metal-3 layer. The cross-section diagram of the chip is

shown in Figure 6.9. By measuring the signal of the exposed pixel and the adjacent pixels,

cross-talk is characterized.

The utilized light source is a monochromator with tungsten halogen light source. The

color temperature is roughly 3000K. The wavelength of the output light beam is varied to

characterize the spectral response of cross-talk.

6.3.2 Experimental and Simulation Results
The cross-talk measurement is performed with optical wavelengths varying from 400nm

to 900nm. Varying optical intensity shows little impact on the cross-talk data, which sug-

gests that the cross-talk mechanism is linear. Figure 6.10 shows the cross-talk value versus

wavelength for the nearest neighbors of the exposed pixel. The three curves in the figure

represent the cross-talk for the direct vertical, horizontal, and diagonal neighbors. The

cross-talk value is defined as the ratio between the signal of the shielded pixels and that of

the exposed pixel. Clearly the value is higher at longer wavelengths. Since the long-wave-

length photons penetrate deeper into Si, the wavelength dependence of cross-talk suggests

that minority carrier diffusion is the major mechanism. Another evidence is that the diago-

nal pixel shows lower cross-talk value than that of the vertical and horizontal pixels,

revealing that the separation distance between the shielded pixel and the exposed pixel

plays an important role. This can also be explained by the minority-carter diffusion mech-

anism. On the other hand, the cross-talk discrepancy between the vertical and horizontal
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Figure 6.10: Measured cross-talk versus wavelength for the adjacent pixels along the hor-

izontal (empty square), vertical (solid circle), and diagonal directions (triangle)

neighbors at short wavelengths is due to pixel layout asymmetry along the two axes.

Beyond certain wavelength, the generated carriers are deep enough so the carriers see the

same environment in all directions. Thus, the two cross-talk curves merge.

A 2-D device simulation is performed to confirm the minority-carrier diffusion mech-

anism. The simulation utilizes the doping profile estimated from the spreading resistance

data in the process. The simulated cross-talk is shown in Figure 6.11. The bumps on the

curve are due to the utilized empirical Si absorption coefficient, which is not a monotonic

function with wavelength. The trend of the simulated cross-talk matches well with the

measured data - the cross-talk is higher at longer wavelengths. As expected, the simu-

lated cross-talk is generally higher than the measured cross-talk since the impact of optical

blockage and caier absorption by the pixel transistors is not considered in the simulation.

In the simulation, the non-zero cross-talk at short wavelengths is due to the larger exposed

window than the size of the photodiode. As the window size is shrunk to the size of the

photodiode, the cross-talk value between 400 to 450nm decreases to nearly zero. At short
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Figure 6.11: Cross-talk versus wavelength from the 2-D device simulation

wavelengths, the measured cross-talk value is higher than the simulated value. This can be

attributed to optical cross-talk mechanisms such as the obliquely injected light from opti-

cal diffraction effect or metal layer reflection. However, the cross-talk from these optical

effects, according to the measurement, is much lower (- 3 - 4%) compared with the cross-

talk from the minority-carrier diffusion.

The quantum efficiency (Q.E.) of the exposed pixel is measured and the data is shown

in Figure 6.12. The three curves correspond to different measures of Q.E. The curve with

triangle symbols denotes the Q.E. of the exposed pixel. The one with solid circles repre-

sents the aggregate Q.E. of the exposed pixel plus the cross-talk components from the

eight nearest pixels. The curve with empty squares shows the Q.E. of the pixels on an

array with no hollow metal shield pattern. There are two observations in the measurement.

First, the aggregate Q.E. of the exposed pixel plus the eight nearest neighbors (solid circle)

matches with the Q.E. taken from the array with no metal shield pattern (empty square).

This result shows that the total amount of photo-caiers is conserved and thus validates

the cross-talk measurement. The peaks of the two curves differ by roughly 20nm due to
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Figure 6.12: Quantum efficiencies (Q.E.) of the pixels. Triangle: QE of the exposed

pixel; solid circle: QE of the exposed pixel plus cross-talk components; empty square:

QE of the pixels for the array with no metal shield pattern

the interference effect by the various dielectric thickness on the two chips. Second, the

large discrepancy between the Q.E. of the exposed pixel (triangle) and the aggregate Q.E.

from the nine pixels (solid circle) shows that significant cam'ier diffusion happens for long-

wavelength photons. This phenomena also reveals that a large percentage of Q.E. mea-

sured with the typical way actually comes from cross-talk.

6.4 Amplification of Color Error due to Cross-talk

Imagers produce pixel-to-pixel color mismatch even if a uniform color stimulus is pro-

jected on the imaging plane. This mismatch is due to all kinds of noise sources that induce

non-uniform signal output on the frame. With the cross-talk phenomena, the color mis-

match is amplified. The amplification factor will be estimated under several reasonable

assumptions.

6.4.1 Color Error

The measured cross-talk data is utilized to study the amplification effect of the pixel-to-

150



6.4. AMPLIFICATION OF COLOR ERROR DUE TO CROSS-TALK

9%_ 9

8% 8

70/67

U 6%- 6

D 5% _---

cc

W4% - -- M

Z 3% - -

L2% -
-

0%_

0 5 10 15 20 25

Illumination (lx)

Figure 6.13: P-P FPN (empty square) versus illumination and the normalized P-P FPN

with the average signal (solid circles) versus illumination

pixel color mismatch. Conceptually, color mismatch is the result of several noise mecha-

nisms, which include temporal and spatial noise. However, the mismatch produced by

fixed pattern noise (FPN) usually dominates and is more significant than that produced by

random noise. That is because color mismatch by FPN cannot be averaged out with fast

refreshed image frames by human eyes. FPN can be classified as column-to-column fixed

pattern noise (C-C FPN) and pixel-to-pixel fixed pattern noise (P-P FPN). C-C FPN is typ-

ically caused by circuit mismatch and is easier to fix. (as described in Chapter 4) P-P FPN

is typically determined by process characteristics and is difficult to correct without a frame

buffer. In order to quantify the P-P FPN, an un-shielded pixel array is utilized so that the

amount of cross-talk is uniform across the array and has no impact on the P-P FPN mea-

surement. The measured P-P FPN and its ratio with the average signal at various illumina-

tion is shown in Figure 6.13. The integration time is 1/30sec. According to the

characterization result depicted in Section 4.4.5, the non-zero P-P FPN at low illumination

is mainly due to dark current mrismatch of the pixels; the linear response of P-P FPN ver-

sus illumination is due to the mismatch of the photo-sensing area, the capacitance mis-
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match, or the gain mismatch of the in-pixel source followers. The ratio between the P-P

FPN and the average signal defines a normalized noise level. This level increases signifi-

cantly as the illumination on the imager plane falls below 5 lux. Therefore, the color mis-

match is more critical under low illumination.

6.4.2 Color Error Amplification

The color mismatch is further amplified by the cross-talk mechanism. To estimate the

amplification factor, two assumptions are made. First, it is assumed that the R/G/B Bayer

filter pattern is utilized. Second, the spectral responses of the R/G/B pixels are assumed to

be proportional to the color-matching functions of the CIE 1931 standard colorimetric

observers as shown in Figure 6.5. The first assumption is based on a well-known example

of color filter configuration; the second is made to simplify color coordinate mapping

from the pixel outputs onto a standard color space. In real cases, an optimized transforma-

tion matrix is required to perform the color space mapping.

Based on the assumptions and the measured cross-talk data, the spectral responses for

the R/G/B pixels with the cross-talk effect can be calculated. In the calculation, cross-talk

from the eight nearest neighbors are considered. The calculation procedure is described

with the following example.

According to the characterization result, the cross-talk phenomena for the nearest

neighbors can be described by a 2-D discrete-space impulse response function, which can

be written as a 3 x 3 matrix as follows:

c,1(') c12(-) c13(X

C(") = -:C21(X) : c23(X], (6.12)

c31(X) c32(X) c33(X

where the row and column index represents the position of the pixel; c12 and c32 are the

vertical cross-talk value; c21 and c23 are the horizontal cross-talk values; all the diagonal

coefficients correspond to the diagonal cross-talk values; and K is the summation of the

nine matrix coefficients. To further simplify the calculation, the vertical cross-talk value is

assumed to be the same as the horizontal cross-talk value.
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As the Bayer pattern shown at the upper right corner of Figure 6.14, a blue pixel is sur-

rounded by four green pixels as adjacent neighbors and four red pixels as diagonal neigh-

bors. Therefore, the spectral response of the blue pixel under cross-talk mechanism

becomes

1 4-c12(X) 
4 -c11(X)

B'(L) = KB(X)+ -G(X)+ K -R(X), (6.13)

where B(X), G(X), and R(X) represent the spectral responses of the B/G/R color pixels

with zero cross-talk. Similar equations can be achieved for the green and red pixels:

1 + 4'.c 1 (X) 2*-c12(X) 2*-c12(X
G'(X) = K -'G(X) +cK -G(X)+2 K -*R(), and (6.14)

R'(X) = K- R(X) + K G() +4c2 K)4B()( .(6.15)

The physical meaning of the above equations is the following. Due to cross-talk, the

blue pixel exchanges photo-carriers with its neighbors. The amount of carrier exchange is

further modulated by the spectral responses of the corresponding color filters. As a result,

the amount of the net exchanged carriers could be positive or negative depending upon the

wavelength. At the wavelength corresponding to the peak response of the blue pixels, the

response is lowered since the out-going carriers are more than the in-coming ones. Those

out-going carriers end up increasing the response of the green and red pixels at this wave-

length. Similar phenomena happens to the green and red pixels. Eq.(6.13) to eq.(6.15) are

utilized to calculated the distorted spectral responses of the color pixels and the results are

shown in Figure 6.14. The ideal spectral response curves without cross-talk are also shown

for comparison.

The spectral response curves with and without cross-talk are used as the color analysis

function and inserted in eq.(6.10) and eq.(6.11) to plot the color gamuts that can be ana-

lyzed by the imager. The color gamuts are plotted on the 1976 CIE Uniform Chromaticity

Scales chart and shown in Figure 6.15. The reason for choosing the UCS chart is because

color distribution is relatively uniform on this chart so the distance of two color coordi-

nates on this chart can be used to present the color error.

The two closed areas in Figure 6.15 show the color gamuts for the ideal color pixels
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Figure 6.14: Spectral responses of the R/G/B pixels with (thick line) and without cross-
talk (thin line)

0.7

0.6 -

0.5 -

0.4 -

0.3 -

0.2 -

0.1 -

07
0 0.1 0.2 0.3 0.4 0.5 0.6

U'
0.7

Figure 6.15: Color gamuts with and without cross-talk on the 1976 CIE Uniform
Chromaticity Scales chart

154

R G R G

G B G Bi

R G R G

IGI BI G.B

oRG

........ G.

300

________ W~t
________ ..... - ________

700 800

withou cros-talk

with cross-talk

error
circle

I



6.5. LAYOUT AND PROCESS IMPROVEMENTS ON CROSS-TALK

and the pixels with the cross-talk effect. Due to cross-talk, the color gamut shrinks.

According to the discussion in Section 6.1.1, a standardized color space is necessary in

order for the displaying systems to correctly present color. That means an ideal color cor-

rection process is required to map the distorted color coordinates back to the original. This

operation is essentially an amplification process, as the error circle expands after the cor-

rection as shown in Figure 6.15. Since the area ratio of the two color gamuts is approxi-

mately 3:1, this color correction process will amplify pixel-to-pixel color error due to

intrinsic pixel noise, on average, by a factor of 3.

The above derivation demonstrates the estimation of the color-error amplification fac-

tor using the CIE 1976 UCS chart for ideal color pixel responses. For practical color pixel

responses, if the optimized transformation matrix is known, the same evaluation procedure

can be applied to calculate the color-error amplification factor. Further information on

color filter considerations can be found in [55, 56]. On the other hand, a uniform 3-D color

space, instead of a 2-D CE 1976 UCS chart, can be used as the processing color space. In

contrary to the 2-D case, the luminance error information will be contained in the 3-D

color space. Information about some commonly used uniform 3-D color spaces, such as

CIELUV or CIELAB color spaces, can be found in [51, 52, 57].

6.5 Layout and Process Improvements on Cross-talk

Several approaches are proposed to minimize the cross-talk. First, a shallow epi wafer

forces the carriers generated deeper in the substrate to recombine efficiently and thus

reduces the probability for the carriers to diffuse to other pixels. This approach is more

effective for long-wavelength photons and consequently reduces the Q.E. for red light. For

imagers not requiring high red-light response, this approach should be feasible. Second, a

deep p-type implant can be used to generate an internal electric field to guide the photo-

carriers back to the sensor and thus reduces cross-talk. This approach is adopted in [18]

and proven to be effective. One of the concerns for applying such a deep p-type implant is

the potentially increased leakage current. If thermal annealing is properly performed, this

approach is also viable. As the electronic cross-talk is minimized, the problem of optical

cross-talk will emerge. A metal shield pattern with opening windows of the same size as

the photo-sensors can be utilized to assures all photons falling on the sensors. This method
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minimizes the number of photon-generated carriers near the pixel boundary and is effec-

tive for reducing cross-talk at all wavelengths. However, the Q.E. of the pixel will be

reduced since the incoming photon flux is lowered. A micro-lens technology, which is uti-

lized to focus photons at the center of the sensors, has a similar cross-talk reduction func-

tion without sacrificing the photon flux. The drawback is higher process complexity and

cost. In general, the approaches for minimizing cross-talk should be considered from all

aspects of imager performance. It is certainly undesired to severely degrade other sensor

parameters just for fixing the cross-talk.

6.6 Summary
The cross-talk mechanism of CMOS image sensors is studied using a 64 x 64 NW/Psub

APS array with a hollow metal shield pattern. The pixel size is 4 x 4 gi 2 and the array is

fabricated using a 0.25-gm STI CMOS process with 8gm thick epi wafers. Minority car-

rier diffusion is identified to be the major cross-talk mechanism by simulation and experi-

ment. Due to cross-talk, the pixel-to-pixel color mismatch is degraded. The impact is more

severe under low illumination conditions. The degradation factor is estimated with reason-

able assumptions from color science. Finally, process and layout improvements for mini-

mizing cross-talk are proposed and discussed.
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Chapter 7

Pixel Size Scaling and Optical Lens Design

7.1 Scaling Trend of Pixel Size
There exists a strong incentive of pushing the process limit towards achieving a smaller

pixel size. The driving force comes from two major objectives. First, a better image qual-

ity is desired by packing more pixels within a certain chip size to improve imager resolu-

tion while maintaining a reasonable chip cost and utilizing lenses with the same optical

format. Second, a smaller pixel size reduces chip size for a specific imager resolution, pro-

ducing higher chip count for each wafer. Thus, the chip cost can be reduced. The first

objective aims towards a better imager quality and the second aims at the cost.

With the down-scaling trend of sub-micron CMOS processes, pixel size reduction can

be more easily achieved. However, the aforementioned objectives can not be achieved

effectively without the compatibility of optical lenses. The reduced pixel size poses chal-

lenges on the resolving ability of the lens systems. The financial benefit from reducing

pixel size can only be justified if the reduced cost from pixel size reduction is more than

the increased cost for a better lens system.

In this chapter, the fundamentals of lens designs and the principles of optical simula-

tion tool is briefly described. Since it is not possible to cover all the details on lens design,

only general concepts are provided. A computer simulation tool is utilized to estimate the

minimum resolvable pixel size for different lens systems. The comparison is made

between lens systems with different lens elements under certain specifications and restric-

tions. The results provide a guideline for the requirement on lens performance in order to

keep up with pixel size reduction.

7.2 Fundamentals of Lens Design

7.2.1 Focal Length, F-number, and Field of View
The function of a lens is to collect the light emitting or reflecting from the imaged object,
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apply proper bending for the diverging light rays, and form a clear two-dimensional image

on the imaging plane, where an imager chip or a chemical film is located. An ideal lens

produces precise point-to-point correspondence between the object and its image. Unfor-

tunately, such an ideal lens does not exist. Each lens has its resolution limit due to physical

imperfections [58, 59] such as diffraction, monochromatic aberrations, chromatic aberra-

tion, and mechanical mis-alignment. Some of the imperfections can be corrected by

assembling various lens elements into a lens system to alleviate the effects. The idea is to

minimize the overall imperfection with lens elements equipped with positive and negative

imperfection values. The imperfection values associated with different lens elements can-

cel with each other and therefore a high-performance lens system is achieved. For such

multiple-element lens systems, the design factors include the number of elements, lens

material (with different refractive index), surface radius, lens separation, and so on. Gen-

erally, a better performance can be achieved if more elements are used. That is because

more degrees of freedom are granted to minimize the overall imperfection. However, real-

istic factors such as cost and physical dimension of the lens system usually restrict the

number of elements to be implemented.

For camera lenses, the fundamental parameters include effective focal length (EFL), f-

number, and field of view (FOV). These parameters are briefly described as follows:

1. Effective focal length (EFL) is the most fundamental parameter for any lens system.

It determines the on-axis focal point and the focal plane where the imager chip should be

placed. If the object is at an infinite distance, the focused image will be located at the focal

plane. But if the object is at a finite distance, the relative position of the image plane will

change. The focus ring on a camera lens needs to be adjusted to obtain a clear image. The

focal length also determines the amplification factor of the image. The focal length is pro-

portional to the amplification factor of the image and inversely proportional to the square

root of the light intensity. F-number and FOV are both functions of the EFL.

2. F-number is also denoted as f/#. It is defined as the EFL divided by the diameter of

the clear aperture of the lens. 1/(f-number) 2 indicates a measurement of the light intensity

on the imaging plane under a certain illumination condition. The f-number of a lens sys-

tem is usually adjustable with an aperture. The smallest f-number is reached when the

aperture is fully open. At this f-number, the highest light intensity is achieved at the image
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plane. Lenses with small f-numbers are difficult to fabricate since a large curvature is

required at the lens surface and the resolution of the curvature is more difficult to control.

Besides the difficulty of fabrication, distortion and aberration are usually larger for lenses

with small f-numbers.

3. Field of view (FOV) determines the viewing angle of the scene projected onto the

imaging device. In order to mimic a normal viewing angle for human vision, the FOV of

camera systems typically ranges from 40 to 50. Some of the photographic lenses have

larger (wide-angle lens) or smaller (zoom lens) FOV depending on the focal length. Math-

ematically, the FOV is determined by the size of the sensing device and EFL. It can be cal-
H.

culated from the equation: 2tan~1(Ei), where Hi is the radius of the imager array.

7.2.2 Lens Optics

In modem optical engineering, the behavior of light in a lens system is usually described

by geometrical optics, in which light is treated as rays spreading from the source. As the

rays hit an interface of the lens, their trajectories change according to the incident angles,

the curvature of the surface, and the refractive index on both sides of the interface. This

phenomena of ray bending is physically described by Snell's law of refraction:

ni , sin 0 1 = n2 .sin 02. The schematic of the refraction phenomena is shown in Figure 7.1

[58]. The guideline on lens design is to choose the right lens materials and design the right

curvatures of the lens surfaces so that light rays originated from a point source merge to a

corresponding point on the image plane. The schematic is shown in Figure 7.2.

normal to

Light ray the interface

$1wave front

Interface
r 7n2

Figure 7.1: Ray bending according to Snell's law
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light ray

wave front

source -Image

Figure 7.2: Light rays and wave front in a lens

Unfortunately, point-to-point correspondence between the object and the image is not

viable in reality. One of the reasons is because the refractive index of lens material is a

function of wavelength. The focal point on the image plane for one wavelength is different

from the focal point for another wavelength. The spectral components of light spreads out

spatially on the image plane and the resolution is degraded. This phenomena is called

chromatic aberration [59]. Even for a monochromatic light source, such ideal mapping

does not exist either. That is because the degrees of freedom on the design parameters is

simply insufficient to satisfy all the boundary conditions requested by the point-to-point

mapping. As a result, lens design essentially becomes a compromise between all the

imperfections under certain specifications such as EFL, f-number, and FOV. Other consid-

erations such as the available materials, manufacturing ability, and cost should also be

taken. Generally, if more lens elements are allowed, more degrees of freedom are granted

for the system to minimize one or several of the critical imperfections.

The principles of geometrical optics works properly as long as the resolution of a lens

system is not diffraction-limited. The diffraction effect becomes important as the aperture

of the lens closes down to a certain level. In a computer simulation tool for optical sys-

tems, the diffraction effect is considered so that the outcomes reflect the actual behavior of

the lens system.
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7.3 Computer Simulation on Lens Systems

A computer simulation tool1 is utilized to evaluate the resolution of the lens system by

computing the system's modulation transfer function (MTF), which is a widely adopted

parameter for evaluating lens resolution. The calculation of MTF is briefly described in

this section. The tool is utilized to evaluate fixed focal length lens systems with a different

number of lens elements.

7.3.1 Modulation Transfer Function

The concept of the modulation transfer function is analogous to the frequency response for

a linear system reacting to a sinusoidal input. The difference between the two cases is that

one is in the temporal domain and the other is in the spatial domain. The idea of modula-

tion can be described with Figure 7.3. Assuming the light intensity emitting from the

object is of a bright/dark sinusoidal pattern as shown in the figure, the modulation of this

pattern is calculated as m0 = (Emax-o - Emin_o)/(Emaxo + Emin90). A similar definition

applies to the light intensity of the image pattern and the modulation is calculated as

Mi=(Emaxi - m i)/(Emaxi + Emin ). From the above two equations, MTF is defined

as the modulation of the image divided by the modulation of the object, which is equal to

M./M . As the spatial frequency of the bright/dark pattern varies, MTF changes accord-
£ 0

ingly. Generally, MTF is a function of the spatial frequency.

Object Image

a)
\nax o E

E* maxi E
Emino mini

Spatial axis

Figure 7.3: Object and image of a sinusoidal pattern in spatial domain

1. The utilized simulation tool is Code V from Optical Research Associates [60].
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To estimate MTF, geometrical ray-tracing technique [58, 59] is an effective tool for a

lens system operated far from the diffraction-limited region. The first step is to calculate

the point spread function, which is the energy spreading distribution on the image plane

associated with a point source on the object plane. Consider a bundle of rays emanating

from a single object point and traced through the lens system to the image plane. The

arrangement of the rays can be done by dividing up the entrance pupil of the optical sys-

tem into many small grid areas. Figure 7.4 shows an example of the rectangular placement

for the ray intersections with the entrance pupil. Each ray tracing through the center of the

grid represents the optical energy passing through this small area. Since the curvatures of

the surfaces and the refractive index of the lens materials are pre-determined, the trajec-

tory of each ray can be fully described by the ray-tracing technique. Due to the imperfec-

tions of the lens, the intersections of the rays on the image plane will form a pattern. This

pattern is a spot diagram. Figure 7.5 shows the spot diagrams associated with an object

plane at infinite distance. The top diagram is for rays injecting in a 140 incident angle with

the lens axis; the bottom diagram is for 0 incident angle. The pattern of the spot diagram,

as shown in the figure, depends on the incident angle.

As more rays are traced, the spot diagram will more accurately represent the energy

distribution of the point source on the image plane. The density of the spots on the 2-D

image plane forms a 3-D function, which is the point spreadfunction. The integrations of

the point spread function along x-/y-axis directions are the line spread functions, which

represent the optical energy distribution of the image for a line source with infinitely nar-

Figure 7.4: Intersection points of rays with entrance pupil
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Figure 7.5: Spot diagrams associated with two incident angles
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point spread function
Y I

Line spread
function (y-axis)

X

Figure 7.6: Point and line spread functions

row width. Examples of a point spread function and the associated line spread functions

are shown in Figure 7.6.

The line spread function can be used to compute the spatial intensity of the image

associated with the sinusoidal bright/dark pattern as shown in Figure 7.3. The calculation

procedure is essentially a convolution operation between the vertical line spread function

Lv(x) and the brightness distribution function B(x) on the object plane. It is calculated by

F(x) = LV(6) -B(x -58)d6, (7.1)

where F(x) represents the brightness distribution on the image plane.

This calculation is familiar in linear-system analysis. The line spread function is anal-

ogous to the impulse response and the brightness distribution function of the object B(x) is

analogous to the input signal. Apply Fourier transform to eq.(7. 1), this convolution opera-

tion can be transformed into a multiplication operation in spatial frequency domain:

F(v) = L(v) - B(v), (7.2)

where v denotes the spatial frequency. If the light intensity of the object has a sinusoidal

pattern, 0(v) becomes a delta-function centered at the specific spatial frequency. Thus, the
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frequency response of the image, F(v), would be solely determined by the Fourier trans-

form of the line spread function. Apply some algebra, the modulation transformation func-

tion can be computed as

MTF(v) = JL(v)I. (7.3)

As shown in Figure 7.6, there are two line spread functions associated with a point source.

These two functions correspond to orthogonal stripe patterns. Since typical lenses are

made with circular symmetry, the orthogonal axes can be chosen with one in the radial

direction and the other in the transversal direction. Consequently, the MTFs are classified

into radial MTF and transversal MTF. These two functions are generally different.

Ideally, a perfect MTF is a function with unitary magnitude and linear phase at all spa-

tial frequencies. In such case the brightness variation on the object plane can be faithfully

reflected on the image plane. This condition requires the line spread function to be a delta-

function in spatial domain, which is not viable due to lens imperfections. As long as the

line spread function is not a delta-function, the MTF will eventually drop from unity as the

spatial frequency increases.

7.3.2 Case Study

An optical simulation tool is utilized to compare the MTFs of the test lens systems with

two, three, and six lens elements. In order to make a fair comparison, all the lens systems

are given an unified specification, which are an EFL of 10 mm, an f-number of 3, and a

FOV of 40'. From the EFL and FOV, the size of the imager chip is calculated to be

roughly 7 x 7 mm2, which is equivalent to a lens system with 2/3" optical format. These

parameters are selected to represent a typical imaging application. It is worth mentioning

that the adopted specifications only represent one sample point in the lens design space.

The results deduced from the comparison should not be quantitatively extrapolated for

other specifications. A constant focal length is utilized to simplify the simulation. Besides,

a fixed-local-length lens system tends to have a higher resolution than that with a variable

focal length. The data and the specifications of the lens systems are listed in Appendix C.

In the simulations, several patented lens systems are utilized as the preliminary

designs. The dimensions of the lens systems are modified first to conform to the specifica-

tions. An internal optimization procedure built in the simulation tool is then used to mod-
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ify the curvature of the surfaces and the thickness of the lens elements to achieve a locally-

optimized design under the constraints of the specifications. All the surfaces utilized in the

simulations are spherical surfaces. Three optical wavelengths, 656.3 nm (red), 587.6 nm

(green), and 486.1 nm (blue) 1, are considered for optimizing chromatic aberration. A

weighting ratio of 1:2:1 is applied to the three wavelengths.

Figure 7.7 shows the 2-D cross-section of the two-element lens design. The three

groups of rays on the figure correspond to incident angles2 of 0, 14, and 200. The simu-

lated MTFs are presented in Figure 7.8. The curves correspond to the radial and transver-

sal MTFs with the three incident angles. The MTF associated with the diffraction limit of

the lens system is also shown for comparison. The comparison reveals how far the perfor-

mance of the lens system is from the diffraction limit.

In order to determine the resolving ability of the lens systems, a minimum MTF value

of 0.3 is set as the criteria. The selection of this MTF value is a general rule of thumb. An

averaged MTF is calculated from the MTFs with different incident angles and orientations.

The maximum resolvable spatial frequency is determined to be 25 cycles/mm. Since it

takes at least two pixels to map up a bright/dark cycle, the minimum resolvable pixel size

of this lens system is 20 ptm.

Similar procedures are applied to a three-element lens system and a six-element lens

system. Figure 7.9 and Figure 7.10 show the lens drawing and the MTFs for the three-ele-

ment lens system; Figure 7.11 and Figure 7.12 show the same plots for the six-element

lens design. From the simulation results, the minimum resolvable pixel is 4 pim for the

three-element design and 2.2 jim for the 6-element design. Table 7.1 lists the performance

parameters for the three different designs. The second column of the table shows that a

smaller resolvable pixel size can be achieved as more lens elements are used. The third

column of the table lists the relative illumination on the image plane. As more lens ele-

ments are used, the uniformity of illumination becomes worse. This is because some of the

rays with larger incident angles cannot reach the image plane. This phenomena is called

1. The wavelengths correspond to hydrogen C-line (656.3 nm), helium d-line (587.6 nm), and
hydrogen F-line (486.1 nm). These wavelengths are typically used for specifying the refractive
index and dispersion of lens materials.

2. The incident angles are selected so that the enclosed image area are equally partitioned.
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Figure 7.7: 2-D lens drawing of the two-element lens design
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Figure 7.8: MTFs of the two-element lens design
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Figure 7.9: 2-D lens drawing of the three-element lens design
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Figure 7.10: MTFs of the three-element lens design
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Figure 7.11: 2-D lens drawing of the six-element lens design
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Figure 7.12: MTFs of the six-element lens design
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minimum relative illumination image distortion

# of lens element resolvable pixel size versus incident versus incident

with MTF > 0.3 angles angles

2-element 20 pxm 100% (0), 0% (0),
95.2% (14), -1.71% (14),
91% (20) -3.55% (200)

3-element 4 tm 100% (0), 0% (0),
75.6% (14), -0.41% (14),
53.5% (20) -1.05% (20)

6-element 2.2 tm 100% (00), 0% (0),
72.3% (14), -1.5% (14),
36% (20) -3.78% (20)

Table 7.1: Comparison of lens performance between different designs

vignetting [58]. Take the 6-element lens (Figure 7.11) as an example. Considering the opti-

cal rays with 20' incident angle, only those rays intersecting the first lens at the lower por-

tion are able to reach the image plane. The rays entering the upper half of the first lens,

due to the larger amount of bending, are unable to be collected by the last element of the

lens system. This vignetting effect depends on the design but it tends to become more seri-

ous as more lens elements are used in this comparison. Therefore, even though the resolu-

tion is better for the 6-element lens, the illumination uniformity is worse. One way to

solve this problem is to block some of the light rays corresponding to smaller incident

angles as well so that the illumination difference between the edge and the center of the

image is reduced. This can be done by placing some diaphragms in the lens. This method,

however, decreases the overall light intensity on the image plane and equivalently

increases the f-number of the lens system. The image distortion on the fourth column of

the table is another important parameter for photographic lenses. The effect of distortion

can be explained by Figure 7.13. This figure shows images with no distortion, positive dis-

tortion and negative distortion. In the positive distortion case, the image of an off-axis

point is formed farther away from the axis and the reverse happens to the negative-distor-
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(a) (b) (c)

Figure 7.13: Distortion of images: (a) no distortion; (b) positive distortion; (c) negative
distortion

tion case. According to Table 7.1, image distortion is not a strong function of the number

of lens elements.

The simulation results show that the resolution of a lens system does improve with the

increase of lens elements and the corresponding resolvable pixel size decreases. This

means that pixel size reduction is feasible by choosing a lens system with the resolution

matched with the pixel size. It is likely that the complexity of the lens system will increase

to accommodate the smaller pixel size. If the objective of pixel size reduction is mainly for

cost reason, the savings from a smaller chip size should be justifiable with the increase of

lens cost. Besides, resolution should not be the only consideration on lens performance.

As the lens elements are increased to improve resolution, other issues such as illumination

uniformity and distortion must be evaluated.

7.4 Discussion

In the previous simulations, constant lens parameters such as EFL, f-number, and FOV are

specified. A general discussion is invoked to examine the variation of these parameters to

the lens performance. The utilization of aspherical surfaces is also discussed.

As described in Section 7.2.1, if EFL is increased, a higher f-number and a lower FOV

result. To accommodate the EFL change and maintain a constant f-number and FOV, the

aperture of the lens system and the imager size need to increase. Generally a lens with a

short EFL tends to have higher distortion at the edge of the image. That is because a lens

with a short EFL has to provide stronger deflection for the outer rays to focus at a shorter
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distance. Therefore a larger curvature at the surface is generally required. This large cur-

vature tends to cause resolution degradation and image distortion.

The f-number of a lens system can be varied using an adjustable aperture. As the aper-

ture closes to a smaller diameter, the f-number increases and the resolution of the lens

improves. This can be explained from the ray-tracing concept. When the aperture closes

down, the rays at the outer portion of the lens are blocked and do not contribute to image

formation. Typically these outer rays intersect the image plane farther away from the focus

center. The spot diagram on Figure 7.5 demonstrates this effect. These rays are the compo-

nents that degrades the point spread function and the resolution. Therefore, increasing f-

number improves lens resolution. This technique is commonly used to expand the depth of

focus in photography. However, increasing the f-number with a factor of F would reduce

the light intensity of the image by F2 . To compensate the intensity loss the imager has to

improve the sensitivity without amplifying the noise so that a higher S/N ratio of the

imager is required. This is the drawback for increasing f-number to improve resolution.

FOV is determined by EFL and the size of the sensing device as described in

Section 7.2.1. Assuming EFL is fixed, FOV increases with the size of the sensing device.

However, as the size of the sensing device is increased, the imperfections near the boarder

of the device usually get worse and the overall resolution is degraded. In photography

FOV is controlled by varying EFL since the film size or the imager size is fixed.

The utilization of aspherical surfaces on the lens increases the difficulty in lens fabri-

cation, but the lens resolution can be improved substantially. A 2-element lens system is

used for a demonstration. As an aspherical surface is utilized at the first surface and the

curvature allows a correction polynomial up to the 8th-order, the resolution can be

improved by a factor of two without major degradation on other parameters. The compar-

ison of the lens parameters with and without the aspherical surface is shown in Table 7.2.
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minimum relative illumination image distortion
lens type resolvable pixel size versus incident versus incident

with MTF > 0.3 angles angles

2-element 20 gm 100% (00), 0% (00),
95.2% (140), -1.71% (140),
91% (200) -3.55% (200)

2-element with one 10 gm 100% (00), 0% (00),
aspherical surface 97.3% (140), -2.18% (140),

94.8% (200) -4.5% (200)

Table 7.2: Comparison of lens performance between 2-element lens designs with and
without a aspherical surface

7.5 Summary

An optical simulation tool is utilized to study the requirement on lens resolution to accom-

modate pixel size reduction. Lens systems with different amount of lens elements are

compared. Three of the fundamental lens parameters - effective focal length (EFL), f-

number, and field of view (FOV) are briefly described and specified in the lens system

comparison. In the simulation, the modulation transfer function (MTF) is used as an index

of resolution and the calculation procedure is presented. According to the simulation

results, lens resolution can be improved with an increase on the number of lens elements.

However, other lens parameters such as illumination uniformity and optical distortion may

be degraded and should be considered for the overall lens performance. From a cost per-

spective, the saving on chip area from pixel size reduction should be higher than the extra

cost of a upgraded lens system. The advantage of pixel size reduction ceases when the lens

system becomes too expensive.
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Chapter 8

Conclusions and Future Work

8.1 Conclusion
A study on CMOS technologies for image sensor applications is presented in this thesis.

The topics in this study can be divided in four major parts, which include a study on the

optimization methodology for CMOS imager processes, a study on hot-carrier induced

excess minority carriers and its influence to image sensors, a study on pixel cross-talk to

color imager performance, and a study on optical lens resolution for pixel size reduction.

A two-stage characterization methodology is implemented for image sensor optimiza-

tion. In the first stage, a large-area photodiode structure is utilized to study the fundamen-

tal junction properties such as spectral response, leakage current, and capacitance.

Improvement on the transmission coefficient of the stacking dielectric layers is also stud-

ied. The characterization results provide first-order performance estimation for the image

sensors. The recommended sensor structures are further implemented in the small-dimen-

sion pixel arrays for the second-stage characterization. A detailed comparative analysis is

performed on different pixel structures, junction types, and process parameters. The

approach is proven to be effective in selecting an optimized image sensor among the ones

that are available from a specific CMOS process. Imager parameters that fundamentally

limit the image sensor performance are also identified for further process improvement.

The phenomena of hot-carrier induced excess minority carriers is observed using a

64 x 64 NW/Psub active pixel sensor arrays. The influence of the excess carriers depends

on the bias condition and temperature. Nonlinearity of imager response results from this

mechanism. The spatial distribution of the excess minority carriers is characterized to be a

short-range effect under normal operating conditions. Modifications of pixel layout to

improve this effect are provided.

Signal cross-talk between adjacent pixels is characterized using an NW/Psub active

pixel sensor arrays with a specially design metal shield. The major cross-talk mechanism

is identified to be photo-carrier diffusion in the lightly doped substrate. The cross-talk
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degrades pixel-to-pixel color mismatch, especially under low illumination conditions.

Modifications on process parameters and pixel layout are discussed.

The requirement on optical lens resolution by pixel size reduction is studied using an

optical simulation tool. Theoretically the resolution of the lens system can be improved

with the number of lens elements. However, other lens parameters such as illumination

uniformity or distortion may be degraded as the amount of lens elements increases. The

cost advantage from a reduced pixel size will cease when the increase of the lens cost sur-

passes the saving from the reduced chip area.

8.2 Future Work

This study contains broad aspects of CMOS imager including pixel structures, processing

parameters, and the related physical phenomena. However, to achieve a CMOS imager

with quality equivalent to the high-end CCDs, a substantial amount of efforts is still

needed to improve the imager processes. The characterization framework in this study

should provide sufficient testing tools to perform process improvements on leakage cur-

rent, spectral response, and cross-talk. To the imager industry, pursuing higher imager

quality is never-ending.

Suggestions on the future work is listed below:

The testing cycle of the imagers can be improved by using wafer testers to automate

the characterization. With a proper optical illuminating system setup, the testers can

quickly feed the processing results back to the engineers for further improvements. Batch

testing can also be performed to collect statistical data or to monitor the lot-to-lot process

variation.

With the mainstream CMOS process shifting to 0.18-gm feature size and below in the

near future, the influence of the hot-catrer induced excess minority carriers should con-

tinue to be examined. The up side is that it is well-accepted by the process engineers that

the hot-carrier effects should be addressed in the new generations of CMOS processes.

However, imagers do have a more stringent leakage tolerance than logic devices. Since

scaling Vdd to reduce electric field is undesired for imagers because of signal swing

reduction, eventually the pixel designs may need to be modified as suggested in the thesis

to mitigate this hot-carier effect.
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After the process is modified so that cross-talk is no longer dominated by photo-carrier

diffusion, optical cross-talk is expected to emerge and become the major cross-talk mech-

anism. The optical crosstalk could be due to obliquely injected light, photons reflecting

and bouncing between silicon and metal layers, or the fundamental diffraction effects.

Further studies on constructing better light shielding structures are required to address this

optical cross-talk problem until the diffraction limit is achieved.

Finally, some research effort is deserved to be spent on micro-lens technologies [61].

Micro-lens is a technology that places small len-shape polymer material on top of individ-

ual pixels for collecting more photons to improve imager sensitivity. The geometric struc-

tures, the materials, and the location of the micro-lenses are the parameters to be

optimized. This study can be performed by inserting several micro-lens masks into the

current design of the small-dimension sensor arrays.
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Appendix A

Photometry and Radiometry

Human visual systems only respond to a small section of the electro-magnetic wave spec-

trum. The corresponding wavelengths spans roughly from 380nm to 780nm. Even in this

small spectrum section, the visual sensitivity of human beings is not uniform. The spectral

sensitivity can be described with the CIE spectral luminous efficiency function V(X).

There are two sets of such functions, which correspond to photopic vision (high light

level) and scotopic vision (low light levels) denoted as V() and V'(X) respectively. The

functions are shown in Figure A.11 .The peak luminous efficiency occurs at 555nm for

photopic curve V(X) and 507nm for scotopic curve V'(X).

1.0

0.8 V--X) ...-- (X.

0 .2 t -
507nm 555nm

00 400 500 600 700 800

Wavelength (nm)

Figure A.1: Normalized luminous efficiency function for photopic vision, V(X), and
scotopic vision, V'(X).
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The radiometric quantities can be converted into the photometric quantities via spec-

tral integration, as shown in eq.(H. 1).

$=K V(X) - V(dXA, (H.1)

where O(X) represents the spectral function of the optical stimulus in radiometric unit;0P

is the corresponding photometric quantity; V(X) is the luminous efficiency function, and

K is a conversion factor. For example, if O(X) is the spectral irradiance of a surface in

units of Watt/m2/nm and 0 is intended to be the illuminance in units of lux (lumen per

square meter), the conversion factor K would be 683 lumens/watt for the photopic curve.

It is noticed from eq.(H. 1) that the unit conversion from radiometric quantities to pho-

tometric quantities is weighted by the luminous efficiency functions V(k). Since the lumi-

nous efficiency function falls off rapidly at red light and blue light, an optical stimulus

with a large number of red-light or blue-light photons actually contains a relatively small

illuminance than the green-light case. However, the spectral response of silicon image

sensor extends over a wider spectrum range than the human visual system. It is possible to

produce a high signal output with little illuminance on the imager plane if long-wave-

length photons dominate the optical stimulus. Thus, the spectral energy distribution of the

optical source becomes important.

As a reference, examples of commonly encountered illuminance levels are listed in

Table A.1.
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Direct sunlight 100,000 lx

Full daylight (excluding direct sunlight) 10,000 lx

Overcast sky 1,000 lx

Typical office illuminance 500 lx

Heavy overcast 100 lx

Twilight 10lx

Late twilight 1 lx

Full moon 0.1 lx

Quarter moon 0.01 lx

Clear night sky 0.001 lx

Overcast night sky 0.0001 lx

Table A.1: Approximate natural illuminance levels
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Standard Illuminants

The normalized spectral energy distribution for some of the CIE standard illuminants is

presented in Figure B.1. The CIE standard illuminant A usually refers to the output of

tungsten filament lamp, which is an inexpensive and compact artificial light source. The

corresponding color temperature is about 2856K. Another important light source is natural

daylight. Standard illuminant B with color temperature 4874K is intended to represent

direct sunlight at noon. Standard illuminant C with color temperature 6774K is for the

average mixture of sunlight plus skylight. Standard illuminant D65 is important for the

display industry. Its color temperature is 6500K and represents the white reference used

for balancing television monitors and computer displays.
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Figure B.1: Normalized spectral energy distribution of CE standard illuminants
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Appendix C

Lens Data and Specifications

Ca1 The Two-element Lens Design

This lens design is modified from Japanese patent 60_49296 851101.

LENS DATA:

RDY

>OBJ: INFINITY

STO: -2.64418

2: -3.02839
3: 137.14742

4: -7.56906
IMG: INFINITY

SPECIFICATIONS:
FNO 3.00000
DIM MM

WL 656.30
REF 2

WTW 1

INI ORA
XAN 0.00000
YAN 0.00000
WTF 1.00000
VUX 0.00000
VLX 0.00000
VUY 0.00000
VLY 0.00000

REFRACTIVE INDICES
GLASS CODE
487000.704000

744000.447000

INFINITE CONJUGATES

TIl
INFINITY
0.575605
0.100000
1.938336

10.792457
-0.375493

587.60

GLA

487000.704000

744000.447000

486.10

2 1

0.00000
14.00000

1.00000
0.00815
0.00815
-0.12739
0.12739

656.30

1.484850
1.739045

0.00000
20.00000
1.00000
0.01686
0.01686
-0.18262
0.18288

587.60
1.486999
1.743997
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EFL

BFL

10.0000
10.7925

FFL -7.8571

FNO 3.0000
IMG DIS 10.4170

OAL 2.6139
PARAXIAL IMAGE

HT 3.6397
ANG 20.0000

ENTRANCE PUPIL

DIA 3.3333
THI 0.0000

EXIT PUPIL

DIA 4.2424

TI -1.9348

C.2 The Three-element Lens Design
This lens design is modified from U.S. patent 2,645,157.

LENS DATA:

RDY

> OBJ: INFINITY

1: 3.62586

2: 53.00226
3: -7.27045

4: 3.47739
STO: INFINITY

6: 11.45161

7: -5.24561

IMG: INFINITY

SPECIFICATIONS:

FNO 3.00000

DIM

WL

REF

WTW

INI

XAN

MM
656.30
2

1
ORA
0.00000

TmI

INFINITY

0.609756
1.07499

0.203252
0.245896
1.016963

0.609756
7.964133

-0.072743

587.60

2

0.00000

GLA

BSM18_OHARA

PBM22_OHARA

BSM18_OHARA

486.10

1

0.00000
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YAN
WTF
VUY
VLY

0.00000
1.00000
0.00000
0.00000

REFRACTIVE INDICES
GLASS CODE
BSM18_OHARA

PBM22_OHARA

INFINITE CONJUGATES
EFL 10.0001
BFL 7.9641
FFL -7.7099
FNO 3.0000
IMG DIS 7.8914

OAL 3.7606
PARAXIAL IMAGE

HT 3.6397
ANG 20.0000

ENTRANCE PUPIL
DIA 3.3334
THI 2.5728

EXIT PUPIL

DIA
TmI

14.00000
1.00000
0.05000
0.40000

656.30
1.635052
1.642088

20.00000
1.00000
0.10000
0.60000

587.60
1.638537
1.647685

3.2418

-1.7611

C.3 The Six-element Lens Design
This lens design is modified from U.S. patent 2,532,751.

LENS DATA:
GLA

BSM24_OHARA

SKiSCHOTT
F15_SCHOTT

486.10

1.646586

1.661257

> OBJ:
1:
2:
3:
4:

5:
STO:

RDY
INFINITY

4.95701
12.07116
3.76041

INFINITY

2.43323

INFINITY

TH

INFINITY
0.874666
0.100000
1.242423
0.377697
0.595685
2.128667
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7: -2.48391 0.377697 F15_SCHOTT
8: INFINITY 1.083393 SK16_SCHOTT
9: -3.42244 0.100000

10: 12.53735 0.685817 SK16_SCHOTT

11: -9.96856 5.931335
IMG: INFINITY -0.021162

SPECIFICATIONS:
FNO 3.00000
DIM MM

WL 656.30 587.60 486.10

REF 2

WTW 1 2 1

XAN 0.00000 0.00000 0.00000

YAN 0.00000 14.00000 20.00000

WTF 1.00000 1.00000 1.00000
VUY 0.00000 0.20000 0.70000

VLY 0.00000 0.30000 0.40000

REFRACTIVE INDICES

GLASS CODE 656.30 587.60 486.10

BSM24_OHARA 1.614254 1.617644 1.625478

SK1_SCHOTT 1.606991 1.610248 1.617756

F15_SCHOTT 1.600935 1.605648 1.616951

SK16_SCHOTT 1.617271 1.620408 1.627559

INFINITE CONJUGATES

EFL 10.0000
BFL 5.9313

FFL -3.4458

FNO 3.0000

IMG DIS 5.9102

OAL 7.5660

PARAXIAL IMAGE
HT 3.6397

ANG 20.0000

ENTRANCE PUPIL

DIA 3.3333
THIl 3.5460

EXIT PUPIL
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DIA 4.7675
TH -8.3713

C.4 The Two-element Lens Design with One Aspherical Surface

LENS DATA:
RDY TH GLA
INFINITY
-3.34584
ASP:
K : 0.000000
IC : YES
A :-.173871E-02

INFINITY
1.738372 616356.604878

KC : 100
CUF 0.000000 CCF: 100
B :0.193466E-04 C :-.481140E-04 D :0.000000E+00

AC: 0 BC: 0 CC: 0 DC: 100

-3.67546
11.55521
-16.19894
INFINITY

0.100000
2.282547
10.934090
-0.087394

487000.704000

SPECIFICATIONS:
FNO 3.00000

MM

656.30
2

1

ORA
0.00000
0.00000
1.00000
0.00000
0.00000
0.00000
0.00000

REFRACTIVE INDICES

GLASS CODE

616356.604878
487000.704000

587.60

2

0.00000
14.00000

1.00000
0.00815
0.00815
-0.12739
0.12739

656.30
1.613244
1.484850

OBJ:
> STO:

2:

3:

4:
IMG:

486.10
DIM
WL

REF
WTW
INI
XAN
YAN
WTF
vux
VLX
VUY

VLY

1

0.00000
20.00000
1.00000
0.01686-
0.01686
-0.18262
0.18288

587.60
1.616354
1.486999

486.10

1.623438

1.491770
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INFINITE CONJUGATES

EFL 10.0000

BFL 10.9341

FFL -7.0049

FNO 3.0000
IMG DIS 10.8467
OAL 4.1209

PARAXIAL IMAGE

HT 3.6397

ANG 20.0000

ENTRANCE PUPIL

DIA 3.3333

TI 0.0000

EXIT PUPIL
DIA 4.7585
THI -3.3415

196


