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Charge Transport and Breakdown Physics in             
Liquid/Solid Insulation Systems 

by Jouya Jadidian 
Submitted to the Department of Electrical Engineering and Computer Science 

 in partial fulfillment of the requirements for the degree of !  

Doctor of Philosophy 

Liquid dielectrics provide superior electrical breakdown strength and heat transfer capability, 
especially when used in combination with liquid-immersed solid dielectrics. Over the past half-
century, there has been extensive research characterizing “streamers” in order to prevent them, as 
they are the main origins of electrical breakdown in liquid dielectrics. Streamers are conductive 
structures that form in regions of liquid dielectrics that are over-stressed by intense electric fields. 
Streamers can transform to surface flashovers when they reach any liquid-immersed solid 
insulation. Surface flashovers usually propagate faster and further than streamers in similar 
electric field intensity. Charge generation and transport is crucially important in liquid dielectric 
breakdown, since without the presence of the electric charge and its ability to migrate in the 
liquid dielectric volume and on the interface of liquid/solid dielectrics, streamers and surface 
flashovers are unable to develop.  

In this thesis, we develop a finite element method transport model in one, two and three-
dimensional geometries to help understand the complicated dynamics of electric charge transport 
and streamer breakdown in liquid dielectrics. This electrohydrodynamic model clarifies many of 
the mechanisms behind streamer/surface flashover formation, propagation and branching in 
typical liquid/solid dielectric composite systems. Several key mechanisms have been identified 
and added to the transport model of streamers, such as effects of electric field intensity on the 
ionization potential of liquid dielectric molecules and electron velocity saturation, which make 
the modeling results more realistic. In addition to improving the understanding of electrical 
breakdown physics in liquid-based insulation systems, a significant effort is made throughout this 
thesis research to enhance the stability, convergence, speed and accuracy of the model, making it 
a convenient and reliable tool for designing high voltage components that contain pure liquid 
dielectrics, nanofluids and liquid immersed insulation systems. This model, for the first time, is 
able to treat any given electrode shape and gap distance as well as any applied voltage waveform 
with accurate results, which provides a convenient preliminary way to verify the performance of 
an insulation system in terms of breakdown voltage, time to breakdown, electric field intensity 
distribution and ionization level. The model precision is validated through experimental records, 
analytical solutions and alternative modeling approaches wherever available.  Specifically, we 
verify our one-dimensional numerical results with exact analytical solutions, and our two and 
three-dimensional modeling results with experimental data found in the literature or provided by 
ABB Corporate Research, Sweden. The streamer initiation voltages, number of streamer 
branches, breakdown voltages and currents are in excellent agreement with the experimental data 
compared to the prior theoretical research on liquid breakdown physics. Identical results obtained 
using a finite volume method also confirm the correctness of the finite element approach used in 
this thesis. The presented model can be employed to search for novel configurations of liquid 
immersed insulation systems including nanofluids and liquid/solid composite systems. 

 

Thesis Supervisor: Markus Zahn  

Title: Thomas and Gerd Perkins Professor of Electrical Engineering  
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generation rate, GM are shown as filled contours from 0.5|Gmax| (the brightest 
color) to |Gmax| (the darkest color). Electric field contours are shown as black 
solid lines from 0.5|Emax| to |Emax|. The value of each contour is labeled on the 
curve as a fraction of |Emax|. The approximate radius of an ionized bubble can be 
compared between different applied voltage peaks and rise-times: -250 kV with 
1ns rise-time (upper right): |Emax|=1.01×108 V/m and |Gmax|=0.7×1011 Cm-3s-1; -
400 kV with 1ns rise-time (middle right):  |Emax|=1.42×108 V/m and 
|Gmax|=1.2×1011 Cm-3s-1; -600 kV with 1ns rise-time (bottom right): 
|Emax|=1.75×108 V/m and |Gmax|=6.21×1011 Cm-3s-1; -400 kV peak with 100 ns 
rise-time (upper left): |Emax|=0.95×108 V/m and |Gmax|=0.84×1011 Cm-3s-1; and     
-600 kV peak with 100 ns rise-time (bottom left): |Emax|=1.15×108 V/m and 
|Gmax|=1.21×1011 Cm-3s-1. 122 

5.15. Experimental data for a 6 mm gap (#), a 20 mm gap (▼), and a 50 mm gap (★), 
all obtained from [16]. Modeling results for a 6 mm gap distance (!). The solid 
curve, which is fitted to the modeling results, is Vi=102.2 r!, where rt is the 
positive electrode tip radius in millimeters and the initiation voltage, Vi , is in 
kilovolts. 123 
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5.16. A set of different positive needle electrode tip sizes with the same gap distance 
and applied voltage, which is slightly above the initiation voltage for all of the 
positive electrode radii of curvature.   124 

5.17. A set of different grounded tip sizes with the same gap distances and applied 
voltages. Ionization (high electric field) region is larger at sharper grounded 
electrodes.  125 

5.18. Electron velocity models and ionization potential (derived by Density Functional 
Theory) as functions of electric field intensity, ve=v0|E|/(|E|+E0). The numerical 
values of parameters of the saturated electron velocity are labeled on the curves 
and ionization potential constants are set as Δ=1.36×10-18 J, γ=1.118×10-22 
Jcm1/2V-1/2. Values v0= 41 km/s, E0=0.1 MV/cm is used in [2,3]. 126 

5.19. Electron charge density and flux distributions obtained by the ordinary model 
with constant electron mobility (left panel) and the ESV model (right panel) 
under a similar applied voltage with 500 kV peak and 100 ns rise-time. Each 
panel shows two frames of the streamer, i.e., the stem of the streamer (which 
attaches to the needle electrode tip) and the streamer head. Both streamer heads 
are at the same distance from the needle tip, but at slightly different time instants 
(after 0.6 µs for the linear model with constant electron mobility and after 0.57 
µs for the ESV model). 127 

5.20. Charge carrier density (a), flux (b) and electric field distribution (c) obtained 
from the ESV model approximately 2 mm from the needle electrode tip while the 
streamer head is 5 mm from the needle tip under an applied voltage with 500 kV 
and 100 ns rise-time. Due to the electron velocity saturation, the electron and ion 
charge density do not quite cancel. Therefore, a secondary frontier of electric 
field is created inside the streamer column. In the case of E0=0.1 MV/cm, this 
secondary frontier propagates slowly, however, for smaller E0, the secondary 
frontier can propagates much faster and even collide with the main frontier 
(streamer head front). 128 

5.21. Electric field distributions in the range of 0.5|Emax| as the brightest color to |Emax| 
as the darkest color for positively applied impulse voltages with 0.1µs rise-time 
and 400 kV peak amplitude. The values of |Emax| at z=0, z=2 mm and z=3 mm are 
3.24 MV/cm, 3.46 MV/cm and 3.58 MV/cm (except at t=0.52 µs that is 4.27 
MV/cm), respectively. The velocity of the streamer front is approximately 
doubled after collision. 129 

5.22. Normalized length of the streamers for different applied voltage amplitudes. 
Dashed lines show the results of the constant electron mobility model adapted 
from the reference [48] and the solid lines show the ESV model results. 
Streamers accelerate abruptly under impulse voltages with higher amplitudes 
than 400 kV in the ESV model. The sudden acceleration happens exactly when 
the main and secondary streamer fronts collide. Error-bars show the range of 
results obtained by each of the artificial streamline diffusions (anisotropic, 
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compensated streamline upwind Petrov-Galerkin and Galerkin least-square 
methods) to solve the charge continuity equations.  130 

5.23. Minimum applied voltage peak required for reigniting a positive streamer from 
the needle electrode placed 25 mm from a grounded sphere electrode against 
saturation electric field, E0. For saturation fields above 0.651 MV/cm no re-
ignition is observed (applied voltage peaks up to 10 MV are examined).  131 

5.24. Normalized length of the streamers for different electrode geometries and gap 
distances at breakdown voltages. Breakdown voltage is the minimum impulse 
voltage amplitude at which the streamer is able to reach the ground electrode and 
consequently breakdown occurs. The streamer lengths are fitted with exponential 
and single term polynomial curves for needle-needle and needle-sphere 
geometries, respectively. Streamers require higher impulse voltage amplitudes to 
reach the grounded needle electrodes. The streamer velocity clearly increases 
when the streamer approaches the grounded electrode at z=d.  132 

5.25. Streamer breakdown in needle-sphere (a, b, c, d) and needle-needle (e, f, g, h) 
electrode gaps, 10 mm apart. Streamers always emanate from the positive needle 
and eventually hit the grounded electrode. Electric field distributions are shown 
in the range of 0.5|Emax|, as the brightest color to |Emax|, as the darkest color for 
positively applied impulse voltages with 0.1µs rise-time and different peak 
amplitudes. The values of |Emax| (for 0.1<z<9.9 mm) and breakdown time are (a): 
3.24 MV/cm, 1.092 µs; (b): 3.06 MV/cm, 0.564 µs; (c): 2.98 MV/cm, 0.328 µs; 
(d): 2.56 MV/cm, 0.212 µs; (e): 3.48 MV/cm, 0.244 µs; (f): 3.47 MV/cm, 0.377 
µs; (g): 3.46 MV/cm, 0.648 µs; and (h): 3.48 MV/cm, 0.782 µs. The maximum 
electric field, |Emax|, within 0.1 mm of electrodes is about 30% less. The 
trajectories of streamers are reasonably similar to Figure 5.25 and can be 
approximately scaled by the applied voltage amplitude (considering the time to 
breakdown).  134 

5.26. Grounded electrodes’ displacement and conduction currents, through needle-
needle and needle-sphere electrodes 10 mm apart at their own breakdown 
voltages, i.e., 112 kV and 92 kV, respectively. The displacement current rises 
abruptly just after application of an impulse voltage by the background electric 
field while conduction currents increase dramatically when the streamer hits the 
ground electrode at the times corresponding to z/d=1 in Figure 5.24 (for d=10 
mm). The streamer charge influences displacement current indirectly, by 
changing the electric field distribution inside the gap. However, the effect of the 
streamer charge on the displacement current is not appreciable since the streamer 
engages a negligible portion of the electrode surface. An initial rise in the 
conduction current of needle-needle geometry is due to the intense electric field 
near the grounded needle that causes an appreciable ionization leading to a 
limited conduction current (~100 mA) until the streamer reaches the grounded 
needle. 135 

5.27. Grounded electrodes’ total current (conduction plus displacement), through 
different gaps and geometries at their own breakdown voltages. The current rises 
dramatically when the streamer hits the ground electrode at the times 
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corresponding to z=d in Figure 5.24. Displacement current dominates the total 
current just after application of the impulse voltage. Semi-exponential attenuation 
of the displacement current suggests that the displacement current decay obeys 
the dielectric relaxation time dictated by the electrode geometry and dielectric 
properties. Both the initial magnitude and the decay rate of the displacement 
current toward the grounded needle electrode are smaller than the sphere 
electrode. This is consistent with their geometries since the area of the needle 
surface electrode is ~ 10 times smaller than the sphere electrode surface area. The 
conduction current dominates the total current as the streamer reaches the 
grounded electrode that leads to breakdown (dramatic rise of current). 136 

5.28. Predicted breakdown voltage for different gap distances. Error-bars show the 
range of results obtained by each of the artificial streamline diffusions 
(anisotropic, compensated streamline upwind Petrov-Galerkin and Galerkin least-
square methods) to solve the charge continuity equations.  137 

6.1. Typical view of positive streamer branching in a liquid dielectric, (a) 
experimental image of a positive streamer initiated from a needle electrode [16] 
and, (b): 3-D modeling result of a corresponding case (iso-surface plot of the 
electric field distribution). The streamer structures are qualitatively similar in 
experiments and simulations. The fractal structure of the streamer tree in the 
experimental image makes it possible to compare the modeling result also with 
other nodes of the tree including the one at the needle electrode tip. 142 

6.2. Iso-surface plot of electric field distribution as modeling result of streamer is 
compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (gap length, d=25 mm, and 
the electrode tip radius, ri =40 µm) is equal to 95 kV. In the experimental data, 
the applied voltages are expressed in terms of streamer initiation voltage, Vi, and 
50% breakdown voltage, UBD, which is the impulse peak at which the dielectric 
breaks down in half of the discharge tests:  

Modeling (peak, rise time)  Experiment (Photography method and applied voltage peak) 
2.85 Vi (0.9 UDBD), 1 ns Streak image of streamer formed by 2.18 Vi (0.33 U50BD =327 kV) in a 150 mm 

gap with ri = 1 mm (U50BD ≈ 970 kV) [13,15] 
 147 

6.3. Iso-surface plot of electric field distribution as modeling result of streamer is 
compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests:  

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
6 Vi (1.9 UDBD) , 100 ns Streak image of streamer formed by 4.88 Vi (1.57 U50BD =583 kV) in a 100 mm 

gap with ri=1 mm (U50BD ≈ 370 kV) [13,15] 
 148 

 
6.4. Iso-surface plot of electric field distribution as modeling result of streamer is 

compared with corresponding experimental image in the inset image. Definite 
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breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
7.66 Vi (2.42 UDBD), 10 ns Schlieren images of streamer formed by 7.25 Vi (100 kV=5.55 U50BD, 30 ns) in a 

2.5 mm gap with ri=25 µm (U50BD ≈ 18 kV) [15,18] 
 149 
 
6.5. Iso-surface plot of electric field distribution as modeling result of streamer is 

compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time)  Experiment (Photography method and applied voltage peak) 
8.66 Vi (2.74 UDBD), 100 ns Streak images of streamer formed by 8.2 Vi (0.8 U50BD =24 kV) in a 3 mm gap 

with ri=5 µm (U50BD ≈ 30 kV) [15,105]. 
 150 
 
6.6. Iso-surface plot of electric field distribution as modeling result of streamer is 

compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
9 Vi (2.84 UDBD), 10 ns Schlieren images of streamer formed by 2.77 Vi (47 KV= 1.88 U50BD, 20 ns) 

in a 5 mm gap with ri=25 µm (U50BD ≈ 25 kV) [15,18]  
 151 
 
6.7. Iso-surface plot of electric field distribution as modeling result of streamer is 

compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
10 Vi (3.16 UDBD), 100 ns Schlieren images of streamer formed by 7.25 Vi (5.55 U50BD =100 kV, 300 

ns) in a 2.5 mm gap with ri=25 µm (U50BD ≈ 18 kV) [15,18]  

 152 
6.8. Iso-surface plot of electric field distribution as modeling result of streamer is 

compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
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is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
10.66 Vi (3.37 UDBD), 100 ns Shadowgraphy images of streamer formed by 11.1Vi (5.55 U50BD=100 kV, 1.2µs) 

in a 2.5 mm gap with ri=30 µm (U50BD ≈ 14 kV) [2,15] 
 153 
6.9. Iso-surface plot of electric field distribution as modeling result of streamer is 

compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
11.33 Vi (3.58 UDBD), 10 ns Streak images of streamer formed by 10.23Vi (1.14 U50BD =30 kV) in a 2 

mm gap with ri=5 µm (U50BD ≈ 30 kV) [15,105]. 

 154 
 

6.10. Iso-surface plot of electric field distribution as modeling result of streamer is 
compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
12.6 Vi (4 UDBD), 10 ns Intensifier gate photographs of streamer formed by 13.2 Vi (0.9 U50BD =304 kV) 

in a 200 mm gap with ri = 40 µm (U50BD ≈ 340 kV) [14,15] 
 155 
 

6.11. Iso-surface plot of electric field distribution as modeling result of streamer is 
compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
15.2 (4.8 UDBD) 10 ns Intensifier gate photographs of streamer formed by 16Vi (0.87 U50BD =304 kV) in a 

200 mm gap with ri = 3 µm (U50BD ≈ 350 kV) [14,15] 
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6.12. Iso-surface plot of electric field distribution as modeling result of streamer is 

compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
15.83 Vi (5 UDBD), 100 ns Shadowgraphy images of streamer formed by 14.44 Vi (9.28 U50BD = 130 kV, 

1.2µs) in a 2.5 mm gap with ri=30 µm (U50BD ≈ 14 kV) [2,15] 
 157 
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6.13. Iso-surface plot of electric field distribution as modeling result of streamer is 
compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
16.1 (5.1 UDBD), 10 ns Intensifier gate photographs of streamer formed by 18.62 Vi (1.38 U50BD =304 kV) in a 

50 mm gap with ri = 3 µm (U50BD ≈ 220 kV) [14,15]  
 158 
 

6.14. Iso-surface plot of electric field distribution as modeling result of streamer is 
compared with corresponding experimental image in the inset image. Definite 
breakdown voltage, UDBD, for the modeling geometry (d=25 mm, ri=40 µm) is 
equal to 95 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which 
is the impulse peak at which the dielectric breaks down in half of the discharge 
tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
18.3 Vi (5.8 UDBD), 100 ns Schlieren images of streamer formed by 20.1 Vi (4.3 U50BD =28 kV, 1 µs) in a 1 

mm gap with ri =5 µm (U50BD ≈ 6.5 kV) [3,18] 
 159 
 
6.15. Symmetrical streamer branching due to symmetric initial electron disturbance 

distribution (planes of symmetry are x=0 and y=0) showing that the numerical 
instabilities are minor enough to guarantee that the branching occurs due to 
physical inhomogeneities. The propagation direction of the main streamer 
column is in –z direction. The left panel shows iso-surface plots of the electric 
field generated by streamer branching from different view planes (xy, xz and xy 
plane views). 161 

6.16. Streamer head configuration debined based on distribution of volume charge 
density. Three characteristic lengths, ra, rb and d are defined based on the 
distribution of charge density magnitude (0.5ρmax to ρmax) to study the streamer 
head instability growth, which ultimately cause the branching. Numerical 
modeling shows that the chance of branching increases as the head curvature 
ratio α=ra/d increases. Our previous studies on the 2-D streamer model (Chapter 
5) show that increasing either applied voltage peak or applied voltage rate of rise 
would increase α. 162 

6.17. Colors show the applied voltage rise-times: black (1 µs), blue (100 ns), purple 
(10 ns) and red (1 ns). Marker shapes indicate the applied voltage peaks: 130 kV 
(✳), 200 kV (★), 250 kV (●), 300 kV (▼), 350 kV (!), 400 kV ("), and 500 kV 
(✕). The points are obtained by taking average from ten different inhomogeneity 
distributions, but with the same inhomogeneity radius, maximum intensity and 
density of 5 µm, 104 Cm-3 and 1011 m-3, respectively. 164 

6.18. Actual span of data of each normalized characteristic length indicated with error 
bars. The streamer characteristic lengths are measured from of 280 simulation 
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cases (10 individual simulations with different inhomogeneities in each case) 
modeled within the parameter boundaries of |GMp| < 1010 Cm-3s-1, |ρp| < 104 Cm-3, 
Cp = 1011 m-3, 1 µm < Rp < 10 µm. The values shown in Figure 18 are midpoints 
in each case. Colors show the applied voltage rise-times: black (1 µs), blue (100 
ns), purple (10 ns) and red (1 ns). Marker shapes indicate the applied voltage 
peaks: 130 kV (✳), 200 kV (★), 250 kV (●), 300 kV (▼), 350 kV (!), 400 kV 
("), and 500 kV (✕). 165 

7.1. Efficiency (left) and damage percentage (right) of liquid immersed solid dielecric 
(spacer)  verus, εi, the ratio of the liquid permittivity over the solid LID 
permittivity, for different pressboard materials (different plotted symbols), as 
reprted in [63]. The dilecetric efficiency is maximum and the damage on the 
immersed dielectric is minimum where the permittivities are equal,  εi =1. 169 

7.2. Perpendicular (left) and parallel (right) liquid immersed dielectric (LID) 
configurations in 25 mm apart needle-sphere electrode geometries. Two bottom 
panels show closer views of the perpendicular (left) and parallel (right) immersed 
dielectrics just next to the needle electrodes. Streamers initiate from the positive 
needle electrode, elongate through the oil bulk and possibly settle on the LID 
surface as shown by arrows in the bottom panels. The distance of the 
perpendicular interfacial surface from the needle electrode tip varies in the range 
of  1- 4 mm and the diamter of the paralel bore varies between 100-400 µm. 172 

7.3. Streamer/surface flashover initiation on the perpendicular [panels (a), (b)] and 
parallel [panels (c), (d)] LID interfaces. The streamer formed in oil emanates 
from a needle under an impulse voltage with 400 kV peak and 0.1 µs rise-time 
hits the SF6 surface [panels (a), (c)] and the pressboard surfaces [panels (b), (d)]. 
In each panel, the left hand side picture shows the normalized volume charge 
density (from 0.5|ρmax| (the brightest color) to |ρmax| (the darkest color)) and the 
right hand side picture shows the normalized electric field magnitude (from 
0.5|Emax| to |Emax|). Values of |Emax| and |ρmax| are (a): |Emax|=2.2×108 V/m, 
|ρmax|=7.71×102 C/m3, (b): |Emax|=2.9×108 V/m, |ρmax|=1.85×103 C/m3, (c): 
|Emax|=2.8×108 V/m, |ρmax|=2.31×103 C/m3 and (d): |Emax|=3.21×108 V/m, 
|ρmax|=4.88×103 C/m3 respectively.  173 

7.4. Free volume charge in the oil region and its image charge in pressboard region 
close to the oil immersed barrier interface. The direction and magnitude of the 
force on the free volume charge caused by permittivity mismatch can be 
calculated using the method of images [15]. 175 

7.5. Intensity and direction difference across the interfacial surface of two dielectrics 
due to the difference of permittivity. Left side of the figure shows the reason that 
the electric field magnitude is greater in pressboard region (in absence of surface 
charge density) and filed lines deflect inward when the pressboard permittivity is 
smaller than the oil. The right hand side shows the reason that opposite is true  
when the pressboard permittivity is greater than the oil. 175 
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7.6. Electric field distribution for flashovers expanding on the parallel LID surface 
under positive applied impulse voltage with (a): 200 kV peak and (b,c): 400 kV 
peak all with 0.1 µs rise-time. Panels (a) and (b) show surface flashover on PTFE 
and panel (c) shows surface flashover on a pressboard interface. At all panels, the 
flashover edge is about 1 mm from the needle tip. 176 

7.7. Electric field magnitude distribution for parallel pressboard (PB) interface. The 
streamers are formed by impulse voltages with 130 kV (first row), 200 kV 
(second row) and 400 kV (third row) peak amplitudes, all with 0.1 µs rise-time. 
Emin≈0 and Emax is given in each panel.  177 

7.8. Electric field magnitude distribution for parallel PTFE interface. The streamers 
are formed by impulse voltages with 130 kV (first row), 200 kV (second row) 
and 400 kV (third row) peak amplitudes, all with 0.1 µs rise-time. Emin≈0 and 
Emax is given in each panel.  178 

7.9. Electric field magnitude distribution for parallel SF6 interface. The streamers are 
formed by impulse voltages with 130 kV (first row), 200 kV (second row) and 
400 kV (third row) peak amplitudes, all with 0.1 µs rise-time. Emin≈0 and Emax is 
given in each panel.  180 

7.10. Surface flashover edge trajectories on the parallel LID surface against time under 
applied impulse voltage with 130 kV, 200kV and 400 kV peaks and 0.1 µs rise-
time. Purple markers and dashed curves show streamer head positions in oil-only 
system adapted from 2. Time t=0 corresponds to to the time that streamer reaches 
the parallel LID interface. Purple dotted curves are fitted polynomial expressions 
as 1.8×1012t1.9, 1.7×1011t1.7 and 2.3×109t1.38  [mm] for streamers formed by 130 
kV, 200 kV and 400kV, respectively in oil-only systems which are valid for         
t < 1 µs. 182 

7.11. Electric field distributions at the perpendicular interfacial LID surfaces 1 mm 
from the needle tip for applied voltages with 130 kV (top), 200 kV (middle) and 
400 kV (bottom) peaks and 0.1 µs rise-time. Left panel shows the oil-pressboard 
interface with size scale of 5 µm for all three sections. Right panel shows oil-SF6 
interface with size scale of 10 µm for all three sections. All surface flashover 
edges are 0.25 mm from the axis of symmetry. Again, it should be noted that the 
spatial scale of the left colmun is different from the right column. 183 

7.12. Electric field magnitude distribution for perpendicular pressboard interface. The 
streamers are formed by impulse voltages with 130 kV (first row), 200 kV 
(second row) and 400 kV (third row) peak amplitudes, all with 0.1 µs rise-time. 
Emin≈0 and Emax is given in each panel.  184 

7.13. Electric field magnitude distribution for perpendicular PTFE interface. The 
streamrs are formed by impulse voltages with 130 kV (first row), 200 kV (second 
row) and 400 kV (third row) peak amplitudes, all with 0.1 µs rise-time. Emin≈0 
and Emax is given in each panel.  186 
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7.14. Electric field magnitude distribution for perpendicular SF6 interface. The 
streamers are formed by impulse voltages with 130 kV (first row), 200 kV 
(second row) and 400 kV (third row) peak amplitudes, all with 0.1 µs rise-time. 
Emin≈0 and Emax is given in each panel.  187 

7.15. Electric field magnitude distribution for perpendicular LID interfaces. The 
streamers are formed by impulse voltages with and 130 kV (first row), 200 kV 
(second row) and 400 kV (third row) peak amplitudes, all with 0.1 µs rise-time. 
Emin≈0 and Emax is given in each panel.  187 

7.16. Surface flashover edge trajectories on the perpendicular LID surface against time 
for (a): pressboard with εr = 4.4 and (b): SF6 at five bar with εr =1.1 (b). “d” is the 
distance of the perpendicular interface from the needle tip. 189 

7.17. Normal component (z-direction) electric field distribution at the interfacial 
surface of oil/pressboard at z=250 µm distance from the needle having 200 kV 
peak and 100 ns rise-time at  t=200 ns. The electric field strength is normalized 
to 1.2×107 V/m. The tangential component (r-direction) of electric field is 
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Each year, an enormous financial investment is made for high-voltage technology all around the 
world. The main objective of the high voltage industry is to invent, design and manufacture a 
broad range of devices used in diverse applications and technologies: 

• Aerospace: charged particle accelerators, compact ultrahigh capacitors and plasma 
propulsion devices  

• Health and Medical Applications: capillary electrophoresis, cell separation, spectrometry, 
X-ray and magnetic resonance imaging devices 

• Defense: Threat detection, radars, high power microwave generation, and electromagnetic 
launchers 

• Commercial industries: Air/water quality testing and filtration, semiconductor 
manufacturing, lighting, plasma display panels, and pulsed food sterilization  

• Power delivery: power transmission, transformation, interruption and distribution 
apparatus.  

Therefore, any means to improve the performance or lower the manufacturing/maintenance 
expenses of high-voltage systems is valuable to industry as well as society whose annual 
expenditure on energy, medical care, etc. is directly affected by the price of high voltage 
technology.  

Electrical insulation is a vital component of all high-voltage systems [1]. The technology and 
materials, used for high-voltage electrical insulation, ultimately determine the quality, reliability 
and final price of a high-voltage device. In general, the insulation materials used in high-voltage 
technology can be divided into three categories: solid dielectrics (such as silicon rubber, epoxy 
resin and cross-linked polyethylene), liquid dielectrics (such as mineral oil, silicon oil and natural 
ester), and gas dielectrics (such as air and SF6). The dielectric task is to insulate high voltage 
segments from the low-voltage and grounded components and prevent the entire electric system 
from breaking down. This is considered as a safety concern too, since low-voltage sections are 
usually accessible to operators and patients. 

Among different types of dielectric materials, liquids have an excellent capability of withstanding 
extra high voltages while their superior heat transfer efficiency makes liquid-based insulation 
systems the best choice for compact high voltage devices [2] in which a considerable amount of 
heat is generated by the high voltage components such as in power transformers and medical 
imaging devices. To prevent excessive temperature rise, the accumulated heat should somehow 
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be carried out of the device volume. Usually liquid dielectrics are the only fluid inside the device 
that can be circulated regularly. 

Most liquid dielectrics, which are highly flammable, can trigger a sustaining fire in case of an 
electrical breakdown. The risk of fire is another main incentive for reducing the volume of the 
liquid dielectric in high voltage apparatus as failure of bulkier equipment can cause larger fires. 
Therefore, insulation failure potentially leads to disastrous consequences on environment, 
industry, financial markets, safety, and health.  

Over the past half-century, there have been many scientific investigations devoted to 
characterizing and understanding of dielectric liquid breakdown, leading to the formation of a 
large body of literature on the subject [2-27]. A universally accepted breakdown theory does not 
exist due to the scientific complexity of the liquid-state in high voltage environment and the many 
different experimental test situations reported in the literature. This thesis aims at addressing this 
deficiency by comprehensively modeling the important mechanisms that influence the 
electrodynamic characteristics of electrically stressed dielectric liquids, with and without the 
presence of immersed solid barriers and microscopic inhomogeneities.  

Streamers are the main origins of electric breakdown in liquid dielectrics [2]. Section 1.1 of this 
chapter describes the streamers formed in liquid dielectrics and introduces the causes of electrical 
charge generation and transport in a typical liquid dielectric. Charge generation and transport is 
crucially important in liquid dielectrics, since without the presence of migrating charges in the 
liquid dielectric, streamers cannot develop. Section 1.2 introduces the methodology of this thesis 
research to study the physics of streamer formation, propagation and branching in the most used 
liquid dielectric, transformer oil. The mechanisms of streamer interaction with liquid immersed 
solid dielectrics, which often result in the formation of surface flashovers, are also briefly 
addressed in this section. Section 1.3 reviews the key contributions of this thesis research. This 
chapter concludes with section 1.4, giving an outline of the entire thesis. 

 

1.1 Charge Generation and Transport in Liquid Dielectrics Leading to 
Streamer Formation and Electrical Breakdown 
 
A dielectric liquid is usually defined as an electrically insulating liquid in which self-dissociation 
is extremely small and its resistivity is greater than 1×109 Ω-cm [16]. Free electrical charges 
inside the dielectric liquid, either injected from an external source or generated by different types 
of ionization play the main role in electrical breakdown. Electrical breakdown in a dielectric 
liquid occurs when the liquid is bridged from the high voltage electrode to a grounded electrode 
by highly conductive ionized channels called arcs. Arc formation is the last step in a series of 
very short-time events on the nanosecond to microsecond timescale, before electric breakdown. 
Pre-breakdown phenomena, called streamers, are narrow (in transformer oil their thickness varies 
between a few micrometers to a few millimeters) low-density ionized structures that form in 
regions of dielectric fluid that are over-stressed by intense electric fields (On the order of 1 
MV/cm or higher for transformer oil). Streamers usually propagate with velocities on the order of 
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~km/s in liquid dielectrics. Once a streamer forms, it tends to elongate, emanating from the point 
of initiation, typically a sharp high-voltage electrode, and growing towards a point with the 
lowest potential in the system (usually grounded). When the streamer reaches the grounded 
electrode, it traces a high conductivity path, which acts like a short circuit between the two 
electrodes. Therefore, when the streamer reaches the grounded electrode, the current flowing 
through the arc increases dramatically as the impedance across the gap drops, which completes 
the electrical breakdown of the dielectric. In liquid and high-pressure gaseous dielectrics, 
streamers are the main causes of electric breakdown. Streamers in liquid dielectrics mainly 
consist of ionized plasma and gases. The products remaining in the streamer trace can recombine 
and dissolve in the fluid unless the voltage source injects too much energy into the channel and 
forms a burning arc. This means that gaseous and liquid dielectrics can be self-healing after 
occurrence of streamers unlike solid dielectrics in which any partial electrical discharge causes a 
permanent insulation damage. The ability of liquid dielectrics to conform to complex geometries 
and self-heal, along with their high heat transfer capacity leads to their preferred practical use 
compared to solid and gaseous dielectrics in low frequency (e.g., 50 or 60 Hz power systems) and 
high frequency (e.g., power modulators and pulsed power systems) applications. 

 

1.2 Analysis and Modeling of Streamer Development in Liquid-Solid 
Insulation Systems 
 
Over the past several decades the quantity and quality of experimental electrical breakdown 
research in dielectric liquids in general and in transformer oil in particular has increased 
significantly. However, one cannot introduce a thorough understanding of streamer physics only 
based on the present empirical results. There are many hypotheses about streamer development 
mechanisms, such as different propagation modes for different applied voltage polarities [5,8,13], 
fractal morphology of streamer trees [17], role of gas bubbles in streamer development [18,19] 
and multiphase fingering initiated by small signal interfacial waves [20,21], each revealing 
important characteristics of streamer propagation and branching. Nonetheless, a realistic model of 
streamer dynamics is still required to understand the primary reasons behind streamer formation, 
propagation and branching, in which many different processes take part including 
electrodynamics, quantum mechanics, thermodynamics and fluid mechanics. 

Many research groups have attempted to model streamer development in different media, 
especially for gaseous dielectrics such as air and SF6. They have approached many complex 
problems in streamer propagation in gases using different density, particle and hybrid models as 
well as many experimental studies [29-38]. Briels et al. accurately measured the diameter and 
velocity of streamers in air [32]. Niayesh et al. demonstrated the role of runaway electrons in a 
very short delayed breakdown in different electrode geometries through a 2-D axisymmetric 
modeling [33,38]. Niemayer et al. successfully argued that the streamer trees have fractal 
structures [40] and Babaeva et al., presented a model incorporating macroscopic inhomogeneities 
in a 2-D axisymmetric model [19]. Nijdam introduced stereo-photography of streamers in air [35]. 
These works give a first insight on streamer acceleration, branching and dependence on applied 
voltage, however they cannot explain streamer dynamics in liquids, since different factors govern 
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the streamer development in liquids. Qian et al. proposed a three-carrier continuum model in a 
simple geometry in a 2-D Cartesian coordinates [39]. However, their model needs much 
improvement to explain streamer development with an acceptable resolution in complex electrode 
geometries. 

Over the past nine years at MIT, a comprehensive research study has been conducted on streamer 
initiation driven by molecular ionization and propagation of single column streamers in 
transformer oil based dielectric liquids using a three-carrier continuum electrohydrodynamic 
model with COMSOL Multiphysics [23-28,41-53]. Through these years, many important aspects 
of streamer physics have been identified and explained. O’Sullivan [23] found out that the 
molecular ionization is the primary mechanism responsible for streamer formation and 
propagation in liquids rather than other ionization processes [23,24]. He developed a preliminary 
model of phase conversion (vaporization) inside the propagating streamer column [23,24]. 
Hwang [25] continued and extended O’Sullivan’s work to explain how adding conductive 
nanoparticles into transformer oil increases the positive impulse voltage breakdown strength 
compared to the pure transformer oil [25-27]. Hwang also developed a preliminary model for 2-D 
streamer propagation in liquid-solid composite dielectric systems [25]. 

Nevertheless, there are still many other attributes of streamers that remain unexplained such as 
propagation of negative streamers, effects of the applied voltage peak amplitude and rise-time on 
streamer development, branching origins, and causes of higher propagation velocity modes of 
streamers. One of the traditionally interesting goals is the development of a physical model that 
can predict the breakdown voltage and time to breakdown. The previous works have mostly 
focused on the initiation stage of streamer, which happens in the vicinity of the needle electrode 
[23-27]. The aim of this thesis is to develop a more complete model able to answer each of the 
following questions: 

 
1. Is there an analytical solution for charge transport dynamics in a typical liquid-solid 

composite dielectric system? Can we relate the physical parameters of the charge transport 
such as velocity, density and time of flight to circuit parameters like voltage and current? 

2. What are the analogies and the differences between positive and negative streamers 
propagating in liquid dielectrics? 

3. How do characteristics of the voltage source, electrode geometries and electrode gap 
distances affect the streamer velocity, shape and number of streamer branches, breakdown 
voltage, current and delay?  

4. What are the effects of an immersed dielectric in a liquid dielectric on the breakdown 
process? Do they assist breakdown or can they help prevent it? What are the determining 
parameters of the immersed dielectric to prevent breakdown? 

5. What causes streamers to branch out in a typical liquid dielectric? Are streamer branching 
origins completely stochastic? 
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1.2.1 One-Dimensional Analysis of Charge Transport in Liquid-Solid Composite 
Dielectric Systems  
 
To answer question 1 raised in section 1.2, closed form analytical solutions for one-dimensional 
(1-D) migration-Ohmic unipolar analysis of charge transport phenomena in the series, two-region, 
oil-pressboard composite dielectric systems are presented in planar, coaxial cylindrical and 
concentric spherical electrode geometries with a step current source. Different charge injection 
boundary conditions are applied to these problems to find closed form solutions in the steady 
state and transients for different physical parameters. Using the method of characteristics the 
governing partial differential equations are converted into a set of ordinary differential equations 
that allow analytical solution as a function of time and space for volume and interfacial surface 
charge densities, charge trajectories in the oil region, and electric field and voltage drop in oil and 
pressboard regions. Analytical solutions are compared with numerical solutions of identical 
problems obtained using COMSOL Multiphysics as a way of gaining confidence in the 
correctness and accuracy of our numerical methods and solutions. Unfortunately, the analytic 
solution is impossible for more complex 2-D and 3-D geometries. 

 
1.2.2 Two-dimensional Axisymmetric Modeling of Single Column Streamer 
 
This thesis extends the two-dimensional (2-D) axisymmetric streamer models of O’Sullivan [23] 
and Hwang [25] to answer the questions raised in section 1.2. To answer questions 2 and 3, these 
2-D models are significantly improved in this thesis research to contain more physics. For 
instance, the ionization potential of hydrocarbon molecules has been imported to the model 
presented in this thesis based on the results derived from Density Functional Theory (DFT) [12]. 
Specifically, dependency of the hydrocarbon molecule ionization potential on the electric field 
intensity is considered. Electron saturation velocity is also taken into account in the present model. 
In addition to the added physics into the model, more realistic settings and functions are applied 
in the model such as standard lightning impulse voltages (exactly the same voltage that is applied 
in the high-voltage laboratories) instead of Heaviside step functions as used in [25]. This 
extension makes the results comparable to the experimental measurements. 

To eliminate numerical instabilities in the models of [23-28], improved numerical stabilization 
methods and mesh refinement policies are employed. More consistent stabilization techniques 
such as upwind streamline and crosswind artificial diffusions have been applied to effectively 
stabilize the conservation of charge equations for different applied voltage polarities with much 
broader varieties of peak amplitudes and rise-times. Previous works were unable to consistently 
stabilize the simulations, resulting in convergence issues and non-physical results [25]. Different 
combinations of direct and iterative state of the art solvers have been employed as well. Such 
numerical approaches enable the present model to solve the equations with much greater spatial 
resolution. Models of O’Sullivan [23] and Hwang [25] accurately describe the positive streamers 
for a certain positive peak amplitude (130 kV) and rise-time (~10 ns) of applied voltage. Beyond 
these limits, the models suffer from numerical artifacts and instabilities. In this thesis, simulations 
are stabilized in such a way that can be generalized easily to any complicated applied voltage 
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waveform or electrode geometry designed for specific high voltage apparatus such as a power 
transformer with or without pressboard [41-53]. 

These improvements to the 2-D axisymmetric model, enabled us to study the effects of different 
applied voltage polarities, peak amplitudes, rise-times [41,42,48], gap distances [49], electrode 
geometries [52] and immersed dielectrics [45,50] on streamer development in the most used 
liquid dielectrics, transformer oil. 

 
1.2.3 Two-dimensional Modeling of Breakdown Phenomena  
 
A strong enough sustained over-excitation across the liquid insulation results in a propagating 
streamer, which eventually bridges the gap between its point of origin at the needle electrode and 
the opposite sphere electrode that is usually grounded. When this bridge forms, the impedance 
across the gap drops significantly and an arc may initiate and consequently electrical failure may 
occur depending on the internal impedance and the power of the voltage source. To model the 
streamer traveling over a relatively long distance, an extremely efficient mesh refinement policy 
is required, since in such cases, the high number of mesh elements becomes the modeling 
bottleneck as the simulation time could be unreasonably high. Through a successful modeling of 
the complete breakdown process, the streamer velocity over the entire inter-electrode gap has 
been calculated as well as the flowing current profile until an electrical discharge occurs [49]. 
This study enables the model to predict the breakdown voltage at any given rise-time and the 
breakdown lag, which are of extremely important technical interest in the insulation, pulsed 
power and current interruption applications. According to the results of the complete breakdown 
modeling, we will answer question 3 raised in section 1.2. 

 
1.2.4 Modeling of Surface Flashover on Liquid Immersed Dielectrics 
 
When streamers hit the surface of the liquid immersed dielectric, they transform into surface 
flashovers creeping on the immersed dielectric interfaces. To determine whether presence of 
immersed dielectrics, with different permittivities and orientations, assist or help prevent 
breakdown of liquid dielectrics (to answer question 4 raised in section 1.2), a 2-D axisymmetric 
model of surface flashover expansion on the interface of the liquid immersed dielectrics is 
developed [45,50]. Modeling results are presented as flashover shapes, velocities, and 
distributions of electric field, volume charge density and surface charge density for different 
liquid-solid and liquid-gas interfaces.  

As a typical application, the surface flashover initiation and development on the surfaces of a 
liquid immersed dielectric is particularly of interest for design of the transformer insulation 
system, which includes both liquid (transformer oil) and liquid immersed solid dielectrics 
(pressboard). 
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1.2.5 Fully Three-Dimensional Modeling of Streamer Branching  
 
Among the other chief characteristics of streamers, which are not fully explained yet, one can 
mention the causes of streamer branching phenomena, and the effects of the applied voltage and 
distribution of inhomogeneities on the streamer number of branches, branch velocities and the 
spatial angle between the branches. A fully three-dimensional streamer model presented in this 
thesis, shows that the branching as an intrinsic attribute of streamers has both stochastic and 
deterministic origins, which in some cases make the branching inevitable depending on shape and 
velocity of the volume charge at the streamer head [51]. Based on the modeling results for 
streamers propagating in a liquid dielectric, a gauge on the streamer head geometry is introduced 
that determines whether branching occurs under a given streamer head geometry and specific 
inhomogeneous perturbation [51]. The model is also able to predict the number of just born 
branches in case of a branching.  

 
 
 
1.3 Main Contributions of Thesis 
 
 

In this section, the key contributions of the thesis research are reviewed briefly. This thesis 
introduces a model through which many streamer breakdown characteristics can be accurately 
predicted. Specifically, for the first time, this thesis presents modeling results for pre-breakdown 
current, streamer initiation voltage, time to breakdown, initiation voltage, breakdown voltage and 
number of streamer branches emanating from a streamer node for a wide range of different 
electrodes, gap geometries, dielectric materials and applied voltages. In addition, this thesis adds 
many important physics into the existing models of O’Sullivan [23] and Hwang [25], such as 
electric field dependent ionization potential of hydrocarbon molecules and electric field 
dependent electron mobility. Using these added features, the model presented in this thesis 
extends and improves upon the existing modeling results in the literature. Among them, modeling 
the streamer velocity and shape for different geometries and applied voltages can be mentioned. 
The results presented in this thesis agree with experimental records in the literature more 
precisely than the previous models based on which this research is built [23-28]. The detailed 
results are presented and discussed in the following chapters. Thorough explanations of the 
modeling approach and discussions of the results are given wherever required throughout this 
thesis.  

In Figure 1.1, the modeling results for streamer velocity obtained in this thesis research are 
compared with the experimental records found in the literature and the previous modeling work. 
As can be seen, the model is stable enough to predict the streamer velocity in a much wider range 
of electrode geometries and applied voltages compared to the prior contributions. The results are 
also more accurate on the case studies that can be analyzed with previous models. The results 
plotted in Figure 1.1 are obtained from the two-dimensional model introduced in Chapters 3 and 5.  
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Figure 1.1: Streamer velocity plotted versus applied voltage peak obtained from modeling in this thesis (red 
square symbols), modeling results of others (green symbols: O’Sullivan [23] (◄) and Hwang [25] (►)) and 
experimental data found in the literature for different electrode gap distances (blue symbols: ![2], ●[4], 

✵[6], ★[7], "[18], ▲[60], and ✳ [106]). The gap distances are labeled on the respective curves. 

Experimental data are taken from different references.  

 
 
 
 
As can be seen in Figure 1.1, the modeling results presented in this thesis are closer to the 
experimental measurements than the earlier modeling results of [23,25] which is due to the added 
physics into the model and also the numerical improvements in the latest versions of the Finite 
Element Method software, COMSOL Multiphysics used in this thesis research for modeling the 
streamer development. 

 An extensive series of modeling results for many different streamer attributes, including positive 
streamer shape, trajectory and velocity is given and discussed in Chapter 5. Figure 1.2 compares 
the negative streamer modeling results for streamer velocity with the experimental data found in 
the literature. Negative streamer propagation modeling results in liquid dielectrics are presented 
in this thesis for the first time. As can be seen in Figures 1.1 and 1.2, the velocity of negative 
streamers is appreciably lower than the positive streamers under the same circumstances. The 
differences between positive and negative streamers will be discussed in length. 
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In Figures 1.3 and 1.4, the modeling results obtained in this thesis research are compared with the 
experimental records found in the literature for pre-breakdown current peak, and the minimum 
voltage required for streamer initiation, respectively. These modeling results are presented in this 
thesis for the first time to the author’s best knowledge. These results are particularly interesting 
for the ongoing research on the partial discharge (PD) in power apparatus, especially power 
transformers. 

The results plotted in Figures 1.1-1.4 are obtained from the two-dimensional model introduced in 
Chapters 3 and 5. The modeling results of these figures are extensively discussed in Chapter 5. 

 

 

 
 
Figure 1.2: Streamer velocity plotted versus applied voltage peak as modeling obtained in this thesis (red 
square symbols), modeling results of others (green symbols) and experimental data found in the literature 
(blue symbols) for different electrode gap distances. The gap distances are labeled on the respective curves. 
Experimental data are taken from different references (![2], ●[4], ✵[6], "[18]). There is no prior modeling 
results on negative streamers. 
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Figure 1.3: Maximum pre-breakdown current plotted for different electrode gap distances. Red square 
symbols show the modeling results of this thesis and blue symbols show the experimental data found in the 
literature. Each pair of data is labeled with the associated applied voltage peak . Experimental data are 
taken from different references (![2], "[18], ►[60], and ✳ [106]).  

 

 
 

Figure 1.4: Experimental data for initiation voltage of a 6 mm gap (#), a 20 mm gap (▼), and a 50 mm gap 
(★), all obtained from [15]. Modeling results for a 6 mm gap distance (!). The solid curve, which is fitted 

to the modeling results, is Vi=102.2 r!, where rt is the positive electrode tip radius in millimeters and the 
initiation voltage, Vi , is in kilovolts. 
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Perhaps the most interesting result of this thesis, from the insulation designer’s point of view is 
the prediction of the breakdown voltage of the insulation system. The presented model in Chapter 
5 is capable of modeling the streamer flight in entire electrode gap, through which the model can 
evaluate the breakdown voltage of each electrode gap distance. The computational capacity is the 
restriction that limits the simulation of the electrode gap length to 10 mm. Prediction of streamer 
breakdown voltage is a substantial numerical task and this thesis for the first time has 
incorporated this feature for the liquid dielectrics. Figure 1.5 compares the modeling results with 
the experimental data found in the literature. As can be seen in this figure, definite breakdown 
voltage, obtained from the model, is approximately two times greater than the 50% breakdown 
voltage extracted from the experimental data. In experimental research, since the streamer 
breakdown is essentially stochastic, the breakdown voltage is expressed in terms of a 50% 
breakdown voltage, which is the voltage peak at which the dielectric breaks down in half of the 
discharge tests. The model, however, does not include statistical factors affecting the streamer 
formation and propagation. Therefore, the calculated value for the definite breakdown voltage by 
the model is reasonably (almost) two times greater than the 50% breakdown voltage, which is 
determined after numerous repetitive experiments. 

 

 
 

Figure 1.5: Modeling results (red symbols), obtained in this thesis, and experimental data (blue symbols), 
found in the literature, for breakdown voltages of different needle-sphere electrode gap distances. The 
model does not include statistical factors affecting the streamer formation and propagation. Therefore, the 
calculated value for the definite breakdown voltage by the model, is roughly two times greater than the 
50% breakdown voltage which is determined after numerous repetitive experiments. Experimental data are 
taken from different references (![2],●[3], ▼[5], ✵[6], ★[7], "[18]).    
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The final goal of this thesis is an ambitious one: three-dimensional modeling of streamer 
branching. It has been more than 30 years history of various theoretical efforts for understanding 
the streamer branching which is extremely interesting in many disciplines such as physics, 
chemistry, mathematics and of course engineering. This thesis investigates both deterministic and 
stochastic roots of streamer branching. As a conclusion, the streamer tree number of branches is 
related to the volume charge configuration at the streamer head and the applied voltage amplitude. 
To be able to assess our modeling results, we have plotted the number of branches obtained from 
the three-dimensional model in Figure 1.6 alongside the results we have taken from different 
experimental images found in the literature. The number of active streamer branches is plotted 
versus applied voltage peak normalized by the streamer initiation voltage, which is mainly a 
function of electrode tip radius and not the gap distance.  
 

 
 
Figure 1.6: Modeling results (red bars), obtained in this thesis, and experimental data (blue symbols), found 
in the literature, for the number of active streamer branches emanating from a streamer node right after the 
branching, plotted versus the ratio of applied voltage peak over initiation voltage. Initiation voltage is 
mainly a function of the needle electrode tip radius. The model does not include statistical factors affecting 
the streamer formation and propagation. Experimental data are taken from different references (![2], ●[4], 
★[7], "[18], ▲[60], and ✳ [106]). More details are provided about both modeling and experimental data in 
Chapter 6. 
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The presented modeling results in this thesis generally help us take a further step in understanding 
streamer breakdown in dielectric liquids. The agreement between modeling results and the 
experiments shown in Figures 1.1-1.6 indicates that the presented model is a promising tool for 
both streamer research and industrial design of liquid dielectric based insulation systems. The 
model itself can be regarded as a contribution from both numerical modeling and physical points 
of view. 

 

 
 
1.4 Thesis Outline 
 
 
To study the charge transport mechanisms and streamer physics in this thesis, the first priority is 
given to the analytical approach. Unfortunately, analytical solution is only available for single 
polarity charge in simple one-dimensional electrode geometries. Therefore, for complete 
modeling of streamers in standard electrode geometries, our second priority, the numerical 
modeling tools, are employed to find a solution that satisfies both governing equations and 
boundary conditions. In addition to transformer oil-only systems, insulation systems involving 
solid dielectrics immersed in transformer oil are also modeled to understand the effects of barriers 
with different materials and different surface orientations on the streamer development. 
Furthermore, a fully 3-D stochastic streamer model is presented which explains the stochastic and 
deterministic causes of streamer branching in liquid dielectrics. 

The remainder of this thesis is organized with Chapter 2 describing the underlying mechanisms of 
streamer development in transformer oil-based insulations systems. In this chapter, the current 
knowledge about the causes of streamer formation, propagation and branching is reviewed. In 
addition, in this chapter we also analyze applications of the immersed dielectrics, like pressboard, 
and different types of additives, such as various types of oil molecules and conductive 
nanoparticles in transformer oil. 

Chapter 3 in full detail gives the governing equations, boundary conditions, key parameters and 
characteristics used in the model. In particular, we describe the simulation geometries, 
implementation of governing equations and boundary conditions in COMSOL Multiphysics, 
numerical stabilization techniques and solvers, meshing policies and mesh element definitions. 
Using information given in this chapter, one should be able to rebuild the model from scratch to 
reproduce identical results. 

One-dimensional analysis of unipolar charge transport in different Cartesian, cylindrical and 
spherical coordinates is presented in Chapter 4. Detailed solutions in steady-state and transient 
form, obtained by the method of characteristics, are discussed with complete explanation and 
illustrations. At the end of this chapter, analytical solutions are compared with identical problems 
simulated in COMSOL Multiphysics as a confirmation of modeling methods and results. 
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Two-dimensional axisymmetric modeling results of streamer initiation and propagation in 
transformer oil are presented in Chapter 5. Some of these results are compared with earlier 
modeling and experimental works to make sure that the modeling results are accurate.   

Chapter 6 explains the streamer branching phenomena in transformer oil using the results of a 
three-dimensional model of streamer development. Stochastic and deterministic origins of 
streamer branching are identified by detailed comparison of modeling results and experimental 
images of streamer trees under many different conditions. Numerical implementation of the 3-D 
streamer model incorporating stochastic microscopic inhomogeneities is also described in this 
chapter. As compared in Chapter 6, obtained 3-D structures of streamer trees from the model 
agree qualitatively and quantitatively with corresponding experimental images found in the 
literature.  

Surface flashover formation and expansion on liquid immersed dielectrics are discussed using the 
modeling results in Chapter 7. Different immersed dielectric permittivities and orientations are 
examined in a 2-D axisymmetric liquid/solid model, and the results are qualitatively explained 
using the method of images in this chapter. 

This thesis concludes in Chapter 8 with a summary of the key findings and suggested future work 
to deepen the understanding of breakdown in dielectric liquids.  

A few appendices are presented at the end of this thesis, which are useful for reproducing the 
results of the thesis and establishing a solid background for the continuing future modeling work. 
A list of the references cited in this thesis is given afterwards. 
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Chapter(2((

Pre$breakdown,Mechanisms,in,Transformer,Oil$Based,Insulation,
Systems,

!
!

 
 

Many experimental results have been reported on streamer development in high-voltage-stressed 
transformer oil [2-18], none can lead to a complete theory of breakdown. These empirical records 
in the literature give insights into the potential mechanisms behind streamer formation and 
ultimately to electrical breakdown in dielectric liquids, in general, and in transformer oil, in 
particular. This chapter details important streamer characteristics when it elongates in transformer 
oil and interacts with immersed dielectrics and additives in transformer oil. Based upon the 
mechanisms introduced in this chapter, a generalized physical model of electrical breakdown in 
liquid dielectrics will be developed and used throughout this thesis. 

 

2.1 Streamer Initiation, Propagation and Branching in Transformer Oil  
 
There are a number of mechanisms suggested in the literature for streamer initiation, propagation 
and branching. All these mechanisms share the central concept that generation of space charge 
(either by injection from the electrodes or ionization of the oil molecules), acceleration of highly 
mobile electrons, and spatial inhomogeneities are critical to streamer formation, propagation and 
branching, respectively. 

The extent of the streamer development depends on physicochemical properties of the liquid 
dielectric [25], electrode geometries [15,51], gap distance [9,14,51] and the nature and strength of 
the electrical excitation [15,48,53]. In transformer oil, experimental evidence shows that 
streamers emanating from an electrode holding the positive potential (anode) generally have 
filamentary structures and tend to initiate at lower applied voltages than streamers initiating from 
a negative voltage electrode (cathode) for the same electrode geometries and gap distances4 [49]. 
Furthermore, for the same voltage magnitude, positive streamers propagate faster and further than 
their negative counterparts [48]. As a result, positive streamers, which are more common in 
nature5, constitute a greater risk to oil-insulated systems than do negative streamers. Figure 2.1 
shows a positive streamer and a negative streamer formed in the similar geometry (5 mm gap) 
under different applied voltages. As a rule of thumb, the breakdown voltage magnitude for a 
positively applied voltage (anode-initiated streamer) is about half of the voltage magnitude 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
4 Streamers initiated from the positive electrode (anode initiated streamers) are called positive streamers, and streamers initiated 

from the negative electrode (cathode initiated streamers) are called negative streamers. 
5  Positive lightning strokes that hit power equipment are more common (90% of the strokes are positive) [54]. Nevertheless, 

negative streamers cannot be neglected since these strokes can generate travelling waves, which can pick up any high amplitude, 
polarity and steep wave front depending on the transmission line length and characteristics [54].  
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required for a breakdown under a negatively applied voltage (anode-initiated streamer). In 
addition, the streamer breakdown is clearly sensitive to the background pressure of the liquid 
when a negative voltage is applied to the needle electrode, which suggests that in negative 
breakdown. Dislike positive breakdown, a significant amount of gas is generated inside the 
streamer channel, also known as bubbles [8,18,19]. The appearance of shockwaves in images 
taken by [8,18] around negative streamers supports the idea of phase conversion in negative 
streamers. 

 

Figure 2.1: (a): A positive streamer and (b): a negative streamer formed in the 5 mm gap under different 
applied voltages (+26 kV and -47 kV). Filamentary structure of the positive streamer can be clearly 
distinguished from the thick and bushy shape of the negative streamer. The luminous plasma generated 
inside the channel formed by a negative streamer is also quite bulkier. The shock waves seen around the 
negative streamer supports the idea of formation of an appreciable gas volume inside the negative streamer 
channel [8,18]. The propagation velocities of positive and negative streamers are 1.43 km/s and 0.83 km/s, 
respectively [18]. 

 
As can be seen in Figure 2.1, both positive and negative streamers branch out in liquid dielectrics 
just like other dielectric media. Branching is an essential element of streamer discharge that 
requires a finite perturbation [19,29]. Such perturbations in transformer oil can be inherited from 
an inhomogeneous initial state, (such as an initial electron density fluctuation) [28-37,51], 
macroscopic external perturbations (such as dust particles, air bubbles, water drops, or other 
macroscopic objects) [19], and/or spatial variation of oil molecule types and molecule 
orientations [27,28].  

Several theories have been suggested for causes of streamer branching. Many effective 
approaches have been also employed to analyze the dynamics of streamer branching, such as 
fractal morphology of streamer trees [17,40], conformal mapping [30], electro-hydrodynamic 
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modeling with or without cylindrical symmetry [19,31,39], macroscopic inhomogeneities in bulk 
liquid [19], realistic fluctuations of discrete electrons [29], slow branching in deterministic fluid 
models [31], multiphase fingering driven by small signal interfacial waves [20,21]; each revealing 
important aspects of streamer branching. However, a comprehensive quantitative understanding 
of the branching phenomena is yet to appear.  

From a theoretical point of view, streamers can branch in fully deterministic models through 
Laplacian instability that resembles the underlying mechanism of viscous finger branching in a 
two-fluid Hele-Shaw flow [21]. Such instabilities can develop when the volume charge layer 
ahead of the streamer head is much thinner than the streamer head radius of curvature. In extreme 
case of a planar ionization front, an infinitesimally small perturbation is sufficient to trigger a 
branching instability, but for an elongating streamer head with a finite head radius of curvature, 
only perturbations larger than a certain threshold can grow into a self-sustaining branch structure 
at the streamer head [29]. Due to the strongly nonlinear nature of streamer dynamics, small 
fluctuations can be amplified by strong electric fields and significantly alter the propagation path 
of a streamer. Branching is probably the most noticeable visual attribute of streamers not only in 
transformer oil and liquid dielectrics, but also in all other dielectrics such as different solid and 
gaseous dielectrics. For instance, Figure 2.2 shows an interesting case of streamer branching, in 
which positive streamer branches develop from the remainder of the charges left from an initially 
formed negative streamer in artificial air. The applied voltage, which is a combination of negative 
and positive pulses (Fig. 2.2 (j)), forms a bubble-shaped negative streamer (appreciably similar to 
negative streamers in transformer oil as we will discuss more in Chapter 5) that eventually 
converts to multiple positive streamer branches. 

 
Figure 2.2: (a) Time-integrated and (b-i) time resolved images of a streamer branching during a 
positive/negative streamer conversion in 600 mbar artificial air. (j): A negative pulse of 35 kV is applied to 
the needle electrode (70 µm tip radius) for about 100 ns, followed by a positive voltage pulse for 150 ns, 
which creates positive streamers that run over the surface of the nearly spherical previously formed 
negative discharge. This is particularly interesting since it reveals that filamentary positive streamers and 
bubble shaped negative streamers can interchange during a discharge [36]. 
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2.2 Interactions of Streamers Initiated in Transformer Oil with Adjacent 
Solid and Gaseous Dielectrics 

 
High-voltage equipment is often composed of several different dielectric materials for improved 
insulating and thermal characteristics. For example, a large portion of a power transformer’s 
insulation capability is based on solid insulation materials such as high-quality, thick cellulose 
paper and boards, known as transformer-board or pressboard [57,58]. The breakdown voltage of 
transformer oil over small gaps (millimeters) is remarkably high (several tens of killovolts). 
However, the insulation properties of transformer oil-only in large gaps are not satisfactory. The 
breakdown voltage will improve in the large gaps if transformer oil is used in combination with 
solid barriers (usually pressboards) [57]. Pressboards have high dielectric strength, good 
mechanical properties, long lifetime, and are compatible with transformer oil making them good 
choices for liquid/solid-insulated transformers. The composite transformer oil/pressboard system 
is generally designed to increase the insulation strength of the transformer against partial 
discharge, streamers and most importantly electrical breakdown. 

Since a pressboard is essentially cellulose paper, which tends to absorb moisture, it has to be 
carefully dried. Cellulose materials used in pressboards are made from slow growing types of 
woods that have high-density long fibers. These cellulose long fibers and their high-density lead 
to durability and high dielectric strength of the oil immersed pressboard [57]. In processing 
cellulose to be used in an oil-filled transformer, it must be dried and oil impregnated in vacuum. 
Any moisture content remaining in the pressboard can decrease the dielectric strength and 
accelerate aging [57]. Oil impregnation of the cellulose, performed under vacuum at elevated 
temperatures, ensures that the tiny air bubbles between the individual fibers are filled with oil. 
These air bubbles could easily cause partial discharges if the bubbles were not replaced with oil. 
Further information regarding cellulose insulation can be found in IEC 60554-3 for cellulose 
paper and IEC 60641-3 for pressboard [58,59]. Figure 2.3 shows a single-phase transformer with 
its windings and bushing covered with pressboards ready for oil impregnation. All of the visible 
brown materials in this figure, which cover the windings and the bushing, are made of different 
pressboard layers. 

Streamer propagation in transformer oil is greatly affected, in general, by the presence of 
pressboard and, in particular, by two critical characteristics of it: 1) the orientation of the oil-
pressboard interface and 2) the permittivity difference between oil and pressboard. To study the 
permittivity difference and interface orientation of immersed dielectrics, in this thesis, we have 
selected immersed dielectric materials with higher and lower permittivities than oil placed in 
either parallel or perpendicular orientations with respect to the original propagation direction of 
the streamer. Figure 2.4 shows some experimental images for streamer/surface flashover 
conversion on the parallel (a cylindrical bore shown in part (a)) and perpendicular (horizontal 
plates shown in parts (b-c)) pressboards immersed in transformer oil. 
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Figure 2.3: (Left) Single-phase transformer windings covered by pressboard layers and (Right): Single-
phase high voltage transformer windings and bushing covered with pressboard layers ready for immersing 
in transformer oil [Courtesy of High Voltage Laboratory, University of Tehran, used with permission]. 

 

 

Figure 2.4: Surface flashover development (a): within a polytetrafluoroethylene (PTFE) bore [10] and (b,c): 
plate perpendicular to the streamer propagation direction [10,61].   

 
 
It has been reported that low permittivity insulating solids, such as polyethylene and 
polypropylene, which have relative permittivities of 2.1−2.3 and almost match that of oil, result 
in higher flashover breakdown voltages for the impulse and 60 Hz excitations [62]. On the other 
hand, experimental evidence shows that a permittivity mismatch (regardless of which permittivity 
is greater), such as that of oil and pressboard, assists flashover propagation and enhance surface 
irregularities [63].  



2 Pre-breakdown Mechanisms in Transformer Oil-Based Insulation Systems  
 

 - 48 - 

In other works [10,111], the researchers observed that the presence of pressboard spacer objects 
in oil gave way to large field enhancement due to the permittivity mismatch. Therefore, it was 
postulated that the field enhancement led to the reduction of the breakdown voltage in an oil-
pressboard system compared to an oil-only system. They too were able to show that by utilizing 
solid materials with relative permittivities comparable to transformer oil, the breakdown voltage 
appreciably improves compared to the oil-pressboard system. 

The reported impact of permittivity differences between oil and pressboard shows that it is a 
source of major concern for insulation designers. There have also been several patents that 
address this issue by innovative techniques to reduce the permittivity of pressboard, such that it 
becomes closer to that of the transformer oil [112,113]. In Chapter 7 of this thesis, based on the 
modeling results and the method of images [64], we explain and discuss the reasons behind such 
experimental observations.  

 
 
 
2.3 Effects of Additives on Breakdown in Transformer Oil 
 

Many of streamer characteristics are explained through effects of different transformer molecule 
types and additives. Three charge generation mechanisms of field-, impact-, and photo- 
ionizations, which play vital roles in streamer development, completely rely on the type and 
percentage of oil molecules and additives. In a typical transformer oil, it has been shown that the 
field ionization dramatically increases and becomes the dominant mechanism of charge 
generation at electric field magnitudes above ~1 MV/m [23]. At such levels of electric field 
intensity, the amount of the volume charge inside the electrode gap is high enough to initiate 
streamers depending on the electric field direction and electrode gap geometry. Above the 
minimum voltage for streamer formation, increasing the applied voltage magnitude interestingly 
does not increase the electric field magnitude inside the oil gap. Instead, an increase in applied 
voltage amplitude significantly affects the streamer behavior. Different hydrocarbon molecules in 
transformer oil play a key role in abrupt changes of streamer velocity as the applied voltage 
amplitude increases [27,28,48,53]. 

 
2.3.1 Different Hydrocarbon Molecules in Transformer oil 
 
One of the most important streamer characteristics that can be related to the oil additives is the 
average velocity of streamer propagation [25-28]. Hwang et al. have related the transition 
between streamer modes and oil molecule types [25,27,28]. Distinct classification of streamer 
modes in transformer oil is based on clear differences in their propagation velocities under 
different amplitudes of IEC lightning impulse (1.2 µs rise-time, 50 µs fall-time) voltage 
excitations. The higher the magnitude of applied impulse voltage, the higher the streamer mode, 
and the higher the average streamer propagation velocity. According to [25,27,28], the streamer 
velocity and shape change dramatically as the applied voltage magnitude increases, although the 
results do not fully satisfy the 2-D cylindrical symmetry. 
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Transformer oil is a mixture of different hydrocarbon molecule types including paraffinics, 
naphthenics and aromatics with controlled percentage of each. To elucidate the role of each 
hydrocarbon molecule type, researchers have tried to strip away some of the complexity by 
focusing on pure hydrocarbon liquids by adding controlled amounts of specific additives to study 
their affects on pre-breakdown phenomena [25,27]. Hwang has compared the properties of 
streamers propagating in transformer oil with different percentages of each hydrocarbon molecule 
type [27].  

Biller [65] hypothesized that for heterogeneous liquid dielectrics, slow mode streamers are linked 
to the ionization of “easily ionizable” molecules, while the faster modes are caused by the 
ionization of main “ordinary” molecules. In the context of transformer oil, the “easily ionizable” 
species are equivalent to aromatic molecules, which have lower ionization energies [12,25] and 
lower number density [25,27] than the naphthenic and paraffinic molecules. Ionization of the low 
concentration aromatic molecules in transformer oil leads to the propagation of streamers with 
velocities on the order of 1 km/s.  The “ordinary” molecules are the main naphthenic and 
paraffinic hydrocarbons that comprise the majority of transformer oil [25]. As the applied voltage 
increases, the ionization of the main hydrocarbon molecules in transformer oil, high concentration 
naphthenic/paraffinic molecules, dominates producing high electric field levels and space charge 
at the streamer tip, which results in higher modes of streamer propagation [25]. Figure 2.5 shows 
the streamer average velocity under different applied voltages. Occurrence of different modes is 
common between different dielectric liquids, however, the voltages at which the transition 
between modes happens is quite sensitive to the composition and amount of the additives. 

 

 
 

Figure 2.5: Time to breakdown (left) and average streamer velocity (right) versus applied voltage peak 
provided by ABB Corporate Research in two different transformer oils for the needle-sphere geometry 
detailed in IEC Standard 60897 [66]. Positive and negative breakdown voltages of mineral oil types A and 
B are listed bellow: 

Transformer Oil Positive Breakdown Voltage Negative Breakdown Voltage 
Type A 105 kV 256 kV 
Type B 126 kV 166 kV 
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(a) Time to breakdown versus applied voltage
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(b) Average streamer velocity versus applied voltage

Figure 2.1: Experimental data from ABB Corporate Research regarding positive streamer
propagation modes for the needle-sphere geometry detailed in IEC Standard 68097 [3] and
used in the modeling work of this thesis. Courtesy of R. Liu and L. A. A. Pettersson at
ABB Corporate Research in Väster̊as, Sweden.

The majority of streamer data in the literature prior to 1990 is concerned with 1st and 2nd

modes due to instrumentation constraints. However, over the past 20 years, the amount
and quality of experimental results for the fast traveling 3rd mode, and to a lesser extent
the 4th mode, has also increased significantly. This increase in empirical results has allowed
researchers to better understand and hypothesize the underlying mechanisms that lead
to streamer development and the di↵erent modes. For example, Biller [42] hypothesized
that for heterogeneous dielectric liquids, like transformer oil, the equivalent of slow 2nd

mode streamers were linked to the ionization of “easily ionizable” molecules, while the
faster modes result from the ionization of main “ordinary” molecules. In the context of
transformer oil, the easily ionizable species are equivalent to aromatic molecules which have
lower ionization energies [61, 62] and lower number density [63, 64] than the naphthenic
and para�nic molecules. The “ordinary” molecules are precisely the main naphthenic and
para�nic hydrocarbons that comprise the majority of transformer oil.

In the literature, there are a number of postulated mechanisms that result in streamer
propagation. While the underlying physics di↵er between each mechanism, they all share the
central concept that the generation of space charge, either by injection from the electrode or
ionization of the oil itself, is critical to streamer propagation. In this thesis the mechanisms
that lead to 2nd, 3rd, and 4th mode positive streamers will be investigated. It will be seen
that the three charge generation mechanisms of field, impact, and photo-ionizations, play
a vital role in streamer development and the di↵erent propagation modes. Another key
component to the propagation of positive streamer modes that will be discussed extensively
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Figure 2.4: Experimental data from ABB Corporate Research comparing the average pos-
itive streamer velocity versus applied voltage in ester liquids and transformer oils for the
needle-sphere geometry detailed in IEC Standard 68097 [3]. Courtesy of R. Liu and L. A.
A. Pettersson at ABB Corporate Research in Väster̊as, Sweden.

2.2.2 Other Dielectric Liquids

There are other dielectric liquids that have pre-breakdown characteristics that resemble
those of ester liquids. In particular, the characteristic where streamers rapidly transi-
tion from slow 2nd mode to fast 4th mode streamers over a very narrow applied voltage
range, such that the acceleration voltage and breakdown voltage can be considered to be
almost equal, can be found in other liquids. The same behavior has been reported in
the literature for water [9,10], two aromatic hydrocarbons (isopropyl-biphenyl and phenyl-
xylyl-ethane) [7], a synthetic liquid (benzyl-toluene) [8], and cyclohexane [12], a saturated
hydrocarbon. The average streamer velocity versus applied voltage is shown for water and
isopropyl-biphenyl in Figs. 2.5(a) and 2.5(b), respectively.

2.3 The E↵ects of Additives on Hydrocarbon Oils

Due to the complex nature of transformer oil, with its multitude of di↵erent molecules
including para�nics, naphthenics and aromatics, the task of isolating streamer mechanisms
in such a complex mixture seems daunting. With this in mind researchers have tried to strip
away some of the complexity by focusing on pure hydrocarbon liquids such as cyclohexane,
n-hexane, and benzene, just to name a few [1,26,28,66–68]. Several researchers took these
studies a step further by adding controlled amounts of specific additives to study their
a↵ects on pre-breakdown phenomena [11,12,32,34,35,55,69–72]. These researchers realized
that to best elucidate streamer mechanisms in transformer oil they would need to engineer
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2.3.2 Nanoparticle Additives and Microparticle Contaminations 
 
An interesting research, focused on enhancing transformer oil’s electrical and thermal 
characteristics, is the use of nanotechnology in transformer oil to accelerate cooling of 
transformer core and coils, simultaneously with increasing the breakdown voltage of the liquid 
dielectric. In this way, nanoparticle suspensions of a conductive magnetic material (e.g., Fe3O4) 
have been added into the transformer oil [67-70]. This mixture is called a nanofluid. Extensive 
discussion of heat transfer improvements made by the nanoparticles can be found in [68-70]. 
Although this approach may defy the conventional wisdom due to the high conductivity of the 
nanoparticles, the past measurements have shown that such nanofluids have substantially higher 
positive voltage breakdown levels with slower positive streamer velocities than that of pure 
transformer oil [25,68-70]. Specifically, it has been shown that floating conductive nanoparticles 
in transformer oil can lower the positive streamer velocity [25,26]. This paradoxical superior 
electric field breakdown performance compared to that of pure oil is due to the electron charging 
of the nanoparticles that convert high mobility electrons generated by field ionization to slow 
negatively charged nanoparticles carrying trapped electrons with effective mobility reduction by a 
factor of about ~105 [2-25]. 

When conductive nanoparticles are added to transformer oil, they effectively trap free electrons, 
which results in a significant velocity decrease for positive streamers and a velocity increase for 
negative streamers. Positive streamer’s higher propagation speed and positive impulse’s higher 
rate of occurrence in nature offers that the suspending nanoparticles improve high voltage 
performance and reliability of the transformer oil based nanofluids. Electrical breakdown testing 
of magnetite nanofluid shows that for positive streamers the breakdown voltage was almost twice 
that of the base oils during lightning impulse tests while the negative breakdown voltage is up to 
15% lower than pure transformer oil breakdown voltage [23,25,70].  

The main reason for these changes in positive and negative breakdown voltages is that the free 
electrons captured by the floating nanoparticles cannot contribute to the streamer propagation and 
charge transport, since the charged nanoparticles are much less mobile than the electrons. 
Therefore, fewer electrons are available for streamer development, which means that the 
velocities of positive and negative streamers would be lower and higher, respectively. This is 
particularly significant because slower positive streamers and faster negative streamers require 
more and less time, respectively, to traverse the gap between electrodes to lead to the breakdown. 
This allows more and less times for the applied positive and negative impulse voltages, 
respectively, to be extinguished. The results found by Segal et al. [67-70] were in direct conflict 
with conventional wisdom and experience regarding the breakdown of dielectric liquids, where 
the presence of conducting particulate matter in a dielectric liquid was expected to decrease its 
breakdown strength. On the other hand, negative impulse voltages cause lower performance of 
nanofluids since less free electrons lead to thinner initial negative streamer column, which allows 
for a higher electric field enhancement ahead of the streamer. Therefore, the presence of 
conducting nanoparticles helps negative streamers propagate faster, meaning that the negative 
breakdown voltage is reduced in nanofluids compared to the pure transformer oil. The difference 
between the effect of floating conductive nanoparticles on positive and negative streamers can 
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also be explained using the analysis performed by Hwang el al. [25,26] shown in Figure 2.6. This 
figure shows how charging a perfectly conducting sphere with surrounding electrons changes the 
configuration of electric field lines within the liquid dielectric. Charged nanoparticles (with free 
mobile electrons) make the electric field ahead of positive streamers weaker. In the case that a 
negative voltage is applied to the needle electrode, the electric field ahead of the negative 
streamers intensifies. The reason is that the negative streamers propagate in opposite direction 
electric field.  

 

Figure 2.6: Electric field lines for various times after a uniform z-directed electric field is turned on at t=0 
around a perfectly conducting spherical nanoparticle of radius R surrounded by transformer oil, and free 
electrons with uniform charge. The thick electric field lines separate field lines that terminate on the 
nanoparticle from field lines that go around the particle. The suspending nanoparticles can assist and avoid 
breakdown by scavenging the free electrons and intensifying and weakening the electric field ahead of the 
negative and positive streamer heads, respectively.   

upper hemispherical surface. Once the electrons deposit on
the nanoparticle, they redistribute themselves uniformly on
the equipotential surface so that the total negative charge on
the nanoparticle increases from zero with time. This charging

process modifies the electric field outside the nanoparticle
and continually reduces the area of the nanoparticle surface
that has a positive radial electric field component !the charg-
ing window on the particle surface", as shown in Figs. 2!b"

! !!

!!

" ""

""

"3 "2 "1 0 1 2 3
"3

"2

"1

0

1

2

3

x!R

z!R

! !!
!!

" ""

""

""

"3 "2 "1 0 1 2 3
"3

"2

"1

0

1

2

3

x!R

z!R

! !!

""

" ""

""

"3 "2 "1 0 1 2 3
"3

"2

"1

0

1

2

3

x!R

z!R

"
""

""

"
""

""

"3 "2 "1 0 1 2 3
"3

"2

"1

0

1

2

3

x!R

z!R
(a)

(c)

(b)

(d)

FIG. 2. !Color online" Electric field lines for various times after a uniform z-directed electric field is turned on at t=0 around a perfectly conducting spherical
nanoparticle of radius R surrounded by transformer oil with permittivity !1, conductivity "1, and free electrons with uniform charge density #e and mobility
$e. The thick electric field lines terminate on the particle at r=R and %=%c, where Er!r=R"=0 and separate field lines that terminate on the nanoparticle from
field lines that go around the particle. The cylindrical radius Ra!t" of Eq. !27" of the separation field line at z→+& defines the charging current I!t" in Eq. !29".
The cylindrical radius Rb!t" of Eq. !28" defines the separation field line at z→−&. The dominant charge carrier in charging the nanoparticles are electrons
because of their much higher mobilities than positive and negative ions. The conductivity of transformer oil, "1#1'10−12 S /m, is much less than the
effective conductivity of the electrons, "e#−#e$e#1'10−1 S /m. The electrons charge each nanoparticle to saturation, Qs=−12(!1E0R2 as given in Eq. !8"
with time constant )pc=4!1 / !$#e$$e" given in Eq. !12". The electric field lines in this figure were plotted using MATHEMATICA StreamPlot !Ref. 18". !a" t
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Figure 2.6 can be used to explain the nanoparticle effects on propagation of both positive and 
negative streamers. Positive streamers propagating in the direction of electric field lines (bottom 
to top in Figure 2.6) observe an electric filed intensity reduction, right in the space beyond an 
individual charged nanoparticle in their path. Negative streamers, however are propagating in the 
opposite direction of the electric field lines (top to bottom in Figure 2.6) and observe an electric 
filed enhancement right in the space after they pass an individual charged nanoparticle. These 
electric field intensity reduction and enhancement are responsible for charged nanoparticle effects 
on decreasing positive streamer velocities and increasing negative streamer velocities, which 
consequently affect the breakdown voltages as well. 
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Chapter(3((

Numerical*Simulation*Problem*Posing/Approach*
*

!
!

 
 

Before discussing any streamer model in detail, it is essential to introduce the simulation tool that 
can effectively solve such multiphysics problems. Most of the simulation work and model 
solutions presented in this thesis is performed using a commercial finite element method (FEM) 
simulation package, COMSOL Multiphysics, which as the name suggests, is a simulation tool 
capable of solving multiphysics problems. This feature makes COMSOL a suitable choice for 
modeling streamer initiation and growth due to the required coupling of electrodynamic, 
thermodynamic and fluid-dynamic processes. In this section, we describe the basic steps to build 
a COMSOL model to be solved in a timely manner. 

 

3.1 Introduction to COMSOL Multiphysics Modeling of Streamer/Surface 
Flashover 
 
The implementation and subsequent simulation of a streamer model using COMSOL is quite 
straightforward and can be done in five simple steps. The first step is the selection of the spatial 
dimension for which the simulation will take place and the mathematical equations that make up 
the model using COMSOL’s Model Navigator [71]. The simulation geometry is then defined 
along with the subdomain and boundary settings for each of the model equations. The geometry is 
then meshed, the model is solved and finally, the results of the simulation are post-processed. 
This chapter presents the way our streamer model (or any other similar model) should be set up 
and solved in COMSOL Multiphysics 4.3a (which is quite similar to the older versions of the 
software). The accuracy of COMSOL in streamer modeling was tested in this thesis and in 
O’Sullivan’s work [23] by solving problems with known analytical solutions using COMSOL 
and comparing the results with these solutions. This comparative analysis, the results of which are 
published in [46,72,73], shows that the method implemented in COMSOL Multiphysics is 
capable of generating very accurate numerical solutions. In addition, results of our FEM 
modeling have been compared to the results obtained from a finite volume method (FVM) 
software, OpenFoam, and results are in reasonable agreement [74]. 

 
3.2 Problem Posing Elements 
 
To model the streamers, many COMSOL modules should be selected and carefully tuned with 
accurate parameter definitions and realistic boundary conditions. Before then, however, the 
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simulation geometry and the boundary conditions should be chosen in a way that the modeling 
results can be compared with previous models and experiments. Apart from these physical issues, 
any numerical effort has to answer two challenging questions. One, is there any quicker or more 
accurate technique (e.g., meshing scheme and solver) that can be employed? Two, how can we be 
sure that the results are trustworthy (verification)? This chapter presents the essential steps we 
have taken in this thesis to make our model faster and more accurate. Using the features 
introduced in this chapter, we have significantly improved and optimized our model. More details 
of the streamer model and verifying evidence of accuracy for the obtained results are also given 
in the following chapters. 

 
3.2.1 Simulation Geometry 
 
Before selecting the relevant governing equations for the model, the simulation geometry must be 
defined. COMSOL provides users with a range of CAD tools for geometry modeling purposes. 
Some of these CAD tools are provided with a livelink [71] in which both COMSOL and CAD 
tools can run simultaneously. One of these powerful tools is Solidwork [71], which is especially 
helpful for three-dimensional (3-D) simulation geometries. In addition to these external tools, the 
COMSOL package allows for drawing new geometries as well as the importation of geometries 
from stand alone CAD packages. All the streamer simulations presented in this thesis use a 
simulation geometry imported from an external source. A 3-D CAD representation of this 
geometry, studied in Chapter 6, was built inside COMSOL Multiphysics using its own “revolve” 
and “extrusion” functions. This 3-D representation was used for all 3-D studies carried out as a 
part of this thesis. In addition to the traditional Cartesian 1-D, 2-D and 3-D geometries, COMSOL 
supports a very useful axisymmetric space dimension that enables us to model the essentially 3-D 
phenomena of streamer development using the axial symmetry approximation with a much faster 
pace.  

 
3.2.2 Governing Equations  
 
Once the simulation geometry has been drawn/imported into COMSOL, the subdomain and the 
boundary settings for the model equations must be specified by selecting each of the model 
equations and entering the appropriate parameter values and expressions into each module’s 
settings dialogue boxes. The details of these subdomain and boundary settings will be discussed 
further in later sections of this chapter. The first and foremost question is which modules are 
required to accomplish the modeling task having the governing equations. The software covers a 
vast variety of modules as shown in Figure 3.1. Even if the physics/governing equations cannot 
be found in this list, it can be implemented based upon the Partial Differential Equation (PDE) 
module embedded in the Multiphysics core of the software, which possesses the general forms of 
PDEs and appropriate boundary conditions. 
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Figure 3.1: COMSOL framework with different modules and interfaces. These modules can be combined 
and cascaded to accomplish any complicated modeling task with different aspects [71]. The highlighted 
modules have been used in this thesis. 

 

 
3.2.3 Boundary Conditions 
 
Probably the trickiest part of setting a model is defining the correct boundary conditions. Each 
problem imposes its own specific boundary conditions and sometimes it is not provided in 
COMSOL by default. For these cases, usage of functions and codes written using MATLAB 
syntax is crucially useful (COMSOL and MATLAB share almost the same syntax). Apart from 
these cases, the software collects all the common equations and boundary conditions formulated 
by the physics interfaces into one large system of PDE boundary conditions, which can be easily 
set up.   

 
 
3.2.4 Stabilization Techniques 
 
Several techniques for handling numerical instabilities (usually raised by transport equations) 
without the need for mesh refinement are available in COMSOL Multiphysics. Commonly, 
different stabilization techniques add some terms into the transport equations. These terms 
introduce a numerical diffusion (also known as artificial diffusion, artificial viscosity or 
numerical viscosity, etc.) that stabilizes the solution. Such stabilizations are divided into two 
categories, inconsistent and consistent [71]. A consistent stabilization method adds numerical 
diffusion in such a way that solution of the problem with numerical diffusion is also an exact 
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solution of the original equation without the excessive terms. In other words, a consistent 
stabilization method gives less numerical diffusion the closer the numerical solution comes to the 
exact solution. An inconsistent stabilization method, on the other hand, adds numerical diffusion 
in such a way that an exact solution of the resulting equation is not necessarily a solution to the 
problem with numerical diffusion. In other words, an inconsistent method adds a certain amount 
of diffusion independently of how close the numerical approximate solution is to the exact 
solution. 

Adding isotropic diffusion, as an example of inconsistent stabilization techniques, is equivalent to 
adding an extra term into the equation, which changes the essence of the problem [71]. Therefore, 
a solution obtained with isotropic diffusion might not be satisfactory in all cases. Nonetheless, the 
added diffusion definitely dampens the effects of numerical oscillations and impedes their 
propagation to the other parts of the finite element system. Isotropic diffusion has not been used 
in obtaining results reported in this thesis. However, it has been helpful in the preliminary stages 
of the modeling where no solution was yet available. 

Streamline diffusion (SD) and Crosswind diffusion (CWD) are the most popular types of 
consistent stabilization techniques. Most application modes that support streamline diffusion 
support one or several of the following three types: 

• Anisotropic diffusion (implemented only in COMSOL 3.5a) 
• Streamline upwind Petrov-Galerkin (SUPG)  
• Galerkin least-squares (GLS)  

Anisotropic diffusion is a direct refinement of the isotropic diffusion method described above. In 
many cases, there is no need for any artificial diffusion in the direction orthogonal to the field 
direction. It is therefore possible to modify the system to a form that only adds artificial diffusion 
in the direction of the flow (the streamline direction). Analogous to the case of isotropic artificial 
diffusion, a problem stabilized with anisotropic diffusion is not identical to the original problem. 
In fact, the exact solution to the original equations does not solve the stabilized problem. 
However, the errors introduced by the anisotropic artificial diffusion are far less serious than the 
ones created by isotropic artificial diffusion. 

The Streamline upwind Petrov-Galerkin method is a consistent method, which means that it does 
not perturb the original transport equation. A model that converges with this method can be 
considered to be a solution to the discrete counterpart of the original equation. It is closely related 
to upwinding schemes in finite difference and finite volume methods. SUPG can be shown to add 
a smaller amount of stability than anisotropic diffusion [71]. It can be shown that the accuracy of 
SUPG is better than anisotropic diffusion even at anisotropic diffusion’s best performance. 

Galerkin least-squares (GLS) is a more advanced version of SUPG, with which it shares many 
features. GLS, for example, is also a consistent method and has the same order of accuracy as 
SUPG. Compared to Galerkin least-squares (GLS), SUPG is, on the one hand, less sophisticated 
and thereby less stabilizing; on the other hand, SUPG involves fewer discrete terms and is 
therefore computationally less expensive [75]. 
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All types of streamline diffusion introduce artificial diffusion in the streamline direction. This is 
often enough to obtain a smooth numerical solution provided that the exact solution of the 
original equation does not contain any discontinuities. At sharp gradients, however, undershoots 
and overshoots can occur in the numerical solutions. Crosswind diffusion addresses these 
spurious oscillations by adding diffusion orthogonal to the streamline direction, that is, in the 
crosswind direction [76]. 

Most crosswind diffusion methods are consistent; that is, they do not alter the equation. The most 
efficient methods are nonlinear [76,77]. This means that the discrete equation system becomes 
nonlinear even if the original equation is linear, which can increase the computational cost. 

COMSOL recommends using crosswind diffusion if it is important to avoid undershoots or 
overshoots [71]. Typical examples are concentrations that must not become negative and mass 
fractions that must not be greater than one [78]. Codina [76] presents a comprehensive review of 
most of the existing crosswind diffusion methods. 

Figure 3.2 displays and compares the effects of different types of stabilization techniques with the 
exact solution of a given transport equation (the generic scalar convection-diffusion transport 
equation): 

∂u
∂t

+β ⋅∇u =∇⋅ (c∇u)+ F  (3.1) 

The case, in which no artificial diffusion is applied, is also shown in Figure 3.2. The solution 
closely follows the reference solution away from the boundary layers, but at the boundary layers, 
oscillations occur. This is a typical behavior for streamline diffusion: the solution becomes 
smooth and exact in the regions away from the boundaries, but can contain oscillations at sharp 
gradients. 

 

3.2.5 Meshing Policies and Mesh Element Definitions 
 
The effective meshing of the simulation geometry is a crucial step in any simulation process. The 
simulation geometry must be meshed in a manner that minimizes the solution error and the 
simulation time at the same time, which in some cases turns out to be difficult. Many simulation 
geometries are such that an acceptable solution accuracy can be achieved from reasonably coarse 
meshes. Unfortunately, this is not always the case. Geometries with vastly differing feature sizes, 
such as the needle/sphere geometry that was used during the course of this thesis, often require 
fine meshes, particularly if significant dynamics are expected to exist in the regions surrounding 
the small features. Since significant dynamics do occur near the tip of the needle electrode during 
streamer simulations, the meshing of the needle/sphere simulation geometry proved to be 
challenging. Unstructured meshes were used for all the simulations being discussed in this thesis. 
The number of mesh elements in the unstructured mesh is determined from the shape of the 
simulation geometry and the settings in the mesh parameters.  
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Figure 3.2: The plots compare the stabilized solution (dashed line) with the reference solution (solid line). 
a) unstabilized Galerkin formulation, b) stabilized formulation with isotropic diffusion, c) stabilized 
formulation with streamline anisotropic diffusion, d) stabilized formulation with SUPG diffusion, e) 
stabilized formulation with SUPG diffusion and crosswind diffusion [71]. 
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The COMSOL meshing tool allows a range of settings to be varied, which can lead to the 
generation of a more suitable mesh than would be generated by the default meshing settings. 
Imposing such conditions on specific boundaries for example allows for the generation of meshes, 
which are dense in the regions where significant dynamics are expected, thus ensuring accuracy, 
while at the same time sparse in the other regions, thus reducing the computational load. 

COMSOL has recently added a feature called physics-controlled mesh in the sequence type list in 
the setting window of a mesh node using which COMSOL Multiphysics creates a mesh that is 
adapted to the chosen physics settings in the model. In this type of meshing, COMSOL still lets 
the user to modify the overall element scheme and size of the physics-induced mesh such as 
selecting a different element size setting in the element size list. If one changes the physics 
settings in the model and rebuilds the meshing sequence, COMSOL Multiphysics creates a new 
mesh adapted to the new physics settings. We greatly benefited from this feature in this thesis 
[71]. 

Another interesting feature embedded in the COMSOL meshing environment is adaptive mesh 
refinement. In this feature, the user determines the maximum number of elements and maximum 
number of refinements. If the number of elements exceeds this number, the solver will stop even 
if it has not reached the number specified in the maximum number of refinements field [71]. 

The moving mesh feature is also provided by COMSOL Multiphysics.  This attribute feature adds 
automatic remeshing whenever and wherever required [71]. Automatic remeshing can be added 
together with the Time-Dependent Solver operation feature. It can be used along with the Moving 
Mesh interface to assure a satisfactory mesh quality throughout the simulation. Detailed 
explanations about the mesh implementation in this thesis research are given in Appendix A2. 

 
3.2.6 Numerical Solvers 
 
Once the simulation geometry is imported, the equation settings are specified and the meshing is 
complete, all that remains to be done is to solve the model and examine the results. Solving a 
model with COMSOL involves selecting an appropriate solver for the set of partial differential 
equations, which make up the model. Streamers are dynamic structures; therefore a time-
dependent solver is required to solve a streamer model. COMSOL provides many time-dependent 
solvers that can solve both linear and nonlinear PDE problems. COMSOL allows the selection of 
a number of linear system solvers. Some of these are direct solvers, while others are iterative 
solvers. All the solvers break down each problem into the solution of one or several linear 
systems of equations. Priority is usually with direct solvers, however, the decision to use a direct 
or iterative solver is ultimately driven by solution time and memory requirements as large 
numerical problems may easily make the computer out of memory, or cause very slow solution 
(long time to finish the simulation). The direct solvers solve a linear system by Gaussian 
elimination, which is a stable and reliable process well suited for ill-conditioned systems. This 
reduces the need for tuning the solver and as a result, direct solvers are more efficient for solving 
1-D and 2-D problems. The use of direct solvers with 3-D problems often demands unreasonably 
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large memory resources and therefore the iterative solvers are generally preferred for 3-D 
problems. Six linear system solvers are available for solving the time-dependent problems.  

Three direct and three iterative linear solver systems are implemented in COMSOL Multiphysics, 
each suitable for solving particular problems. It might be straight forward to recommend one of 
these solvers for a problem having one module; however, when the number of modules exceeds 
three, it becomes quite tricky to decide which direct solver is more effective before trying all of 
them. Before introducing the streamer/surface flashover model and their optimum solvers, a brief 
description of each COMSOL solver is given in this section.  

There are three major direct linear solvers embedded in COMSOL Multiphysics:   

1) Usually the default solver in most of the problems solved in COMSOL is a parallel sparse 
direct linear solver, MUMPS (MUltifrontal Massively Parallel sparse direct Solver) [79], which 
works on general systems of the form Ax = b. MUMPS uses several preordering algorithms to 
permute the columns and thereby to minimize the fill-ins. This solver is multithreaded on 
platforms that support multithreading and also supports solving on distributed memory 
architectures through the use of MPI [71,79].  This solver also includes out-of-core capabilities. 
The MUMPS out-of-core solver stores the LU factors on the hard drive. This minimizes the 
internal memory usage. The cost is longer solution times because it takes a longer time to read 
and write to the hard disk than using the internal memory. One can specify the temporary 
directory where MUMPS stores the LU factors using the -tmpdir switch [79]. The LU factors are 
stored as blocks on the hard drive. The MUMPS code was originally written in F90 [79].  

2) The parallel sparse direct linear solver PARDISO also works on general systems of the form 
Ax = b. In order to improve the sequential and parallel sparse numerical factorization 
performance, the solver algorithms are based on a Level-3 BLAS update [71,80], and they exploit 
pipelining parallelism with a combination of left-looking and right-looking supernode techniques 
[71,80]. PARDISO is multithreaded on platforms that support multithreading. On distributed 
memory architectures, the solver settings are changed to corresponding MUMPS settings if 
needed. The code is written in C and Fortran. COMSOL Multiphysics uses the PARDISO version 
developed by Olaf Schenk and collaborators [80], which is included with Intel MKL (Intel Math 
Kernel Library). To avoid pivoting, PARDISO uses a pivot perturbation strategy that tests the 
magnitude of the potential pivot against a constant threshold. The perturbation strategy is not as 
robust as ordinary pivoting. In order to improve the solution time, PARDISO uses iterative 
refinements [71,80]. PARDISO also includes out-of-core capabilities. The PARDISO out-of-core 
solver stores the LU factors on the hard drive. This minimizes the internal memory usage. The 
price is longer solution times because it takes again a longer time to read and write to disk. One 
can specify the temporary directory where PARDISO stores the LU factors using the -tmpdir 
switch; see the COMSOL Multiphysics Installation and Operations Guide for further details. The 
LU factors are stored as blocks on the hard drive [71,80]. 

3) The SPOOLES (SParse Object Oriented Linear Equations Solver) also works on general 
systems of the form Ax = b using the multifrontal method and direct LU factorization of the 
sparse matrix A [81]. When the matrix A is symmetric or Hermitian, the solver uses an LDLT 
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version of the algorithm, which saves half the memory [71]. SPOOLES uses several preordering 
algorithms to permute the columns and thereby minimize the fill-ins. This solver is multithreaded 
on platforms that support multithreading and also supports solving on distributed memory 
architectures through the use of MPI [81]. The code is written in C [81]. COMSOL Multiphysics 
uses SPOOLES version 2.2 developed by Cleve Ashcraft and collaborators [71,81]. 

All these three linear system solvers above work on general sparse linear systems of the form    
Ax = b and use LU factorization on the matrix A to compute the solution x. In doing so, they use a 
preordering algorithm that permutes the columns of A to minimize the number of nonzeros in the 
L and U factors. Popular preordering algorithms include Minimum degree, Nested dissection, and 
Multisection. The solvers MUMPS and SPOOLES run distributed when running COMSOL in 
distributed mode (on clusters, for example). All linear system solvers benefit from shared 
memory parallelism (multicore processors, for example); however, MUMPS do so to a slightly 
lesser extent than PARDISO and SPOOLES [71,79-81].  

Three major iterative direct solvers in COMSOL multiphysics are 

1) The GMRES Iterative system solver uses the restarted Generalized Minimum RESidual 
method [71] is an iterative method for general linear systems of the form Ax = b. For fast 
convergence it is important to use an appropriate preconditioner. The value in the number of 
iterations before restart field in the general section of the settings window for the iterative node 
specifies the number of iterations the solver performs until it restarts (the default is 50). There is 
no guarantee that a restarted GMRES converges for a small restart value. A larger restart value 
increases the robustness of the interactive procedure, but it also increases the memory use and the 
computational time. For large problems, the computational cost is often very large to produce a 
preconditioner of such a high quality that the termination criteria are fulfilled for a small number 
of iterations and for a small restart value. For those problems, it is often advantageous to set up a 
preconditioner with a somewhat lower quality and instead increase the restart value or iterate 
more steps. Doing so typically increases the condition number for the preconditioned system, so 
an increase in the error-estimate factor might be needed as well. Two slightly different versions of 
GMRES are available in COMSOL Multiphysics. The difference between these two versions is 
whether left or right preconditioning is used [71]. The default choice is left preconditioning. 
Normally, the two versions of GMRES have similar convergence behavior [71,82]. However, if 
the preconditioner is ill-conditioned, there will be differences in the behavior. 

2) The FGMRES Iterative Solver uses the restarted Flexible Generalized Minimum RESidual 
method [71]. The solver is a variant of the GMRES solver that can handle a wider class of 
preconditioners in a robust way [71]. One can, for example, use any iterative solver as a 
preconditioner for FGMRES. The downside with this method is that it uses twice as much 
memory as GMRES for the same value in the number of iterations before restart field. FGMRES 
uses right preconditioning and therefore has the same convergence criterion as right-
preconditioned GMRES. If FGMRES is used together with a constant preconditioner such as the 
Incomplete LU preconditioner, then the FGMRES solver will be identical to the right 
preconditioned GMRES solver. 
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3) The Conjugate Gradients Iterative Solver uses the conjugate gradients iterative method [71]. It 
is an iterative method for linear systems of the form Ax = b where the matrix A is positive definite 
and symmetric (Hermitian). Sometimes the solver also works when the matrix is not positive 
definite, especially if it is close to positive definite. This solver uses less memory and is often 
faster than the GMRES solver, but it applies to a restricted set of models. For fast convergence it 
is important to use an appropriate preconditioner, which should be positive definite and 
Hermitian/symmetric. Select the preconditioning type from the Preconditioning list. The default 
choice is left preconditioning. For the conjugate gradient method this choice only affects the 
convergence criterion and not the algorithm itself. 

The iterative solver iterates until a relative tolerance is fulfilled. The user specifies this tolerance 
in the relative error field of the operation feature that this attribute belongs to. The solvers that 
require less memory and computational time per iteration typically are less robust and not 
applicable to all problem types. The tolerance settings can have an important impact on the 
accuracy of the solution. When the solution for the value of a particular variable is larger than the 
tolerance values, the error will be small; however, if the solution is less than the tolerance values, 
the error in the solution will be large. Therefore, when it comes to setting the tolerance values it is 
important to have a prior knowledge of the scale of the solution. 

The physics interface selects a default linear system solver that usually is appropriate for the 
problem type, at least for single-physics models. If the default solver does not perform well, 
COMSOL recommends reviewing the following guidelines to choose the appropriate linear 
system solver [71]: 

1 Try the PARDISO direct solver.  
2 Try the MUMPS direct solver.  
3 If the solver still runs out of memory or is too slow, use one of the iterative solvers 

GMRES, FGMRES, or BiCGStab. Select a preconditioner according to the guidelines in 
the section about the iterative solver.  

4 If the system is positive definite and real symmetric or Hermitian, try the conjugate 
gradients iterative solver, which is more memory-efficient and sometimes faster than 
GMRES, FGMRES, and BiCGStab. Select a symmetric preconditioner. Try the 
SPOOLES direct solver. It often uses less memory but is less numerically stable and is 
also slower. 

5 The attribute feature handles settings for iterative linear system solvers. You can use the 
Iterative node together with operation features such as the Eigenvalue Solver, Stationary 
Solver, and Time-Dependent Solver.  

6 An alternative to the iterative linear system solvers is given by direct linear system 
solvers, which are handled via the direct attribute feature. Although several attribute 
features for solving linear systems can be attached to an operation feature, only one can 
be active at a given time. 

Implementation of all these solvers can be found in the COMSOL reference guide [71] under 
the topic of “solver algorithms.” 
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To gain confidence in the COMSOL streamer modeling, the unipolar charge carrier transport is 
analytically solved in different one-dimensional (1-D) Cartesian, cylindrical and spherical 
geometries and the solutions are compared with COMSOL modeling results of the same problem. 
Specifically, 1-D migration-Ohmic unipolar charge transport in series, two-region, oil-pressboard 
composite dielectric systems are analytically solved in planar, coaxial cylindrical and concentric 
spherical electrode geometries with a step current source. Space charge limited and linear 
injection conditions are applied as the boundary condition on the electrode surface in transformer 
oil. The method of characteristics is used to convert the governing partial differential equations 
into a set of ordinary differential equations that allows for expressing analytical solutions as 
functions of time and space for volume and interfacial surface charge densities, electric field and 
voltage drop in oil, and pressboard regions. Charge trajectories in the oil region are also obtained 
using the method of characteristics in different coordinates. Comparison of analytical solutions 
with COMSOL Multiphysics numerical modeling results confirms the correctness and high 
accuracy of our numerical solutions. 

Apart from the verification of our modeling approach, results of this chapter are the base on 
which we build the ultimate 2-D asymmetric model of multipolar charge transport 
(streamer/surface flashover) in liquid/solid composite dielectric systems in Chapter 7. Power 
transformers, transmission cables, and other high voltage equipment often utilize liquid-solid 
composite dielectric systems such as transformer oil-pressboard. Such composite dielectric 
systems constitute the major insulation solutions used to improve the insulation and cooling 
capabilities of high voltage equipment [57]. Experimental evidence has shown that pre-
breakdown phenomena in liquid-solid insulation systems often differ from liquid-only 
systems [1]. Therefore, the ability to model and understand charge injection, transport and 
interface charge accumulation is of great importance. 

The governing partial differential equations in time and space for a step current source are 
converted into a set of ordinary differential equations in the moving charge’s reference frame 
using the method of characteristics and solved for different boundary conditions. The space 
charge limited boundary condition is often used in semiconductor applications. In this thesis, we 
have applied this injection boundary condition along with linear charge injection to two-region 
series oil/pressboard planar, cylindrical and spherical geometries with a step current source. The 
liquid dielectric (oil) is assumed to have unipolar ion conduction described by a constant mobility 
µ, while the solid dielectric (pressboard) is modeled by an Ohmic conductivity σ, with zero 
volume charge density. The results give charge density and charge trajectories in the oil region, 
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and the electric field distribution as a function of time and space in both oil and pressboard 
regions. The terminal voltage and surface charge density at the oil/pressboard interface are 
calculated as a function of time. Most of the analysis yields closed-form expressions, which are in 
good agreement with numerical simulations. The general form of governing equations in oil and 
pressboard (pb) regions are listed Table 4.1.  

 

Table 4.1: Governing equations of charge transport in liquid/solid insulation systems 

 Liquid Region (Oil) Solid Region (Pressboard) 

Gauss’ law ∇⋅ (εoil


Eoil ) = ρ  ∇⋅ (ε pb


Epb ) = 0  

Conservation of charge ∇⋅

Joil +

∂ρ
∂t

= 0  ∇⋅

J pb = 0  

Migration/Conduction 
Equations 


Joil = ρµ


Eoil  


J pb =σ


Epb  

 
 

 

4.1  Migration of Unipolar Charge Carrier between Cartesian, Cylindrical 
and Spherical Electrodes in Liquid-Only Systems 
 
A one-dimensional transient analysis of unipolar charge injection and transport in a single 
dielectric region between two planar electrodes stressed by an applied step voltage was first 
presented in [7-9].  In these publications, exact solutions are obtained for the transient behavior of 
the bulk electric-field and space-charge density distributions and for the terminal current-voltage 
(I-V) time dependence. The analysis is generalized to handle any initial and boundary conditions 
for any terminal constraints or excitations. This chapter extends the closed-form single region 
results to two-region series planar, cylindrical, and spherical geometries that model a liquid/solid 
lossy dielectric system such as transformer oil/pressboard. 

 
4.2 Migration-Ohmic Analysis of Charge Transport in a Series Liquid-
Solid Dielectric System with Linear Charge Injection from a Planar 
Electrode 
 
This section extends the closed-form solutions of [84,85] obtained for single region migration 
problem to a two-region series planar geometry that models a liquid/solid lossy dielectric system 
such as transformer oil/pressboard composite dielectric system used in power transformers. 
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The governing partial differential equations of Table 4.1 are converted into a set of ordinary 
differential equations in the moving charge’s reference frame using the method of characteristics 
and solved with the linear charge injection constitutive law where the injected positive charge 
density from the positive electrode at x=0 is proportional to electrode electric field. In the 
previous studies [23,25], the analysis was confined to space-charge-limited injection, whereby the 
electric field at the charge injecting electrode is zero while the charge density is infinite keeping 
the injection current finite. In this thesis, we have generalized this injection boundary condition to 
a linear injection law such that the electric field at the charge-injecting electrode can be non-zero.  

The liquid dielectric is assumed to have unipolar ion conduction described by a constant mobility, 
while the solid dielectric is modeled by ohmic conduction. The results give charge density and 
charge trajectories in the liquid region, and the electric field distribution as a function of time and 
space in both regions. The terminal voltage and surface charge density at the liquid/solid interface 
are calculated as functions of time. Most of the analysis yields closed-form expressions, which 
are in excellent agreement with numerical simulations [72,73]. 

 

4.2.1 Governing Equations and Linear Charge Injection 
 
A one-dimensional migration-Ohmic model, where all quantities only depend on coordinate x and 
time t, describes the charge transport phenomena in a planar series two-region liquid-solid 
geometry shown in Fig. 1. Region I represents a transformer oil region with positive charge 
mobility, µ, and dielectric permittivity, εI =εoil, while Region II represents a pressboard region 
with Ohmic conductivity, σ, and dielectric permittivity, εII =εpb. For the transient analysis, we  
excite the system with step terminal current I(t)=J0Su(t) at t=0,  where I(t≤ 0-)=0 and I(t ≥0+)=J0S 
where J0 is the terminal current per unit electrode area S. It is assumed that only the positive 
electrode at x=0 injects positive volume charge into the system. This charge travels from Region 
I into Region II passing through the interface at x=a, where surface charge can accumulate at the 
interface. In this model, we have selected representative numerical values in Table 4.2 for 
transformer oil and pressboard. 

 

!
Figure 4.1: Two-region, series planar, liquid-solid dielectric model excited by a time-dependent current 
source, I(t), with Region I obeying a mobility (µ) conduction law and Region II obeying Ohmic conduction. 
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Table 4.2: Parameters of dielectric analysis with linear charge injection condition in Cartesian geometry 

Parameter Symbol Value 
Permittivity of Region I  (Oil) εoil= εI 2×10-11 Fm-1 
Permittivity of Region II (Pressboard) εpb= εII 4×10-11 Fm-1 
Positive Ion Mobility in Region I (Oil) µ 10-9 m2V-1s-1 
Conductivity of Region II (Pressboard) σ 3×10-12  Ω-1m-1 
Applied Current Density  J0= I0/S 10-7 Am-2 
Region I Thickness a 0.0125 m 
Total Thickness (Region I and Region II) b 0.025 m 

 
 

In this one-dimensional geometry, the electric field and current density in both regions are only in 
the x direction. Gauss’ law and conservation of charge can be written for the one-dimensional (x-
direction) system in oil region as:  

εoil

∂Eoil (x,t)
∂x

= ρ(x,t),  (4.1) 

∂Joil (x,t)
∂x

+
∂ρ(x,t)
∂t

= 0.  (4.2) 

 
The boundary conditions for the electric field and current density at the interfacial surface x=a 
are: 

ε pbEpb(x = a
+
,t)−εoilEoil (x = a

−
,t) =σ s (t),  (4.3) 

J pb(x = a
+
,t)− Joil (x = a

−
,t)+

∂σ s (t)
∂t

= 0.  (4.4) 

 
where Joil (x,t)=ρ(x,t)µEoil(x,t) is the migration current density in Region I, Jpb (t)=σEpb (t) is the 
ohmic current density in Region II and σs(t) is the surface charge density at the interface (x=a). 
Since the electric field is conservative (i.e., ∇×


E = 0 ) in both regions, the voltage drop between 

the electrodes is: 

V (t) =VI (t)+VII (t) =Voil (t)+Vpb(t) = Eoil (x,t)dx + Epb(x,t)dx
a

b

∫
0

a

∫ .  (4.5) 

 
At the positive electrode (x=0), the positive charge carriers are injected into oil (Region I) via the 
assumed linear injection law: 

ρ(x = 0,t) = εoil∂Eoil (x,t) / ∂x |x=0= AEoil (x = 0,t),  (4.6) 

 
where A is the charge injection coefficient. Using equations (4.1) and (4.2), the total migration 
and displacement current densities in Region I are: 
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J0 (t) = µρ(x,t)Eoil (x,t)+εoil

∂Eoil (x,t)
∂t

.  (4.7) 

 
where J0(t)=I0(t)/S is the current source I0 per unit electrode area S for t ≥0+. In Region II, the total 
Ohmic and displacement current density is only a function of time and not space: 

J0 (t) =σEpb(t)+ε pb

∂Epb(t)
∂t

.  (4.8) 

 
In the steady-state (t→∞), the total current densities, Joil (x,t) and Jpb (x,t) are constant. Hence, 
from equations (4.7) and (4.8): 

J0 = µεoilEoil

dEoil

dx
=σEpb ⇒ J0 =

d
dx

1
2
εoilµEoil

2
"

#
$

%

&
'=σEpb.  (4.9) 

 
Using equation (4.6), as a charge boundary condition at x=0, we obtain: 

EI =
J0

µ
( 2x
εoil

+
1
A

), Epb = J0 /σ .  (4.10) 

 
From equations (4.5) and (4.10), the terminal voltage is: 

 

V =
2
3

2J0

εoilµ
 (a +

εoil

2A
)3/2 − (

εoil

2A
)3/2

"

#
$

%

&
'+

J0

σ
(b− a)  (4.11) 

 

 
Figure 4.2 plots the non-dimensional steady-state terminal voltage V =Vεoilµ / (σa2 ) versus non-

dimensional charge injection coefficient A = Aa / εoil for different values of non-dimensional 

applied current density J0 = J0εoilµ / (aσ 2 ) .  

Equation (4.11) is rewritten to solve for the current density as a function of voltage in equation 
(4.12): 

 

J 0 =
σ

6(b− a) εoilµ

"

#
$
$

εoil

A

%

&
'

(

)
*

3/2

− 2a +
εoil

A

%

&
'

(

)
*

3/2%

&
'
' +

εoil

A

%

&
'

(

)
*

3/2

− 2a +
εoil

A

%

&
'

(

)
*

3/2%

&
'
'

(

)
*
*

2

+ 36
εoilµ

σ
b− a( )V

%

&

'
'

(

)

*
*

1/2 (

)

*
*
*

+

,

-
-
-

2

.  (4.12) 
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Figure 4.2: Nondimensionalized DC 
voltage V =Vεoilµ / (σa2 ) for various non-

dimensional current densities J0 = J / J0 as 
a function of non-dimensionalized charge 

injection coefficient A = Aa / ε
oil . 

 

!
 

From equation (4.10), the steady-state charge density in the liquid region (Region I) is found 
using Gauss’ law: 

 

ρ(x) = εoil

dEoil

dx
= J0 / (µ 2x

εoil

+
1
A

!

"
##

$

%
&&).  (4.13) 

!

 
The surface charge density σs on the interfacial surface x=a is found from equation (4.3): 

 

σ s = ε pbJ0 /σ − J0εoil (2a +εoil / A) / µ .  (4.14) 
!

 
The special case of space charge limited injection, as presented in [2], occurs when A is assumed 
to be infinitely large, so that the electric field at x=0 goes to zero, i.e., E(x=0)→0. For this special 
case, the electric field, terminal voltage, current density, charge density and surface charge in 
equations (4.10-4,14), respectively, agree with the results of [25]. 

Due to the step current source in Fig. 4.1, the transient analysis results in both migration/ohmic 
conduction and displacement currents (equations (4.7) and (4.8)). We assume an initially 
unexcited system with a linear charge injection law, given by equation (4.6), at x=0. From 
equations  (4.2), (4.6) and (4.8), the current densities in Regions I and II are equal to J0(t). Also, 
since EII only depends on time and not position, the charge density in Region II is zero, i.e.,       
ρpb =εpb ∂Epb /∂x =0. 

The solution of electric field in Region I can be obtained from the total derivative of the electric 
field in the reference frame of the moving charge, which is: 
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dEoil

dt
=
∂Eoil

∂t
+

dx
dt
⋅
∂Eoil

∂x
=

J0

εoil

on dx
dt

= µEoil .  (4.15) 

 
Using the method of characteristics, a general solution method for hyperbolic partial differential 
equations, the electric field along a charge trajectory is obtained by integrating equation (4.15): 

Eoil (x,t) =
J0

εoil

(t − t0 )+ Eoil (x0 ,t0 ).  (4.16) 

 
Since dx/dt=µEI, the charge trajectory position x in Region I is obtained by integrating equation 
(4.16): 

x(t) =
J0µ

2εoil

(t − t0 )2 + µEoil (x0 ,t0 )(t − t0 )+ x0 ,  (4.17) 

 
where x0 is the starting position of a trajectory at time, t=t0. Using the method of characteristics 
with equation (4.2), the differential equation which describes the charge density along the 
trajectories is: 

∂ρ
∂t

+ µEoil
∂ρ
∂x

+
µ
εoil

ρ 2 =
dρ
dt

+
µ
εoil

ρ 2 = 0 on dx
dt

= µEoil .  (4.18) 

 
By solving the ordinary differential equation in equation (4.18), the volume charge density in 
Region I is: 

ρ(t) =
εoilρ(x0 ,t0 )

εoil + µρ(x0 ,t0 ) (t − t0 )
on dx

dt
= µEoil ,  (4.19) 

!

 
where ρ(x0,t0) is the charge density at the starting point of a trajectory at x=x0, t=t0. Figure 4.3 
shows the results in the space-time domain for the charge transport transient model. Injected 
charge in Region I travels on specific trajectories (like the solid black curve shown in Fig. 4.3) 
until they reach the interfacial surface at x=a.  

In Sub-region I1 (the area which is labeled as “initial condition problem” in Figure 4.3), the 
charge density is zero, since it has been assumed that there is no initial volume charge at t=0. 
With zero initial charge density, ρ(x0,t0=0)=0, the charge density ρ(t) given by equation (4.19) 
remains zero for its entire trajectory. As a result, the electric field, Eoil (t), for Sub-region I1 is 
merely a function of time and not position. Conversely, after positive charge is injected from the 
positive electrode for t0>0, in Sub-region I2, the charge density, ρ(x=0,t=t0), is non-zero and the 
electric field and the charge density are functions of space and time.  
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Figure 4.3: Space-time domain for the transient one-dimensional model of charge transport in the 
migration-Ohmic system for planar electrodes. In Region I, the demarcation curve, xd(t), separates the 
initial condition problem (Sub-region I1) from the charge injection problem (Sub-region I2). The integration 
paths ζ1 and ζ2 in Region I and ξ1 in Region II, used to calculate terminal voltage are shown for times less 
than the charge time of flight (td) starting at x=0, t=0 and ending at x=a, t=td. Integration paths ζ3 and ξ2 in 
Region I /II are shown for times greater than td. 
 
 
!
The demarcation curve, xd (t), in Figure 4.3, given by equation (4.17) with x0=0, t0=0, separates 
Sub-regions I1 and I2. Along this charge trajectory the electric field is given by equation (4.16) 
with Eoil(x0=0,t0=0)=0. To the right of the demarcation curve (Sub-region I2) we have positive 
charge trajectories emanating from (x0=0, t0>0).  Thus, for the demarcation curve xd (t) and other 
charge trajectories in Sub-region I1, the electric field is obtained from equation (4.16) with           
Eoil (x0,t0=0)=0. The electric field at t=0 is zero, since no charge is yet injected into Region I. The 
demarcation curve is characterized by equation (4.17) with x0=0, t0=0 and EI(x0=0,t0=0)=0. The 
demarcation time, td, is the charge time of flight, where xd (t=td)=a with t0=0: 

 

td =
2εoila
µJ0

.  (4.20) 

 
To obtain the electric field in Sub-region I2 at any arbitrary point in the space-time domain, such 
as (xi, ti) in Figure 4.3, we first need to determine Eoil(x=0,t=t0) to serve as an initial condition. 
The electric field at x=0 is the solution of equation (4.7): 

µAEoil
2 (x = 0,t)+εoil∂Eoil (x = 0,t) / ∂t = J0 ,  (4.21) 

 



1-D Analysis and Modeling of Charge Transport in Liquid-Solid Composite Dielectric Systems 4 
!

!
!
!
!

- 71 - 

which has the solution: 

EI (x = 0,t) =
J0

µA
tanh µA J0

t
εoil

!

"
##

$

%
&&.  (4.22) 

 

 
As a check, for the space charge limited case (A→∞), the electric field at x=0 must be zero to 
keep the current density J0 finite [84,85], which is satisfied by equation (4.22). Having determined 
the electric field at the positive charge injecting electrode at x=0, for all values of starting time t0 

in equation (4.22), the electric field for any point in Region I in space and time is derived from 
equation (4.16). Also, we can obtain the trajectory characteristics  for unipolar charge emanating 
from the charge injecting electrode (x0=0) at t=t0 via equations (4.17) and (4.22). However, the 
equations for electric field and charge trajectories are not complete since t0, or equivalently   
Δt=t-t0, is not known for arbitrary values of x and t in Region I. Fortunately, by solving the 
quadratic equation of equation (4.17) for Δt when x=a, two possible solutions exist. Taking into 
consideration that Δt must always be positive, the correct solution is: 

Δt = t − t0 =
εoil

J0

Eoil
2 (x = 0,t0 )+

2J0

µεoil

a − Eoil (x = 0,t0 )
#

$
%
%

&

'
(
(
.  (4.23) 

!

 
To determine the voltage across the two regions we need to integrate the electric field over 0< x 

<b, as shown by equation (4.5). However, we must first obtain the electric field at any arbitrary 
point, (xi, ti) in Sub-region I2, which requires Eoil (x=0,t0) from equation (4.22). To obtain          
Eoil (x=0,t0), the initial time, t0, needs to be determined for any xi and ti from equation (4.23), 
which is a non-linear equation. Since, no algebraic solution is available for t0 and Δt=t-t0 (Fig 4.3) 
in terms of any arbitrary point xi and ti, it is not possible to determine Eoil at any point in the 
space-time domain. Nonetheless, using equation (4.7), which is rewritten here as: 

εoil

∂Eoil

∂t
+ µρEoil = εoil

∂Eoil

∂t
+
∂
∂x

1
2

µεoilEoil
2

"

#
$

%

&
'= J0  (4.24) 

!

 

and by deriving the electric field at x=a and x=0 we are still able to find the voltage across the 
Region I. By integrating x from x1 to x2 at a fixed time in equation (4.24) we obtain: 

dVoil

dt
+

1
2

µ Eoil
2 (x = a,t)− Eoil

2 (x = 0,t)( ) =
J0a
εoil

.  (4.25) 

 

For t <td, integration path of electric field should include ζ1 and ζ2 in respective Sub-regions I2 and 
I1 (Fig. 3) which can be also obtained from equation (4.16) and (4.25). 

For t>td, the integration path ζ3 is entirely in Sub-region I2 (Fig. 3). Thus, the voltage drop across 
Region I for t >td can be found using equations (4.22) and (4.25). 
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Now that the electric field is known in Sub-region I1, we merely need the electric field at x=a and 
x=0 for any time to find Voil (t). In other words, we need t0 or equivalently Δt to find the voltage 
drop across Region I. To solve the nonlinear equation in equation (4.23) for Δt, we have applied 
both the Gauss-Newton and Levenberg-Marquardt algorithms, which give nearly identical results.  

Solving for the electric field in Region II is more straightforward.  From equation (4.8) with      
Jpb (t)=σEpb (t) the electric field is: 

Epb =
J0

σ
(1− e−t /τ ), τ =

ε pb

σ
.  (4.26) 

 
 

 
By integrating VI (t) in equation (4.25) along ζ1 and ζ2 for t <td and along ζ3 for t >td, we have the 
voltage drop across Region I for any time. Also from equation (4.26), Vpb(t) is found by 
integrating the electric field over space in Region II from x=a to x=b. Adding Voil (t) and Vpb(t) 
gives the total voltage drop versus time, which is given by equation (4.27). As a check, for the 
space-charge limited injection case when A→∞, equation (4.27) agrees with the results of [2] 
since according to equations (4.20) and (4.23), A→∞ results in Δt→td. Figure 4.4 shows the 
voltage dynamics across both regions for different values of linear injection coefficient A. As can 

be seen in this figure, for A = Aa / εoil  greater than 1, the voltage of the system is essentially equal 

to the space-charge limited injection solution ( A→∞). 

 

 
 

Figure 4.4: Nondimensionalized voltage V =Vεoilµ / (σa2 ) between electrodes for various values of 
nondimensionalized linear injection coefficient A = Aa / ε

oil
as a function of nondimensionalized time 

t = t µJ0 / (aεoil ) . 
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4.3 Migration-Ohmic Analysis of Space Charge Limited Injection and 
Transport in a Series Liquid-Solid Dielectric System  
 
Space charge limited injection is a boundary condition on the charge-emitting electrode placed 
inside the liquid dielectric (oil). According to this condition, the injected charge density from the 
electrode is infinite so that the electric field at the charge-injecting electrode is zero keeping the 
injection current finite. In this section, the two-region liquid/solid charge transport problem is 
solved for Cartesian, cylindrical and spherical coordinates. These three different coordinates 
cover many practical geometries in insulation industry, therefore the solutions of this section can 
be useful in practice as well. 

 
 
4.3.1 Cartesian Electrode Geometry 
 
Similarly the one-dimensional migration-Ohmic equation set can be applied for space charge 
limited injection in the series two-region oil liquid-pressboard solid planar geometry shown in 
Figure 4.1. The only difference is the boundary condition on the positive electrode. At the 
positive electrode (x=0), the positive charge carriers are injected into Region I via the assumed 
space charge limited condition where ρ(x=0,t)=∞ requires that Eoil(x=0,t)=0 so that Joil remains 
finite: 

[ ]( 0, )( 0, ) / ( 0, ) 0oiloil oilE x tx t J E x tµρ == = =∞→ = =  (4.28) 
 
The total migration and displacement current densities in Region I are: 
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where Js(t)=Is(t)/A is the current source Is per unit electrode area A for t ≥0+. In Region II, the total 
Ohmic and displacement current density in the pressboard is only a function of time and not 
position: 

( )
( ) ( ) ( )pb

pb pb pb s

E t
J t E t J t

t
σ ε= =

∂
+

∂
 (4.30) 

 
In the steady-state (t→∞), Joil (x)=Jpb (x)=Is/S. Hence, from equations (4.29) and (4.30): 

Joil = J pb = µεoilEoil (x)
dEoil (x)

dx
=

d
dx

1
2
εoilµEoil

2 (x)
!

"
#

$

%
&=σEpb = Js = Is / A    (4.31) 

 
Using equation (4.15), Eoil(x=0,t)=0 as a boundary condition at x=0, we obtain from equation 
(4.31): 

 

) ,(
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pboil
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xJ JE Ex
µε σ

= =  (4.32) 

 

  
The steady state terminal voltage is: 

 

3/222
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3
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o
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Equation (4.33) is rewritten to solve for the current density as a function of voltage: 

J s =
8σ 2a3 +36εoilµ b− a( )V − 8σ 2a3

6(b− a) εoilµ

"

#

$
$
$

%

&

'
'
'

2

 (4.34) 

 

 
From equation (4.32), the steady-state charge density in the oil region (Region I) is found using 
Gauss’ law: 

 

( )
( )

2
oil oil s

oil
dE x Jx

dx x
ε

ρ ε
µ

= =  (4.35) 

!
 

The surface charge density σs on the interfacial surface x=a is  

 

/ 2 / .s s ospb ilJ J aεσ µε σ= −  (4.36) 
!
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For space charge limited injection, the electric field, terminal voltage, current density, charge 
density and surface charge in equations (4.32-4.36), respectively are plotted in section 4.4. 

Due to the step current source in Figure 4.1, the transient analysis results in both migration/ohmic 
conduction and displacement currents (equations (4.29) and (4.30)). We assume an initially 
unexcited system with space charge limited injection, given by Eq. (15), at x=0. From equations 
(4.29) and (4.30), the total current densities in Regions I and II are equal to Js(t). Also, since 
Epb(t) only depends on time and not position, the charge density in Region II is zero, i.e., ρpb 

=εpb∂Epb /∂x =0. 

The solution for the electric field in Region I is obtained from the total derivative of the electric 
field in the reference frame of the moving charge: 

 

dEoil (x,t)
dt

=
∂Eoil (x,t)

∂t
+

dx
dt
∂Eoil (x,t)

∂x
=

Js

ε I

on dx
dt

= µEoil (x,t)  (4.37) 

 

Using the method of characteristics [7-9], a general solution method for hyperbolic partial 
differential equations, the electric field along a charge trajectory is obtained by integrating 
equation (4.37): 

Eoil (x,t) =
Js

εoil

(t − t0 )+ Eoil (x0 ,t0 )
0

  
=

J s

εoil

(t − t0 ) on dx
dt

= µEoil (x,t)  (4.38) 

 

where Js is constant for t>0 and Eoil(x=0,t)=Eoil(x,t=0)=0. Since dx/dt=µEoil(x,t), the charge 
trajectory position x in Region I is obtained by integrating equation (4.38): 

2
0 0( ) ( )

2
s

oil

Jx t t t xµ
ε

= − +  (4.39) 

 
where 0≤x0≤a is the starting position of a trajectory at t0=0, and x0=0 for t=t0≥0. The differential 
equation which describes the charge density along the trajectories is: 
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ρ ρ
ρ
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 (4.40) 

 
Using the method of characteristics, equation (4.40) is rewritten as: 

dρ(x,t)
dt

=
∂ρ(x,t)
∂t

+
dx
dt
∂ρ(x,t)
∂x

= −
µ
εoil

ρ(x,t)2 on dx
dt

= µEoil (x,t)  (4.41) 

 
The general solution of the ordinary differential equation in equation (4.41), for the volume 
charge density in Region I is: 
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(4.42) 

 
where ρ(x0,t0) is the charge density at the starting point of a trajectory at x=x0, t=t0.  For the initial 
condition in sub-region I1 of Figure 4.3, ρ(x0,t0=0)=0. Thus in Sub-region I1 (the area which is 
labeled as “initial condition problem” in Figure 4.3), the charge density is zero, ρ(x,t=0)=0, since 
it has been assumed that there is no initial volume charge at t=0. With zero initial charge density, 
ρ(x0,t0=0)=0, the charge density ρ(t) given by equation (4.42) remains zero for its entire trajectory. 
As a result of equation (4.10), with ρ(x,t)=0, the electric field, Eoil (t), for Sub-region I1 is merely a 
function of time and not position.  

Conversely, after positive charge is injected from the x=0 positive electrode at x=0 for t0>0, in 
Sub-region I2, the charge density, ρ(x=0,t=t0) = ∞  for space charge limited injection and the 
injected charge density is a function  of space and time:  

0

( )
( )

on ,oil
oil

dx
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t E
t t
ε

ρ µ
µ

==
−

 (4.43) 
!

 
Figure 4.3 shows the result (demarcation curve) in the space-time domain for the charge transport 
transient model. Injected charge in sub-Region I2 travels on specific trajectories (like solid black 
curve at t=t0 in that figure) until they reach the interfacial surface at x=a.  

The demarcation curve, xd (t) in Figure 4.3, given by equation (4.39) with x0=0, t0=0, separates 
Sub-regions I1 and I2. Along this charge trajectory the electric field is given by equation (4.38) 
with t0=0, Eoil=Jst/εoil. To the right of the demarcation curve (Sub-region I2) we have positive 
charge trajectories emanating from (x0=0, t0>0).  Thus, for the demarcation curve  xd (t) and other 
charge trajectories in Sub-region I1, the electric field is obtained from equation (4.38) with t0=0. 
The electric field at t=0 is zero, since no charge is yet injected into Region I. The demarcation 
curve is characterized by equation (4.39) with x0=0, t0=0 and Eoil(x0=0,t0=0)=0. The demarcation 
time, td, is the charge time of flight, where xd (t=td)=a  with t0=0: 

 

2 2
( ) ,

2
s oil

d d
oil s

J ax t t t
J

µ ε
ε µ

= =  (4.44) 

 

 
To obtain the electric field in Sub-region I2 at any arbitrary point in the space-time domain, such 
as (xi, ti) in Fig. 4.3, the space charge limited condition, Eoil(x=0,t=t0) =0, serves as an initial 
condition. 

For t<td, the integration path of electric field for calculation of the voltage drop across Region I 
should include ζ1 and ζ2 in Sub-regions I2 and I1 (Figure 4.3). For t > td, the integration path ζ3 is 
entirely in Sub-region I2. Thus, the voltage drop across Regions I and II for t  < td can be found by 
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integration paths ζ1 and ζ2 in Region I and ξ1 in Region II; and for t>td the integration paths are ζ3 

in Region I and ξ2 in Region II (Figure 4.3). 

Solving for the electric field in Region II is more straightforward.  From equation (4.30) the 
electric field in the pressboard region is: 

Epb(t) =
Js

σ
(1− e−t /τ ), τ =

ε pb

σ
.  (4.45) 

 
 
where we used the initial condition, Epb(t=0)=0. Therefore, the interfacial surface charge density 
is: 
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 (4.46) 

 
 

 By integrating Eoil (t) in equation (4.38) along ζ1 and ζ2 (Fig. 4.3) for t <td and along ζ3 for t >td, we 
have the voltage drop Voil (t) across Region I for any time. Also from equation (4.45), Vpb (t) is 
found by integrating the electric field Epb (t) over space in Region II from x=a to x=b. Adding   
Voil (t) and Vpb (t) from equations (4.32) and (4.45) gives the total voltage drop versus time, which 
is given by equation (4.47): 
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(4.47) 

 
 
 
4.3.2 Coaxial Cylindrical Electrode Geometry 

 

We consider the cylindrical coaxial geometry in Figure 4.5, where the inner electrode at r=ri is a 
source of ions with mobility µ in the oil region (ri<r<rm) and the electric field is purely radial. We 
assume all physical parameters to be constant and consider only one-dimensional variations with 
the radial coordinate r, so that the current and electric field are only in the radial direction. The 
general governing equations in oil and pressboard regions are the same as equations (4.1-4.3) in 
cylindrical geometry.  



4 1-D Analysis and Modeling of Charge Transport in Liquid-Solid Composite Dielectric Systems 
!

 
!
!
!

- 78 - 

 
!
Figure 4.5: Two-region, series, oil-pressboard dielectric model for cylindrical electrodes excited by a step 
current source with Region I (Oil) for ri<r<rm obeying a mobility (µ) conduction law and Region II 
(Pressboard) for rm<r<ro obeying Ohmic conduction. 
!
 

Again, an infinite amount of charge is available at the charge emitting (r=ri) electrode for space 
charge limited injection, so the emitter electric field at r=ri must be zero to keep the current finite. 

For steady-state (t→∞), the total current I(t)=2πrDJr(r) is constant. From equations (4.1-4.3) in 
cylindrical coordinates, the charge density is  

 
( ( ))1

( ) oil
oil

rE rr
r r

ρ ε
∂

=
∂  

(4.48) 

 
Using equations (4.2), (4.3) and (4.48): 

Js (r) =
εoilµ

r
Eoil (r)

∂(rEoil (r))
∂r

=
εoilµ

2r2

d(rEoil (r))2

dr
=

Is

2πDr  
(4.49) 

 

 
By solving equation (4.49), with space charge limited injection, Eoil (ri)=0, the electric field in the 
liquid region is: 
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(4.50) 

 

Hence, using equation (4.48), the total steady-state charge density is then: 
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The electric field in the pressboard (Region II) is: 

( ) ( )
2 2

( ) s s
pb pbsJ r

I I
Dr

Er r
Dr

E
π π

σ
σ

=⇒==
 

(4.52) 

 
Integrating the electric-field distribution over r in both regions using the integral solution in 
Region I, ri <r <rm: 

 

2 2 2 2 11
cos i

i i i
rr r dr r r r

r r
−" #$ %− = − − & '( )* +, -∫  (4.53) 

 

yields the steady-state voltage across both regions as: 
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Due to the step current source in Figure 4.5, the transient analysis results in both 
migration/Ohmic conduction and displacement currents.  

We again assume an initially unexcited system with space charge limited conditions at r=ri. 
Hence, the radial current densities in Regions I and II are equal to Js(t). Also, since the charge 
density in the pressboard region is zero, the electric field in the pressboard region, Epb(t), depends 
on time and position as 1/r: 

Js (r,t) =
µεoil

r
Eoil (r,t)

∂(rEoil (r,t))
∂r

+εoil

∂Eoil (r,t)
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=
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2πDr
t > 0

 
(4.55) 

 

 

To solve for the time dependent charge density in the oil region, based on equations (4.1-4.3), we 
have: 

1
r
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which can be reduced to: 
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According to the method of characteristics, equation (4.57) can be rewritten as a pair of ordinary 
differential equations: 
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dρ(r,t)
dt

=
∂ρ(r,t)
∂t

+
dr
dt
∂ρ(r,t)
∂r

= −
µρ(r,t)2

εoil

on dr
dt

= µEoil (r,t)  (4.58) 

 
 
 

The cylindrical differential equation for charge density is identical to the analogous planar 
geometry equation in equation (4.40) and so has solutions from equations (4.41) and (4.42) and 
Figure 4.6: 

ρ(t) =

0 Sub-region I1

εoil

µ(t − t0 )
Sub-region I2

"

#
$$

%
$
$

on dr
dt

= µEoil (r,t)  (4.59) 

 
 

    Again, from equations (4.2), (4.48) and (4.55), we have an ordinary differential equation for 
electric field in the oil regions I1 and I2 for which using the method of characteristics gives: 
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with charge trajectories: 
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 (4.61) 

 
Note again that the demarcation curve, rd (t) is the charge trajectory that separates the initial 
condition problem from the charge injection problem which starts from r=ri at t0=0 in equation 
(4.61). By solving equation (4.61) we obtain similar regions and sub-regions as the planar 
geometry in Fig. 4, but now for cylindrical geometry as shown in Figure 4.6. The demarcation 
curve rd(t) and time of flight td for cylindrical electrodes shown in Figure 4.6 is: 
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The electric field in sub-region I1 above the demarcation curve, where ρ=0 is: 

2 2 2( , ) on ( ) ,
2 2

s s
s i s m

oil oil
oilE I t Ir t r t t r r r r

Dr D
µ

πε πε
= + < <=  (4.63) 

 
 

where rs is the starting point of a charge trajectory between ri and rm at t=0. In sub-region I2, 
where ρ=εoil/[µ(t-t0)] we have: 
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where the trajectories start at r=ri and t=t0. 

 
Figure 4.6: Space-time domain for the transient one-dimensional model of charge transport in the 
migration-Ohmic system for coaxial cylindrical electrodes. In Region I, the demarcation curve, rd(t), 
separates the initial condition problem (Sub-region I1) from the charge injection problem (Sub-region I2). 
The integration paths ζ1 and ζ2 in Region I and ξ1 in Region II, used to calculate terminal voltage are shown 
for times less than the charge time of flight (td) starting at r=ri, t=0 and ending at r=rm, t=td. Integration 
paths ζ3 and ξ2 in Region I /II are shown for times greater than td. 
 

Solving for the electric field in Region II is more straightforward. By solving the differential 
equation of the last term in equation (4.55) in cylindrical geometry (analogous to equation (4.30) 
for planar geometry), the electric field in the pressboard region is:  

/( ) (1 ), = .
2

pbts
pb

IE t e
Dr

τ ε
τ

π σσ
−= −  (4.65) 

 
To find the interfacial surface charge density we use the boundary condition at r=rm: 

( , ) ( , ) ( )pb pb m oil oil m sE r r t E r r t tε ε σ+ −= − = =  (4.66) 
 

which yields: 
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where td is given in equation (4.49). 

Again, integrating the electric-field distributions over r in both regions using the identity of 
equation (4.53) yields the transient voltage across regions as 

 

V (t) =

Ist
2πεoilD

ln
rm

rd (t)

!

"
##

$

%
&&+

Is

2πεoilµD
rd

2 (t)− ri
2 − ri cos−1 ri

rd (t)

!

"
##

$

%
&&

(

)
*
*

+

,
-
-
+

Is ln(ro / rm )
2πDσ

(1− e−t /τ ) 0 ≤ t ≤ td

Is

2πεoilµD
rm

2 − ri
2 − ri cos−1 ri

rm

!

"
##

$

%
&&

(

)
*
*

+

,
-
-
+

Is ln(ro / rm )
2πDσ

(1− e−t /τ ) t ≥ td

0

1

2
2

3

2
2

 (4.68) 

 
 
where the demarcation curve rd(t) is given in equation (4.62). 

 
 
 
4.3.3 Concentric Spherical Electrode Geometry 
 
Throughout this chapter, a lower case roman r is used for spherical radial coordinates while an 
italicized r is used for cylindrical radial coordinates. We consider the spherical geometry in 
Figure 4.7, where the inner electrode at r=ri is a source of ions with mobility µ in the oil region 
(ri<r<rm) and the electric field is purely radial. We assume all physical parameters to be constant 
and consider only one-dimensional variations with the radial coordinate r, so that the current and 
electric field are only in the radial direction. The general equations are assumed to be the same as 
equations (4.1-4.3), but in spherical geometry. Again, an infinite amount of charge is available at 
the charge emitting (r=ri) electrode, so that the emitter electric field at r=ri must be zero to keep 
the current finite. 

In the steady-state (t→∞), the total current I(t)=4πr2Jr(r) is constant. From equations (4.1-4.3) in 
spherical coordinates, the charge density is only in the oil region (Region I in Figure 4.8): 
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Figure 4.7: Two-region, series, oil-pressboard dielectric model for spherical electrodes excited by a step 
current source with Region I (Oil) ri<r<rm obeying a mobility (µ) conduction law and Region II 
(Pressboard) rm<r<r0 obeying Ohmic conduction. 
 

 
Using equations of Table 4.1: 

Js (r) = ρ(r)µEoil (r) =
εoilµ

r2
Eoil

∂(r2Eoil (r))
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=
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(4.70) 

 
By solving equation (4.70), with space charge limited injection, Eoil (ri)=0, the steady state electric 
field in the oil region is: 
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(4.71) 

 

Hence, using equation (4.70), the steady state charge density is then: 

 

( )2 3 3

3
(r)

4 r (r) 8 r r
s oil s

oil i

I I
E

ε
ρ

πµ πµ
= =

−  
(4.72) 

 
 

and the electric field in the pressboard region (Region II) in Figure 4.8 is: 
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(4.73) 

 

Due to the step current source in Figure 4.7, the transient analysis results in both 
migration/Ohmic conduction and displacement currents: 
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We again assume an initially unexcited system with space charge limited injection at r = ri. Hence, 
the current densities in Regions I and II are equal to Js(t). Also, since the electric field in the 
pressboard region, Epb(r,t), only depends on time and radial position as 1/r2, the charge density in 
Region II is zero. To solve for the charge density in the oil region (Region I), based on equations 
(4.1-4.3) in spherical coordinates (Figure 4.7), we have: 
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which reduces to: 
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According to the method of characteristics, equation (4.76) can be rewritten as a pair of ordinary 
differential equations: 

 
dρ(r,t)

dt
=
∂ρ(r,t)
∂t

+
dr
dt
∂ρ(r,t)
∂r

= −
µρ(r,t)2

εoil

on dr
dt

= µEoil (r,t)
 

(4.77) 

 
 
Considering boundary conditions of zero volume charge at t=0 and space charge limited charge 
injection at r=ri, the distribution of charge density is of identical form as planar and cylindrical 
geometries given by equations (4.42), (4.43) and (4.59): 

 

ρ(t) =

0 Sub-region I1

εoil

µ(t − t0 )
Sub-region I2

"

#
$$

%
$
$

on dr
dt

= µEoil (r,t)  (4.78) 

 

Again, from equations (4.2), (4.69) and (4.74), we find an ordinary differential equation in terms 
of electric field in the oil region using the method of characteristics: 
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The electric field and charge trajectories are then: 

Eoil (r,t) =
Ist

4πεoilr
2

on r3 =
3µIs

8πεoil

t 2 + rs
3, ri ≤ rs ≤ rm in Sub−Region I1 : 0 ≤ t ≤ td , rd (t) ≤ r ≤ rm

 
(4.80) 

!

Eoil (r,t) =
Is (t − t0 )
4πεoilr

2
on r3 =

3µIs

8πεoil

(t − t0 )2 + ri
3, in Sub−Region I2 : t ≥ t0 , ri ≤ r ≤ rm  (4.81) 

          
The demarcation curve, rd (t) and time of flight td for spherical electrodes shown in Figure 4.8 are: 

rd (t) =
3µIs

8πεoil

t 2 + ri
3

!

"
#

$

%
&

1/3

, ri ≤ r ≤ rm  (4.82) 

 
 

3 38
(r r )

3
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d m i
s

t
I

πε
µ

= −  (4.83) 

 
 
     The demarcation curve as shown in Fig. 8 for spherical geometry is the charge trajectory that 
separates the initial condition problem from the charge injection problem that starts from r=ri at 
t=0 in equation (4.80). By solving equations (4.79)-(4.81) we have similar regions and sub-
regions as in Figure 4.3 and 4.6 as shown in Figure 4.8 for spherical geometry. Above the 
demarcation curve (I1), where ρ=0 at t0=0 we have: 

Eoil (r,t) =
Ist

4πεoilr
2

on r(t)3 =
3µIs

8πεoil

t 2 + rs
3 Sub-Region I1  (4.84) 

 

where rs is the starting position with ri<r<rm at t0=0. In sub-region I2, where ρ=εoil/[µ(t-t0)] we 
have: 

Eoil (r,t) =
Is t − t0( )
4πεoilr

2
on r(t)3 =

3µIs

8πεoil

(t − t0 )2 + ri
3 Sub-region I2  (4.85) 

 
By solving equation (4.74) in spherical geometry (analogous to equation (4.30) for planar 
geometry and equation (4.55) for cylindrical geometry), the electric field in the pressboard region 
is: 

 

/
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4 r
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−= −  (4.86) 
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To find the interfacial surface charge density at r=rm we have: 

(r r , ) (r r , ) ( )pb pb m oil oil m sE t E t tε ε σ+ −= − = =                        (4.87) 
 
which yields: 
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Figure 4.8: Space-time domain for the transient one-dimensional model of charge transport in the 
migration-ohmic system for concentric spherical electrodes. In Region I, the demarcation curve separates 
the initial condition problem (Sub-region I1) from the charge injection problem (Sub-region I2). The 
integration paths ζ1 and ζ2 in Region I and ξ1 in Region II, used to calculate terminal voltage are shown for 
times less than the charge time of flight (td) starting at r=ri, t=0 and ending at r=rm, t=td. Integration paths 
to calculate terminal voltage ζ3 and ξ2 in Region I /II are shown for times greater than td. 
 
!
!
!
To find the voltage across Region I, we have to evaluate the integral:  

3 3r

2
r

r r
(r) r

r
i

if d
−

= ∫  (4.89) 

 
which we evaluate by numerical methods in Section 4.4. 
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4.4 Comparing Analytical Solutions and Modeling Results in Different 
Coordinates 
 
 
 
The fist goal of this chapter is to give some simple analytical solutions, which enable us to check 
the accuracy of our computer models with one-dimensional planar, cylindrical and spherical 
electrode geometries. The analytical approach and closed form solutions for planar, cylindrical 
and spherical electrode geometries were presented in sections 4.2-4.4. In this section, we present 
and compare some simple analytical and numerical solutions from previous sections.  Numerical 
results of COMSOL Multiphysics applied to the same one-dimensional electrode geometries are 
compared with closed form solutions in this chapter.  The analytical and numerical COMSOL 
results are in excellent agreement being at worst within 0.01% for COMSOL solved spherical 
geometry transients and at best within 10-10% for COMSOL solved steady-state planar solutions. 

In this section, we present plots of some analytical solutions from the previous sections as well as 
some numerical results in spherical geometry. In the model, we have selected representative 
values in Table 4.3 for transformer oil and pressboard with the space charge limited condition.  

Figure 4.9 shows the transient voltages of planar and cylindrical geometries which have been 
obtained analytically in equations (4.47) and (4.68).  The voltage for spherical geometry was 
obtained using numerical integration methods to evaluate the integral of equation (4.89). 

 

 

 

 

Table 4.3:  Numerical parameter values of dielectric analysis with space charge limited condition 
 

Parameter Symbol Value 
Permittivity of oil region εoil 2×10-11 Fm-1 
Permittivity of pressboard region εpb 4×10-11 Fm-1 
Positive ion mobility in oil µ 10-9 m2V-1s-1 
Conductivity of pressboard region σ 3×10-12  Ω-1m-1 
Planar geometry interfaces a, b 0.0125 m, 0.025 m 
Cylindrical geometry interfaces ri, rm, ro, D 0.0125 m, 0.025 m, 0.0375 m, 0.05 m 
Spherical geometry interfaces ri, rm, ro 0.0125 m, 0.025 m, 0.0375 m 
Current density at positive electrode Js 2.5×10-7 Am-2 
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Figure 4.9: Non-dimensionalized voltage V =V / ( 2Jsa
3 / (9µεoil ) + Jsa /σ ) between electrodes for the three 

electrode geometries treated in this chapter as a function of non-dimensionalized time t = t µJs / (σa)!" #$where 
all parameter values are defined in Table 4.3, and in particular a=0.0125 m is the oil region thickness in 
planar, cylindrical and spherical geometries. 
!
!
!
Figure 4.10 shows the steady state electric field versus position in both oil and press-board 
regions of planar, cylindrical and spherical geometries. This graph is shown with a logarithmic 
scale on the vertical axis.  The jump in electric field at the interface between oil and pressboard 
materials at S =0.5 is due to both the discontinuity in dielectric constants and due to the steady 
state surface charge distribution.   

Figure 4.11 shows the demarcation curves in the space-time domain  in the oil region which 
separates the initial condition problem (Sub-region I1 in Figs. 4.4, 4.6 and 4.8) from the charge 
injection problem (Sub-region I2 in Figs. 4.4, 4.6 and 4.8) for planar, cylindrical and spherical 
geometries.  

Figure 4.12 shows the steady state volume charge density versus position in the oil regions of 
planar, cylindrical and spherical geometries.  
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!
Figure 4.10: Non-dimensionalized steady state electric field E = Eεoilµ / (σa) between electrodes for 
different electrode geometries. Non-dimensionalized distance between positive electrode and interfacial 
surface is defined as S = S / (2a)  which is equal to x/(2a) for planar geometry, r/(2a)-0.5 for cylindrical 
geometry and r/(2a)-0.5 for spherical geometry. All parameter values are defined in Table 4.3, and in 
particular ri=ri=a=0.0125 m is the radius of the interior electrode in cylindrical and spherical geometries 
respectively. 
!

 

 
Figure 4.11: Non-dimensionalized space-time, trajectories for different electrode geometries which show 
the demarcation curves in planar, cylindrical and spherical geometries. Variable S is the demarcation 
trajectory x, r, and r given in equations (4.44), (4.62), and (4.82) for planar, cylindrical, and spherical 
geometries, respectively. Non-dimensionalized distance between the positive electrode and the interfacial 
surface is defined as S = S / (2a)  which is equal to x/(2a) for planar geometry, r/(2a)-0.5 for cylindrical 

geometry and r/(2a)-0.5 for spherical geometry as a function of non-dimensionalized time t = t µJs / (aεoil )  
where all parameter values are defined in Table 4.3, and in particular ri=ri=a=0.0125 m is the radius of the 
interior electrode in cylindrical and spherical geometries, respectively. 
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Figure 4.12: Nondimensionalized volume charge density in the oil regions ρ = ρ µa / (εoil J s ) between 
electrodes for different electrode geometries in steady state. Nondimensionalized distance between the 
positive electrode and interfacial surface is defined as S = S / (2a)  which is equal to x/(2a) for planar 
geometry, r/(2a)-0.5 for cylindrical geometry and r/(2a)-0.5 for spherical geometry. 
!

 
 

Figure 4.13 shows the transient interfacial surface charge density of planar, cylindrical and 
spherical geometries which have been obtained analytically in equations (4.46), (4.67) and (4.88) , 
respectively. 

 !
!
Figure 4.13: Nondimensionalized electric surface charge density at the oil/pressboard interface 
σ s =σ s / (Jsε pb /σ − 2Jsεoila / µ ) for planar, cylindrical and spherical geometries as a function of non-

dimensionalized time t = t µJs / (σa)!" #$ .  
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We have also performed some numerical simulations using COMSOL Multiphysics to confirm 
analytical solutions we obtained in this chapter for planar, cylindrical and spherical electrode 
geometries.  The model assumes charge migration in the oil region and Ohmic conduction in the 
pressboard region. We have applied the COMSOL electro-quasi-static module with convection 
and diffusion modules of COMSOL for solving charge migration conduction in oil using 
equations shown in Table 4.1. For the Ohmic pressboard region, we have used the in-plane 
electric currents module of COMSOL to solve equation shown in Table 4.1. Proper boundary 
conditions have been employed to exactly match with those assumptions we have taken in our 
analyses. The numerical results closely match with analytical solutions with error less than 0.01 
percent. 

!
!
!
4.5 Summary 
 
 
One-dimensional migration-Ohmic unipolar analysis of the charge transport phenomena has been 
presented in this chapter. Oil-pressboard composite dielectric systems have been analyzed in 
planar, coaxial cylindrical and concentric spherical electrode geometries with a step current 
source. Space charge limited injection and linear injection problems have been solved in the 
steady-state and transient using the method of characteristics, which converts the governing 
partial differential equations into a set of ordinary differential equations. Application of this 
method allowed us to analytically solve for volume and interfacial surface charge densities, 
charge trajectories in the oil region, and electric field as functions of time and space.  

Analytical solutions are compared with some COMSOL Multiphysics numerical solutions as a 
way of gaining confidence in the correctness and accuracy of our numerical solutions. 

!  
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Electrical breakdown modeling has been proven to be a complex task particularly in liquid 
dielectrics, not only due to the multidisciplinary nature of dielectric breakdown, which involves 
electrodynamics, collision physics, fluid mechanics, and thermodynamics, but also because of 
numerous different ionization mechanisms (e.g., field ionization, impact ionization, thermal 
ionization and photo-ionization), charge carriers, and injection processes [2,23,25,87,88]. Over 
the years, a set of multiphysics equations has been refined for streamer modeling in liquid 
dielectrics [23-25,39,41-53]. Unfortunately, analytical solutions for these equations are not 
available especially in complicated electrode geometries [72,73,84,85]. Therefore, an efficient 
multiphysics numerical model will significantly assist us to better interpret and understand the 
breakdown process. Since it is impossible to incorporate all of the influential dynamics into the 
breakdown model (even if they were all identified), the priority is given to the essential processes. 
Specifically, we have focused on the most important factors in the breakdown of transformer oil, 
(a): ionization potential of hydrocarbon molecules (field ionization) [48], (b): charge injection 
mechanisms (from needle electrode) [23,92], (c): field and temperature dependent charge carrier 
mobilities [2], (d): electrode geometries and gap distances [49], and (e): applied voltage 
characteristics (e.g., peak, rise-time and fall-time) [48].  

The simplest geometry for modeling the formation and propagation of a single column streamer is 
the 2-D axisymmetric (cylindrical) geometry. The axisymmetric model presented in this chapter 
has revealed many underlying mechanisms of streamer initiation, propagation, and final 
breakdown. Nevertheless, many of the streamer attributes cannot be explained through a 
symmetric model. The streamer branching, for instance, is essentially a nonsymmetrical 
phenomenon that should be described by a robust three-dimensional model (Chapter 6) that is 
usually computationally expensive. This chapter describes required underlying physics and the 
governing equations to build a 2-D axisymmetric streamer model. The model equations have been 
solved numerically using the finite element software package, COMSOL Multiphysics [71]. The 
implementation of the model in COMSOL Multiphysics is presented along with the modeling 
results obtained in this thesis research. The basic structure of the two-dimensional (2D) axi-
symmetric model developed in this chapter is essentially analogous to those used in [23], [25]; 
however, several key improvements have been made in the present version of the model, 
including: 

• Lightning impulse voltages (based on the IEC standard definition [86]) have been applied 
instead of Heaviside step functions used in [23], [25] to make the results comparable to 
the experimental records. 
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• Effects of the electric field on the hydrocarbon molecules ionization potential and 
electron mobility are taken into account based on the results derived from quantum 
chemistry theories [11,12,93,94]. 

• More consistent stabilization techniques have been applied to solve the conservation of 
charge equations for each charge carrier [71-78]. 

• Different combinations of direct and iterative solvers have been employed which enables 
the model to solve the equations with much greater spatial resolution [79-83]. 

This chapter is organized with Section 5.1 describing the simulation geometry including the gap 
distances and the electrode shapes. Governing equations, charge carrier characteristics and the 
boundary equations of the electro-thermal hydrodynamic model are given in sections 5.2 through 
5.4. Section 5.5 gives the results of 2-D streamer modeling for different electrode shapes, gap 
distances, applied voltage polarities and peak amplitudes under different streamer initiation, 
propagation and breakdown stages. The axisymmetric model described in this chapter has also 
been extended to model the three-dimensional streamer branching in Chapter 6 and the streamer 
interactions with liquid immersed conductive and non-conducting walls in Chapter 7. 

 

 

5.1 Electrode Geometries and Gap Distances  
 

Maximum effort in this thesis has been made to enable the numerical modeling results to be 
compared with identical experimental measurements by the ABB, Sweden and from the literature. 
The first step is to choose a standard electrode gap geometry. The best-known electrode geometry 
is a needle-sphere electrode geometry defined by IEC 60897, entitled, “Methods for the 
determination of the lightning impulse breakdown voltage of insulating liquids” [66] as shown in 
Figure 5.1 filled with transformer oil.  

Since the electric field intensity near the electrode surface is higher around the sharp points (such 
as the needle electrode tip) because of their smaller radius of curvature, the electrodes are defined 
by the IEC 60897 in such a way that the streamer always initiates from the needle electrode 
regardless of the applied voltage polarity. Therefore, if streamer breakdown occurs, the spherical 
electrode (usually grounded) eventually collects at least on of the streamers initiated from the 
sharp needle electrode. 
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Figure 5.1: Needle-sphere electrode chamber dimensions (left) and the actual electrode chamber in 
laboratory filled with transformer oil (right). This structure is used for experimental studies of streamers at 
ABB [55-57]. This exact geometry is also used for simulation purposes as described in IEC 60897 standard 
[66]. The electrodes are 25 mm apart and the radii of curvature of the needle and sphere electrodes are      
40 µm and 6.35 mm, respectively. 
 
   
 
 
5.2 Governing Equations 

 

Every quantity in this thesis is assumed to be in local thermodynamic equilibrium having definite 
values. A three-carrier continuum model is utilized to account for the charge generation, 
recombination, and transport mechanisms. The governing equations are based on the drift-
dominated charge continuity equations (5.1)-(5.3) for positive ion (ρp), negative ion (ρn) and 
electron (ρe) charge densities, coupled through Gauss’ law and charge migration equation (5.4). 
Application of convection-dominated form of the continuity equations means that the diffusion 
terms are neglected for each charge carrier. The thermal diffusion equation (5.5) is included to 
model temperature variations (T) and gas formation in oil. The effect of phase transitions that 
normally occur within the streamer are neglected. The negative ion and electron charge densities, 
ρn and ρe, are both negative quantities [48] in the governing equations. 

and a copper catalyst, oxidation stability test was made on 
selected colloidal fluids at the temperature of 120 °C with IEC 
61125B as reference. 

C. Dielectric Property Experiments 
Lightning impulse (LI) breakdown test was performed in a 

needle/sphere electrode system based on IEC 60897 (Fig. 2). In 
order to avoid any magnetic field influence, the needle 
electrode was made of brass. The diameter of the needle was 
1.5 mm and the tip radius of the needle was 40 µm. The sphere 
electrode was a steel ball with a diameter of 12.7 mm. Step-up 
method was used in getting the breakdown voltage value of a 
fluid. A procedure of test is as follow: Filled the test cell with 
the nanofluid processed. A lightning impulse (1.2/50 µs) 
voltage was applied to the needle electrode, while the sphere 
electrode was grounded after passing through a current 
measurement circuit. An initial voltage of about 50% (or 
higher) of expected breakdown voltage was selected. After 
applying the initial selected voltage   the voltage is increased in 
steps until breakdown occurred.  One impulse was applied at 
each voltage level allowing a minimum of 1 minute between 
two successive impulses. A breakdown mean value was 
obtained from the average of at least 5 breakdown tests. 
Furthermore, an over voltage test was carried out.  A voltage 
higher than the mean breakdown voltage was selected and 
applied to the needle electrode once at one voltage level and 
then increased the voltage in steps until a wished over voltage 
level was reached, where a streamer fast event was often 
observed. Voltage values and the waveforms of breakdown 
voltage impulses were recorded from which time to breakdown 
and the average streamer propagation velocity was obtained. 
Weibull diagram was used for the analysis of the data of 
breakdown.  

On selected colloidal fluids, dielectric spectroscopy method 
was used in measuring the frequency response of permittivity, 
electric resistivity and dissipation factor (measurement 
equipment used: insulation diagnostics system IDA 200).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. A needle/sphere system for impulse breakdown test 

III. RESULTS AND DISCUSSIONS  

A. Results of Oxidation Stability Study 
Oxidation stability gives general information on the life 

expectancy of the fluid tested. Total acidity (oil-soluble acidity 
+ volatile acidity) and sludge are collected according to IEC 
61125B and related method. Study shows that mineral oil itself 
revealed very good oxidation stability, however the oxidation 
stability of colloidal fluids was very much influenced by the 
nanoparticles and the surfactants used. Table I shows the 
experiment results with magnetic nanoparticles as an example.  
The induction period (time until start of rapid oxidation, when 
the total acidity supposed higher than 0.28 mg KOH/g) was 
over 300 hours at 120 °C for mineral oil. For the fluid added 
with magnetic nanoparticles, the induction period was about 
100 hours with the use of surfactant O. With the use of a 
modified formula (surfactant S), the induction period can be 
increased to more than 160 hours showing the promising 
possibility of the colloidal fluids.  

TABLE I.  OXIDATION STABILITY SHOWING BY INDUCTION PERIOD 

 Induction period  (hours)  
Mineral oil based magnetic fluid 
with surfactant O 100 

Mineral oil based magnetic fluid 
with surfactant S 166 

Transformer mineral oil 300 

 

B. Results of Impulse Breakdown Tests  
A theory was recently developed in order to explain the 

difference observed between the dielectric characteristics of 
transformer oil and transformer oil-based nanofluids [2]. 
According to the theory, the charge relaxation time constant τr 
and the charging time constant τpc of conductive nanoparticles, 
such as magnetite (τr=7.47×10-14 s, τpc=7.79×10-10 s), in 
transformer oil were much faster than the microsecond time 
scale involved in streamer development in transformer oil. The 
significant dynamics in the electric field and thermal 
enhancement in highly electrically stressed nanofluids were 
due to field ionization just as in transformer oil. Streamer 
propagation was hindered because the charging of low 
conductive nanoparticles by electrons in the ionization zone 
changed fast electrons into low mobility negatively charged 
nanoparticles that modified the electrodynamics in the oil and 
slowed the propagation of positive streamers.  On the other 
hand, [3, 4] reported that the breakdown voltage of transformer 
oil can even be improved with the addition of insulative TiO2 
nanoparticles. The relaxation time constant of TiO2 
nanoparticle is in the order of 77 s, which is extremely long, 
implying that more mechanisms of breakdown are expected. 
Nanoparticles might act as scattering obstacles and trap sites in 
the charge carriers’ paths.  

Table II shows the mean breakdown voltage of tested 
colloidal fluids. Generally speaking, with the addition of the 
nanoparticles, the breakdown voltage at positive polarity held 
the level about the same as or even higher than that of the base 
oil while at negative polarity the breakdown voltage values 
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Liquid 
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(Tip: 40 µm) 
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424

10 Methodology

(a) Experimental setup of needle-sphere geometry
at ABB Corporate Research, Västerås. Courtsey of
Rongsheng Liu.

(b) 3D computer model (Outer
walls not shown)

Figure 2.1. IEC-standardized testing geometry with a 25 mm gap. Note the sharp
needle electrode (top) and the grounded spherical electrode (bottom).
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2.3 Geometry
The simulations are performed over a geometry as defined by the IEC 60897
standardized needle-sphere model [17]. An experimental realization of this geometry
can be seen in fig. 2.1a. In order to create the extreme electric fields required
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where v, ε, kT, cv, and ρl are the oil’s velocity, permittivity (2.2 ε0), thermal conductivity, specific 
heat, and mass density, respectively. The numerical values of model coefficients are given in 
Table 5.1 for transformer oil. On the microsecond time scales of interest for streamer formation, 
the oil’s velocity is negligible, i.e., v = 0. In addition, q is the magnitude of electronic charge, and 
E is the local electric field. The parameters µp, µn, and µe are the mobilities of the positive ions, 
negative ions, and electrons, respectively. Rpn, Rpe are the ion-ion and ion-electron recombination 
coefficients obtained from the Langevin relationship and τa is the electron attachment time 
constant, respectively. 

Since diffusion of the charged species is assumed to be negligible in equations (5.1-5.3), we have 
solved the conservative form of the general convection and diffusion equations with triangular 
quartic elements. Numerical solutions of the charge continuity equations usually exhibit harsh 
oscillations given that the exact solutions are smooth and continuous. These spurious oscillations 
are caused by numerical instabilities [71,76]. To avoid these severe local oscillations that exist in 
the number density of charged species of the previous model [23,24], which has been solved 
using only the artificial anisotropic streamline diffusion (AISD) formulation for the scalar 
convection-diffusion equation, nonlinear crosswind diffusion (CWD) has been applied as an 
artificial diffusion stabilizer in addition to different types of streamline diffusions (SDs) such as 
(anisotropic, compensated streamline upwind Petrov-Galerkin (SUPG) and Galerkin least-square 
methods) to solve the charge continuity equations. It has been shown in [76] that CWD is less 
over-diffusive than other discontinuity-capturing techniques and leads to a better numerical 
behavior, while it is computationally expensive due to its non-linear nature [76]. On the other 
hand, SD techniques effectively stabilize the system and accelerate the solution. We have applied 
both SD and CWD at the same time to optimally stabilize the numerical solution. Both artificial 
diffusion techniques are tuned to balance a tradeoff between removing nonphysical local 
oscillations (due to SD) and excessively smooth results just next to the walls (due to CWD). An 
average has been taken whenever any discrepancy is observed between results of different SD 
techniques mentioned above. 
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5.3 Charge Carrier Characteristics  
 

Free electrons along with positive and negative ions constitute the main charge carriers in the 
liquid electrics. Charge carrier characteristics, such as mobility and generation mechanisms, 
chiefly determine the behavior of the dielectric while it is exposed to extremely intense electric 
fields. Unfortunately, these characteristics are not fully known. Lack of knowledge of charge 
carrier parameters are probably the main weak point of the model built in this thesis research. 

This section summarizes the current knowledge of charge carrier characteristics, including 
ionization and recombination mechanisms and carrier mobilities.  

 

5.3.1 Ionization mechanisms  
 
The complex nature and structure of liquids has inhibited the development of a comprehensive 
liquid state theory. Rather, scientists have derived models and understanding of the basic 
processes in liquids by utilizing theories from both the solid-state [87] or compressed gas-state 
[88]. 

In regards to the modeling and understanding of breakdown phenomena in liquids, the modeling 
of the liquid as a compressed gas most often prevails with scientists taking concepts from gas 
discharge physics [88]. This inherently has to do with the development of a low-density gaseous-
phase during streamer formation and the ease in which the transition between gas and liquid 
phases occurs with varying temperature and pressure [89]. However, streamers in liquids show 
several phenomenological similarities to electrical trees in solids and the comparison of liquids 
and amorphous solids has found some promising results [90]. Therefore, a study of streamer 
formation based solely upon considering the liquid as a solid or gas would be a narrow minded 
endeavor. Appropriately, three different mechanisms that find their origins from both solid-state 
and gas discharge theory and lead to an increase in the free charge carrier concentration in the 
liquid state when it is electrically over-stressed are discussed in detail. The mechanisms are 
electric field dependent molecular ionization (field ionization), impact ionization and photo-
ionization. 

Electric field enhanced ionic dissociation or the Onsager effect [114] is another charge generation 
mechanism hypothesized by researchers to drive streamer development. It is a process that occurs 
in a dielectric liquid whereupon neutral ion-pairs dissociate to form free positive and negative 
ions under an applied field. It has been used to describe electrical conduction in non-polar liquids 
such as transformer oil by several authors [96,115,116]. O’Sullivan et al. [25,51] showed that 
electric field enhanced ionic dissociation is also unlikely to be the key catalyst to streamer 
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development in transformer oil because appreciable dissociation of ions and current density occur 
only in the region close to the high voltage electrode. 

O’Sullivan [] and Hwang [25] have shown that in liquid dielectrics in general and in transformer 
oil in particular, field ionization is the dominant generation process of charge carriers. For in 
depth study of the contribution of the impact ionization and photo ionization refer to O’Sullivan 
[23] and Hwang [25].  

The field ionization process provides the generation term in equations (5.1), (5.3) and plays a key 
role in describing streamer dynamics. In spite of the recombination terms that are defined by 
constants, the field ionization charge density rate source term, GM, is modeled using the Zener 
model of electron tunneling in solids [11]: 

 

GM (|

E |) =

q2n0a |

E |

h
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#

$
%

&

'
(  (5.6) 

 
 
All parameter values as listed in Table 5.1 are consistent with those used in [5], [6] except electric 
field dependent ionization potential, which has been derived by Density Functional Theory (DFT) 
[12]. Smalø et al. have used DFT to find out the effect of the intense electric field on the 
ionization energy of hydrocarbons [7]. The ionization energy for the different aromatic, 
naphthenic and paraffinic hydrocarbon molecules are derived and fitted by linear regression. The 
final result of DFT is that the constant ionization potential in equation (5.6), Δ, should be replace 
by an electric field dependent ionization potential, IP( |


E | ): 
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There are several implementations of the field dependent ionization potential of hydrocarbon 
molecule. One of the simplest representations is in the form of equation (5.8). 

 

IP(

E) = Δ0 −γ |


E |  (5.8)

 

 
By importing the electric field dependent ionization potential function derived by DFT (equation 
(5.8)) into equation (5.7), we have: 
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Application of the generation term in the form of equation (5.9) enables the model to describe the 
negative streamers and positive streamers formed by positive and negative extra high voltages 
(≥200kV) [48]. Representative parameter values for the ionization potential function are listed in 
Table 5.1 as well as other parameters used to solve governing equations (5.1-5.6). 

 

 

 

 

Table 5.1: Physical parameters used in the streamer/surface flashover model  

Symbol Parameter Value Reference 

n0 
Number density of ionizable 
species    1×1023 m-3  [25,65] 

a Molecular separation 
distance   3.0 × 10-10 m  [23,25,39] 

m* Effective electron mass   0.1×me = 9.1×10-32 kg  [25,94] 

Δ0 Ionization potential function 
parameter 

  1.36×10-18 J,  [12,93,94] 

 γ Ionization potential function 
parameter 

  1.118×10-22 Jcm1/2V-1/2  [12,93,94] 

Rpn, Rpe 
Ion-ion and ion-electron 
recombination rates   1.64×10-17 m3s-1 [11,25] 

µp, µn 
Positive and negative ion 
mobilities   10-9 m2V-1s-1 [11,25] 

µe Electron mobility   10-4 m2V-1s-1 [11,25,94] 

cv Specific heat   1.7×103 Jkg-1K-1  [2,25] 

ρl Oil mass density   880 kgm-3  [11] 

kT Oil thermal conductivity    0.13 Wm-1K-1  [2,11] 

q Electronic charge   1.602×10−19 C  [64] 

τa 
electron attachment time 
constant   200 ns [25,39] 

h Planck’s constant   6.626068×10-34 m2kgs-1  [64] 

 
!
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Models that use generation term in equation (5.6) with constant ionization potential, IP=Δ0 
[23,25] are not able to describe positive streamers formed by extra high voltages  (above +200 
kV) and negative streamers within the 2-D axisymmetric geometry [23,25,28]. The application of 
DFT in the generation term in the form of equation (5.9) enables the model to describe the 
negative streamers as well as positive streamers formed by extremely high voltages [41-53]. 
Representative parameter values for the ionization potential function are also included in      
Table 5.1, as well as other parameters used to solve the governing equations (5.1-5.9). Consistent 
boundary conditions have been applied to the streamer model [48].  

 
5.3.2 Recombination of Charged Species  
 
Streamer development is carried out by free electrons and ions in the dielectric liquid. Interaction 
of these free charge carriers with each other and the surrounding media opens up the possibility of 
recombination between electrons and positive ions and neutral species. Even different kinds of 
ions with opposite electric charge polarity can recombine to produce neutral molecules. The 
recombination terms usually act against the generation term to reduce the available number of 
charge carriers by recombining them and turning them into neutral molecules. Electrons also 
recombine with neutral molecules to generate negative ions. Nevertheless, this exceptional case 
of recombination is not modeled by recombination constants. Instead, an electron attachment time 
constant describes the process, which results in generation of negative ions. 

In the model described in this thesis, the ion-ion and ion-electron recombination coefficients, 
obtained from the Langevin relationship are assumed equal, Rpn= Rpe= q(µp+µn)/ε [5], since using 
the Langevin relationship for the ion-electron recombination rate leads to overestimation []. The 
Langevin recombination relationship is a diffusion limited process and valid for situations where 
the electric field levels are low to moderate and the recombining species are of similar physical 
scale. To compensate for the reduction in the recombination cross-section caused by high electric 
field levels, we have used the Langevin recombination term for ion-ion recombination to model 
ion/electron recombination. This approach effectively compensates for the reduction in the 
recombination cross-section by reducing the apparent electron mobility.  

As a chemical reaction, recombination rate depends upon the spatial distribution of the reactants 
[32]. The recombination of electrons or negative ions with positive ions can be described as 

dρ
±

dt
= −R

±
ρ

±
2  (5.10)

 

where R± is the recombination rate constant, with units (m3/s) and ρ± is the number density of 
positive and negative species. The recombination rate constant R± is related to the diffusion 
coefficients of the species, D± as: 

R
±

= 4π (D
+
+ D

−
)(r

+
+ r

−
)  (5.11)
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where r+ and r− are the reaction radii of the charge carriers. The diffusion coefficients are related 
to low field mobilities by the Nernst-Einstein equation as follows: 

D
±

µ
±

=
kT
q

 (5.12)

 

!
where k is the Boltzmann constant, T is the temperature in Kelvin and q is the magnitude of an 
electron charge. Plugging equation (5.12) into equation (5.11) yields the following expression: 

!
R

±
= 4π kT

q
(µ

+
+ µ

−
)(r

+
+ r

−
)  (5.13)

 

!
Recombination between two charge carriers is considered to be inevitable when the carriers get 
within a distance r = r+ + r− apart. This distance r is the distance when the coulomb force of 
attraction between the charge carriers equals the liquid’s thermal energy kT: 

r =
q2

4πεkT
 (5.14)

 

 
Substituting Equation (5.14) into Equation (5.13) yields the following expression for R±: 

!

R
±

=
q(µ

+
+ µ

−
)

ε
 (5.15)

 

!

This mobility dependent expression for the recombination rate coefficient R±, is often referred to 
as the Langevin recombination coefficient. When modeling streamer formation and growth in a 
dielectric liquid, Langevin recombination is implemented as a bulk sink term in the charge 
continuity equations for the positive and negative free charge carriers. 

The Langevin recombination theory is a diffusion based ion recombination theory and as such it 
is only strictly valid for situations where the electric field levels are low to moderate and the 
recombining species are of similar physical scale [32]. It has been shown that the Langevin 
recombination model overestimates the rate of ion/electron recombination in liquids at low to 
moderate electric field levels [33, 34]. No data exists in the literature regarding ion/electron 
recombination rates at the electric field levels encountered during streamer initiation and growth 
(1 × 108 − 1 × 109 (V/m)); however by carrying out some simple analysis it is possible to see that 
the Langevin theory would greatly overestimate the recombination rate. 
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The Langevin’s recombination theory is based on the concept of recombination cross-sections. 
The radius of the recombination cross section for an electron and a positive ion is related to the 
energy of the free electron as: 

rcs =
e2

4πεkThe

 (5.16)

 

 

where the term kThe is the energy of the ”hot” electron moving through the liquid under the 
influence of the strong electric field. Electrons generated during streamer formation have energies 
on the order of several electron-volts [32]. This contrasts with ions, whose low-mobility results in 
them only having energies on the order of mill-electron-volts. Using equation 5.16, the 
recombination cross-section of an electron with an energy of 3 eV and that of an ion with an 
energy of 25 meV can be calculated to approximately be: 1.25×10−19 and 1.25 × 10−15 (m2) 
respectively. This mean that the recombination cross-section for a highly energized electron with 
a positive ion is a factor of 1 × 104 smaller than the recombination cross-section for two ions. 

In addition to recombination, electrons also combine with neutral molecules to form negative ions. 
This process is modeled as an electron attachment time constant. In very pure hydrocarbon 
liquids, energetic electrons have attenuation lengths on the order of several centimeters, meaning 
that an electron can be expected to travel for several centimeters in the liquid from the point 
where it was formed before it attaches to a neutral molecule to form a negative ion [100]. In 
commercial dielectric liquids, the attenuation length will be shorter due to higher levels of 
impurities in the liquid [25]. 

The attachment time constant is simply the quotient of the electron attenuation length and the 
electron velocity. A representative set of numbers for such a calculation are an electron 
attenuation length λa of 1 mm, an electron mobility µe of 1×10−4 m2V−1s−1 and an electric field 
strength of 5 × 107 V/m. These numbers give an attachment time τa of: 

τ a =
λa

µe |

E |

= 200 ns  (5.17) 

 
which corresponds with values found in the literature [25,101]. Although attachment undoubtedly 
takes place during streamer growth in dielectric liquids, its impact on the overall streamer 
propagation process is reasonably small due to the fact that attachment processes take place on a 
longer time scale than important dynamics such as the separation of positive ions and electrons in 
the ionization zone at a streamer’s tip [25]. 

 
5.3.3 Electric Field Dependent Electron Mobility 
 
The constant values of mobilities in the older versions of the model, listed in Table 5.1, are taken 
from [11]. In this thesis, causes of positive streamer acceleration are rationalized by saturation of 
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the electron velocity at extremely high divergent electric fields. Such findings explain the abrupt 
jump in the streamer velocity under extra-high voltages (i.e., above 400 kV for needle-sphere 
electrodes 25-mm apart), traditionally known as higher modes of positive streamers. The model 
that uses a nonlinear electric field dependent electron velocity describes the streamer velocity 
more accurately when compared to the experimental data in the literature. 

Electron Saturation Velocity (ESV) is the maximum velocity an electron attains in the presence of 
very high electric fields. The ESV is a fundamental parameter in the design of semiconductor 
devices especially field effect transistors [95]. In liquid dielectrics, electrons normally move at an 
average drift velocity proportional to the electric field intensity they experience temporally [96]. 
The proportionality constant, mobility of the carrier, is known to be a dielectric property [97,98]. 

However, as the electric field in a liquid dielectric increases above ~ 0.01 MV/cm, the mobility of 
the electrons starts to decrease, the transverse component of electron diffusion coefficient 
becomes greater than the longitudinal component due to raising the backscattering rate, and the 
average electron energy particularly ahead of the ionization front eventually limits the electron 
velocity in the direction of the electric field [97]. For intense electric fields above ~ 1 MV/cm, the 
drift velocity becomes almost constant and independent of electric field intensity, transverse and 
longitudinal components of the electron diffusion coefficient do not effectively contribute to the 
electron average velocity (both become smaller than ~ 10 cm2/s) [96-99]. At extremely high 
electric fields above ~ 10 MV/cm, electrons gain more energy from the field than they can 
transfer to the neutral molecules of the liquid, and become runaways. The velocity of the runaway 
electrons is not equilibrated [96,97]. Typical ESV in transformer oil is on the order of 
~1×106 cm/s that occurs at electric field strengths on the order of ~ 1 MV/cm or higher [96]. Both 
the saturation field and the saturation velocity of all materials including transformer oil strongly 
depend on impurities, chain/crystal defects and temperature [96]. If the two electrodes between 
which the electrons move are much smaller than the Debye length (mean free path), hot 
electron effects (velocity overshoots) can be observed [97-99].  

The dependencies of mobilities on the electric field (ESV model) [97] are taken into account. 
Runaway and hot electron effects are not incorporated in the model, since appearance of such 
phenomena is unlikely for applied voltages up to 400 kV (the maximum electric field does not 
reach above ~ 10 MV/cm). The ESV is modeled as a rational function of electric field intensity 
that is adopted from semiconductor models [39,96]. The constant mobility model anticipates 
slower and faster electrons at lower and higher fields than 4 MV/cm, respectively, compared to 
the ESV model. Constant mobility of electron, which is derived from measurements performed 
only at intense uniform electric fields [95] has been also used for low electric fields and highly 
divergent fields in the previous versions of the model [48] due to the lack of a comprehensive 
experimental record. The results of the ESV model match the empirical data of higher mode 
streamers in the literature more accurately than the constant mobility model. Therefore, we argue 
that the ESV model describes the electron behavior at applied voltages above 400 kV more 
accurately. Most of the results reported in this chapter are obtained by the constant mobility 
model with values listed in chapter 5.1. The ESV model is applied wherever stated in this thesis.  
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5.3.4 Temperature Dependent Electron and Ion Mobilities 
 
The dependencies of mobilities on the temperature [2] (due to lower viscosity of the the fluid at 
higher temperatures) are taken into account. This dependency is described by the Einstein relation 
(kinetic theory) [2]. All of the parameter values of the Einstein relation for transformer oil are 
taken from [2]. 
 
 

5.4 Boundary Conditions 
 

Consistent boundary conditions have been applied to the streamer model. First of all, to unify all 
the research efforts in liquid discharge physics, standard electrode geometries, and standard 
applied impulse voltages have been defined by the International Electrotechnical Commission 
(IEC), as shown in Figure 5.1. In addition, IEC has defined the impulse applied voltage which can 
be generated with Marx generators in typical high voltage laboratories. Positive and negative IEC 
standard impulse voltages with a broad range of applied voltage peak amplitudes (spanning from 
initiation peak voltage to acceleration peak voltage) and rise-times (from a few nano-seconds to a 
few micro-seconds) have been studied for different gap distances and electrode shapes. 
Specifically, the potential of the sphere electrode is set to the ground. The needle electrode 
potential is defined using two subtracting exponential voltages to create the standard lightning 
impulse voltage according to IEC 600060-1 [86] as: 

 
(5.18) 

 
 

where K is a non-dimensional compensation factor to determine the polarity of impulse voltage 
and to keep the peak amplitude of the impulse exactly equal to V0, since in general, the maximum 
value of subtraction of two exponential functions is not generally 1. 

The top, bottom and side insulating (transparent) walls shown in Figure 5.1 have been assigned to 
have zero normal displacement field components (i.e., ). This boundary condition acts 
like a continuity equation, which means no terminating walls are felt by electric field lines across 
the walls. The electrode boundary conditions along the charge transport continuity equations are 
convective fluxes for all species, while insulating wall boundaries are assigned to have no flux of 
any species. All boundaries are set to zero normal thermal diffusive flux (i.e., ) making 
the approximation that the system is adiabatic on the timescales of interest [23,25,48]. 
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Figure 5.2: IEC 60060 lightning impulse voltage (non-dimensional, ) with rise-time tr (10% to 

90% of peak voltage) versus non-dimensional time,  generated with subtracting two exponential 

functions. 

 
 

 
5.5 Breakdown Stages in Liquid Dielectrics 
 

We have divided the entire streamer breakdown process into three distinct stages: initiation, 
propagation and final stage of breakdown. These stages are defined based on the position of the 
streamer head. During the initiation stage, the streamer emanates from the needle electrode and 
travels a few millimeters. The streamer stays in the propagation stage until it reaches the second 
electrode. The breakdown completes when the streamer hits the second electrode (final 
breakdown stage). From the modeling point of view, after the initiation stage, the model requires 
a significant amount of computational capacity. In this section (5.5), we discuss these stages 
separately. 

The extent of a streamer development depends upon many factors including both the nature of the 
dielectric liquid (i.e., chemical composition) and the applied electrical excitation (i.e., magnitude, 
duration, rise time, polarity, etc.). Hwang has addressed some of the transformer oil 
characteristics that affect the streamer breakdown [25-28]. Transformer oil is not a pure liquid 
hydrocarbon, but is a mixture of many different naphthenic, paraffinic, and aromatic molecules 
with a complex molecular structure, which makes it difficult to characterize many parameters, 
such as electron mobility, number of ionizable species and ionization potential. The electric field 

V =V /V0

t = t / τ1
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dependent molecular ionization is the key mechanism for streamer development in transformer oil. 
Except for the ionization potential function, we have imported the rest of the parameters into the 
model using simple assumptions with no or weak experimental records [23,25,48]. Firstly, there 
is multiple evidence indicating that effective electron mass, m* is a function of electric field while 
we have imported a constant value for zero electric field due to the lack of a reference [100,101]. 
It is fairly complicated to derive a function for the effective mass of free electrons [94], which is 
not in the scope of this thesis. Secondly, the number of the ionizable species, n0, is not precisely 
known for different situations of transformer oil. The previous works have assumed empirical 
constant values for n0 [23,25]. The model results indicate that there is a semi-linear relation 
between numbers of ionizable species, n0, and the streamer velocity. The number of ionizable 
species, n0, has been simply increased to model higher modes of positive streamers in [25], 
however, as discussed in 5.5.3, the 3rd mode positive streamer velocity only rises an order of 
magnitude when the streamer reaches about 8~10 mm from the needle tip. Therefore, it seems 
that n0 should be a function of electric field intensity itself, which is not known to the best of the 
author’s knowledge. The third important parameter, which is not known precisely, is the electron 
mobility. The value, shown in Table 5.1 for electron mobility is derived from Walden’s rule, 
which assumes the electron is a spherical particle and uses a classical electron radius, Re known 
as the Lorentz radius [5]. However, as described in sections 5.3.3 and 5.3.4, dependence of 
particle mobilities on the bulk oil temperature and electric field intensity are taken into account 
[2]. Temperature dependent mobility of charge carriers, applied to the model, has significantly 
increased the negative streamer velocity [48]. The temperatures obtained in the model for 
streamer core, indicate that a gas (vapor) phase develops underneath the streamer crust due to 
collisions. The model does not cover the ionization process in the gas phase. Future studies 
should include impact ionization in the gas phase as well as the phase conversion in the liquid 
bulk [102, 103] to better model the pre-breakdown mechanisms behind the streamer propagation. 
Therefore, the exact parameters describing the actual behavior of the hydrocarbon molecules in 
the pre-breakdown stage are not fully known and there is still much work remaining to be done 
on the characteristics of the transfer oil molecule under electrical and thermal stresses. 

Simulation results reported in this chapter indicate that negative streamers demand higher peak 
voltages to initiate from a needle electrode. Also, bushy negative streamers initially occupy larger 
volume around the needle electrode compared to the filamentary positive streamers. An initial 
ionized body formed by negatively applied impulse voltage propagates slower due to the lower 
electric field enhancement ahead of the ionized region. When the ionized body grows a few 
millimeters from the negative needle, the 2-D axisymmetric model fails to track the physical 
velocity of the negative streamer, since in spite of positive streamers, experiments confirm that 
the negative streamers cannot propagate in a stable single on-axis streamer column and the 
formation of the off-axis branches are inevitable for negative streamer propagation beyond a few 
millimeters. Branching phenomena must be studied in a computationally expensive full 3-D 
model, which is in the scope of this continuing research. Including the electric field dependence 
of ionization potential derived using DFT [12, 93, 94] enables the presented model to physically 
describe the higher streamer velocity and streamer column diameter under higher applied voltages. 
The model confirms that higher mode velocities do not take place until the streamer travels 
beyond 8~10 millimeters from the needle electrode as already observed in experiments [2].  
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Our model also indicates that the applied voltages with smaller rise-times form thicker streamer 
columns in liquid dielectrics, while applied voltages with longer rise-times create thinner 
streamers. Such effects have been reported from experiments on the streamer formed in gaseous 
media. The molecular structure and behavior of liquids is more complex than gases and solids and 
even in the purest liquids, there exists trace amounts of impurities that make it difficult to isolate 
the mechanisms behind electrical breakdown. In particular, transformer oil is a mixture of many 
different aromatic, naphthenic, and paraffinic molecules with complex molecular structures. The 
major weak point of the presented model is the lack of data about effective electron mass, 
electron mobility and the number of ionizable species in electrically stressed transformer oil. 

 

5.5.1 Streamer Initiation: Effects of Applied Voltage Parameters 
 

Mechanisms behind the streamer initiation caused by standard positive and negative impulse 
voltages with different peak amplitudes and rise-times have been investigated in this section 
using the 2-D axisymmetric EHD model. It has been experimentally observed that streamer 
initiation characteristics are strongly dependent on the voltage polarity and peak amplitude [41-
53]. In the case of transformer oil, experimental evidence has shown that streamers emanating 
from a positive electrode tend to initiate at lower applied voltages and propagate faster and 
further than negative streamers [8,13,41-53]. A few streamer propagation modes have been 
identified for lightning impulse voltage excitations depending on the peak amplitude of the 
excitation voltage. For instance, the 2nd mode positive streamers initiate at the breakdown voltage, 
which denotes 50% probability of breakdown, while the 3rd mode initiates at the acceleration 
voltage (roughly two times greater than 50% breakdown voltage) where the streamer propagation 
velocity rises dramatically [104]. Average propagation velocities for 2nd and 3rd mode streamers 
are on the order of 1 km/s and 10 km/s respectively [25,104]. In the literature, the 1st

 mode of 
positive streamers is often ignored as it has a low probability of leading to breakdown [25,28]. 
Similar modes have been identified for negative streamers depending on applied voltage 
magnitude [28,104]. Simulation results clearly show the effects of applied voltage peak for both 
polarities. Figure 5.3 shows a filamentary positive streamer formed by an applied voltage with 
+130 kV peak and 100 ns rise-time at t=155 ns. The initiation velocity and diameter of this 
streamer are clearly less than a positive streamer formed by an applied voltage with +200 kV 
peak and 100 ns rise-time shown at t=100 ns in Figure 5.4. The effect of the applied voltage peak 
is even more evident in Figure 5.5 showing a higher mode positive streamer formed by an applied 
voltage with +400 kV peak and 100 ns rise-time shown at t=100 ns. The average velocity of +400 
kV is approximately greater by factors of 4 and 2 than +200 kV and +130 kV respectively. In 
addition, it can be seen in these figures that higher applied voltages create thicker positive 
streamers [48]. 
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Figure 5.3: Electric field magnitude and lines (right side) and the net charge density and equipotential lines 
(left side) for a positively applied lightning impulse voltage with 130 kV peak and 100 ns rise-time at t=155 
ns. No discharges are observed for a 130 kV negatively applied impulse voltage. 
 

 
 
Positive streamers formed by +130 kV and +200 kV impulse voltages (shown in Figures 5.3 and 
5.4) almost reach their eventual diameters after the streamer head travels about 250 µm from the 
positive needle tip. However, it takes a relatively longer time for a +400 kV streamer to attain its 
ultimate diameter as shown after 100 ns and 200 ns in Figures 5.5 and 5.6, respectively. In Figure 
5.6, the variation of the streamer diameter formed by +400 kV is almost damped in 1 mm from 
the needle electrode tip (after 200 ns). Therefore, it takes longer times and distances for streamers 
formed by higher voltage peak amplitudes to stabilize. We will further discuss the positive 
streamer diameters in this section. 
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Figure 5.4: Electric field magnitude and lines (right side) and the net charge density and equipotential lines 
(left side) for a positively applied lightning impulse voltage with 200 kV peak and 100 ns rise-time at  
t=100 ns.  
 
 

 
Comparing Figures 5.3, 5.4 and 5.5 indicates that the stabilized thickness of streamers and 
streamer head radius of curvature grow as the applied voltage peak increases. In addition, 
streamers formed by higher voltages carry higher total charge at relatively higher velocity. As 
shown in Chapter 6, higher charge density at wider streamer heads will increase the chance 
instability growths at the streamer heads if inhomogeneities disturb the cylindrical symmetry. 
Therefore, the fact that the higher applied voltage peaks generate higher number of streamer 
branches is also due to the dependency of charge density configuration at the streamer head on 
the applied voltage peak as shown in Figures 5.2-5.5. 
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Figure 5.5: Electric field magnitude and lines (right side) and the net charge density and equipotential lines 
(left side) for a positively applied lightning impulse voltage with 400 kV peak and 100 ns rise-time at  
t=100 ns. 
 
  

 
It should be noted here that the optimal stabilization techniques to study the shape of the 
streamers in the 2-D axisymmetric model is combination of crosswind diffusion (CWD) and 
compensated streamline upwind Petrov-Galerkin (SUPG) streamline diffusions to solve the 
charge continuity equations. Particular application of artificial anisotropic streamline diffusion 
(AISD) as the only stabilizer should be avoided although it increases the simulation speed [23,25], 
since it leads in an oversimplification, which results in an ignorance of streamer column diameter 
dynamics over time and space as can be seen in Figure 5.6 for instance. 
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Figure 5.6: Electric field magnitude and lines (right side) and the net charge density and equipotential lines 
(left side) for a positively applied lightning impulse voltage with 400 kV peak and 100 ns rise-time at  
t=200 ns.  
 
 
In spite of filamentary positive streamers, negative streamers form in a bushy shape as shown in 
Figures 5.7 and 5.8. The negative streamer produced by an impulse with -400 kV peak and 1 ns 
rise-time grows in both axial and radial directions to build an ionized bubble in the vicinity of the 
negative needle. Such a bushy configuration of the net charge density significantly shields the 
intense electric field, which leads to a significant drop in the streamer velocity after the streamer 
front travels about half a millimeter from the needle tip. The negative streamers cannot initiate in 
a filamentary shape, since the opposing electric field formed by stationary ions slows down the 
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electrons; while in positive streamers, sluggish positive ions assists the electric field amplification 
ahead of the streamer, which accelerates the filamentary streamer even at a few millimeters from 
the needle tip. 

Increasing the applied voltage peak amplitude affects negative streamer shape and the velocity of 
negative streamers fairly similar to the positive counterparts. Figure 5.8 shows a negative 
streamer formed by an applied voltage with -600 kV and 1 ns rise-time. Comparing Figures 5.7 
and 5.8 clarifies that higher voltages create a bulkier ionized bubble, which grows faster, and 
further in both axial and radial directions.  

 

 

 
 
Figure 5.7: Electric field magnitude and lines (right side) with the charge density generation rate and 
equipotential lines (left side) for a negatively applied lightning impulse voltage with -400 kV peak and 1 ns 
rise-time at t=5 ns.  
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As can be seen in Figures 5.7 and 5.8, the negative streamers occupy much more volume since 
the highly mobile electrons are repelled by the negative needle electrode and migrate into the 
liquid bulk. On the other hand, applied positive impulse voltage extracts the electrons from the 
ionization zone back to the needle electrode creating a positive space charge region that reduces 
the electric field near the needle electrode and enhances the electric field ahead of the positive 
space charge region. The field enhancement makes the positive streamer initiation possible at 
lower applied voltage peak amplitudes compared to the negative streamers.  

 
 

 
 
Figure 5.8: Electric field magnitude and lines (right side) with the charge density generation rate and 
equipotential lines (left side) for a negatively applied lightning impulse voltage with -600 kV peak and 1 ns 
rise-time at t=5 ns. 
 
 
 
The model reveals that the velocity and the shape of positive streamers are approximately 
insensitive to the changes in electron mobility as long as it is about two orders of magnitude 
greater than the ion mobilities. The experimental results confirm this prediction of the model as 
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reported in [17]. However, the shape and the velocity of negative streamers are quite sensitive to 
the electron mobility.  

The main difference in the effects of the higher applied voltage peak amplitudes between positive 
and negative streamers is that the higher positive applied voltage peaks lead to an increase in 
streamer velocity and streamer diameter and not the electric field ahead of the ionized region 
while in negative streamers both electric field ahead of the ionized body and the streamer velocity 
are increased by higher negative peaks as can be seen in Figures 5.4−5.8. 

Ionizing the oil molecules into slow positive and negative ions and fast electrons quickly 
develops a net volume charge because the highly mobile electrons are swept away from the 
ionization zone leaving behind the low mobility positive and negative ions. The net charge 
density at the streamer crust, with the same polarity as the needle electrode, modifies the electric 
field distribution in the oil such that the electric field close to the needle electrode decreases while 
the electric field magnitude ahead of the ionized volume in the oil increases. The new enhanced 
electric field distribution leads to ionization occurring further away from the needle electrode, 
which in turn causes further modification of the electric field and charge distributions. The 
ultimate result of these electrodynamic processes is the development of an ionizing electric field 
front, which is a moving dissipative charge carrier source due to the collisions, raises the 
temperature to vaporize transformer oil and create a gas phase. The temperature rise in the 
negative streamers is considerably greater over a larger volume. Experimental results have shown 
that negative streamers initiated from the needle electrode generate gas bubbles around the needle 
with diameters on the order of 1 mm in transformer oil [7-9].  These observations support the 
numerical results of our model obtained for negative streamers, since in the larger ionized body 
around the negative needle, the temperature is about 5000 K, about one order of magnitude higher 
than the boiling point of the transformer oil (~500 K) [2]. Therefore, it is reasonable to think of a 
vapor phase generated inside the bushy ionized body around the negative needle [8,18,48]. On the 
other hand, since the volume that must be ionized by a negatively applied impulse voltage is 
much larger, the negative streamers demand more energy to form. As a consequence, negative 
streamer formation occurs at a higher impulse voltage peak than their positive counterparts. 

Figure 5.9 shows the distance of the streamer head from the needle tip for positive and negative 
streamers initiated by different applied voltage peaks. Error-bars in Figure 5.9 show the range of 
results obtained by application of different streamline artificial diffusions (anisotropic, 
compensated streamline upwind Petrov-Galerkin (SUPG) and Galerkin least-square methods) to 
solve continuity equations and the curves are plotted by taking averages on the results of these 
artificial stabilization techniques. The streamer velocity under +400 kV is roughly 2 times greater 
than +200 kV streamer velocity which itself is two times greater than +130 kV streamer velocity. 

The velocity of the negative streamers is initially higher than positive streamers, however, the 
instantaneous velocity of a positive streamer tends to increase after a few tens of nanoseconds, 
before the streamer reaches ~1.2 mm from the needle, while the negative streamer velocity 
decreases significantly after the initial bubble formed around the needle. 
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At the point 1.5 mm from the needle, the streamer velocities are ~2.5 km/s, 5 km/s, 12 km/s, 1 
km/s and 3 km/s for streamers formed by applied voltages peaks of +130 kV, +200 kV, +400 kV, 
-400 kV and -600 kV respectively which correspond well with experimental results of [6,13,104] 
and [17]. 

Beyond ~1.5 mm from the needle, both positive and negative streamer velocities gradually drop. 
The positive streamer velocity falls to ~1 km/s, ~3.5 km/s and ~6 km/s for 130 kV, 200 kV and 
400 kV applied voltage peaks respectively, which are again in good agreement with 
corresponding experimental results of [6,13,104].  

It has also been presented in [13,104] that initiation velocities of 3rd mode positive streamers 
(occurring above 200 kV in a 25 mm gap) are at most 2~3 times greater than 2nd mode. The 
dramatic rise in positive streamer propagation velocity only appears when the 3rd mode streamer 
head travels about 8~10 mm from the needle tip [13] which is not covered in Figure 5.9. Our 2-D 
axisymmetric model is unable to keep track of the streamer head velocity this far, since at these 
points branching usually happens [7]. The branching phenomenon is one of the most interesting 
characteristics of the streamers in dielectrics, which is not physically understood. The present 2-D 
axisymmetric model is not able to keep track of the off-axis branches emanating from the main 
streamer root, since it forces the entire streamer development process to stay in axial symmetry.  

Unfortunately, there is not enough experimental evidence to clarify the effects of the applied 
voltage rise- and fall-times on the shape and velocity of positive and negative streamers in 
dielectric liquids. Briels et al., have shown in [32, 33] that the applied voltages with shorter rise-
times create streamers with visibly larger diameters in gaseous media. Our model shows that 
impulses with steeper rises form thicker positive and negative streamer columns in transformer 
oil as well (see definition of 10%−90% rise-rime of applied impulse voltage defined by IEC in 
[86]). 
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Figure 5.9: Streamer head average distance from needle tip for positive and negative applied voltages with 
different peak amplitudes. Positive streamer velocity tends to time increases, while a negative streamer 
decreases significantly after an initial bubble is formed around the needle. Error-bars show the range of 
results obtained by each of the artificial streamline diffusions (anisotropic, compensated streamline upwind 
Petrov-Galerkin and Galerkin least-square methods) to solve the charge continuity equations. The streamer 
velocity under +400 kV is roughly 2 times greater than +200 kV streamer velocity which is itself two times 
greater than +130 kV. Dissimilar rise-times for positive and negative streamers are shown to ease 
comparison between positive and negative streamers with velocities on the same order. 
 

 

It is already shown that increasing the applied voltage magnitude rises both the initial ionized 
volume and the eventual streamer column diameter (Figures. 5.3−5.9). The effects of applied 
voltage rise-time on the positive streamer shape can be seen in Figures 5.4, 5.10−5.13 for positive 
streamers and in Figure 5.14 for negative streamers. The greater streamer diameter formed by 
steeper applied voltages is caused by the fact that shorter rise-times (higher rate of rise of electric 
field intensity) impose a stronger electrical ionization shock, especially around the needle. A 
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faster rising electric field prevents the highly mobile electrons to diffuse into the bulk oil and by 
capturing more electrons over a larger volume forms a bulkier initial ionized volume, which ends 
up with a greater streamer column diameter. We have observed such phenomena in different 
polarities and peak amplitudes. For conciseness, the effects of the rise-time are shown only on the 
positive streamers formed by applied voltages with +200 kV peak amplitudes in Figures 5.4, 
5.10-5.13 and for the negative streamers formed by applied voltages with -400 kV and -600 kV 
peak amplitudes in Figure 5.14. The positive streamer shown in Figure 10 is slightly thicker 
compared to the one that is formed with longer rise-time as shown in Figure 5.4. The difference 
between streamer diameters is more evident for the positive streamers formed by +200 kV 
impulse voltages with 10 ns and 1 ns rise-times shown in Figures 5.11 and 5.12, respectively. 
Comparing Figures 5.4, 5.10, 5.11 and 5.12 also suggests that the maximum electric field at the 
streamer head is slightly less ahead of the streamers formed by steeper applied voltages. Such 
drops in electric field magnitude are mainly caused by greater radii of curvature of the streamer 
heads formed by shorter rise-times. The other fact that contributes to the drops in electric field in 
thicker streamers is that the maximum volume charge density is also less for streamers formed by 
positive applied voltages with smaller rise-times. Such drops in maximum electric field ahead of 
the streamer directly lessens the instantaneous streamer velocity, which can lead to lower the 
chance of total breakdown over the gap if the pulse width (fall time) is not sufficiently long. Our 
model predicts relatively similar positive streamer behavior for other positive applied voltage 
magnitudes, such as +130 kV and +400 kV. 

Decreasing the applied voltage rise-time, also broadens the distribution of the highly ionized 
volume close to the needle which can be considered as increasing the chance of branching. For 
instance a streamer formed by an impulse applied voltage with +200 kV peak and 1 ns rise-time 
occupies much more radial space than the positive streamer shown in Figure 5.4. The model must 
be extended to a full three-dimensional geometry to involve the physics of streamer branching 
and at this point, based on 2-D axisymmetric models we can only evaluate the branching 
possibility which seems to be more for applied voltages with greater peak amplitudes and/or 
shorter rise-times.  

It is usually tricky to measure the streamer column diameter in experiments. One of the most 
effective approaches is the optical measurement [18]. The streamer branch diameters from optical 
measurements is estimated to be about half of the electrodynamic diameters, as the model 
describes (shown in Figures 5.3−5.6 and 5.10−5.12) [29,51]. Considering this assumption, the 
streamer column diameters shown in this chapter for both polarities are in agreement with some 
of the experimental images of [3], [14], [105] and especially [18]. 
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Figure 5.10: Electric field magnitude and lines (right side) and the net charge density and equipotential 
lines (left side) for a positively applied lightning impulse voltage with +200 kV peak and 50 ns rise-time at 
t=70 ns. 
 
 
 
One of the fundamental differences between positive and negative streamers is the temperature 
inside the streamer column. The temperature within the positive streamers does not exceed a few 
hundred K, even at extremely high voltages (Figure 5.6), while the temperature tends to rises 
quickly in the bubble shaped negative streamers even beyond the evaporation point of most liquid 
dielectrics such as transformer oil. This means negative streamers are mostly associated with gas 
bubble development, if they initiate. Experimental evidence agrees this finding of the model as 
imaging of streamers clearly shows that some bubbles develop within the negative streamers 
[8,18]. 
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Figure 5.11: Electric field magnitude and lines (right side) and the net charge density and equipotential 
lines (left side) for a positively applied lightning impulse voltage with +200 kV peak and 10 ns rise-time at 
t=8.5 ns.  
 
 
Steep rise of applied voltage (short rise-time) makes the positive needle electrode absorb the 
electrons in a larger area and create a more radially expanded ionized region (Figure 5.12) where 
the electric field is low. The ionized region acts like a conductor and affect the distribution of free 
net charge and electric field around and outside of it. In Figure 5.12, the area of ionization is 
larger (greater radius of curvature) and consequently the electric field ahead of the ionized region 
is smaller than Figures 5.10 and 5.11. Because ionized region in Figure 5.12 has a larger volume 
(greater radius of curvature), electric field ahead of ionized region is weaker (analogy of ionized 
body and a conductive body).  Similar argument can be made for negative streamers where the 
negative needle affects large volume by repelling electrons in a larger space around the needle 
under steeper applied voltages (shorter rise-times) as can be seen in Figure 5.14. 
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Figure 5.12: Electric field magnitude and lines (right side) and the net charge density and equipotential 
lines (left side) for a positively applied lightning impulse voltage with +200 kV peak and 2 ns rise-time at 
t=2 ns. 
 
 
As shown in Figures 5.3−5.6 and 5.10−5.12, the diameter of the positive streamers gradually 
decreases when it elongates. The diameter reduction rate clearly depends on the applied voltage 
peak amplitude and rise-time. Figure 5.13 compares the positive streamer head radii of curvatures 
when the streamers travel a half-millimeter from the positive needle tip. It must be realized that 
the streamer head velocities, time instants, the instantaneous voltages are different for the cases 
shown in Figure 5.13, however, the positions of the streamer heads are identical. 
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Figure 5.13: Volume charge densities and electric field distributions for different positively applied voltage 
peak amplitudes and rise-times. The pictures are shown for the instant times that the streamer heads travel 
half a millimeter from the needle tip. Space charge densities are shown as filled contours from 0.5|ρmax| (the 
brightest color) to |ρmax| (the darkest color). Electric field contours are shown as black solid lines from 
0.5|Emax| to |Emax|. The value of each contour is labeled on the curve as a fraction of |Emax|. The streamer 
head curvatures can be compared between streamers formed by (a): 130 kV with 1.2 µs rise-time: 
|Emax|=3.1×108 V/m  , |ρmax|=4.25×103 C/m3; (b): 130 kV with 100 ns rise-time: |Emax|=2.9×108 V/m  , 
|ρmax|=3.94×103 C/m3; (c): 200 kV with 1.2 µs rise-time: |Emax|=2.9×108 V/m  , |ρmax|=3.12×103 C/m3; (d): 
200 kV with 100 ns rise-time: |Emax|=2.8×108 V/m  , |ρmax|=2.43×103 C/m3; (e): 400 kV with 1.2 µs rise-
time: |Emax|=2.6×108 V/m , |ρmax|=1.54×103 C/m3; and (f): 400 kV with 100 ns rise-time |Emax|=2.4×108 
V/m  , |ρmax|=0.93×103 C/m3. 

 
 

Similar comparisons are also performed for the negative streamers in Figure 5.14. Like positive 
streamers, increasing the applied voltage rise-time decreases the streamer volume over the same 
course of time. Comparing the right and left sides of Figure 5.14 also shows that increasing the 
negatively applied voltage rise-time also decreases the radial velocity of the ionized bubble, 
which decreases the chance of branching. It also can be seen that increasing the applied voltage 
peak amplitude has a similar effect on the negative streamer volume as decreasing the applied 
voltage rise-time. 

Increasing rise-time of the negatively applied voltages also decreases the maximum ionization 
rate, Gmax and its gradient. It is visible for streamers formed by -400 kV peak and 100 ns rise-time. 
Regarding the streamers formed by -600 kV and 100 ns rise-time, it must be noted that the 
ionization rate is slightly less than 0.5|Gmax| for points closer than 0.1 to the needle which are not 
shown in Figure 5.14 to prevent confusion with a -400 kV, 100 ns negative streamer.  
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Figure 5.14: Electric field distributions and charge density generation rates for different negatively applied 
voltage peak amplitudes and rise-times. Space charge density generation rate, GM are shown as filled 
contours from 0.5|Gmax| (the brightest color) to |Gmax| (the darkest color). Electric field contours are shown 
as black solid lines from 0.5|Emax| to |Emax|. The value of each contour is labeled on the curve as a fraction of 
|Emax|. The approximate radius of an ionized bubble can be compared between different applied voltage 
peaks and rise-times: -250 kV with 1ns rise-time (upper right): |Emax|=1.01×108 V/m and |Gmax|=0.7×1011 

Cm-3s-1; -400 kV with 1ns rise-time (middle right):  |Emax|=1.42×108 V/m and |Gmax|=1.2×1011 Cm-3s-1; -
600 kV with 1ns rise-time (bottom right): |Emax|=1.75×108 V/m and |Gmax|=6.21×1011 Cm-3s-1; -400 kV 
peak with 100 ns rise-time (upper left): |Emax|=0.95×108 V/m and |Gmax|=0.84×1011 Cm-3s-1; and -600 kV 
peak with 100 ns rise-time (bottom left): |Emax|=1.15×108 V/m and |Gmax|=1.21×1011 Cm-3s-1. 
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5.5.2 Streamer Initiation: Effects of Electrode Geometries  
!
Once we started modeling different gap distances of needle sphere electrode geometry, we 
realized that the electric field maximum in the vicinity of the needle electrode is not determined 
by the gap distance, despite the intuitive expectations that come from simple calculation in the 
uniform gap. This fact, which has also been verified in the experimental records [15], suggests 
that the streamer initiation is not influenced by the gap distance [22]. Our model shows that the 
streamer initiation stage depends on applied voltage and the positive electrode geometry, not the 
gap length (in the gaps longer than 1 mm). Figure 5.15 shows the simulation results along with 
the data obtained from experiments [15]. This figure shows that the model agrees well with 
experimental records for the same gap distance. The results of the model for other gap lengths 
(i.e., 2 mm, 4 mm and 10 mm) are essentially within a narrow deviation from the results of a       
6 mm gap, which shows that the gap distance does not play a key role in determining the streamer 
initiation voltage. 

As can be seen in Figure 5.15, there is a lack of experimental data especially in the range between 
200 µm and 500 µm tip radius of curvature in the work of Lesaint and Top [15] which leaves 
some of our modeling results not validated. They have also been unable to accurately measure the 
initiation delay and location [15].  

!
 
Figure 5.15: Experimental data for a 6 mm gap (!), a 20 mm gap (▼), and a 50 mm gap (★), all obtained 
from [15]. Modeling results for a 6 mm gap distance ("). The solid curve, which is fitted to the modeling 
results, is Vi=102.2 r!, where rt is the positive electrode tip radius in millimeters and the initiation voltage, 
Vi , is in kilovolts. 
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Although velocity and streamer head shape changes dramatically near the electrodes, streamers 
travel most of the electrode gap with an approximately constant head shape and velocity. We call 
this interval of streamer propagation the "stable interval”. The velocity and the shape of the 
streamer in the stable interval are determined by the applied voltage and the gap distance, and the 
needle tip plays a minor role. 

Figure 5.16 shows a set of different positive electrode tip sizes with the same gap distances and 
applied voltages.  In Figure 5.16, although streamers arrive at the same distance from the needle 
tip at different times, the shape and the velocity of the streamers are almost identical. This shows 
that positive electrode tip radius does not affect the breakdown delay and voltage appreciably, 
unless it is either smaller than a few micrometers or larger than a tenth of the gap distance.  

The effects of positive electrode radius of curvature, on time to breakdown and average streamer 
velocity are not appreciable since the eventual streamer column diameter and head curvature in 
the stable interval does not depend on the needle electrode size as can be seen in Fig. 5.16. 

For the same gap distance and the same applied voltage, the streamer acceleration occurs at a 
farther point from the needle tip and after a longer delay with higher tip radii. This is particularly 
reasonable, since the electric field is weaker around a tip with higher radius of curvature. 
However, the electric field in the middle of the gap (far from the needle electrode) is relatively 
smaller with sharper needle, which reduces the streamer velocity in the stable propagation 
interval. In general, the breakdown delay, if available, is longer with sharper needle electrodes.  

Grounded –or negative– electrodes do not contribute effectively in streamer initiation voltage. 
However, they play a major role in determining breakdown delay and breakdown voltage, as they 
are the eventual streamer targets. When the streamer reaches these electrodes, the breakdown is 
complete meaning that the current passing the electrode gap increases abruptly and dramatically. 
After this point, the plasma channel forms inside the electrode gap and the current streamer model 
is no longer valid to describe the dynamics of the produced arc. 

 

!
Figure 5.16: A set of different positive needle electrode tip sizes with the same gap distance and applied 
voltage, which is slightly above the initiation voltage for all of the positive electrode radii of curvature.   
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Figure 5.17 shows the electric field distribution at the grounded electrodes with different radii of 
curvature right after positive streamers (formed at the breakdown voltages) reach them. Smaller 
grounded electrodes collect higher currents before the breakdown occurs, since a small radius of 
curvature results in a higher electric field amplification and consequently higher ionization rate. 
Therefore, the grounded electrode can collect products of ionization around the grounded 
electrode even before the streamer reaches there. In addition, higher electric field at the grounded 
electrode, means a relatively lower electric field intensity exists in the middle of the gap. This is 
caused by the fact that the line integral of the electric field between electrodes is equal to the 
voltage drop across the electrodes. Since the electric field is extremely high near sharp electrodes, 
it has to be lower in the halfway point between electrodes. The lower electric field in the halfway 
point between electrodes decreases the streamer acceleration, which consequently reduces the 
breakdown probability. Therefore, breakdown occurs at higher voltages if the grounded electrode 
radius of curvature is relatively small. Velocity of the streamers in two different electrode 
geometries is reported in [49]. Unlike the positive electrode, the grounded electrode size does 
affect the streamer thickness. Especially at extra high voltages at which ionization rate is also 
significantly high near the grounded electrode. At breakdown voltage however, the effect of the 
grounded electrode is not significant as can be seen in Figure 5.17. The thickness of positive 
streamers, formed at breakdown voltage, when they reach the grounded electrodes is almost 
identical for different grounded electrode sizes. 

!
Figure 5.17: A set of different grounded tip sizes with the same gap distances and applied voltages. 
Ionization (high electric field) region is larger at sharper grounded electrodes.  

 
5.5.3 Streamer Acceleration due to Re-ignition from Needle Electrode 
 
Figure 5.18 shows the ESV, modeled as a rational function of electric field intensity that is 
adopted from semiconductor models [39, 96]. Field dependent ionization potential [48,49] is also 
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shown in Figure 5.18 as implemented in the model. The constant mobility model anticipates 
slower and faster electrons at lower and higher fields than 4 MV/cm, respectively, compared to 
the ESV model. Constant mobility of electrons, which is derived from measurements performed 
only at intense uniform electric fields [11,100], has been also used for low electric fields and 
highly divergent fields in the previous versions of the model [23,25,48] due to the lack of a 
comprehensive experimental record. The results of the ESV model match the empirical data of 
higher mode streamers in the literature more closely than the constant mobility model. Therefore, 
we argue that the ESV model describes the electron behavior at applied voltages above 400 kV 
more accurately. 

Multiple values for the electron velocity saturation field, E0, have been tested to study the effects 
of this factor on streamer re-ignition phenomena. To keep velocity of the streamers formed at      
4 MV/cm equal to 40 km/s, which has been experimentally observed [104], we changed the 
electron saturation velocity, v0, accordingly, for any value of E0 as shown in Figure 5.18. The 
results indicate that the re-ignition does not occur unless the saturation field is smaller than a 
certain value, E0 =0.651 MV/cm (applied voltages up to 10 MV are examined). For saturation 
fields above this threshold, the higher applied voltage peak is required to reignite a positive 
streamer in a medium with higher saturation field, E0. 

 
 
Figure 5.18: Electron velocity models and ionization potential (derived by Density Functional Theory) as 
functions of electric field intensity, ve=v0|E|/(|E|+E0). The numerical values of parameters of the saturated 
electron velocity are labeled on the curves and ionization potential constants are set as Δ=1.36×10-18 J, 
γ=1.118×10-22 Jcm1/2V-1/2. Values v0= 41 km/s, E0=0.1 MV/cm is used in [2,3]. 
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Since the electron velocity is limited at intense electric fields (ESV model), electrons are no 
longer capable of keeping the volume within the streamer column almost electrically neutral as 
the electric field intensity increases near the needle electrode. Therefore, a secondary ionization 
front initiates from the needle electrode and propagates at a much higher speed compared to the 
main streamer front in the track of the streamer column until it catches up with the main front 
when the collision happens. After the collision of the fronts, the streamer velocity increases 
approximately by a factor of two, since the volume charge density at the streamer head becomes 
about two times higher after collision. Figure 5.19 compares the results obtained from the ESV 
and the constant mobility models. The ESV model predicts lower streamer velocity compared to 
the constant mobility model for the applied voltage amplitudes lower than 400 kV.  

 
Figure 5.19: Electron charge density and flux distributions obtained by the ordinary model with constant 
electron mobility (left panel) and the ESV model (right panel) under a similar applied voltage with 500 kV 
peak and 100 ns rise-time. Each panel shows two frames of the streamer, i.e., the stem of the streamer 
(which attaches to the needle electrode tip) and the streamer head. Both streamer heads are at the same 
distance from the needle tip, but at slightly different time instants (after 0.6 µs for the linear model with 
constant electron mobility and after 0.57 µs for the ESV model). 
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For applied voltage magnitudes above 400 kV, a great amount of charge density forms inside the 
main streamer column caused by the high electric field due to the lack of electron velocity outside 
the streamer column. Figure 5.20 shows that this significant amount of charge propagates inside 
the streamer column towards the original streamer head. An abrupt jump occurs in the streamer 
velocity for 400 kV applied voltage amplitude after about half a microsecond due to the collision 
of the main and secondary streamer fronts (as seen in Figure 5.21).  

 
 

 
 
Figure 5.20: Charge carrier density (a), flux (b) and electric field distribution (c) obtained from the ESV 
model approximately 2 mm from the needle electrode tip while the streamer head is 5 mm from the needle 
tip under an applied voltage with 500 kV and 100 ns rise-time. Due to the electron velocity saturation, the 
electron and ion charge density do not quite cancel. Therefore, a secondary frontier of electric field is 
created inside the streamer column. In the case of E0=0.1 MV/cm, this secondary frontier propagates at a 
slow pace, however, for smaller E0, the secondary frontier can propagates much faster and even collide 
with the main frontier (streamer head front). 
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Figure 5.21: Electric field distributions in the range of 0.5|Emax| as the brightest color to |Emax| as the darkest 
color for positively applied impulse voltages with 0.1µs rise-time and 400 kV peak amplitude. The values 
of |Emax| at z=0, z=2 mm and z=3 mm are 3.24 MV/cm, 3.46 MV/cm and 3.58 MV/cm (except at t=0.52 µs 
that is 4.27 MV/cm), respectively. The velocity of the streamer front is approximately doubled after 
collision. 
 

 

Figure 5.22 compares the normalized length of the streamers for different applied voltage 
amplitudes, through which the significant jump in streamer velocity is evident. Error-bars in 
Figure 5.22 show the range of results obtained by each of the artificial streamline diffusions 
(anisotropic, compensated streamline upwind Petrov-Galerkin and Galerkin least-square 
methods) to solve the charge continuity equations. 
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Figure 5.22: Normalized length of the streamers for different applied voltage amplitudes. Dashed lines 
show the results of the constant electron mobility model adapted from the reference [48] and the solid lines 
show the ESV model results. Streamers accelerate abruptly under impulse voltages with higher amplitudes 
than 400 kV in the ESV model. The sudden acceleration happens exactly when the main and secondary 
streamer fronts collide. Error-bars show the range of results obtained by each of the artificial streamline 
diffusions (anisotropic, compensated streamline upwind Petrov-Galerkin and Galerkin least-square 
methods) to solve the charge continuity equations.  

 

As stated earlier, the re-ignition does not occur unless the saturation field is smaller than a certain 
value, E0 =0.651 MV/cm (applied voltages up to 10 MV are examined). For saturation fields 
above this threshold, the higher applied voltage peak is required to reignite a positive streamer in 
a medium with higher saturation field, E0  as shown in Figure 5.23. 
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5.5.4 Breakdown Completion: Effects of Gap Distance and Electrode Geometries  
 
Streamers, as the main cause of electric breakdown, emanate from an electrode, propagate 
through a transformer oil based liquid dielectric volume and eventually reach a grounded 
electrode. The electric field intensity just close to the electrode surface is higher around the points 
with smaller radius of curvature that is particularly true for a needle electrode defined by the IEC 
60897 [66]. This does not necessarily mean that the streamer breakdown occurs at lower voltages 
in a needle-needle gap rather than the needle-sphere electrode geometry. A positive sharp needle 
electrode assists the streamer initiation. However, if both electrodes are needles, the electric field 
in the middle of the gap will be relatively lower than what would be the case for the 
corresponding needle-sphere electrode gap distance. This is caused by the fact that the line 
integral of the electric field between electrodes is equal to the voltage drop across the electrodes. 
Since the voltage distributions across the two electrode configurations are different, and the 
electric field is extremely high near the needle electrode, it has to be lower in the halfway point 
between needle electrodes. The lower electric field in the region around the halfway point 
between two needle electrodes decreases the streamer acceleration, which consequently reduces 
the breakdown probability. Hence, the breakdown in the needle-needle electrode geometry occurs 
at higher voltages compared to the needle-sphere electrode geometry as shown in Figure 5.24. 
The velocity of the streamers in different electrode geometries and gap distances can be derived 
from the streamer head trajectories along the shortest line that connects electrodes (on the axis of 
symmetry) as shown in Figure 5.24. For the same applied voltages and gap distances, the average 
velocity is higher in the needle-sphere geometry. Specifically, the streamer velocity and 
acceleration toward the grounded sphere electrode increases earlier than in the grounded needle. 
On the other hand, the maximum instantaneous velocity and acceleration of the streamer is higher 
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Figure 5.23: Minimum applied 
voltage peak required for 
reigniting a positive streamer 
from the needle electrode 
placed 25 mm from a grounded 
sphere electrode against 
saturation electric field, E0. For 
saturation fields above 0.651 
MV/cm no re-ignition is 
observed (applied voltage peaks 
up to 10 MV are examined).  
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when it propagates toward the grounded needle electrode. The trajectories of streamers in gaps 
ranging from 1 mm to 10 mm fit closely to polynomial and exponential functions for needle-
sphere and needle-needle geometries, respectively, as shown in Figure 5.24.  

 
 

 
 
Figure 5.24: Normalized length of the streamers for different electrode geometries and gap distances at 
breakdown voltages. Breakdown voltage is the minimum impulse voltage amplitude at which the streamer 
is able to reach the ground electrode and consequently breakdown occurs. The streamer lengths are fitted 
with exponential and single term polynomial curves for needle-needle and needle-sphere geometries, 
respectively. Streamers require higher impulse voltage amplitudes to reach the grounded needle electrodes. 
The streamer velocity clearly increases when the streamer approaches the grounded electrode at z=d.  
 
 
 
 
Results show that the probability of breakdown will increase significantly if the applied impulse 
voltage is able to elongate the streamer within the last ~10% of the gap from the grounded sphere 
electrode and the last 20% of the gap from the grounded needle electrode. The reason is that the 
streamer acceleration respectively increases within the 10% and 20% of the gap distance from the 
grounded sphere and needle electrodes (as shown in Figure 5.24). 
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Figure 5.25 shows the streamer head shapes and positions until they reach the grounded sphere 
electrode (panels a, b, c, d) and the grounded needle electrode (panels e, f, g, h) for a 10 mm gap 
distance. The minimum applied voltage amplitude at which a streamer initiates from the positive 
needle (initiation voltage) is 11 kV for the needle-sphere and 17 kV for the needle-needle 
electrodes, 10 mm apart. Streamers formed by the initiation voltage do not necessarily reach the 
grounded electrode, and therefore, do not lead to breakdown. If the applied voltage amplitude is 
greater than the initiation voltage but lower than the breakdown voltage, it creates streamers 
whose accelerations drop at some point (depending on the voltage amplitude) before it reaches 
the grounded electrode. As soon as the streamer slows down, the volume charge created by 
ionization along the streamer path starts to diffuse through the oil bulk. However, at voltages 
higher than the breakdown voltage, the streamer eventually reaches the grounded electrode as 
shown in Figures 5.24 and 5.25. 

The streamer column diameter and head radius of curvature are about 50% higher in the needle-
sphere geometry than the needle-needle geometry (Figure 5.25). From the experimental point of 
view, it is difficult to visualize the streamer head position to find out when it hits the grounded 
electrode. Instead, it is much easier to measure the current passing through the electrodes [2,102] 
that can be considered as another good criteria of breakdown occurrence [1,2]. Therefore, 
determining the terminal current greatly facilitates the validation of modeling results. To calculate 
the conduction current, we integrate and algebraically add up the total fluxes of all charge carriers 
on the grounded electrode surface, i.e., ∫(ρpµpE⊥+ρeµeE⊥+ρnµnE⊥)ds. The displacement current is 
essentially equal to the time derivative of the total surface charge on the grounded electrode that 
is evaluated over time by integrating the perpendicular component of the displacement field on 
the surface, i.e., ∂/∂t (∫ D⊥ds). 

Displacement and conduction currents at the grounded electrodes are shown against time in 
Figure 5.26. The displacement component of the current is larger than the conduction current 
before the streamer reaches the grounded electrode. However, after breakdown occurs, the 
conduction current dominates. 
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Figure 5.25: Streamer breakdown in needle-sphere (a, b, c, d) and needle-needle (e, f, g, h) electrode gaps, 
10 mm apart. Streamers always emanate from the positive needle and eventually hit the grounded electrode. 
Electric field distributions are shown in the range of 0.5|Emax|, as the brightest color to |Emax|, as the darkest 
color for positively applied impulse voltages with 0.1µs rise-time and different peak amplitudes. The values 
of |Emax| (for 0.1<z<9.9 mm) and breakdown time are (a): 3.24 MV/cm, 1.092 µs; (b): 3.06 MV/cm, 0.564 
µs; (c): 2.98 MV/cm, 0.328 µs; (d): 2.56 MV/cm, 0.212 µs; (e): 3.48 MV/cm, 0.244 µs; (f): 3.47 MV/cm, 
0.377 µs; (g): 3.46 MV/cm, 0.648 µs; and (h): 3.48 MV/cm, 0.782 µs. The maximum electric field, |Emax|, 
within 0.1 mm of electrodes is about 30% less. The trajectories of streamers are reasonably similar to 
Figure 5.25 and can be approximately scaled by the applied voltage amplitude (considering the time to 
breakdown).  
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The streamer charge flux and displacement field distribution determine the conduction and the 
displacement currents, respectively. The rising electric field cannot influence the conduction 
current if no charge carrier reaches the ground electrode. On the other hand, free charge carriers 
can indirectly affect the displacement current by changing the electric field (displacement field) 
distribution between electrodes. The electric field increases at the tip of the grounded electrode as 
the streamer approaches. However, the area at which electric/displacement field is increased by 
the approaching streamer is a small portion of the entire electrode surface (roughly, 0.01% and 
0.1% of the grounded sphere and needle electrodes, respectively). In addition, while the electric 
field at the tip of the grounded electrode is increasing dramatically, the perpendicular component 
of the displacement field is slightly decreasing on other points of the grounded electrode surface 
particularly at distant points from the electrode tip. Therefore, the rise of the electric field at tip of 
the grounded electrode hardly affects the displacement current that decays semi-exponentially 
over time.  

 

 
 
Figure 5.26: Grounded electrodes’ displacement and conduction currents, through needle-needle and 
needle-sphere electrodes 10 mm apart at their own breakdown voltages, i.e., 112 kV and 92 kV, 
respectively. The displacement current rises abruptly just after application of an impulse voltage by the 
background electric field while conduction currents increase dramatically when the streamer hits the 
ground electrode at the times corresponding to z/d=1 in Figure 5.24 (for d=10 mm). The streamer charge 
influences displacement current indirectly, by changing the electric field distribution inside the gap. 
However, the effect of the streamer charge on the displacement current is not appreciable since the streamer 
engages a negligible portion of the electrode surface. An initial rise in the conduction current of needle-
needle geometry is due to the intense electric field near the grounded needle that causes an appreciable 
ionization leading to a limited conduction current (~100 mA) until the streamer reaches the grounded 
needle. 
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Figure 5.27 shows the total current passing through the different gaps at breakdown voltages that 
are the sum of displacement and conduction currents. The time variations of total terminal current 
in Fig. 4 correspond to the streamer trajectories shown in Fig. 5.24. The dramatic rise of the 
breakdown current starts exactly at the instantaneous time that the streamer heads reach the 
grounded electrodes. As supporting evidence of breakdown, the current increases more than 108 

fold in less than 30 ns for the needle-sphere electrode geometries and more than 10 fold in less 
than 20 ns for the needle-needle geometries.  

 

 
 
Figure 5.27: Grounded electrodes’ total current (conduction plus displacement), through different gaps and 
geometries at their own breakdown voltages. The current rises dramatically when the streamer hits the 
ground electrode at the times corresponding to z=d in Figure 5.24. Displacement current dominates the total 
current just after application of the impulse voltage. Semi-exponential attenuation of the displacement 
current suggests that the displacement current decay obeys the dielectric relaxation time dictated by the 
electrode geometry and dielectric properties. Both the initial magnitude and the decay rate of the 
displacement current toward the grounded needle electrode are smaller than the sphere electrode. This is 
consistent with their geometries since the area of the needle surface electrode is ~ 10 times smaller than the 
sphere electrode surface area. The conduction current dominates the total current as the streamer reaches 
the grounded electrode that leads to breakdown (dramatic rise of current). 



2-D EHD Modeling of Streamer Initiation and Propagation in Liquid Dielectrics 5 
!
!

!
!
!
!
!

- 137 - 

The model is no longer complete when the current rises beyond a few amperes, since due to high 
power dissipation along the streamer path, the streamer will be replaced by a high current arc, 
which requires additional physics such as plasma formation, thermal, impact and photo ionization 
and fluid convection to be modeled. Figure 5.28 shows the breakdown voltage for different gaps 
and electrode shapes.  

The equations of charge conservation for electrons and different ions have been numerically 
stabilized using three types of artificial streamline diffusions: anisotropic, compensated 
streamline upwind Petrov-Galerkin and Galerkin least-square in combination with crosswind 
diffusion artificial diffusion [71,75-78]. Error-bars in Figure 5.28 show the upper and lower 
bounds of the results obtained by each the artificial streamline diffusions. The breakdown voltage 
is always higher when the streamer travels towards a needle ground electrode compared to sphere 
electrode for the same electrode gap distances. At similar applied impulse voltage peak 
amplitudes, the breakdown delay is slightly lower in the needle-sphere electrode geometry. 

 

 
 

Figure 5.28: Predicted breakdown voltage for different gap distances. Error-bars show the range of results 
obtained by each of the artificial streamline diffusions (anisotropic, compensated streamline upwind 
Petrov-Galerkin and Galerkin least-square methods) to solve the charge continuity equations.  
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5.6 Summary 
 
 
Mechanisms behind the positive and negative streamers formed by standard impulse voltages 
with different peak amplitudes and rise-times have been compared using an electro-thermal 
hydrodynamic model. Simulation results indicate that negative streamers demand higher peak 
voltages to initiate from a needle electrode.  

Including the electric field dependence of ionization potential (derived using DFT) and electron 
velocity enabled the presented model to physically describe the higher streamer velocity and 
streamer column diameter under higher applied voltages. The model confirms that higher mode 
velocities do not take place until the streamer travels beyond 8~10 millimeters from the needle 
electrode as already observed in experiments.  

Our model also indicates that the applied voltages with smaller rise-times form thicker streamer 
columns in liquid dielectrics, while applied voltages with longer rise-times create thinner 
streamers. Such effects have been reported from experiments on the streamer formed in gaseous 
media. 

The effects of the electrode shapes on the streamer initiation, propagation and breakdown have 
been studied in this thesis. The modeling results indicate that the breakdown voltage is mainly 
dependent on the electrode gap length, while the needle electrode radius of curvature mostly 
determines the streamer initiation voltage. Accurate results have also been presented in this 
chapter for the pre-breakdown current flowing through the electrode gap. 

The 2-D axisymmetric model is quite efficient and accurate. The major weak point of the 
presented model is the lack of data about effective electron mass, electron mobility and number of 
ionizable species in most liquid dielectrics, especially, in electrically stressed transformer oil. 
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Streamer branching is driven by stochastic and deterministic factors. So far, all the discussions 
presented in this thesis have dealt with deterministic attributes of streamers. In this chapter, it is 
explained how stochastic parameters are also included in the model for completeness. Inevitable 
stochastic causes of streamer branching, such as inhomogeneities inherited from noisy initial 
states, impurities and charge carrier density fluctuations, are added to a three-dimensional version 
of the streamer model introduced in Chapter 5.  

Streamer branching plays a significant role in streamer propagation as it dramatically changes the 
streamer velocity magnitude and direction. Since after branching more streamer branches are 
born with usually higher velocity (in different directions), it reasonably increases the risk of 
breakdown. Therefore, stochastic branching cannot be ignored in the dynamics of streamer 
propagation. 

A fully three-dimensional (3-D) streamer modeling presented in this chapter indicates that the 
deterministic origins of branching are also intrinsic attributes of streamers, which in some cases 
make the branching inevitable, depending on shape and velocity of the volume charge at the 
streamer front. Based on the modeling results for streamers propagating in a liquid dielectric, a 
gauge on the streamer head configuration is introduced that determines whether the branching 
occurs under particular inhomogeneous circumstances. Estimated number, diameter and velocity 
of the born branches agree qualitatively with published experimental images of the streamer 
branching.  
 
 

6.1 Spatial Inhomogeneities: Stochastic Origins of Branching  
 

It is traditionally thought that stochastic inhomogeneities inherited from noisy initial states, 
impurities or charge carrier fluctuations are the main cause of streamer branching [1,2]. Our fully 
three-dimensional model of streamers, however, shows that the branching also has deterministic 
origins, which in some cases make the branching inevitable depending on shape and velocity of 
the volume charge at the streamer head. Specifically, if the volume charge layer at the streamer 
head is thin and slow enough, even an infinitesimal inhomogeneity can effectively trigger the 
branching. On the other hand, if the streamer head is stable enough, even relatively large 
perturbations cannot grow instabilities from the streamer head.  
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Initiation of streamer branching requires a finite perturbation [19,29,30]. If there is absolutely no 
perturbation around the streamer head, which is practically unlikely, in some situations, the 
propagation of the streamer in a single column becomes impossible, i.e., the streamer head 
becomes bushy and the propagation velocity drops significantly due to the shielding effect of the 
volume charge [25,48]. This has been observed in the presented two-dimensional (2-D) model 
(described in chapter 5), as 2-D models of streamer with cylindrical symmetry normally suffer 
from a lack of asymmetric perturbations especially at a high level of applied voltage peak [25]. In 
such cases, a 2-D streamer model simply fails to evaluate the streamer development accurately. 
Required perturbations in practice can be inherited from inhomogeneous initial states (such as an 
initial electron density fluctuation [29]), macroscopic impurity perturbations (such as dust 
particles, air bubbles, water droplets, or other macroscopic objects [19,37]), or variations of 
dielectric densities or molecule alignment [60].  

 
6.1.1 Visible Macro- Inhomogeneities 
 
Visible (macroscopic) perturbations as causes of streamer branching in liquid dielectrics are less 
interesting than microscopic inhomogeneities from a modeling point of view for two main 
reasons. First, macroscopic perturbations essentially modify the extent of the streamer by strongly 
attracting the streamer towards the inhomogeneities, and second, in industrial applications (as 
well as laboratory environments declared by standards) any kind of macroscopic impurities is 
avoided. In these circumstances, the cause of the branching is definitely not the macroscopic 
perturbations, since laboratory experiments for instance are undertaken in degassed chambers in 
which the liquid dielectric is filtered several times to eliminate any ionized traces and gas bubbles. 
In these experiments, the streamers grow in a continuously refreshed body of liquid dielectrics. A 
similar scenario is the case for transformer oil insulated large devices such as power transformers 
[3,18,60]. 

Our 3-D modeling results show that macroscopic inhomogeneities (larger than 10 µm) 
dominantly determine the branches’ structure and velocity. Macroscopic perturbations, which are 
rare in practice [60], appreciably decrease the sensitivity of branching dynamics to the applied 
voltage and even geometry of the electrodes. Most of the experimental references of this thesis do 
not include large inhomogeneities, therefore the results obtained from the microscopic 
inhomogeneities reasonably match better with respective experimental records. 

 
6.1.2 Stochastic Micro-Inhomogeneities  
 
Our 3-D modeling results show that microscopic inhomogeneities (smaller than 10 µm) initiate 
streamer branches in liquid dielectrics whose characteristics clearly resemble their parents. 
Verification of the modeling results presented in this chapter with experimental images indicate 
that the inhomogeneities smaller than 10 µm accurately predict the streamer branching in the 
laboratory environment. Therefore, throughout this chapter, the streamer branching driven by 
microscopic inhomogeneities (smaller than 10 µm) is presented. 
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6.2 Three-Dimensional Modeling of Streamer Initiation and Branching  
 

The complex nature and structure of liquids has inhibited the development of a comprehensive 
streamer theory in the liquid state. Understanding of basic processes (e.g., ionization, electron 
transport) and the complex phenomena (e.g., streamer branching) in liquids is derived by utilizing 
theories from both the solid-state or compressed gas-state [31-36]. Streamer research in the gas-
state, in particular, is usually one step ahead of the liquid-state. For instance, the ionization 
mechanisms are well known in a gas state (both low and high pressure gases) [88], while in 
liquids, due to lack of independent research, we have to incorporate a solid-state ionization 
theorem [87]. Specifically, over the last two decades, the research on gaseous dielectrics has 
determined the mechanisms behind streamer propagation and branching [31-36].  

Significant improvements in advanced stereo-photography of streamers [32] have also been used 
as an enabling tool to investigate the main origins of streamer propagation and branching in gases. 
Experimental photography of streamers in liquid dielectrics, on the other hand, has proven more 
difficult over the years [3,10,60]. Therefore, numerical modeling seems to be an appropriate 
alternative for rendering understandable three-dimensional images that reveal the main causes of 
streamer branching as they have been successfully used for gaseous media before [31]. 

As seen in Chapter 5, streamers in liquid dielectrics are thin fast elongating structures with 
semispherical heads that form in regions of dielectric that are ionized by intense electric fields  
(on the order of 1 MV/cm for transformer oil) [3,10]. It was also shown in Chapter 5 that streamer 
heads propagate as ionization waves with velocities much higher than the maximum drift velocity 
of electrons [48]. Therefore, the inherently three-dimensional streamer structure makes them 
easily branch out and become asymmetric once they encounter any spatial perturbation. This 
section presents the developed 3-D streamer modeling approach, which is capable of 
incorporating spatial inhomogeneities (explained in section 6.3) 

Modeling of streamer branching is attractive amongst many different disciplines due to its 
complexity and importance in discharge physics [19, 29-40, 60]. Some of the examples of the 
most effective modeling and analytical approaches are fractal morphology of streamer trees [17], 
conformal mapping [30], electro-hydrodynamic modeling with or without cylindrical symmetry 
[19,37], a moving boundary approximation [30], particle models [31], macroscopic inhomo-
geneities [19], realistic fluctuations [29], slow branching in deterministic fluid models [31,32], 
multiphase fingering driven by small signal interfacial waves [84,85]; each revealing important 
aspects of the streamer branching. However, none of these studies is capable of giving a thorough 
answer to the question of how and to what extent deterministic and stochastic elements contribute 
to the streamer branching. This paper presents a fully three-dimensional (3-D) model that enables 
us to investigate stochastic and deterministic causes of the streamer branching. Figure 6.1 
compares a properly taken experimental image of a streamer tree formed in a liquid dielectric 
[16], with a corresponding result of our model, obtained under reasonably similar conditions of 
dielectric medium, gap distance, electrode geometry and the applied voltage. The streamer branch 
diameters from optical measurements is estimated to be about half of the electrodynamic 
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diameters, as the model describes [6]. The calculated streamer column diameters, number of 
branches and the angle between branches meaningfully resemble the experimental image. 

 

 
 

Figure 6.1: Typical view of positive streamer branching in a liquid dielectric, (a) experimental image of a 
positive streamer initiated from a needle electrode [16] and, (b): 3-D modeling result of a corresponding 
case (iso-surface plot of the electric field distribution). The streamer structures are qualitatively similar in 
experiments and simulations. The fractal structure of the streamer tree in the experimental image makes it 
possible to compare the modeling result also with other nodes of the tree including the one at the needle 
electrode tip. 
 
The focus of this chapter is on the streamer branching in transformer oil; however, the model and 
its results can be generalized to other dielectric media. The effects of the applied voltage peak (up 
to five times larger than 50 percent breakdown voltage, UBD [48]), rise-time (from 1 ns to 0.1 µs), 
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the electrode geometry and gap distance are investigated on the shape of the streamer tree, the 
number, diameter, and velocity of the branches in the IEC needle-sphere electrode geometry (as 
shown in Figure 5.1). Post processing of the results indicates that there is a clear correlation 
between the characteristics of the main streamer stem (also known as leader in the literature) just 
before branching and the attributes of the born branches. This correlation is discussed with details 
in section 6.5 as deterministic causes of branching.  

Theoretically, streamers can branch in fully deterministic models through Laplacian instability 
that resembles the underlying mechanism of viscous finger branching of a two-fluid Hele-Shaw 
flow [29] or in an electro-hydrodynamic version of Rayleigh-Taylor instability with superposed 
charge layers [84,85]. Such instabilities can develop when the volume charge layer ahead of the 
streamer front is much thinner than the streamer head radius of curvature. In the extreme case of a 
planar ionization front, an infinitesimal perturbation is enough to initiate a branching instability 
[6], but for a semi-spherical streamer head with a finite radius of curvature, a minimum 
magnitude of perturbations is required to trigger a self-sustaining streamer branch. 

In practice, even in a carefully filtered ambient, microscopic perturbations are still present. Most 
of these microscopic inhomogeneities can be categorized into two main classes: 1) perturbations 
on the spatial properties of material (presumably permittivity) and 2) fluctuations of the charge 
carrier density or the ionization potential [48]. We have incorporated both of these 
inhomogeneous cases into the modeling. In applications that are of interest in industry, the 
macroscopic inhomogeneities inside dielectrics are usually avoided unless breakdown is desirable. 
Previous studies show that the macroscopic perturbations such as air bubbles or water droplets 
certainly deviate the streamer paths and most probably initiate the branching. In this thesis, we 
focus on microscopic inhomogeneities, which are more complex and also are much harder to 
avoid even in extremely purified media used for electric power insulation, such as transformer oil 
or SF6. 

Our 3-D electro-hydrodynamic model is built upon the previously developed two-dimensional (2-
D) streamer model [41-53], which successfully explained numerous aspects of streamers, except 
for the branching phenomena (see Chapter 5). The governing equations are based on the drift-
dominated charge continuity equations (5.1)-(5.3) for positive ion (ρp), negative ion (ρn) and 
electron (ρe) charge densities, coupled through Gauss’ law (5.4). The thermal diffusion Eq. (5.5) 
is included to model temperature variations (T) in oil due to Ohmic dissipation. The negative ion 
and electron charge densities in the governing equations are both negative quantities. The 
governing equations have been solved using a finite element approach [71].  

The same representative values for transformer oil as listed in Table 5.1 have been used in the    
3-D modeling (throughout this chapter). Similar boundary conditions as the 2-D model (Chapter 
5) are applied to the 3-D model. For instance, the electrode potential is defined by subtracting two 
exponential functions that create the standard lightning impulse voltage according to IEC 60060-1 
[27] (see Figure 5.2). 

Since diffusion of the charged species is assumed negligible in equations (5.1)-(5.3), the 
conservative form of the general convection and diffusion equations have been solved with 3-D 
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triangular quartic elements [71]. Numerical solutions of the charge continuity equations usually 
include spatial instabilities rather than expected smooth solutions [75-78]. These spurious 
oscillations have been avoided by using the artificial nonlinear crosswind diffusion (CWD) along 
with different types of streamline diffusion (SD) such as anisotropic, compensated streamline 
upwind Petrov-Galerkin (SUPG) and Galerkin least-square methods to stabilize the charge 
continuity equations [71]. It has been shown in [48], that CWD is more stable than other over-
diffusive discontinuity-capturing techniques and leads to better numerical behavior, although it is 
computationally expensive due to its non-linear nature [71]. On the other hand, SD techniques 
effectively stabilize the system and accelerate the solution. We have applied minimal SD and 
CWD at the same time to optimally stabilize the numerical solution. Minimal artificial diffusion 
techniques are tuned to balance a tradeoff between removing nonphysical local oscillations (due 
to SD) and excessively smooth results just next to the walls (due to CWD). An average has been 
taken whenever any discrepancy is observed between results of different SD techniques 
mentioned above. 

Two direct solvers, MUMPS and PARDISO implemented in COMSOL Multiphysics are 
employed separately to solve the streamer model. These solvers are well known to be robust and 
memory efficient tools in parallel high performance computing [71]. These direct solvers have the 
advantage of more accuracy compared to iterative solvers, although they are computationally 
much more expensive. Since the present model contains nonsymmetrical matrices and nonlinear 
equations, combinations of direct and iterative solvers have been applied to speed up the solution. 
Three computers with a total 48 cores (~3.4 GHz) and 188 GB RAM are used in parallel to solve 
equations (5.1)-(5.8) for the 3-D electrode geometry. 

Figure 5.1 shows the discharge chamber geometry for which we performed the streamer modeling. 
To verify our modeling results, we have used experimental results from a needle-sphere electrode 
geometry with other different gap distances. As discussed in [49], with the same electrode 
geometry, if the ratio of the applied voltage peak over the gap distance is similar, the 
characteristics of streamers will be comparable. 

 
 

6.3 Numerical Implementation of Stochastic Inhomogeneities 
 
 

The stochastic aspect of the streamer branching pertains to the spatial distribution, size and 
intensity of the inhomogeneities. Therefore, the key role of stochastic inhomogeneities has to be 
included in the model in order to observe the streamer branching.  

As discussed earlier, macroscopic inhomogeneities are avoided in industrial applications and 
laboratory environments. Therefore, in this chapter, implementation of microscopic 
inhomogeneities in the 3-D streamer model is described, as they are usually considered more 
interesting from a modeling point of view. 
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The stochastic nature of the streamer branching cannot be expressed in equations (5.1)-(5.8), as 
they only cover macroscopic quantities and processes. Rather, we define and add a finite number 
of spherical regions (particles) whose stochastic location and intensity convert the equations 
(5.1)-(5.8) into a stochastic model.  

To implement stochastic perturbations in the model, we have used continuous uniform 
distribution functions (rectangular probabilistic functions) and Gaussian functions to determine 
the location and intensity of individual perturbations, respectively. Specifically, a set of spherical 
regions with certain radii (Rp in the range of 1 µm-10 µm) is placed in random locations inside 
the discharge chamber. The selected inhomogeneity density determines the number of spheres. 
Each of these spherical regions, which contains a volume charge perturbation, is placed at a 
stochastic position with coordinates located by three separate uniform distribution functions. 
These spherical regions have the same permittivity as the rest of the dielectric medium. 

Theoretically, charge carrier density fluctuations can be originated by either the discrete nature of 
electrons at the leading edge of an ionization front where the electron density is low [29] or many 
external sources such as cosmic rays or other sources of ionizing radiation.  

As a major source of volume charge fluctuations, when the background electric field increases, 
the field ionization generates more discrete free electrons at different locations of the dielectric 
that can gain enough energy to cause microscopic local ionizations. These local ionizations, 
occurring at background electric fields much weaker than the critical breakdown field, produce 
local charge densities that can be regarded as microscopic inhomogeneities.  

In the presented model, we simulate these inhomogeneities by adding a stochastic amount of 
charge generation rates inside spherical regions, which generates a bias charge density in them. 
The intensity of the perturbation charge density generation rates is determined by continuous 
Gaussian functions. The minimum perturbation charge generation rate (GMp) is zero and 
maximum generation rate of carrier charge densities is 1010 Cm-3s-1, which is roughly one order of 
magnitude smaller than the generation rate at the typical positive streamer head in transformer oil 
(see Chapter 5) [1-4]. This stochastic perturbation rate generates inhomogeneous charge densities 
(ρps) that are in agreement with results of [29] for a gaseous environment exposed to intense 
electric field. The result of the stochastic perturbation rate in the range of zero and 1010 Cm-3s-1 in 
transformer oil, considering the parameter values of Table 5.1, generates a maximum additional 
perturbation in charge density of ~104 Cm-3 inside the microscopic inhomogeneities.  

The density of the microscopic inhomogeneities (Cp) is set to 1011 m-3. Considering the volume of 
the oil in the breakdown chamber, this distribution means that we have to place ~106 spheres 
inside the chamber which makes the number of required mesh elements too high, since the mesh 
inside these spheres have to be dense enough. Therefore, we chose to only place the 
inhomogeneities inside the pillbox close to the streamer head at which we have refined the mesh. 
Modeling results prove that inhomogeneities farther than 1 mm from the streamer head do not 
affect the streamer branching. 
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6.4 Modeling Results: Streamer Stochastic Branching Driven by Micro-
Inhomogeneities  
 
 
A vast variety of inhomogeneous distributions of perturbations has been applied to study the 
streamer branching specifically in transformer oil. The qualitative shape of the streamer tree, 
number and diameters of the branches and their velocities are clearly sensitive to the applied 
voltage (and by a lesser extent, to the nonsymmetrical inhomogeneities). The time it takes for the 
streamer to branch out since the initiation of the streamer (branching time) decreases as the 
applied voltage and/or the rate of rise of the voltage increase. For the same inhomogeneity, the 
applied voltage peak essentially determines the number of branches, while for the same applied 
voltage peak, the average angle between the propagation directions of the branches is determined 
by the applied voltage rate of rise. The modeling results show that the deterministic causes of 
branching such as electrode geometry and applied voltage characteristics are as influential as 
stochastic origins on the propensity of streamers to branch out. 

Using ten different inhomogeneity distributions and densities obtained by ten different sets of 
Gaussian functions and continuous uniform distribution functions, the model has been run to 
study the effects of the stochastic parameters on the attributes of the just born branches. The 
results of these ten different sets indicate that the deterministic roots of the streamer branching are 
dominant when the stochastic parameters vary within the boundaries described in section 6.3 (i.e., 
|GMp| < 1010 Cm-3s-1, |ρps| < 104 Cm-3, Cp = 1011 m-3, 1 µm < Rp < 10 µm). The qualitative shape of 
the streamer tree, number and diameters of the branches and their velocities are clearly sensitive 
to the applied voltage (and by a lesser extent, to the inhomogeneities).  

Among the simulation results, 13 cases have been selected to be compared with experimental 
images as shown in Figures 6.2-6.15. The modeling parameters are not identical to the 
circumstances of the experiments, however they are reasonably similar. Specifically, the medium 
in which streamers propagate and branch out is the same for both modeling and experimental 
results; the maximum electric field sensed in the gap is almost equal for pairs in each figure.  

Currently, no approach is known to determine the distribution of inhomogeneities inside the oil. 
Any measurement of inhomogeneity structure would be extremely difficult since these 
inhomogeneities are not only functions of position, but they depend on time and electric field 
intensity as well. Although, the inhomogeneities are not known in experimental images found in 
the literature, as can be seen in all the panels of Fig. 4, the structure of the streamer node and 
branches are qualitatively similar which suggests that density, size and intensity of 
inhomogeneous perturbations in the oil have been properly chosen on realistic orders.  

The streamer branch diameters from optical measurements is estimated to be about half of the 
electrodynamic diameters, as the model describes [29]. It should also be noted that the modeling 
results are electric field magnitudes and they do not show the structure of charge build up within 
the streamer. Therefore, the electrodynamic diameter of the streamer stem and branches are 
slightly smaller than what it looks like in the modeling images. 
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In Figures 6.2-6.15, the applied voltages are expressed in terms of UBD (50% breakdown voltage 
peak), which is the impulse peak at which the dielectric breaks down in half of the discharge tests. 
UBD is equal to 95 kV for the modeling geometry. 

Figure 6.2 shows a streamer formed by an applied voltage with 85 kV peak, traveling in single 
column mode, even with presence of microscopic inhomogeneities. As can be seen in this figure, 
the inhomogeneities have been able to slightly deviate the streamer from its path on the axis of 
the electrode geometry. The inhomogeneities also evidently perturbed the surface of the streamer, 
however they are still unable to grow active branches from the main streamer head, which 
remains stable regardless of the scattered inhomogeneities. It should be noted that the relatively 
low applied voltage peak usually generate slow and thin streamers that are reluctant to branch out 
even in severely inhomogeneous media, due to the thick volume charge concentrated at the 
streamer head. At applied voltage peaks as low as the case shown in Figure 6.2, the rise-time does 
not appreciably affects the shape of the streamer head, which is always traveling as a single 
column. 

 
 

 
Figure 6.2: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (gap length, d=25 mm, and the electrode tip radius, ri =40 µm) is equal to 95 kV. The initiation 
voltage for the modeling geometry is 30 kV. In the experimental data, the applied voltages are expressed in 
terms of streamer initiation voltage, Vi, and 50% breakdown voltage, UBD, which is the impulse peak at 
which the dielectric breaks down in half of the discharge tests: 

Modeling (peak, rise time)  Experiment (Photography method and applied voltage peak) 
2.85 Vi (0.9 UDBD), 1 ns Streak image of streamer formed by 2.18 Vi (0.33 U50BD =327 kV) in a 150 mm 

gap with ri = 1 mm (U50BD ≈ 970 kV) [13,15] 
 
   
  
Figure 6.3 shows a streamer formed at 180 kV branching out in a 25 mm long gap, with 40 µm 
needle electrode tip radius. As can be seen in this figure, there are four branches coming out of 
the node after the branching. However, only two of the branches remain active after a few 
nanoseconds. These inactive branches (as called in Figure 6.1, dead branches) do not continue 
growing towards the electric field lines like active branches, mainly due to lack of volume charge 
at their heads. Active branches usually carry significant volume charges mostly at their heads. 
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Figure 6.3: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests:  

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
6 Vi (1.9 UDBD) , 100 ns Streak image of streamer formed by 4.88 Vi (1.57 U50BD =583 kV) in a 100 mm 

gap with ri=1 mm (U50BD ≈ 370 kV) [13,15] 
   
 
 
 

Figure 6.4 shows a streamer tree with three active branches with almost equal angles from each 
other formed by an applied voltage with 230 kV peak. The location and the angle of the streamer 
branches depend on the inhomogeneity position and intensity. However, this does not necessarily 
mean that the branches form right at the inhomogeneities, or inhomogeneities directly determine 
the propagation direction of the branches, which is true for the macroscopic inhomogeneities. In 
fact, microscopic inhomogeneity effect is only disrupting the symmetry of the streamer head. 
Once the symmetry is broken, the branches develop based on the energy that the accumulated 
charge at the streamer head has absorbed from the applied voltage. 
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Figure 6.4: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
7.66 Vi (2.42 UDBD), 10 ns Schlieren images of streamer formed by 7.25 Vi (100 kV=5.55 U50BD, 30 ns) in a 2.5 

mm gap with ri=25 µm (U50BD ≈ 18 kV) [15,18] 
 
 
 

Figure 6.5 shows a streamer tree with five active branches formed by an applied voltage with 260 
kV peak. These five branches are interestingly different in terms of velocities and shapes. They 
can be classified into three types. The thickest branch which is also the fastest one stands alone. 
This branch is accompanied with two almost identical smaller and slower branches which form 
equal angles with this branch. Two late branches leave the streamer node with thin structures, 
which propagate much slower than the other three branches. The electric field generated by the 
branches, which propagate ahead of these two branches are responsible for their slow 
development as they cancel out the background electric field (of electrodes) significantly. Once 
again, it should be noted that all positive streamer branches carry positive volume charge and 
generate outgoing electric field lines (see Chapter 5). Figure 6.5 shows an interesting case study 
that indicates based on the applied voltage waveform, the configuration of the volume charge at 
the streamer head and of course the situation of the microscopic inhomogeneities, different active 
streamer branches can emanate from the streamer node at different times with different 
characteristics. The inset experimental image of the streamer tree in Figure 6.5 shows many 
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secondary branching after the first streamer branching at the electrode tip. It is definitely 
interesting to determine the required time and space for a just born streamer branch to reach 
another node and become a parent streamer (also known as leader) through a secondary node. 
Accomplishing this numerical task requires the mesh to be refined over a larger space which 
means that it requires a higher computation power. Although, this task remained beyond the 
scope of this thesis, it could be an interesting future research work. The present 3-D modeling of 
streamer branching indicates that after the first branching, velocities of the branches increase 
which makes the secondary branching unlikely at least until the streamer branch travels over 
hundreds of microns from the original node. The ratio of branching length over streamer diameter 
is about 12 to 15, reported in [6]. Unfortunately, this ratio cannot be verified through the current 
version of the model due to computational limitations. 

 

 

 

 

Figure 6.5: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time)  Experiment (Photography method and applied voltage peak) 
8.66 Vi (2.74 UDBD), 100 ns Streak images of streamer formed by 8.2 Vi (0.8 U50BD =24 kV) in a 3 mm gap 

with ri=5 µm (U50BD ≈ 30 kV) [15,105]. 
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Figure 6.6 shows that an applied voltage, with 270 kV peak, creates four active branches with 
different characteristics, as each branch picks up a different amount of volume charge from the 
main streamer stem. The repelling force between the branches due to different volume charge of 
the same polarity inherited from the parent streamer head mainly determines the angle between 
growing branches. 

 

 
 

 

Figure 6.6: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
9 Vi (2.84 UDBD), 10 ns Schlieren images of streamer formed by 2.77 Vi (47 KV= 1.88 U50BD, 20 ns) 

in a 5 mm gap with ri=25 µm (U50BD ≈ 25 kV) [15,18]  
 
 

Figure 6.7 shows an example of this case. In this figure, a streamer tree is shown which has been 
formed by an applied voltage with 300 kV peak and 100 ns rise-time. Even though this streamer 
tree is formed by a higher voltage peak than the streamer shown in Figure 6.9, the streamer 
branches are slightly thinner due to the shorter rise-time. 



6 3-D EHD Modeling of Streamer Development and Branching in Dielectric Liquids 
!

 
!
!
!

- 152 - 

 

 

 

Figure 6.7: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
10 Vi (3.16 UDBD), 100 ns Schlieren images of streamer formed by 7.25 Vi (5.55 U50BD =100 kV, 300 

ns) in a 2.5 mm gap with ri=25 µm (U50BD ≈ 18 kV) [15,18]  

 

 

Streamer branches formed by macroscopic inhomogeneities usually have similar characteristics, 
which are dictated by the inhomogeneity. However, microscopic inhomogeneities only disrupt the 
symmetry and the streamer dynamics and the applied voltage mainly determine the structure of 
the streamer tree. An example of streamer branches with different shapes (thicknesses) and 
velocities formed at 320 kV is shown in Figure 6.8.  
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Figure 6.8: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
10.66 Vi (3.37 UDBD), 100 ns Shadowgraphy images of streamer formed by 11.1Vi (5.55 U50BD=100 kV, 1.2µs) in 

a 2.5 mm gap with ri=30 µm (U50BD ≈ 14 kV) [2,15] 
 
 

Figure 6.9 shows a streamer tree formed by an applied voltage 340 kV peak and 10 ns rise-time. 
As the rate of rise of the applied voltage increases the cylindrical streamer branch shapes become 
more of pyramid shapes due to the significant velocity of the streamer branch head. 

In general, the streamer velocity drops just before branching begins and rises again once the 
branching happens. For applied voltages under 300 kV in the electrode geometry of Figure 5.1, 
each individual branch accelerates with clearly different velocities. One of the streamer branches 
usually picks up the maximum velocity, which is appreciably higher than the other branch 
velocities. This maximum velocity agrees with experimental evidence found in the literature, 
even closer than the 2-D axisymmetric modeling results (Chapter 5). However, streamers formed 
by applied voltage peaks higher than 300 kV, almost all of the child branches propagate with 
roughly similar velocity which is slightly lower than the velocities reported in experimental 
records.  
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Figure 6.9: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
11.33 Vi (3.58 UDBD), 10 ns Streak images of streamer formed by 10.23Vi (1.14 U50BD =30 kV) in a 2 mm gap 

with ri=5 µm (U50BD ≈ 30 kV) [15,105]. 
 
 

Figure 6.10 shows a streamer tree with five active branches formed by an applied voltage with 
360 kV peak. Streamers formed by applied voltages higher than 350 kV tend to form a high 
number of branches due to a high velocity thin crust of the streamer head. Again, the short rise-
time of the applied voltage makes the streamer branches bushier (as expected from the results of 
Chapter 5) and vulnerable to secondary branching as they are more sensitive to the 
inhomogeneities near the streamer branch head formed at a high rate of rise of voltage. 
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Figure 6.10: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
12.6 Vi (4 UDBD), 10 ns Intensifier gate photographs of streamer formed by 13.2 Vi (0.9 U50BD =304 kV) 

in a 200 mm gap with ri = 40 µm (U50BD ≈ 340 kV) [14,15] 
 
 
 
On the other hand, trees of streamers with relatively long and thin branches are usually formed by 
longer rise-times (as expected from the results in Chapter 5). Such streamer branches show more 
stability when they confront microscopic inhomogeneities in their flight compared with bushy 
branches formed at shorter rise-times.  

Figure 6.11 shows an exceptional case in which a multiple branching occurs in a short distance 
(within one millimeter from the needle). There are two secondary branching happening at both 
upper and lower colonies of branches shown in Figure 6.11. As shown in the inset of this figure, 
the observed phenomena in the modeling can be seen in practice as well (although it is rare). 
Once again, there is a combination of the high applied-voltage-peak, short rise-time and high 
density of inhomogeneities near the streamer. 



6 3-D EHD Modeling of Streamer Development and Branching in Dielectric Liquids 
!

 
!
!
!

- 156 - 

 

 

 

Figure 6.11: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
15.2 (4.8 UDBD) 10 ns Intensifier gate photographs of streamer formed by 16Vi (0.87 U50BD =304 kV) in a 

200 mm gap with ri = 3 µm (U50BD ≈ 350 kV) [14,15] 

 

 

Figure 6.12 shows a streamer tree formed by an applied voltage with 475 kV peak and 100 ns 
rise-time. For applied voltage peaks above 5 UBD the branching occurs immediately at the needle 
electrode and it becomes difficult to even count the number of branches as every point of the 
streamer shell becomes vulnerable to branching. The thickness of the streamer volume charge 
density is significantly narrow for applied voltages over 5 UBD. 
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Figure 6.12: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
15.83 Vi (5 UDBD), 100 ns Shadowgraphy images of streamer formed by 14.44 Vi (9.28 U50BD = 130 kV, 

1.2µs) in a 2.5 mm gap with ri=30 µm (U50BD ≈ 14 kV) [2,15] 
 

Figure 6.13 shows a streamer tree formed by an applied voltage with 530 kV peak and 10 ns rise-
time. As can be seen in this figure, the modeling result indicates that there are two or even more 
clearly separate streamer branch heads sharing a stem for a significant distance and time. In fact 
several distinct streamer heads carry the same body of mixed ionized species until they divide the 
body into different streamer branch stems. Since these small branch heads are formed by such a 
high rate of rise of voltage, they are not allowed enough amounts of time and space to be 
segregated successfully at the branching node. Therefore, they travel together like –part of- an 
umbrella and after a while, as the electric field and charge velocity drop, they eventually become 
independent branches.  

Another interesting point, which can be seen in Figure 6.13, is that many active streamer branches 
are still emanating from the needle electrode tip, even after the streamer tree has developed about 
half a millimeter from the streamer initiation point. This indicates that, in addition to 
inhomogeneities in the dielectric volume, the small cracks and perturbations on the needle 
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electrode should be included in the streamer branching studies especially if the electrode gap is 
relatively small. Some of experimental images show that branching has started right at the needle 
itself [30]. 

In this figure, the modeling result has been compared with an experimental results with 
significantly different applied voltage peak in terms of UBD (almost an order of magnitude 
difference). However, if we compare the gap length of the simulated case with the experiment we 
realize there is an order of magnitude difference. Since the behavior of streamer within 
millimeters of the needle electrode is studied in this case, it can be concluded that for extra long 
gaps, the branching can happen at much lower applied voltage peaks. As discussed in Chapter 5, 
when the grounded electrode is far enough from the needle electrode (above 25 mm), the 50% 
breakdown voltage is not the appropriate measure for determining similarities in streamer 
dynamics between different gap lengths. 

 

 

 

 

Figure 6.13: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
16.1 (5.1 UDBD), 10 ns Intensifier gate photographs of streamer formed by 18.62 Vi (1.38 U50BD =304 kV) in a 

50 mm gap with ri = 3 µm (U50BD ≈ 220 kV) [14,15]  



3-D EHD Modeling of Streamer Development and Branching in Dielectric Liquids 6 
!

!
!
!

- 159 - 

 

Figure 6.14 shows the modeling result for a streamer tree formed by an applied voltage with 550 
kV peak and 100 ns rise-time. As can be seen the streamer branches are running away from the 
needle electrode in almost all possible directions. Such an explosion type of branching occurs for 
all applied voltage peaks above 5.8 UBD. The shape and number of branches remain similar, but 
the velocity of the branches progressively rises as the applied voltage peak increases.  

 

 

 

 

Figure 6.14: Iso-surface plot of electric field distribution as modeling result of streamer is compared with 
corresponding experimental image in the inset image. Definite breakdown voltage, UDBD, for the modeling 
geometry (d=25 mm, ri=40 µm) is equal to 95 kV. The initiation voltage for the modeling geometry is 30 
kV. In the experimental data, the applied voltages are expressed in terms of streamer initiation voltage, Vi, 
and 50% breakdown voltage, UBD, which is the impulse peak at which the dielectric breaks down in half of 
the discharge tests: 

Modeling (peak, rise time) Experiment (Photography method and applied voltage peak) 
18.3 Vi (5.8 UDBD), 100 ns Schlieren images of streamer formed by 20.1 Vi (4.3 U50BD =28 kV, 1 µs) in a 

1 mm gap with ri =5 µm (U50BD ≈ 6.5 kV) [3,18] 
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In an explosion type of streamer branching (shown in Figure 6.14), even an infinitesimal 
perturbation can drive a branching, as the original streamer head sheath is extremely narrow and 
unstable. In the case of absolutely no asymmetric perturbation, this streamer cannot propagate 
[25]. Therefore, it progressively slows down with a cone-shaped structure (like an umbrella) and 
eventually stops growing which is clearly not a physical result [48]. Such non-physical 
observations, known as bell-shaped streamers [25], are common in 2-D modeling of streamers 
(Chapter 5) especially when the rate of rise of the applied voltage is considerably high. 

Regarding the validity of the numerical modeling of instabilities (streamer branches can be 
considered as kind of a surface instability) there is always a major concern. The question is how 
can we ensure that the streamer branches are physical, not originating from the numerical 
instabilities (e.g., due to inappropriate meshing or residual errors). At the end of this section, a 
verification study that has been applied in this thesis is briefly introduced. Then, in the next 
section, a gauge will be devised that enables prediction of whether the branching occurs at an 
instantaneous time based on the geometry of the volume charge distribution at the streamer head, 
and if it happens, how many branches will be born. 

In numerical modeling, the actual branching triggered by the physical perturbations must be 
distinguished from the artifacts developed by numerical instabilities. Several sanity checks are 
performed to ensure that the physical elements are the only initiators of the observed branching in 
the model. For instance, as a sanity check that is performed for every case reported in this thesis, 
we have studied the effect of many symmetric inhomogeneous charge densities in oil on the 
streamer branching. If the mesh is refined enough to avoid misinterpreting numerical artifacts as 
streamer branches, the branching must be symmetric as well as the inhomogeneities.  

Figure 6.15 shows a representative case of symmetric sanity check studies in which the spatial 
distributions on the charge carrier densities are symmetrical to the plane, y=0. As can be seen in 
the left part of Figure 6.16 the streamer branching has followed the symmetry of the 
inhomogeneities, meaning that numerical instabilities are not amplified by the system. It should 
be noted that the three-dimensional mesh of the model is not symmetric to the planes of 
symmetry (e.g., y=0 in Figure 6.15). Therefore, the symmetrical branching of the streamer 
guarantees that the numerical errors are effectively dampened and the results are physical. If there 
were significant numerical noise amplifications in the system, they would appear and disrupt the 
symmetry of the results since nothing is symmetrical in the system except the perturbing 
inhomogeneities. 

In addition, as shown in Figures 6.1–6.14, the modeling results have been verified with 
experimental images wherever available and remarkable similarity between them also suggests 
that the results are physically valid. 
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Figure 6.15: Symmetrical streamer branching due to symmetric initial electron disturbance distribution 
(planes of symmetry are x=0 and y=0) showing that the numerical instabilities are minor enough to 
guarantee that the branching occurs due to physical inhomogeneities. The propagation direction of the main 
streamer column is in –z direction. The left panel shows iso-surface plots of the electric field generated by 
streamer branching from different view planes (xy, xz and xy plane views). 
 

 

6.5 Geometry of Streamer Head: Deterministic Causes of Branching 
 

Streamer branching occurs due to both deterministic and stochastic origins in low and high 
density gases, liquids and even solids [4-12]. To better understand the underlying deterministic 
causes that make the streamer shell tear apart at the streamer head, it is interesting to study the 
relationship between the branching dynamics and the structure of the streamer head to realize 
whether branching occurs, and if yes, how many propagating branches come out of the main 
streamer stem (also known as a leader). To be able to quantify this relationship, we have defined 
three characteristic lengths: ra, rb and d based on the volume charge density distribution (0.5ρmax to 
ρmax) and the head curvature ratio, α=ra/d, as shown in Figure 6.16.   

These characteristic lengths can be easily measured at any time of streamer flight from the 
calculated instantaneous distributions of the volume charge density. Specifically, the 
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characteristic lengths have been measured right before the streamer branching instant. In the case 
that no branching is observed, the characteristic lengths are measured when the streamer head 
spatial structure stabilizes as it propagates towards the grounded electrode (see Chapter 5 for 
streamer head stabilization). 

 
 

 
 

Figure 6.16: Streamer head configuration defined based on distribution of volume charge density. Three 
characteristic lengths, ra, rb and d are defined based on the distribution of charge density magnitude (0.5ρmax 

to ρmax) to study the streamer head instability growth, which ultimately cause the branching. Numerical 
modeling shows that the chance of branching increases as the head curvature ratio α=ra/d increases. Our 
previous studies on the 2-D streamer model (Chapter 5) show that increasing either applied voltage peak or 
applied voltage rate of rise would increase α. 

 

The streamer characteristic lengths are measured from the modeling results of 280 simulation 
case studies and classified based upon the number of propagating branches as shown in Figure 
6.17. The values shown in Figure 6.17 are averages that have been taken in each case (10 
individual simulations with different inhomogeneities in each case). 

The actual span of data can be seen in Figure 6.18, which shows the variation of each normalized 
characteristic length with an error bar. 
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Thin streamers usually have a relatively thick shell of streamer head, which makes the 
propagating streamer unable to branch out even in inhomogeneous media for two main reasons: 

1. Small ra: The streamer head is ~10-20 µm thick which increases the probability that the 
streamer is not influenced by microscopic inhomogeneities unless the inhomogeneity 
density is extremely high. At the current inhomogeneity size, 5 µm, and density, 1011 m-3, 
the streamer takes some detour from its main path, rather than branching out, even if a 
spherical inhomogeneity is close to the streamer head, since the head is strongly stable. 

2. Large d: The charge density at the streamer head is relatively high which considerably 
increases the streamer velocity. Since the higher the streamer velocity, the lower the 
branching probability, relatively large d along with small ra assists the streamer not to 
branch out. 

As the streamer column becomes thicker (ra increases) and the streamer head crust (d) becomes 
thinner (as a result of higher applied voltage peak and/or rate of rise of voltage), there are some 
cases in which branching does not occur even though d and ra are fairly small and large, 
respectively. This indicates that neither ra nor d is able to individually determine whether 
branching occurs and if it occurs how many branches come out of the original stem. 

Comparing the results plotted in Figure 6.17 suggests that the important geometrical parameter 
which ultimately determines the occurrence of branching and the number of just born branches is 
the head curvature ratio α=ra/d, not merely ra, rb, or d. This ratio seems to be controlled with the 
applied voltage characteristics and number density and intensity of the inhomogeneities. For a 
given inhomogeneity, before running the 3-D model, if we know the steady streamer head 
geometry, α approximately determines the number of the propagating branches. In Figure 6.17, 
the separation lines between single column, two/three-column and multi-column streamers 
roughly show the critical head curvature ratio.  

The value of critical curvature ratio is controlled by density and intensity of the microscopic 
inhomogeneities. Particularly, if either density or intensity of the inhomogeneities increases, the 
critical streamer head curvature ratio will decrease (slope of the separation lines in Figure 6.17 
increase). Based on the results obtained from cases having different inhomogeneity densities and 
intensities, the critical head curvature is more sensitive to the perturbation density rather than the 
perturbation intensity. 
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Figure 6.17: Identification of streamer tree number of branches based on the streamer head geometry 
(characteristic lengths defined in Figure 6.16). Colors show the applied voltage rise-times: black (1 µs), 
blue (100 ns), purple (10 ns) and red (1 ns). Marker shapes indicate the applied voltage peaks: 130 kV (✳), 
200 kV (★), 250 kV (●), 300 kV (▼), 350 kV (!), 400 kV ("), and 500 kV (✕). The points are obtained by 
taking an average from ten different inhomogeneity distributions, but with the same inhomogeneity radius, 
maximum intensity and density of 5 µm, 104 Cm-3 and 1011 m-3, respectively. 
 
 
 
To plot Figure 6.17, the models have been re-run with ten different inhomogeneity distributions 
and densities obtained by ten different sets of Gaussian functions and continuous uniform 
distribution functions for each case study, which is shown by a point in Figure 6.17 (total 280 
simulations).  

The small variations of the streamer head structure (as shown in Figure 6.18) and more 
importantly the occurrence of branching and the ultimate number of propagating branches in 
these ten different sets indicate that the deterministic origins of streamer branching are dominant 
(within the boundaries of |GMp| < 1010 Cm-3s-1, |ρp| < 104 Cm-3, Cp = 1011 m-3, 1 µm < Rp < 10 µm). 
The qualitative shape of the streamer tree, numbers and diameters of the branches and their 
velocities are slightly sensitive to the inhomogeneity density and intensity.  
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Figure 6.18: Actual span of data of each normalized characteristic length indicated with error bars. The 
streamer characteristic lengths are measured from 280 simulation cases (10 individual simulations with 
different inhomogeneities in each case) modeled within the parameter boundaries of |GMp| < 1010 Cm-3s-1, 
|ρp| < 104 Cm-3, Cp = 1011 m-3, 1 µm < Rp < 10 µm. The values shown in Figure 18 are midpoints in each 
case. Colors show the applied voltage rise-times: black (1 µs), blue (100 ns), purple (10 ns) and red (1 ns). 
Marker shapes indicate the applied voltage peaks: 130 kV (✳), 200 kV (★), 250 kV (●), 300 kV (▼), 350 
kV (!), 400 kV ("), and 500 kV (✕). 
 
 
There are a number of additional interesting discussions raised by observations made on the 3-D 
geometrical attributes of a streamer right at branching: 

• Streamer velocity drops just before branching begins. After branching, each individual 
branch accelerates again. In the two/three column streamer region (Figure 6.18), one of 
the streamer branches usually picks up the maximum velocity, which is clearly higher 
than other branch velocities. This maximum velocity agrees with experimental evidence 
found in the literature, even closer than the 2-D axisymmetric modeling results. However, 
for multiple column streamers (especially for four streamer branches or more), almost all 
of the child branches propagate with roughly similar velocity, which is lower than the 
velocities reported in experimental records [3,18,60].  

• For a given perturbation intensity, the number and thickness of the streamer branches are 
determined by the applied voltage, unless its diameter is larger than a certain value. This 
threshold size in the presented perturbation density and intensity is 10 µm. In other words, 
for inhomogeneity sizes above 10 µm, different applied voltages create almost similar 
streamer trees. This is particularly reasonable, since macroscopic inhomogeneities 
dominantly determine the streamer behavior. In terms of the visual resemblance between 
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modeling results and experimental images, as presented in Figure 6.1, 5 µm 
inhomogeneities with a density of 1011 m-3 for the charge carriers is the optimal 
combination. 

• Modeling results show that the spherical inhomogeneities (containing maximum charge 
perturbations of 104 Cm-3) that are farther than 1 mm from the path of the streamer do not 
effectively cause streamer deflections or branching. Therefore, as mentioned earlier, the 
inhomogeneities are limited to be distributed only inside the pillbox close to the streamer 
tip, and spherical inhomogeneities beyond those boundaries are ignored to avoid 
numerical difficulties (excessive simulation time). 

• After the first branching, velocities of the branches increase which makes the secondary 
branching unlikely at least with the current magnitude of the perturbations. It has also 
been observed in experiments [4,30] that the secondary branching does not happen unless 
the streamer branch travels over a certain distance from the original node. The ratio of 
branching length over streamer diameter of about 12 to 15, reported in [6], cannot be 
verified through the current version of the model due to computational limitations. 

• Some of the case studies presented in this paper are repeated with inhomogeneities in 
oil permittivity with almost identical results. No significant difference was found in the 
branching triggered with the inhomogeneities on permittivity compared to those driven 
by inhomogeneities on charge density. We have examined water droplets, air bubbles 
(with higher, 80, and lower, 1, relative permittivities than oil, 2.2, respectively), and 
conductive dust particles as microscopic perturbations [19]. The streamer crust is 
attracted to the bubbles with high conductivities or higher permittivities (than oil), while 
low permittivity inhomogeneities repel the streamer head.  A full discussion on the forces 
on the streamer head applied by the immersed objects in the liquid can be found in 
[45,50]. 

• The streamer diameters in the experimental images can be estimated to be about half of 
the electrodynamic diameter [29]. Therefore, the modeling results describe the streamer 
branch’s column diameters precisely. In general, streamer photography using different 
approaches such as Charge Coupled Device photography, Schlieren and Shadowgraphy 
[13,60], is extremely difficult to use for study of streamer branching due to small 
dimensions and high velocities of streamers. An interesting stereo-photographic approach 
to resolve streamers in air is presented in [33]. In most of these studies, the scientific goal 
is to capture streamer trees with the most possible branches. Therefore, the applied 
voltage and camera shooting times have been set to guarantee a high number of branches, 
which makes it difficult to find the branching threshold through the images. In addition, 
what the streak cameras capture are not the ionized body of the streamer, but the path of 
the emitted light, which is most probably the path of dissipated energy (via joule heating 
for instance). Experimental photography is more useful to understand the fractal structure 
of the streamer tree not the branching phenomena itself [19]. Therefore, it seems the 3-D 
modeling is currently the best practical way to study the branching phenomena. 
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• This chapter focuses on the streamer branching in liquids. In other media, other processes 
may become critically important in streamer acceleration and branching. For instance in 
gaseous environment, other than stochastic charge density fluctuations, in intense electric 
field, run-away electrons can contribute to accelerating and branching of streamers [38]. 
A 3-D gaseous hybrid model is developed in [31] that couples a particle model for single 
electrons in the region of high fields and low electron densities with a fluid model in the 
rest of the domain. 

• In addition to inhomogeneities in the dielectric volume, the small cracks and 
perturbations on the needle electrode should be addressed in the future. Some of the 
experimental images show that branching has started right at the needle itself [18]. 

 

6.6 Summary 
  
A fully three-dimensional model of streamers is presented in this chapter to investigate the 
dynamics of streamer branching, which is an asymmetric phenomenon by its nature. The 
modeling results show that the streamer branching has deterministic origins, as well as stochastic 
roots. Specifically, if the volume charge layer at the streamer head is thin and slow enough, even 
an infinitesimal inhomogeneity is sufficient to trigger the branching. On the other hand, if the 
streamer head is stable, even relatively large perturbations do not grow instabilities from the 
streamer head.  

A quantitative gauge has been derived for the streamer head geometry that determines whether 
branching occurs under specific inhomogeneous circumstances. The critical ratio of the streamer 
charge sheath thickness over the streamer width, at which branching occurs, is found for the 
specific density and intensity of inhomogeneities.  

Comparing the modeling results with corresponding experimental images indicates that the model 
predicts the branching phenomena both quantitatively and qualitatively. In terms of the visual 
resemblance between modeling results and experimental images, 5 µm spherical inhomogeneities 
with a spatial number density of 1011 m-3 is an optimal combination in transformer oil. 

!  



!



- 169 - 
!

Chapter(7((

Surface(Flashover(Formation(and(Growth(on(Liquid(Immersed(
Dielectrics(

(
!
!
 
In this chapter, flashover formation and expansion mechanisms on the interfaces of different 
Liquid Immersed Dielectrics (LIDs) has been numerically analyzed. The immersed dielectrics 
including solid dielectrics, such as Polytetrafluoroethylene (PTFE) and pressboard, and a gaseous 
dielectric, Sulfur hexafluoride (SF6) in transformer oil are addressed in this chapter.  

It has been reported in the literature that streamer propagation in oil is greatly affected by the 
permittivity mismatch between the bulk liquid (transformer oil) and the immersed dielectric 
(pressboard). As shown in Figure 7.1, the experimental records show that the system has the 
optimum electrical performance and the least breakdown damage in the case that the liquid and 
solid permittivities are as close as possible [63]. 

Significant effort has been taken to understand the effects of immersed barriers on the streamer 
propagation with a focus on the permittivity difference between the liquid and the immersed 
dielectric. An extended version of the model introduced in Chapter 5 is used in this chapter with 
appropriate boundary conditions on the interfacial surfaces, to simulate formation of surface 
flashovers from approaching streamers along the immersed dielectric interface. 

 
Figure 7.1: Efficiency (left) and damage percentage (right) of liquid immersed solid LID versus interfacial 
permittivity ratio, εi, which is the ratio of liquid permittivity over the LID permittivity, for different 
pressboard materials (different plotted symbols), as reported in [63]. The dielecetric efficiency is maximum 
and the damage on the immersed dielectric is minimum where the permittivities are equal,  εi =1. 
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Streamers emanating from the needle electrode tend to transform to surface flashovers, if the 
immersed dielectric permittivity is higher than the liquid permittivity and/or the dielectric 
interfacial surface cuts the path of the streamer.  

The behavior of streamers near the LID interface is predominantly rationalized by forces applied 
by LID to the streamer volume charge due to permittivity differences of the liquid and immersed 
dielectrics. The perpendicular interface of the immersed dielectric impedes the breakdown by 
deflecting the streamer and slowing down the surface flashover. The parallel dielectric interface, 
however, assists the breakdown by regulating the surface flashover velocity to an approximately 
constant value (~ 10 km/s). 

 

7.1 Streamer Interaction with Perpendicular and Parallel Liquid Immersed 
Dielectric Interfaces  
 
In practice, liquid dielectrics are not used without immersed solid insulation systems as their 
insulation properties in long electrode gaps are not quite satisfactory [2,13,50]. Solid dielectrics 
used in high voltage apparatus provide both electrical and mechanical support for the entire 
insulation system [1,2,107]. Presence of solid dielectrics between the high voltage sections and 
low voltage and grounded sections of the equipment means that the streamers forming within the 
liquid dielectric usually have to confront the surface of liquid immersed barriers in their flight 
inside the high voltage equipment. In general, streamers approaching a second dielectric with 
different characteristics from the bulk liquid intensify electric field on the interface of the 
dielectrics [50,107]. In extreme cases, streamers can punch the solid dielectric and cause the 
breakdown. However, in most cases, streamers hit the LID surface, accumulate free surface 
charge on the interface and eventually cause an accelerated charge transport on the interface 
(called surface flashover) leaving conducting traces that can result in further degradation of the 
surface dielectric strength. A surface flashover can creep along a Liquid Immersed Dielectric 
(LID) interface for long distances (even faster than streamers [13,25,50]) under about two orders 
of magnitude lower electric field intensities compared to the streamers forming in the liquid-only 
system [50,108]. For instance, streamers usually initiate at 1MV/cm in transformer oil [22,50], 
while surface flashovers on the transformer oil/pressboard interface initiate at 10-20 kV/cm [106-
109].  

The three-carrier continuum model, described in Chapter 5, is extended in two-dimensional 
axisymmetric geometry to describe the surface flashover formation and expansion along the LID 
interface. The governing equations that contain the physics to model streamer/flashover 
developments (quite similar to the streamer model) are based on the drift-dominated charge 
continuity equations for positive ion, negative ion and electron charge densities, coupled through 
Gauss’ law. The thermal diffusion equation is also included to model temperature dynamics, 
predict phase conversions and model the temperature dependent mobility of different charge 
species [48]. The ionization function, recombination terms and all of the boundary conditions on 
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the electrodes are set similar to a model previously used for streamers initiated from a sharp 
needle electrode in the oil-only system [22,48]. At LID interfaces, a set of boundary conditions 
accounts for the surface charge density, σs(t), which is always equal to the local jump in the 
normal (perpendicular) component of the displacement field across the interface. The tangential 
electric fields on either side of the surface also must be equal at any point of the interface. 

εLIDE
⊥LID (t) interface −εlE⊥liquid (t) interface =σ s (t)

E|| LID (t) interface = E|| liquid (t) interface

#
$
%

&%
 (7.1) 

 At the same time, the time derivative of the surface charge density must be equal to the 
difference in the normal component of current density on either side of the interface. 

dσ s (t)
dt

= J
⊥LID (t) interface−J

⊥ liquid (t) interface  (7.2) 

As mentioned before, the current density in the liquid region is calculated by migration currents 
as shown in equation (5.4), while the governing equation in the LID is defined by Ohms’ law: 


J LID (t) =σ


ELID (t)  (7.3) 

where σ is the Ohmic conductivity of the LID. The underlying assumption for our two-phase 
model is that the LID has zero conductivity. In practice, the conduction through LID cannot 
contribute to the charge transport between electrodes in the sub-microsecond time-constants of 
interest in this paper, since conductivity of the LID is negligible (less than 10-13 Ω-1m-1). Therefore, 
the governing equation for the perfect insulator model of the LID is merely Gauss’ Law with zero 
space charge (i.e., Laplace’s equation). The relative permittivity (εr) of the liquid is set to 2.2 that 
represents the transformer oil, while LIDs are examined having permittivities 2.1, 4.4 and 1.1 that 
represent Polytetrafluoroethylene (PTFE), pressboard and Sulfur hexafluoride (SF6) at 5-bars, 
respectively, (Table 7.1). As shown in Figure 7.2, LID interfacial surfaces are oriented in parallel 
(an axial concentric cylindrical bore in LID bulk with 0.1-mm diameter) and in perpendicular (a 
10-mm thick LID disk placed 1-mm from the needle) to the primary streamer propagation 
direction. 

 

Table 7.1: Parameters of investigated transformer oil-immersed dielectrics 

Dielectric Parameter Symbol Value 
Pressboard Permittivity εpb 4.4 ε0 

Conductivity σpb ~ 0 Ω-1m-1 
Polytetrafluoroethylene 
(PTFE) 

Permittivity εPTFE 2.1 ε0 
Conductivity σPTFE ~ 0 Ω-1m-1 

Sulfur hexafluoride (SF6) 
 

Permittivity ε SF6 1.1 ε0 
Conductivity σSF6 ~ 0 Ω-1m-1 
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Figure 7.2: Perpendicular (left) and parallel (right) liquid immersed dielectric (LID) configurations in 25 
mm apart needle-sphere electrode geometries. Two bottom panels show closer views of the perpendicular 
(left) and parallel (right) immersed dielectrics just next to the needle electrodes. Streamers initiate from the 
positive needle electrode, elongate through the oil bulk and possibly settle on the LID surface as shown by 
arrows in the bottom panels. The distance of the perpendicular interfacial surface from the needle electrode 
tip varies in the range of  1- 4 mm and the diameter of the parallel bore varies between 100-400 µm. 
 

 
Figure 7.3 shows the typical streamer behavior in transformer oil as it reaches the LID interface. 
The pressboard whose permittivity is higher than transformer oil tends to attract the streamer 
crust to the interface (Fig. 7.3 (b) and (d)), while lower permittivity SF6 repels the streamer crust 
(Fig. 7.3 (a) and (c)). Therefore, the streamer becomes slower and thicker when approaching the 
perpendicular SF6 surface and becomes faster and thinner close to the perpendicular pressboard 
interface compared to streamers propagating in an oil-only system [22,48]. Streamers are pulled 
and become surface flashovers by settling alongside the parallel pressboard interface, while a 
parallel SF6 interface squeezes streamaers by repelling them in the concentric parallel bore 
(compare panels (c) and (d) in Fig. 7.3). Volume charge density and surface charge density 
remain constantly high along the track of the surface flashover even if the flashover edge is 
millimeters away. In the next sections of this chapter, the behavor of the streamers and surface 
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flashovers will be studied at interfacial surfaces of pressboard, PTFE and SF6 with parallel and 
perpendicular orientations. 

The behavior of a streamer at the LID interface can be explained using the method of images 
[52,64] for interfaces with different permittivities. Since a streamer carries a significant amount 
of free charge, the  force  on  the streamer due to the LID interface can be assumed to be 
produced by the electric field from the image charge in the LID that is proportional to the 
permittivity difference between transformer oil and LID, εLID - εOil. If the LID permittivity is 
higher than oil (εLID - εOil >0), then the electrical force pulls the free charge (streamer) towards the 
interface (attraction). On the other hand, if the LID permittivity is lower than oil (εLID - εOil <0), 
the surface (image charge) repels the free volume charge in the oil (streamer), regardless of the 
free charge’s polarity [64,50].  

 

 
 

Figure 7.3: Streamer/surface flashover initiation on the perpendicular [panels (a), (b)] and parallel [panels 
(c), (d)] LID interfaces. The streamer formed in oil emanates from a needle under an impulse voltage with 
400 kV peak and 0.1 µs rise-time hits the SF6 surface [panels (a), (c)] and the pressboard surfaces [panels 
(b), (d)]. In each panel, the left hand side picture shows the normalized volume charge density (from 
0.5|ρmax| (the brightest color) to |ρmax| (the darkest color)) and the right hand side picture shows the 
normalized electric field magnitude (from 0.5|Emax| to |Emax|). Values of |Emax| and |ρmax| are (a): 
|Emax|=2.2×108 V/m, |ρmax|=7.71×102 C/m3, (b): |Emax|=2.9×108 V/m, |ρmax|=1.85×103 C/m3, (c): 
|Emax|=2.8×108 V/m, |ρmax|=2.31×103 C/m3 and (d): |Emax|=3.21×108 V/m, |ρmax|=4.88×103 C/m3 respectively.  
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For a point-charge placed in the liquid next to a semi-space with a different permittivity, the 
image charge, and the resulting force from it is calculated in [64]. In particular, for the point 
charge, q, placed in the oil region, at the distance d from the barrier, the image charge in the 
barrier, q’, and the force applied by the barrier, f, are 

q ' = q
εOil −εPB

εOil +εPB

→ f


=
qq '

4πε1(2d )2
x̂ =

q2 (εOil −εPB )
16πε1d

2 (εOil +εPB )
x̂  (7.4) 

 
Therefore, the streamer force applied by the surface charge accumulated on the barrier interface is 
proportional to  ([εOil – εPB] / [εPB + εOil]), meaning that the greater the permittivity difference 
across the interface, the stronger the force. In addition, since streamers carry significant amounts 
of free charge, the force on the streamer applied by the barrier interface (equal to the force due to 
the image charge in the barrier) is usually strong enough to either settle the streamer on the 
surface or deflect it away from the surface. In the limiting case, the force on the streamer head 
goes to infinity as the streamer head reaches the surface (i.e., d goes to zero).  

On the other hand, if the barrier and oil permittivities are equal (εPB - εOil = 0), there will be no 
image charge in the solid dielectric and consequently, the force is zero. This is particularly true 
for those solid dielectrics that have permittivities of ~2.2ε0 such as PTFE [50,109].  

By substituting the point charge q with an arbitrary volume charge density, ρ, such as that of the 
approaching streamer (Figure 7.4), the polarization force can be determined by calculating the 
volume integral of equation (7.4). In particular for the streamer shown in Figure 7.4, regardless of 
the polarity of the charge which the streamer carries, the force on differential sections of the free 
charge will be upward (repelling) if the permittivity of LID is smaller than the liquid and 
downward (attracting) if the permittivity of LID is greater than the liquid. 

Comparing right and left sides of Figure 7.3 shows that the streamers close to barrier with relative 
permittivity of 4.4 become narrower and faster due to the attractive force, while they become 
slower an bushier when approaching the barrier with relative permittivity of 1.1 due to the 
repelling force applied by the image charge.  

Using equations 7.1-7.3, the intensity and direction difference across the interfacial surface of two 
dielectrics due to the difference of permittivity can be determined. Figure 7.5 shows a typical 
situation at the interfacial surface of oil and pressboard before the streamer reaches there. The left 
side of the figure shows that the electric field magnitude, in the absence of surface charge density, 
is greater in low permittivity pressboard (lighter color) and field lines are deflected inward. The 
reason is that the pressboard permittivity is smaller than the oil and the normal component of the 
displacement field has to be continuous due to lack of surface charge density. The right hand side 
shows the electric field lines that are deflected outward since the pressboard permittivity is 
greater than the oil and there is no surface charge on the surface (surface flashover has not arrived 
yet). 
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!
 

 

 

Figure 7.5: Intensity and direction difference across the interfacial surface of two dielectrics due to the 
difference of permittivity. Left side of the figure shows the reason that the electric field magnitude is 
greater in the pressboard region (in absence of surface charge density) and field lines deflect inward when 
the pressboard permittivity is smaller than the oil. The right hand side shows the reason that the opposite is 
true  when the pressboard permittivity is greater than the oil. 

 
 

Figure 7.4: Free volume charge in the oil 
region and its image charge in pressboard 
region close to the oil immersed barrier 
interface. The direction and magnitude of the 
force on the free volume charge caused by 
permittivity mismatch can be calculated 
using the method of images [15]. 

!
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7.2 Surface Flashover Development on Parallel Liquid Immersed 
Dielectric Interface   

 

Experimental evidence has shown that streamer propagation is dramatically altered when the 
streamer comes in contact with a parallel immersed-dielectric interface [10,13,104,108]. The 
modeling results show that the parallel LID interface assists streamer/surface propagation 
regardless of the LID permittivity. If the permittivity of the pressboard is greater than the liquid, 
the streamer usually transforms into a surface flashover due to the attracting force. On the other 
hand, if the LID permittivity is smaller than the liquid, the repelling force squeezes the streamers 
and helps them remain in streamer propagation mode [50]. 

The surface flashover velocity on the parallel LID interface depends strongly on the applied 
voltage peak, while the shape of the flashover is not appreciably affected by the voltage peak. 
Instead, the flashover shape is more influenced by LID permittivity as shown in Figure 7.5. The 
streamer is reluctant to attach to parallel LIDs whose permittivities are lower than oil, even if it 
propagates through an extremely narrow bore. The main difference between parallel PTFE and 
SF6 interfaces is that the streamer does attach to the PTFE surface under applied voltages with 
peaks higher than 250 kV in a bore with diameters smaller than 0.1 mm (Fig. 7.4, part (b)). If the 
applied voltage peak is not high enough, the flashover dissociates from the PTFE surface and 
returns to streamer mode after initial attachment (Figure 7.6, part (a)). Streamers immediately 
attach to the parallel pressboard surface and remain in surface flashover mode steadily keeping a 
similar shape over time for different applied voltage peaks (Fig. 7.4, part (c)).  

 
 

Figure 7.6: Electric field distribution for flashovers expanding on the parallel LID surface under positive 
applied impulse voltage with (a): 200 kV peak and (b,c): 400 kV peak all with 0.1 µs rise-time. Panels (a) 
and (b) show surface flashover on PTFE and panel (c) shows surface flashover on a pressboard interface. 
At all panels, the flashover edge is about 1 mm from the needle tip. 
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7.2.1 Liquid Immersed Dielectrics with Greater Permittivity than the Liquid 
 
Attracting polarization force applied by the LID due to its greater permittivity quickly makes the 
streamer charge density settle down on the surface of the interface as shown in Figure 7.7. The 
force also keeps flashover shape narrow on the surface by attracting the voume charge near the 
surface into the interface. This significantly increases the volume charge density next to the 
surface and the surface charge density sitting on the surface which consequently escalates the 
resulting electric field ahead of the surface flashover and accelerates the surface flashover 
expansion. 
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Figure 7.7: Electric field magnitude distribution for parallel pressboard (PB) interface. The streamers are 
formed by impulse voltages with 130 kV (first row), 200 kV (second row) and 400 kV (third row) peak 
amplitudes, all with 0.1 µs rise-time. Emin≈0 and Emax is given in each panel.  
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7.2.2 Liquid Immersed Dielectrics with about the Same Permittivity as the Liquid 
 
Based on the method of images, it is expected that a LID with approximately similar dielectric 
constant as the liquid would impose negligible force on the free volume charge of the streamer. In 
this case, since the force applied by the dielectric is negligible, the surface flashover is not likely 
to form unless the interfacial surface somehow cuts the path of the streamer, which is not the case 
in the parallel LID interface shown in Figure 7.8.  
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Figure 7.8: Electric field magnitude distribution for a parallel PTFE interface. The streamers are formed by 
impulse voltages with 130 kV (first row), 200 kV (second row) and 400 kV (third row) peak amplitudes, all 
with 0.1 µs rise-time. Emin≈0 and Emax is given in each panel.  
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In Figure 7.8, although the relative permittivity of PTFE (2.1) does not quite match the relative 
permittivity of the oil (2.2) there is no visible change in the intensity and direction of the electric 
field in the panels of the figure. In fact, the interface cannot be recognized in any of panels in 
Figure 7.8 due to the continuity in electric field line direction and the smoothness in the electric 
field intensity variation. 

When the LID permittivity matches the liquid dielectric constant, although the polarization force 
is about zero, the accumulated charge on the interfacial surface (if available) still can put some 
force on the streamer volume charge. The modeling results indicate that this force is much 
smaller than the polarization force. 

 
 
7.2.3 Liquid Immersed Dielectrics with Smaller Permittivity than the Liquid  
 
Compared to Figure 7.8 (where there is almost zero force on the streamers), the repelling force on 
streamers is evident in all panels of Figure 7.9, which shows the streamer propagation within the 
liquid filled bore inside a low permittivity LID.  As explained in Figure 7.5, the higher intensity 
of the electric field in the LID region is becaus the LID permittivity is smaller than the liquid in 
Figure 7.9.  

As can be seen in Figure 7.9, there is no flashover formed on the LID surface even at higher 
peaks. It is particularly interesting to compare the thickness of the streamers of Figure 7.9 with 
streamers formed by similar applied voltages in Chapter 5. 

The experimental records show that the low permittivity immersed barriers are as dangerous as 
high permittivity barriers in terms of the electric breakdown [106-109]. Based on modeling 
results, these two types of dielectrics increase the risk of breakdown in completely different ways. 
High permittivity immersed barriers tend to transform streamers into rapidly growing flashovers, 
while low permittivity parallel increase streamer volume charge density by compressing them. 
Compressed streamers intensify the electric field ahead of them, which consequently increase the 
average velocity of streamer and the chance of breakdown.  

In addition to the modeling results it can also be proven, using the method of images, that parallel 
high permittivity LIDs accelerate the charge transport between the two electrodes by attracting 
the streamers into the interface and make them settle on the surface. The parallel low permittivity 
barriers, on the other hand, intensify the volume charge density of the streamer and the electric 
field around them by squeezing the streamer crust. Accelerating the charge transport between 
high voltage electrodes increases the risk of a successful breakdown. This justifies the fact that 
the most popular industrial pressboards have approximately similar dielectric constant as the 
liquid dielectric. The great industrial interest in LIDs with matched permittivity is due to the 
larger breakdown voltages recorded for composite insulation systems containing liquid dielectric 
and LIDs with similar permittivities [62,110,111]. 
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Figure 7.9. Electric field magnitude distribution for parallel SF6 interface. The streamers are formed by 
impulse voltages with 130 kV (first row), 200 kV (second row) and 400 kV (third row) peak amplitudes, all 
with 0.1 µs rise-time. Emin≈0 and Emax is given in each panel.  
 
 

As shown in Figure 7.10, the velocity of streamers on all parallel interfaces is regulated such that 
the surface flashover expands with approximate constant velocity along the interface, regardless 
of the extent of the LID. In the oil-only system, however, the streamer velocity is subject to 
dramatic changes [48,49] as shown in Figure 7.10 (the slope of the streamer trajectory in oil-only 
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system is not constant). The streamers, in oil-only systems, become continuously narrower as they 
propagate toward the sphere electrode that results in higher local electric fields, higher charge 
generations and eventually higher velocities that are continuously increasing. Despite streamer 
mode, in the surface flashover mode, the charge density at the surface flashover edge remains 
almost constant as it propagates along the parallel interface, which results in an approximately 
constant surface flashover velocity. This is particularly true for those cases that secondary 
electron emission can be ignored (i.e., most of solid LIDs) [107]. Secondary electron emission 
plays an important role in surface flashover propagation on solid dielectric interfaces with 
gaseous dielectrics and especially vacuum [103,107]. The constant velocity of the surface 
flashover on the parallel LID interface slightly increases as the applied voltage peak increases. 
The LID permittivity has small effects on the flashover velocity especially at higher voltages 
(greater than 200 kV). According to Figure 7.10, even if the streamer never attaches to the 
parallel LID interface, it still travels with approximately constant velocity within the concentric 
bore (constant velocity region) under the influence of the charge build up on the LID surface. In 
other words, if the streamer is forced to travel within a bore in the LID, whether it attaches to LID 
or not, the streamer velocity is regulated. The constant velocity of streamer trapped in the bore is 
caused by the fact that the streamer head retains its radius of curvature and the surface charge 
distribution pattern on the adjacent parallel LID interfaces also remains the same. The constant 
velocity region within the concentric parallel bore can be used as an interesting feature to design 
low jitter closing switches.  

 
 

7.3 Surface Flashover Development on a Perpendicular Liquid Immersed 
Dielectric Interface 
 
It has been shown that for the case where the LID surface orientation is parallel to the primary 
direction of the electric field component, the interface accelerates streamer propagation and aids 
in breakdown (compare the slope of the surface flashover and streamer trajectories in Figure 
7.10) [10,13,104,108]. Perpendicular LIDs usually slow down the streamer propagation unless the 
LID fails (hitting streamer punches the LID and penetrates it). 
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Figure 7.10: Surface flashover edge trajectories on the parallel LID surface against time under applied 
impulse voltage with 130 kV, 200kV and 400 kV peaks and 0.1 µs rise-time. Purple markers and dashed 
curves show streamer head positions in oil-only system adapted from 2. Time t=0 corresponds to to the time 
that streamer reaches the parallel LID interface. Purple dotted curves are fitted polynomial expressions as 
1.8×1012t1.9, 1.7×1011t1.7 and 2.3×109t1.38  [mm] for streamers formed by 130 kV, 200 kV and 400kV, 
respectively in oil-only systems which are valid for t < 1 µs.  
 

 
Figure 7.11 shows the electric field magnitude distribution at the perpendicular LID surface 1 mm 
from the needle tip under applied impulse voltage peaks of 130 kV (top), 200 kV (middle) and 
400 kV (bottom) for pressboard (left panel) and SF6 (right panel). The surface flashover is faster 
and thicker at higher applied voltages for different LIDs. In oil-only systems, the streamer column 
diameter is prominently sensitive to the applied voltage amplitude [48,49]; however, the thickness 
of the flashover formed at 400 kV is only about 2-3 times thicker than the 130 kV surface 
flashover developing on the surface of perpendicular LIDs as can be seen in Figure 7.11. Instead, 
like the parallel LID interface, the surface flashover thickness and expansion velocity on the 
perpendicular LID interface are also mainly influenced by the permittivity difference across the 
interface such that the flashovers on the SF6 interface are approximately five times thicker and 
five times slower than the flashovers that propagate on the pressboard surface formed by the same 
applied voltage amplitudes (Figure 7.11). These are again caused by the fact that different LIDs 
apply different forces (due to εLID - εOil) to the free volume and surface charge densities.  

At those points on the interface that the surface flashover has not reached yet, the electric field 
must be determined by the difference in permittivity, meaning that the electric field has to be 
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higher at regions with lower permittivity [64] simply because there is no significant surface 
charge build up on the interface yet, which usually dominates the distribution of the electric field 
magnitude. This is in agreement with results shown in Figures 7.7 and 7.11, since the electric 
field magnitude is appreciably higher in the oil region at the pressboard interface and is higher in 
the LID region at SF6 interfaces. However, at the surface flashover track (points where the 
surface flashover edge has already passed), the electric field in the near field is dominated by oil 
volume and LID surface charge densities. The electric field generated by the surface charge 
superposes with the background electric field and results in a higher electric field on the 
perpendicular LID surface. 

 

 
 
 

Figure 7.11: Electric field distributions at the perpendicular interfacial LID surfaces 1 mm from the needle 
tip for applied voltages with 130 kV (top), 200 kV (middle) and 400 kV (bottom) peaks and 0.1 µs rise-
time. Left panel shows the oil-pressboard interface with size scale of 5 µm for all three sections. Right 
panel shows oil-SF6 interface with size scale of 10 µm for all three sections. All surface flashover edges are 
0.25 mm from the axis of symmetry. Again, it should be noted that the spatial scale of the left column is 
different from the right column. 
 
 
 
7.3.1 Liquid Immersed Dielectrics with Greater Permittivity than the Liquid 
 
Perpendicularly oriented oil immersed barriers apply polarization forces on the streamers, 
proportional to the permittivity difference across the interface, εSB - εOil [45,50,52]. In general, if 
the LID itself does not fail, perpendicular barriers prevent breakdown over the electrode gap. 
Streamers become surface flashovers (even if the barrier permittivity is smaller than the oil 
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permittivity) when they confront the perpendicular LIDs since the interfacial surface obstructs the 
streamer propagation. Perpendicular LID interfaces (with respect to axis of symmetry), in spite of 
parallel interfaces, which assist the breakdown by regulating the surface flashover velocity to an 
approximately constant value (~ 10 km/s), impede the breakdown by deflecting the streamer and 
slowing down the surface flashover.  

Figure 7.12 shows the behavior of streamers, formed by different voltage peaks, reaching the 
perpendicular pressboard, having higher permittivity (4.4 ε0) than the oil permittivity (2.2 ε0).  
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Figure 7.12: Electric field magnitude distribution for perpendicular pressboard interface. The streamers are 
formed by impulse voltages with 130 kV (first row), 200 kV (second row) and 400 kV (third row) peak 
amplitudes, all with 0.1 µs rise-time. Emin≈0 and Emax is given in each panel.  

 
As can be seen in Figure 7.12, in spite of streamers, the shape of the surface flashover does not 
significantly depend on the applied voltage peak. The thickness and velocity of the surface 
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flashovers are mainly dependent on the permittivity jump across the perpendicular interface as 
shown in Figure 7.11. Once more, comparing the column diameter of the streamer near the 
perpendicular pressboard interface (shown in Figure 7.12) with a similar case in oil without 
presence of the pressboard (streamer head 1 mm from the needle tip) indicates that the streamer 
becomes appreciably thinner. The strong attracting force from the perpendicular pressboard 
makes the streamer head thinner pulling the streamer volume charge towards the interface. 

 
 
 
7.3.2 Liquid Immersed Dielectrics with about the Same Permittivity as the Liquid 
 
As discussed in section 7.2, a LID with equal permittivity to the liquid dielectric does not apply 
any polarization force on the streamer charge. Therefore, the perpendicular interface transforms 
the hitting streamer into surface flashover only because it obstructs the path of the streamer.  

Figure 7.13 shows the behavior of streamers, formed by different voltage peaks, reaching the 
perpendicular PTFE having approximately equal permittivity (2.1 ε0) compared to the oil 
permittivity (2.2 ε0). Comparing to Figure 7.12 both streamer and surface flashover velocities are 
smaller in presence of PTFE rather than the pressboard, simply because there is much smaller 
polarization force. Since the shape and the velocity of the streamers in presence of perpendicular  
PTFE resemble streamers in oil only systems, it is reasonable to assume that presence of PTFE 
does not affect the dynamics of streamers unless its interface cuts the path of the streamer. 

 

7.3.3 Liquid Immersed Dielectrics with Smaller Permittivity than the Liquid  
 
As expected, the perpendicular low permittivity LID repels the approaching streamer and makes 
it slower. It also flattens the streamer head appreciably since the streamer volume charge is 
maximum at its tip and the applied polarization force is proportional to the permittivity difference 
and the charge magnitude (therefore the applied force is maximum at the streamer tip). Figure 
7.14 shows the behavior of streamers, formed by different voltage peaks, reaching the 
perpendicular SF6, having lower permittivity (1.1 ε0) than the oil permittivity (2.2 ε0). It is 
interesting to see that in spite of the streamer velocity, which becomes smaller as the LID 
permittivity decreases (see Figure 7.12-7.14), the surface flashover velocity is minimum when the 
LID permittivity is approximately equal to the liquid dielectric constant. 
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Figure 7.13: Electric field magnitude distribution for perpendicular PTFE interface. The streamers are 
formed by impulse voltages with 130 kV (first row), 200 kV (second row) and 400 kV (third row) peak 
amplitudes, all with 0.1 µs rise-time. Emin≈0 and Emax is given in each panel.  

 

 

Figure 7.15 shows the space (volume) charge density of surface flashover on the surface of 
different LIDs. The force applied to the streamer charge due to the permittivity difference across 
the interface determines the thickness of the free space charge layer and the density of it. As it 
can be seen in this figure, the higher the LID permittivity, the thinner the charge layer and the 
higher the charge density of the surface flashover, which is caused by the polarization force and 
can be explained by the method of images.  
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Figure 7.14: Electric field magnitude distribution for perpendicular SF6 interface. The streamers are formed 
by impulse voltages with 130 kV (first row), 200 kV (second row) and 400 kV (third row) peak amplitudes, 
all with 0.1 µs rise-time. Emin≈0 and Emax is given in each panel.  

 

 

Figure 7.15: Electric field magnitude distribution for perpendicular LID interfaces. The streamers are 
formed by impulse voltages with 130 kV (first row), 200 kV (second row) and 400 kV (third row) peak 
amplitudes, all with 0.1 µs rise-time. Emin≈0 and Emax is given in each panel.  
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Figure 7.16 shows the surface flashover edge trajectories on the perpendicular SF6 and pressboard 
surfaces. Generally, regardless of configuration of LID, the line integral of the electric field on 
any path connecting the electrodes has to be constant, equal to the potential drop across the 
electrodes. Therefore, the higher the LID permittivity, the higher the electric field and the higher 
the ionization rate in the oil region. Consequently, in the presence of perpendicular pressboard, 
volume charge formed in the oil increases (even though the streamer is narrower, the volume 
charge density is still much higher). An increase in the streamer total volume charge density 
results in the streamer acceleration. On the other hand, a smaller LID permittivity lowers the 
electric field and ionization rate in the oil and creates less volume charge and smoother streamer 
heads, which result in slower streamers hitting the SF6 surface. Furthermore, based on the method 
of images, LIDs with lower and higher permittivities than oil repel and attract the streamer head, 
respectively [50], which is an additional cause of the difference in streamer head velocity towards 
different perpendicular LID interfaces. Accordingly, the higher the perpendicular LID 
permittivity, the greater the surface flashover velocity as shown in Figure 7.16 (a) and (b). 
Surface flashovers on the perpendicular LID interfaces formed by higher voltages require much 
longer times and larger distances from the point that the streamer hits the interface (on the axis of 
symmetry) to slow down and eventually stop as shown in Figure 7.16.  
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Figure 7.16: Surface flashover edge trajectories on the perpendicular LID surface against time for (a): 
pressboard with εr = 4.4 and (b): SF6 at five bar with εr =1.1 (b). “d” is the distance of the perpendicular 
interface from the needle tip. 
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7.4 Sanity Checks 
 

One of the critical concerns about theoretical modeling in general and simulation of 
streamer/surface flashover behavior is always to find an approach to verify the results through 
experiments or analysis.  

Modeling results presented in this chapter can be verified with both electrical and optical 
measurements. Specifically, the model gives the streamer current as well as the streamer 
trajectory, which can be measured in experiments using circuit current measurement and fast 
photography. The procedure to calculate the streamer current and the streamer head trajectory is 
explained in [49]. Interpreting physical results of the model such as electric field distribution and 
velocity profile of the streamers into the parameters that can possibly be measured in an ordinary 
high voltage laboratory enables the future experimental results of the same electrode geometries 
and applied voltages to be compared to the presented results. 

Before experimental verification of the results, extensive sanity checks have been performed on 
the results in time and space domains, boundary conditions, etc. to make sure that the results 
reasonably satisfy the governing equations and boundary conditions. For instance, here one of the 
trickiest modeling results to physically verify is presented. The difficulty is due to the harsh 
numerical data oscillation on the surface of the liquid and LID interface, which is caused by use 
of streamline artificial diffusion to solve the charge continuity equations. Particularly, normal 
components of electric field have been presented in oil and pressboard regions as well as the 
surface charge density on the interfacial surface. It is known that the normal component of 
electric field should be higher in the medium that has the lower permittivity if there is no surface 
charge build up. Therefore, in the oil/pressboard composition, the normal component of electric 
field must be higher in oil, unless we have significant surface charge density on the oil/pressboard 
interface. In streamer propagation, both situations always exist on the interface (having and not 
having surface charge). Specifically, the interfacial surface charge density is negligible until the 
streamer touches the interface and starts to propagate along it. Simulation results show that after 
the streamer passes along the interface, the surface charge density remains high at the points left 
behind. Surface charge densities delivered by the streamer dominate the magnitude and direction 
of the electric field (in near field) in both regions. The electric field generated by surface charge 
density superposes with the background electric field (generated by the potential difference of the 
electrodes); meaning that in positively applied electric field, it cancels a portion of the electric 
field in the oil region (closer to positive needle electrode) and boosts up the electric field in the 
pressboard region (closer to grounded sphere). Therefore, the electric field is lower in the 
pressboard region before the streamer reaches the interface (no available surface charge density) 
and is higher in the pressboard region after the streamer hits the interfacial surface (strong 
positive surface charge density build up). The electric field magnitude at the interface is higher in 
oil for those points the streamer has not reached yet. For the point that a streamer has already 
passed, the electric field in the near field is dominated by volume (in oil) and surface charge 
density (on the interface), which results in an even higher electric field in the LID region.  
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Figure 7.17 shows the distribution of normal component of the electric field near the interface. 
Upper region is occupied with oil having a relative permittivity of 2.2, while the region below the 
interface is pressboard with a relative permittivity of 4.4. The distribution of the normal electric 
field is especially of interest for our numerical sanity checks of the magnitude of surface charge 
density accumulation. 

 
 
Figure 7.17: Normal component (z-direction) electric field distribution at the interfacial surface of 
oil/pressboard at z=250 µm distance from the needle having 200 kV peak and 100 ns rise-time at  t=200 ns. 
The electric field strength is normalized to 1.2×107 V/m. The tangential component (r-direction) of electric 
field is continuous across the interface. Three perpendicular 5 µm segments have been chosen (using 
“cross-sectional plot parameters, line/extrusion”) to plot Ez, and ρ on. Yellow lines show electric field 
streamlines and white lines show equipotential lines. 

 
Figures 7.18, 7.19 and 7.20 show the magnitude of the normal component of the electric field (in 
z-direction) on segments 1, 2 and 3, respectively, shown in Figure 7.17.  5"

"

Figure 2: Normal component (z-direction) electric field distribution at the interfacial surface of oil/pressboard at 
z=250 µm distance from the needle having 200 kV peak and 100 ns rise-time at  t=200 ns. The electric field 
strength is normalized to 1.2×107 V/m. The tangential component (r-direction) of electric field is continuous across 
the interface. Three perpendicular 5 µm segments have been chosen (using "cross-sectional plot parameters, 
line/extrusion") to plot E, Ez, and ρ on. Yellow lines show electric field streamlines and white lines show 
equipotential lines. 

 

Figures 3, 4 and 5 show the electric field magnitudes on segments1, 2 and 3 respectively shown in Fig. 2. 
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Figure 7.18: Normal component (z-direction) electric field distribution on segment 1 shown in Fig. 7.17 at 
the oil/pressboard interfacial. The electric field strength is normalized to 1.2×107 V/m. The distance is 
normalized to 25 mm. 
 

 
 
Figure 7.19: Normal component (z-direction) electric field distribution on segment 2 shown in Fig. 7.17 at 
the oil/pressboard interfacial surface 250 µm far from the needle having 200 kV peak and 100 ns rise-time 
at  t=200 ns. The electric field strength is normalized to 1.2×107 V/m. The distance is normalized to 25 mm. 
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Figure 7.20: Normal component (z-direction) electric field distribution on segment 3 shown in Fig. 7.17 at 
the oil/pressboard interfacial surface 250 µm far from the needle having 200 kV peak and 100 ns rise-time 
at  t=200 ns. The electric field strength is normalized to 1.2×107 V/m. The distance is normalized to 25 mm 
. 

 
Figure 7.21: Space charge density on the segment 1 shown in Fig. 7.17 at the oil/pressboard interfacial 
surface 250 µm from the needle having 200 kV peak and 100 ns. 
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Figure 7.22: Space charge density on the segment 2 shown in Fig. 7.17 at the oil/pressboard interfacial 
surface 250 µm from the needle having 200 kV peak and 100 ns. 
 
 

 
 

Figure 7.23: Space charge density on the segment 3 shown in Fig. 7.17 at the oil/pressboard interfacial 
surface 250 µm from the needle having 200 kV peak and 100 ns. Space charge density is almost zero at this 
segment. 
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Figures 7.24 shows the raw data of the calculated surface charge density on the interfacial surface 
(in r-direction). As can be seen significant and harsh oscillations exist on the calculated surface 
charge density along the interface which is not likely to be physical. These oscillations are 
considered to be caused by the streamline artificial diffusion used in solving charge continuity 
equations of charge carriers.  

 

 
 

Figure 7.24: Surface charge density at the oil/pressboard interfacial (shown in Fig. 7.17) surface 250 µm far 
from the needle having 200 kV peak and 100 ns at different time instants. The harsh oscillations observed 
in this plot is usual when we are using the weak form boundary conditions and streamline artificial 
diffusion. These fluctuations are minimized using different arbitrary functions and weak constraints. 
However, these oscillations are inevitable when streamline artificial diffusion is applied. 
 
 
Therefore, to find a reasonable value that can be used in the sanity checks of the modeling results, 
MATLAB Gaussian fitting function has been employed to take the best fitted graph of surface 
charge density versus position which is plotted in Figure 7.25. 
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Figure 7.25: Surface charge density at the oil/pressboard interfacial surface 250 µm from the needle having 
200 kV peak and 100 ns rise-time at  t=200 ns. Fitting is also provided using MATLAB parameters 
Gaussian fit. Dotted data shows the envelops of the raw data and the solid lines show the fitted curve with 
similar colors for each data. 
 
 
Comparing Figures 7.21−7.25 show that the surface charge boundary condition is approximately 
satisfied over the interface (the charge density is equal to the difference of normal component of 
the displacement field on either side of the interface: σs = εPB Ez (PB) - εOil Ez(Oil)). Particularly on 
the regions that the surface charge density is negligible, εPB Ez (PB) = εOil Ez(Oil) meaning that      
2 Ez (PB) = Ez (Oil) which can be seen in Figure 7.17 (exactly at interface) and more clearly in 
Figure 7.20. 

 
 
 

7.5 Summary 
  
 

Compared to the streamers propagating in the oil-only system, the streamer becomes slower 
(thicker), and faster (thinner) when it approaches the perpendicular low and high permittivity 
perpendicular barrier, respectively. Similarly, the streamers convert to surface flashovers by 
propagating alongside the parallel high permittivity barrier interface, since the strong attractive 
force causes the streamers to immediately follow the barrier interface and remain a surface 
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flashover with approximately constant shape and velocity over time. However, the repelling force 
applied by the low permittivity parallel barrier squeezes the streamers in the concentric parallel 
bore. The squeezed streamers propagate with higher velocity and smaller column diameters, 
compared to streamers in oil only systems. 

Therefore, both low and high permittivity LIDs increase the risk of breakdown. The parallel high 
permittivity LIDs accelerate the charge transport between the two electrodes by attracting the 
streamers into the interface and make them settle on the surface. The parallel low permittivity 
LIDs, on the other hand, intensify the volume charge density of the streamer and the electric field 
around them by squeezing the streamer crust. Accelerating the charge transport between high 
voltage electrodes always increases the risk of breakdown. This explains the fact that the most 
popular industrial pressboards match dielectric constant of the liquid dielectric. 

!  
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Chapter(8((

Concluding*Remarks*and*Suggestions*for*Future*Work*
*
!
 
 
 
This chapter presents a summary of the thesis, highlighting the main contributions of this work to 
the understanding of dielectric breakdown in insulating liquids, with and without microscopic 
inhomogeneities, and liquid immersed solid and gaseous dielectrics. The chapter concludes by 
discussing the possible future modeling work that would help deepen the current theoretical 
understanding of the liquid dielectric breakdown. Any experiment with similar parameters as the 
modeling cases of this thesis will surely help validate main conclusions from this thesis research. 

 
 

 

8.1 Streamer Initiation 

 

Mechanisms behind the positive and negative streamers initiated by impulse voltages (defined by 
IEC standard) with different peak amplitudes and rise-times have been explained using a 2-D 
axisymmetric electrohydrodynamic model. Simulation results presented in Chapter 5 indicate that 
the negative streamers require higher voltage peak amplitudes to initiate from a needle electrode. 
The bushy negative streamer initially occupies a larger volume around the needle electrode 
compared to the filamentary positive streamer. An initial ionized body formed by a negatively 
applied impulse voltage propagates at a slower pace due to the lower electric field enhancement 
ahead of its bushy ionization front. When the ionized body grows a few millimeters from the 
negative needle, the 2-D axisymmetric model fails to track the physical velocity of the negative 
streamer, since in spite of positive streamers, as experiments also confirm, the negative streamers 
cannot propagate in a stable single on-axis streamer column (especially for the large electrode 
gaps) and the formation of the off-axis branches are inevitable for negative streamer propagation 
beyond a few millimeters. Off-axis phenomena cannot be studied in a 2-D axisymmetric model.  

Geometrical effects of electrodes on the streamer initiation are investigated in transformer oil 
using the 2-D axisymmetric streamer model. Modeling results indicate that for a given applied 
voltage, the positive electrode size affects the initiation voltage and the grounded electrode size 
affects the breakdown voltage and delay.  The model, presented in this thesis, also indicates that 
the applied voltages with smaller rise-times form thicker streamer columns in liquid dielectrics, 
while applied voltages with longer rise-times create thinner streamers. Such effects have been 
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reported by the experimental research on the streamers formed in gaseous media, where the 
streamer imaging is more convenient.  

 

 

8.2 Streamer Propagation 

 
Inclusion of electric field dependence of the ionization potential derived from DFT and electric 
field dependent electron velocity (electron velocity saturation) enables the presented 2-D 
axisymmetric model to physically describe the higher streamer velocities and streamer column 
diameters under extremely high-applied voltages, also known as higher modes of streamer 
propagation. The model confirms earlier experimental observations that the higher mode 
velocities do not take place until the streamer travels beyond ~10 millimeters from the needle 
electrode (almost at the middle of the gap).  

As explained in Chapter 5, the velocities of the streamer propagation in different electrode 
geometries and gap distances have been derived from the streamer head trajectories along the 
shortest line which connects electrodes (on the axis of symmetry). For the same applied voltages 
and gap distances, the average velocity is higher in electrode geometries with greater radius of 
curvature. Specifically, the streamer velocity and acceleration toward the grounded sphere 
electrode increases earlier than toward the grounded needle electrode, and the streamer average 
propagation velocity is higher when it propagates toward a sphere electrode. On the other hand, 
the maximum instantaneous velocity and acceleration of the streamer is higher when it propagates 
towards the grounded needle electrode. As discussed in Chapter 5, the trajectories of streamers in 
gaps ranging from 1 mm to 10 mm fit closely to polynomial and exponential functions for needle-
sphere and needle-needle, respectively.  

 

 

8.3 Streamer Branching 

 
A fully three-dimensional model of streamers is employed in Chapter 6 to investigate the 
dynamics of streamer branching, which is an asymmetric phenomenon by its nature. The 
modeling results show that the streamer branching has deterministic origins, as well as stochastic 
roots. Specifically, if the volume charge layer at the streamer head is thin and slow enough, even 
an infinitesimal inhomogeneity is sufficient to trigger the branching. On the other hand, if the 
streamer head is stable, even relatively large perturbations do not grow instabilities from the 
streamer head. We have derived a quantitative gauge for the streamer head geometry that 
determines whether branching occurs under specific inhomogeneous circumstances. The critical 
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ratio of the streamer charge sheath thickness over the streamer width, at which branching occurs, 
is found for the specific density and intensity of inhomogeneities. Comparing the modeling 
results with corresponding experimental images indicates that the model predicts the branching 
phenomena both quantitatively and qualitatively. In terms of the visual resemblance between 
modeling results and experimental images, 5 µm spherical inhomogeneities with spatial number 
density of 1011 m-3 is an optimal combination in transformer oil. 

 

 

8.4 Streamer Interaction with Immersed Dielectrics 

 
Incorporating different liquid immersed barrier orientations in the model shows that the 
polarization forces from the barrier dielectrics on the charge carrying streamers are proportional 
to the permittivity difference between liquid (transformer oil) and the immersed dielectric 
(pressboard). If the pressboard permittivity is greater than the oil permittivity, the attractive force 
turns the streamer into a surface flashover. On the other hand, a low permittivity pressboard 
interface repels the approaching streamer. A mismatch in permittivities of the liquid dielectric and 
the liquid immersed barrier usually increases the chance of the breakdown, as the polarization 
force on the free volume charge inside the liquid applied by the immersed barrier is nonzero if the 
permittivities are not equal. 

Compared to the streamers propagating in the oil-only system, the streamer becomes slower 
(thicker), and faster (thinner) when it approaches the perpendicular low and high permittivity 
perpendicular barrier, respectively. Therefore, it is preferred to use a low permittivity material for 
perpendicular immersed barriers (spacer), if its dielectric strength is high enough (it does not fail 
against approaching streamers). 

Similarly, the streamers convert to surface flashovers by propagating alongside the parallel high 
permittivity barrier interface, since the strong attractive force causes the streamers to immediately 
settles on the interface and remain a surface flashover with approximately constant shape and 
velocity over time. However, the repelling force applied by the low permittivity parallel barrier 
squeezes the streamers in the concentric parallel bore. The squeezed streamers propagate with 
higher velocity and smaller column diameters, compared to streamers in oil only systems. 
Therefore, both low and high permittivity Liquid Immersed Dielectrics (LIDs) increase the risk of 
breakdown. Parallel high permittivity LIDs accelerate the charge transport between the two 
electrodes by attracting the streamers into the interface and make them settle on the surface. The 
parallel low permittivity LIDs, on the other hand, intensify the volume charge density of the 
streamer and the electric field around them by squeezing the streamer. Accelerating the charge 
transport between high voltage electrodes always increases the risk of breakdown. This explains 
the fact that the least damage is reported on pressboards that have a matched dielectric constant 
with the liquid dielectric. 
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8.5 Streamer Breakdown 

 
The streamer model presented in this thesis indicates that the breakdown voltage is mainly a 
function of gap distance. A breakdown voltage is determined using the modeling results for any 
gap distance as long as the needle electrode radius of curvature and the electrode gap distance do 
not exceed 1 mm and 12 mm, respectively. The constraint on the gap distance is due to the 
computational capacity limitation and the constraint on the needle radius of curvature is because 
the breakdown voltage becomes sensitive to the needle electrode tip radius of curvature as well as 
the electrode gap distance for needle electrode radius of curvatures beyond 1 mm.  

The electric field intensity near the electrode surface is higher around the points with smaller radii 
of curvature, which is particularly true for a needle electrode. This does not necessarily mean that 
the streamer breakdown occurs at lower voltages if both electrodes are needle-shaped rather than 
the needle-sphere electrode geometry. A sharp needle shape of the positive electrode assists the 
streamer initiation. If both electrodes are needles, the electric field in the middle of the gap will 
be relatively lower than what would be the case for the corresponding needle-sphere electrode 
geometry. This is caused by the fact that the line integral of the electric field between electrodes 
is equal to the voltage drop across the electrodes. Since the voltage distributions across the two 
electrode configurations are different, and the electric field is extremely high in the vicinity of the 
needle electrode, it has to be lower in the halfway point between needle electrodes. The lower 
electric field in the region around the halfway point between two needle electrodes decreases the 
streamer acceleration, which consequently reduces the breakdown probability. Therefore, the 
breakdown in the needle-needle electrode geometry occurs at higher voltages compared to the 
needle-sphere electrode geometry.  

The model is able to show that the total current passing through electrode gap at the breakdown 
voltage dramatically rises exactly at the instantaneous time at which the streamer head reaches the 
grounded electrode (breakdown completion). As a sign of breakdown, the current increases more 
than 108 fold in less than 30 ns for the needle-sphere electrode geometries and more than 10 fold 
in less than 20 ns for the needle-needle geometries.  

The modeling results such as breakdown current, streamer initiation voltage, time to breakdown 
and breakdown current agree with the experimental data extracted from the literature. 

 

 

 

!
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8.6 Sanity Checks 

 

In addition to comparing the modeling results obtained in this thesis research, the results have 
been validated by the following approaches: 

• Different element types (Lagrange linear, quadratic, cubic, quartic and quantic) have been 
examined to ensure the accuracy and consistency of the results. 

• Different direct solvers (such as PARDISO and MUMPS) and iterative solvers (such as 
GMRES, FGMERS and Conjugate gradients) have been used and the comparison of the 
results shows that there is no major differences between the results that could possibly 
warn the correctness of the results.  

• A Finite Difference analysis (using MATLAB codes) has been implemented to check the 
results of the FEM COMSOL modeling. Although the results obtained by this finite 
difference method modeling lack accuracy and simulation speed, the results are 
essentially identical to the FEM results presented in Chapter 5. 

• Finite Volume Method: A research performed at ABB Corporate Research [74] using 
OpenFOAM confirms identical results of the FEM approach developed in COMSOL 
Multiphysics. 

 

!
8.7 Future Work 

 

The molecular structure and behavior of liquid dielectrics is more complex than gases and solids 
and even in the purest liquids there exists trace amounts of impurities that make it difficult to 
isolate the mechanisms behind electrical breakdown. In particular, transformer oil is a mixture of 
many different aromatic, naphthenic, and paraffinic molecules with complex molecular structures. 
The major weak point of the presented model is the lack of data about effective electron mass, 
electron mobility and number of ionizable species in electrically stressed transformer oil. Future 
theoretical studies should address these areas of research to enable the numerical modeling of 
streamer better explain the streamer breakdown dynamics. 

According to the current thermal simulations and experimental evidence, more realistic models of 
streamers in transformer oil must include the addition of a gas phase (vapor) and low temperature 
collisional plasma over a temperature range from 300 to 2000 K. However, previous experience 
[102] in simulating plasmas in COMSOL indicates that it is extremely difficult to combine the 
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entire plasma equation set with the pre-breakdown equations (presented in Chapter 5) with an 
acceptable convergence.  

Figure 8.1 shows a simplified schematic view of the plasma-gas-liquid combined 2-D 
axisymmetric model. To reduce the number of elements and the complexity of the model, one 
could ignore the needle electrode geometry by assuming the electric field to be uniformly 
distributed in the inter-electrode area. The multiphase model of the streamer propagation shown 
in Figure 8.1 can also use the current model results as the initial conditions. Initial conditions of 
the problem (shape of the streamer head, distribution of electron and ion density, heat flow, etc.) 
can be derived from a separate pre-breakdown model, which includes the needle-sphere geometry 
(streamer initiation). In fact, Figure 8.1 shows a model of the streamer propagation mode. In the 
propagation mode, when the streamer head has traveled a few millimeters from the needle, the 
effect of the gas and plasma phases are more dominant, since we will have considerable heat flow. 

 

!
 

Figure 8.1: Schematic view of the multiphase model of streamer propagation. There are three distinct 
physical phases: liquid, gas and plasma. For each phase one would have to solve different sets of equations, 
which also have to be interrelated. To reduce the number of elements and complexity of the model, one can 
assume the background electric field to be uniformly distributed in the inter-electrode area.  

!
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!
The model presented in Chapter 5 is no longer valid after breakdown of the liquid dielectric 
(when the streamer reaches the opposite electrode and the current rises beyond a few amperes), 
since due to high power dissipation along the streamer path, the streamer will be replaced by a 
high current arc, which requires additional physics such as plasma formation, thermal, impact and 
photo ionization and fluid convection to be modeled. Implementation of a multiphase streamer 
model of Figure 8.1 may enable the model to describe post breakdown consequences as well 
(electric arc model). Developing such a model requires a consistent definition of proper boundary 
conditions, complete gas phase properties (mostly hydrogen for transformer oil), charge injection 
governing equations from the needle electrode (especially after breakdown and formation of the 
arc) and effective and complete heat generation and transfer equations. 

Apart from the ambitious goal of a multiphase streamer model, the presented work in this thesis 
can be continued in many other directions.  

For instance the branching of negative streamers still remains open. Using the model introduced 
in Chapter 6, it is convenient to develop a 3-D negative streamer branching model, only it 
requires more computational capacity as negative streamers are bulkier and require larger volume 
with refined mesh. In addition, the secondary branching of the streamers have not been addressed 
in this thesis. Secondary branching means the branching that occurs on a streamer branch that 
itself comes off the original streamer column. Longer pillboxes with refined mesh will be 
required to perform this task. 

In the streamer/surface flashover model of liquid immersed insulation system, the possibility of 
the streamer penetration into the LID (known as immersed dielectric punching) is ignored. To 
include such a situation (streamer formation inside LID), the LID itself can be considered as a 
dielectric with specific electron and ion mobility, which is essentially a similar model to the 
liquid phase. 

!  
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Appendices 
 

 
 
 
 
This section presents five appendices of this thesis. Appendix A1 explain an optimized 
combination of artificial diffusion techniques to stabilize a drift dominated streamer discharge 
model which includes COMSOL Multiphysics’ Transport of Diluted Species modules for positive 
ion, negative ion, and electron charge densities, in the streamer/surface flashover model presented 
in Chapters 5−7. Several combinations of streamline diffusions and crosswind diffusion with 
different tuning parameters are applied to the charge continuity and the thermal equations with 
different mesh element size distributions to determine the ideal combination. Appendix A2 
introduces the 2-D axisymmetric and 3-D mesh schemes, which have been employed in Chapters 
5−7 to effectively solve the numerical problems. Appendix A3 presents a simple illustration of 
the physical differences between positive and negative streamer formation in dielectric liquids. 
This appendix particularly answers the question, why negative streamers propagate with slower 
pace compared to positive streamers. Appendix A4 explains how the microscopic 
inhomogeneities are implemented in Chapter 6. Finally, Appendix A5 compares the finite 
element method that is employed in this thesis with other suggested simulation methods for 
streamer development modeling. 

 
 

A1 Optimized Combination of Artificial Diffusion Stabilization 
Techniques for Finite Element Modeling of Drift Dominated Transport of 
Charge Carriers 
 
Stabilization techniques are required for solving conservation equations of charge (mass 
continuity equations) for electron and different ions. Different artificial diffusions are provided in 
COMSOL Multiphysics (versions 3.5a−4.3a). The performance of different consistent 
stabilization techniques is investigated in this thesis. Diffusion of the charged species is assumed 
negligible in equations (5.1−5.3). Numerical solutions of the charge continuity equations usually 
include spatial instabilities rather than expected smooth solutions. These spurious oscillations can 
be avoided by using nonlinear CWD in addition to different types of SDs such as anisotropic, 
compensated streamline upwind Petrov-Galerkin (SUPG) and Galerkin least-square methods, to 
stabilize the charge continuity equations. It has been shown that CWD is more stable than other 
over-diffusive discontinuity-capturing techniques and leads to better numerical behavior, 
although it is computationally expensive due to its nonlinear nature. On the other hand, SD 
techniques effectively stabilize the system and accelerate the solution. We have applied minimal 
SD and CWD at the same time to optimally stabilize the numerical solution. Minimal artificial 
diffusion techniques are tuned to balance a tradeoff between removing nonphysical local 
oscillations (due to SD) and excessively smooth results just next to the walls (due to CWD).  
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Including CWD effectively dampens oscillations in the charge number densities and prevents 
them from becoming negative which is nonphysical [43]. It also increases the streamer diameter 
and decreases the streamer velocity and the maximum electric field ahead of the streamer 
compared to the results obtained using SD only. This is reasonable since CWD adds some 
artificial diffusion terms orthogonal to the flow of species to stabilize the numerical solution. The 
CWD also provides extra diffusion in the region of sharp gradients.  

In spite of COMSOL 3.5a, SD is sometimes not enough to converge the streamer model in 
COMSOL 4.2a and 4.3a, which makes it harder to compare results of the SD only cases. In 
addition, COMSOL 4.3a employs only one SD type without any tuning parameters. COMSOL 
recommends that “Both artificial diffusions should be selected for optimal performance” [71].  

The CWD method specifies the smallest allowable concentration change across an element. As 
the concentration gradient appears in the denominator in the equations describing CWD, the 
gradient ensures that unreasonable values do not occur in the regions with small to negligible 
concentration changes. Figure A1 compares a pair of results obtained from two identical cases 
with the only difference being the applied artificial diffusion method.  

 

 
 

Figure A1: Different streamer propagation mechanisms under two different artificial diffusions: electric 
field magnitude distribution solved by (left): upwind Petrov-Galerkin diffusion and (right): anisotropic 
diffusion. The applied voltage peak magnitude to the positive needle is 200 kV peak and the rise-time is 
100 ns. 
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A2 Optimal Mesh Element Density Distribution for Streamer 
Development Finite Element Modeling 

 
 
In fact it is impossible to optimize the artificial diffusions without the proper mesh distribution 
scheme. Particularly, if the applied voltage is steep enough to form an initial charge volume wider 
than 0.2 mm diameter, nonphysical off-axis branching is likely to appear in the 2-D axisymmetric 
geometry. Based on experimental observations, the cone-shaped instability shown in Figure A2 is 
assumed to be a consequence of inappropriate element size distribution especially in the vicinity 
of the needle electrode. Such off-axis deflections of the streamer head will not disappear even if 
we add either excessive CWD or large inconsistent isotropic diffusion terms to the equations. The 
off-axis growth of the ionized structure in our streamer model is worsened by the nature of the 
SD concept. In fact, this artificial stabilizer adds greater diffusion terms at those points where 
electric field lines are denser (convergent or divergent). As described earlier, the SD term is in the 
direction that strengthens the particle velocity in the particle motion streamline direction. Since 
electrons are very mobile, the SD based model is vulnerable to any spatial noise. This is even 
worse in our model since such excessive diffusions can accumulate the charge off the axis of 
symmetry, which itself increases the electric field intensity in those directions and consequently 
generates more charge based on the Zener molecular ionization equation. In some cases, the off-
axis instabilities disappear if we remove SD. It has been known that the charge conservation 
equations never converge without a consistent stabilization method. Thus, the only option to 
prove that these branches is not a direct consequence of artificial diffusions in FEM, is to use 
FVM in which the artificial diffusions are not required. Results of a FVM streamer modeling in 
[74] show that such off-axis instabilities can also appear in FVM as well. Therefore, nonphysical 
off-axis instabilities should be regarded as a shortcoming of the 2-D axisymmetric modeling, not 
a flaw in FEM. 

Removing SD is not a desirable option in the presented model in this thesis, since it decreases the 
streamer velocity, which does not agree with experimental observations. Therefore, it is an 
obligation to deal with SD sensitivities. To overcome these off-axis instabilities we tested several 
dense mesh distributions in the needle-sphere geometry shown in Chapter 5. It has already been 
proven that only refining the mesh around the needle tip cannot solve the problem as, for example, 
shown in Figure A2 for a box with an excessively dense mesh (maximum mesh element of 0.5 
µm).  

Figure A3 shows simulation results of a smoothly distributed element size. In this mesh scheme, 
we have successfully removed off-axis instability; instead, an axial high-speed streamer column 
evolves from the initially ionized volume. In this case, we have employed an extremely dense 
mesh on the axis of symmetry and a larger rectangular area for a fine mesh around the needle tip 
(not visible in this figure with maximum element size of 2 µm) while the total number of 
elements is almost the same as Figure A2. The main difference between these two cases is that we 
have avoided any jump in element size in the critical area fore the result shown in Figure A3. The 
position and dimensions of this critical area are mainly determined by the applied voltage 
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waveform and the molecular properties of bulk oil. For a +200 kV, 100 ns impulse, the critical 
zone is up to one millimeter from the needle.  For a given case, the optimal area should be 
determined after trying a few fine mesh areas. 

 

 
 

Figure A2: Off-axis branching in a streamer formed by a positive impulse with 200 kV and 1 ns rise-time 
still appears even with an extremely fine mesh around the needle (colors and white lines depict electric 
field and equipotential lines, respectively). 
 

 

 
 

Figure A3: Off-axis branching in a positive streamer formed by a positive impulse with 200 kV and 1 ns 
rise-time disappears even with a fine mesh over a larger box around the needle (colors and white lines 
depict electric field and equipotential lines, respectively). 

100!µm!

100!µm!
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Increasing the mesh density in the vicinity of the needle electrode generally decreases the 
streamer velocity. If we refine the mesh more smoothly over the space around the needle (left 
side of Figure A4), the result is more consistent to the physical expectations compared with an 
extremely dense mesh over a smaller rectangle around the needle tip (right side of Figure A4). 
For instance, the number of streamlines deflected in the off-axis direction for the left hand side 
picture of Figure A4 is increased and consequently a deflection is formed on the streamer surface. 
We have also confirmed this idea with adapted mesh feature of COMSOL 4.3a. Similar results to 
the left side of Figure A4 have been obtained by activating the adapted mesh feature of COMSOL 
4.3a which takes about 10 times longer simulation time to converge. The importance of this 
comparison is that the conclusion of superiority of smoothly changing element size is consistent 
with the COMSOL 4.3a adapted meshing policy that uses smoother mesh element size change 
over the space (Fig. A4 left side).   

 
 

 
Figure A4: Electric field magnitude (color) and streamlines (white lines) for two different mesh element 
size distributions under a positively applied voltage (200 kV peak and 100 ns rise-time at time 85 ns). The 
two simulations are separately computed with the left side plot having a smooth fine mesh while the right 
side plot has a fine mesh within 40 µm and for the outer area beyond this box it has been freely meshed. 
Both SD and CWD are applied. 
 
 

 
Our numerical experiments show that a big jump in element size distribution over space may 
cause a sort of positive feedback effect and form nonphysical branching especially when the 
electric field is extremely divergent (which is the case in applied voltages with higher peaks and 
smaller rise-times). Such big jumps create small numerical perturbations that grow due to a SD 
accumulative effect in our model. Figure A5 conceptually compares different cases of element 
size change over space and spatial disturbances that they may produce. Part (a) of Figure A5 
shows a critical case in which a big jump can produce disturbances that form large enough 

100!µm!
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deflections on the electric field lines to add an excessive SD, and consequently deflect the main 
axial steamer branch. An example of this case can be seen in Figure A2. Excessive SD in the off-
axis (radial) direction deflects the streamer and accumulates the charges away from the axis of 
symmetry. Such big jumps in mesh density must be avoided if the non-physical "radial bump" has 
to be eliminated from the results. Part (b) shows minor disturbances that can form off-axis 
instability, however, they are not large enough to deflect the main axial steamer branch. An 
example of this case can be seen in the right side of the Figure A4. The problem with this 
approach is that the number of elements is too high which leads to a long simulation time. 

Part (c) of Figure A5 shows one of the possible options to minimize the effect of spatial 
disturbances due to element size alteration. It seems that a gradual rise in element size is the 
optimum approach to keep the accuracy high enough and decrease the number of elements at the 
same time. This approach can be realized by determining an appropriate “element growth rate” in 
COMSOL Multiphysics meshing section. Considering the fact that SD adds artificial diffusion in 
the streamline direction (electric field or particle velocity), these numerical results can be 
explained as a keen sensitivity of SD to spatial disturbances that are caused by sudden large 
changes in element sizes over space. 

 

                  
                          (a)                                                              (b)                                                            (c) 
 
 
Figure A5: Different cases of element size transformation over space and spatial disturbances that they may 
produce, (a): critical disturbance over a big jump in element size; (b): negligible disturbance over a small 
jump in element size; (c): a gradual rise in element size minimizes the effect of numerical disturbances due 
to element size variation. 
 
!
For the 3-D model we have studied the effect of symmetric perturbations on the streamer 
branching as a sanity check (see Chapter 6). If the mesh is fine enough to avoid misinterpreting of 
numerical artifacts as streamer branches, the branching must be symmetric also. Then we have 
applied a vast variety of inhomogeneous initial conditions and perturbations to study the 
branching. The qualitative shape of the streamer tree, numbers and diameters of the branches and 
their velocities are clearly sensitive to the applied voltage and the extent of the nonsymmetrical 
inhomogeneities. For the same inhomogeneity, number of the branches in a positive streamer is 
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determined by the applied voltage peak, while at the same applied voltage peak, the average 
diameter of branches is determined by both applied voltage rise-time and peak voltages. We have 
examined water droplets and air bubbles (with higher and lower permittivities than oil, 
respectively), and conductive and nonconductive dust particles as macroscopic perturbations. In 
addition, spatial variation of oil molecule composition/density (e.g., due to locally increased 
temperature) and inhomogeneous initial electron density (due to external radiation sources or 
previous discharges) is investigated as microscopic fluctuations. The average magnitude of the 
perturbations is set to the minimum value required for branching. From the numerical simulation 
point of view there are a few interesting points in the 3-D simulations. First, predefined plasma 
mesh in COMSOL Multiphysics greatly accelerates the model solution compared to the other 
types of meshing with the same meshing scheme. Second, the CWD cannot be avoided in the 3-D 
simulations due to the convergence issues. 

Based on the modeling results, it has been concluded that the plasma, general physics, and fluid 
dynamics mesh calibrations in COMSOL Multiphysics 4.3a, which simply correspond to 
different default mesh sizes used by the “mesher,” result in significantly different performances. 
A turbulent flow problem, for instance, will require a much finer mesh than a structural 
mechanics problem. The streamer/surface flashover problem, which comprises three convection 
equations coupled through the quasi-electrostatic equation (Gauss’ law), will definitely require a 
finer mesh than predefined values. Therefore, the plasma calibration, which corresponds to the 
finest mesh on the boundaries and a high rate of rise of mesh size, performs well enough. 

In general, COMSOL recommends running a convergence study with each of the mesh 
calibration (with refining the mesh manually until we reach a converged solution) and then select 
the optimal calibration for similar cases. Thus, we used the plasma mesh with fine meshes for 
Boxes 1, 2, and the predefined “extremely course” mesh size for outer space (out of Boxes 1 and 
2 as shown in Figure A6) without jeopardizing the convergence to reduce the degrees of freedom 
to save simulation time. 

 

 
 

Figure A6: Mesh refinement policy in the 3D model in the vicinity of the needle. Mesh refinement data is 
given in Table A1. 
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Figures A7 and A8 show the effect of refining the mesh in the accuracy of the 3-D results 
compared to the presumably accurate 2-D result. The mesh data is given in Table A1 for each 
solution. 

Table A1: Mesh Data in Figure A6 

Mesh 
Calibration 

Maximum 
element size 
in the Box 1 

Maximum 
element size in 

the Box 2 

Predefined 
element size 

everywhere else 

Number of 
elements 

Degrees of 
freedom 

Time to 
finishing all 
time steps 

Plasma Mesh 1 
(Figure A7) 4 µm 20 µm Extremely 

Course 701645 1319082 ~115 h 

Plasma Mesh 2 
(Figure A8) 1 µm Extremely 

Course 
Extremely 

Course 1594329 3012502 ~218 h 

 
 
Finer mesh in the streamer column (Box 1) has improved the streamer velocity and the maximum 
electric field compared to 2-D result as shown in Figure A7. Specifically, the maximum electric 
field is improved by ~3.5 % compared to results of mesh 2. The distribution of the electric field is 
also (qualitatively) more similar to 2-D result in terms of numerical fluctuations around the 
streamer column and the streamer head’s radius of curvature, as can be seen in Figure A7 by 
inspection compared to Figure A8. The streamer head at t=84 ns is slightly ahead of the 2D 
streamer meaning that the velocity is slightly closer in 3-D simulation using mesh 2. 

 

 
 

Figure A7: Comparison of 3-D model result and 2-D model result for plasma mesh calibration for an 
applied impulse voltage with 200 kV peak and 100 ns rise-time after 80 ns (2-D model) and 84 ns (3-D 
model). The maximum electric fields are 3.54 MV/cm (2-D model) and 3.42 MV/cm (3-D model). The 
streamer heads are at almost equal distances from the needle tip. No post-processing smoother function is 
used on the 3-D simulation result. 
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Figure A8: Comparison of 3-D model result and 2-D model result for plasma mesh calibration for an 
applied impulse voltage with 200 kV peak and 100 ns rise-time after 80 ns (2-D model) and 84 ns (3-D 
model). The maximum electric fields are 3.54 MV/cm (2-D model) and 3.36 MV/cm (3-D model). The 
streamer heads are at almost equal distances from the needle tip. No post-processing smoother function is 
used on the 3-D simulation result. 
 
 
 
Nevertheless, there is still a gap between 2-D and 3-D results even if the size of the mesh is 
almost the same for the streamer column (Box 1). The reasons for this can be classified to 

1. The dense mesh area is much wider in 2-D simulations (a cylinder with radius of ~200 
µm around the axis of symmetry). However, in the 3-D simulations (mesh 2), Box 1 
radius is smaller than 50 microns. Other than that the space out of Box 1 is meshed with 
predefined “extremely course” while in 2-D simulation, the outer area is meshed by 
normal size.  

2. The artificial diffusion coefficients are minimized for 2-D simulations (to reach the most 
accurate result), which is not possible to do for 3-D simulations. Therefore, to keep the 
convergence in a reasonable time, the CWD coefficient (COMSOL 4.3a) is slightly 
increased (less than doubled). The slight overdiffusive results (e.g., thicker walls of the 
streamer) are caused by the excessive CWD that cannot be avoided. The smaller streamer 
velocity is another consequence (~5-10% slower). 

3. The 3-D mesh is not symmetrical; therefore, the numerical fluctuations can never be 
avoided. However, as long as such perturbations do not grow and the maximum electric 
field and the streamer velocity agree with 2-D results, these fluctuations can be tolerated. 
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As a conclusion, we have gained ~3.5% and ~2% improvements in maximum electric field and 
streamer velocity results, respectively, by almost doubling the simulation time.  

For all of the results presented in this thesis, the absolute possible maximum has been set for the 
number of elements (with a limit of one-week to be the maximum simulation time). However, it 
is not possible to do every modeling case with such mesh densities. Therefore, a mesh selection 
process like one that is shown in Figure A9 has been applied for each case study considered 
during this thesis research. In this process, we start the simulation with a coarse mesh.  Then we 
compare the modeling results while continuously increase the mesh density. Usually, there is a 
point that the results are accurate enough and increasing the mesh density does not actually add 
enough accuracy when we look at the computational expanse we pay for it. In this thesis, we have 
been working with this optimal mesh density for each case (shown with a circle in Figure A9) to 
understand the dynamics, since it usually takes many preliminary modeling cases to see a trend in 
the dynamics of the streamer/surface flashover development. Then to represent the results, we 
have rerun the model with the absolute maximum mesh density. It should be noted here that, if 
the mesh were not configured well, the modeling results would not converge as shown in Figure 
A9. In such cases, the modeling results change significantly as we increase the mesh density. If 
such a situation occurs, it shows that the mesh distribution scheme is not an effective one, 
meaning that it is most likely that there is an important position in the simulation geometry that is 
not meshed fine enough. To solve the problem, the scheme has to be changed and the validation 
process similar to the one shown in Figure A9 has to be repeated until the results converge. 

 

Figure A9: An exemplary mesh selection process for a 2-D axisymmetric modeling. Similar processes have 
been employed for each cases presented in this thesis. 
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A3 Simple Illustration of the Physical Differences between Positive and 
Negative Streamer Formation in Dielectric Liquids  
 
 
In positive streamer propagation, the highly mobile electrons are swept back towards the positive 
electrode leaving a net positive volume charge region that propagates towards the grounded 
electrode causing the maximum electric field to move further into the liquid bulk. In negative 
streamer propagation, it is also the moving electric field and space charge waves that allow 
ionization to occur further into the oil. However, the difference is that the negative needle and 
later, the negative streamer head push back the electrons away from the ionization zone, leaving a 
net negative volume charge region behind. Since the positive ions are slow to shilled the strong 
field generated by negative needle tip, it further affects the bulk oil and the ionization zone 
becomes larger and wider than positive streamers, which gives more freedom to electrons for 
moving within the neutral zone (known as ionized body or the low density streamer channel) and 
generate more heat via thermal dissipation. This explains the higher temperatures observed inside 
the negative streamer channels as they propagate. In principle, electron velocities in both 
streamers are the same. However, since the negative streamer has a greater radius of curvature, 
the field enhancement ahead of it is much smaller than the positive counterparts (about half, see 
Chapter 5). Therefore, the negative streamer tends to elongate at a slower pace (about half) than 
the positive streamer.  

 

  
 
Figure A10: Illustration of a negative streamer (left) and a positive streamer (right) formation and 
propagation in a needle-plane geometry (which is similar to needle-sphere geometry). The negative 
streamers initiate with wider front due to the lower mobility of the positive ions. Since positive ions are not 
as effective as electrons to shield the needle electrode electric field, the needle affects a larger space 
immediately after the voltage is applied to the electrode; therefore the initial ionized region becomes much 
bulkier than the positive streamers. This eventually leads to lower field enhancement ahead of negative 
streamers and decreases the average negative streamer velocity compared to fast positive streamers, which 
always keep their filamentary shape thanks to the highly mobile electrons constantly forming at the 
ionization zone near the streamer head. 

 

! !
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A4 Implementation of Stochastic Inhomogeneities 
 

The key role of stochastic inhomogeneities has to be included in the 3-D model in order to 
observe the streamer branching. The cause of the branching is definitely not the macroscopic 
perturbations in experiments that are undertaken in degassed chambers in which the liquid 
dielectric is filtered repeatedly to eliminate any ionized traces and gas bubbles. In these 
experiments, the streamers grow in a continuously refreshed body of liquid dielectric. The models 
described in Chapter 5 cannot express the stochastic nature of the streamer branching, as they 
only cover macroscopic quantities and processes. Instead, we have defined and added a finite 
number of spherical regions (micro-particles) whose stochastic location and intensity convert the 
governing equations into a stochastic model (Chapter 6). To implement the stochastic 
perturbations in the model, we have used continuous uniform distribution functions (rectangular 
probabilistic functions) and Gaussian functions to determine the location and intensity of the 
individual perturbations, respectively. Specifically, a set of spherical regions with certain radii (Rp 
in the range of 1 µm-10 µm) is placed in random locations inside the discharge chamber. The 
selected inhomogeneity density determines the number of spheres. Each of these spherical 
regions, which contains a volume charge perturbation, is placed at a stochastic position with 
coordinates located by three separate uniform distribution functions. These spherical regions have 
the same permittivity as the rest of the dielectric medium. 

Theoretically, charge carrier density fluctuations can be originated by either discrete nature of 
electrons at the leading edge of an ionization front where the electron density is low or many 
external sources such as cosmic rays or other sources of ionizing radiation. As the background 
electric field increases, the field ionization generates more discrete electrons at different locations 
of the dielectric that can gain enough energy to cause microscopic local ionizations. These local 
ionizations, occurring at much weaker electric fields than the critical breakdown field, produce 
local charge densities that can be regarded as microscopic inhomogeneities. In our model, we 
simulate these inhomogeneities by adding a stochastic amount of charge generation rates inside 
spherical regions, which generates a bias charge density in them. The intensity of the perturbation 
charge density generation rates is determined by continuous Gaussian functions. The minimum 
perturbation charge generation rate (GMp) is zero and maximum generation rate of carrier charge 
densities is 1010 Cm-3s-1, which is roughly one order of magnitude smaller than the generation rate 
at the typical positive streamer head in transformer oil. This stochastic perturbation rate generates 
inhomogeneous charge densities (ρps) for a gaseous environment exposed to intense electric field. 
The result of stochastic perturbation rate in the range of zero and 1010 Cm-3s-1 in transformer oil, 
generates a maximum additional perturbation charge density of ~104 Cm-3 inside the microscopic 
spherical regions.  

The density of the microscopic inhomogeneities (Cp) is set to 1011 m-3. Considering the volume of 
the oil in the chamber, this distribution means that we have to place ~106 spheres in the chamber, 
which makes the number of the mesh elements too high, since the mesh inside these spheres have 
to be dense enough. Therefore, we chose to place the inhomogeneities only inside the pillbox 



Appendices  9 
!

!
!
!

- 219 - 

close to the needle tip at which we have the most refined mesh. Modeling results prove that the 
inhomogeneities farther than 1 mm from the streamer head do not contribute to the streamer 
branching. Figure A11 shows the pillbox (cylinder with 0.65 mm height and a base with 0.5 
diameter) containing 12 inhomogeneities with 10 µm radius. 

 

 

Figure A11: The pillbox adjacent to the needle electrode containing 12 inhomogeneities (red spheres) with 
10 µm radius. The streamer branching results obtained with these inhomogeneities (and any other sizes 
above and below 5 µm radius) show less similarity to the experimental images than those modeling images 
taken from the results generated using inhomogeneities with 5 µm radius, suggesting that in practice, the 
effective inhomogeneities should have an average radius of 5 µm. 

 

The streamer branching simulations using the model described in Chapter 6 show that the 
streamer branching results caused by inhomogeneities having any radii above and below 5 µm 
lead to less resemblances with experimental images than those modeling images taken from 
inhomogeneities with 5 µm radius. This observation suggests that in practice, the most effective 
inhomogeneities in transformer oil that cause branching should have an average radius of 5 µm. 
Figure A12 shows the pillbox (cylinder with 0.65 mm height and a base with 0.5 diameter) 
containing 12 inhomogeneities with 5 µm radius. Most of the results presented in Chapter 6 are 
obtained with an inhomogeneity distribution like Figure A12. 
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Figure A12: The pillbox adjacent to the needle electrode containing 12 inhomogeneities (red spheres) with 
5 µm radius. The streamer branching results obtained using inhomogeneities with 5 µm radius show the 
maximum resemblance with experimental pictures suggesting that in practice, the effective 
inhomogeneities should have an average radius of 5 µm. 

 

 

A5 Other Numerical Simulation Methods for Streamer Development 
Modeling 
 
ABB Corporate Research in Västerås, Sweden, in addition to supporting this thesis research that 
solved the modeling equations using a multiphysics computational tool based on the finite 
element method, has implemented a model in a C++ toolbox (OpenFOAM) that uses the finite 
volume method [74]. This method might be better suited for transport equations than the finite 
element method used in this thesis, however, it is computationally more expensive and usually 
needs parallel computing. Fors [74] has analyzed the results from the OpenFOAM solver and has 
compared them to the results of [23−28]. The model used in [74] is analogous to those used in 
O’Sullivan [23] and Hwang [25], however a minor change has been made in neglecting thermal 
effects. This is due to the decoupling of the thermal diffusion equation from the charge carrier 
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transport equations. Thus, the thermal effects have had no impact on the streamer propagation 
itself and can be disregarded without significantly influencing the results. 

In addition to the FVM approach taken by ABB, some efforts have been made in the early stages 
of this research to implement the modeling equations in a Finite Difference Method (FDM 
implemented in MATLAB). The results did not show any superiority over FEM results of 
COMSOL in terms of both accuracy and speed. Therefore the FDM was ignored early on. Table 
A2 lists the most important advantages and disadvantages of each of these numerical approaches. 

 

Table A2: Numerical Simulation Methods for Streamer Development Modeling 

Method Advantages Disadvantages 

Finite Difference 

(Series expansion, 
usually a Taylor 
series. The series is 
truncated after 1 or 2 
terms between 
nodes) 

 

 
• Simple 
• Ideal for electromagnetic field 

calculations 

 
• Unstable and inefficient 
• Equations must be 

transformed for irregular 
boundaries, before Taylor 
series expansion. 

Finite Volume 

(Domain is divided 
to boxes with finite 
volume) 

 
• Fast for fluid flow 
• Based on integral 

conservation laws in PDEs 
based on divergence theorem 

• Works with fluxes (more 
physical significance) 

• Ideal for compressive flow 

 
• Usually more 

computationally expensive 
• Sensitive to complicated 

boundaries and boundary 
conditions (Irregular 
geometries require far more 
effort) 

• More parallelizable 
 

Finite Element  

(Domain is divided 
to boxes with finite 
area) 

 
• No need to simplify the 

boundary/geometry 
• Simpler meshing 
• usually uses weight residual 

method (useful to decrease 
order of PDEs) 

• a more suitable choice for 
multiphysics problems  

• Ideal for incompressible flow 
problems 
 

 
• More mathematics involved - 

less physical interpretation 
• usually uses weight residual 

method  
• (not a good arrangement for 

nonlinear terms) 
• Commercial software more 

single node oriented 
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