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Abstract

The two-color interferometer diagnostic on Alcator C-Mod has been upgraded to mea-
sure line-integrated electron density fluctuations for turbulence and transport studies.
Heterodyne signals from ten vertical-viewing CO 2 laser chords are demodulated rela-
tive to a local oscillator using high bandwidth analog in-phase/quadrature electronics,
replacing lower bandwidth digital fringe counting electronics. The raw outputs of the
high bandwidth electronics, which are proportional to the sine and cosine of the inter-
ferometric phase shift, are digitized at up to 10 MHz, which is sufficient for fluctuation
analysis. Extraction of the measured phase from the sine and cosine signals is now
performed entirely in software, providing the line-integrated electron density at high
bandwidth. The interferometer design, calibration, and measurement uncertainty is
presented. Measurement uncertainties due to nonlinearities in the analog electronics
are found to be comparable to the uncertainties of the previous system.

The interferometer can now resolve line-integrated electron density fluctuations
with major-radial wavenumbers below |kRl ~ 3.0 cm-'. The new fluctuation mea-
surement capability is used to partially verify the calibration and low-kR wavenumber
response of phase-contrast imaging, to aid in gyrokinetic transport model validation
research. Agreement between the two diagnostics is demonstrated for broadband fluc-
tuations and the low-kR component of the quasi-coherent mode, improving confidence
in the calibration of the phase-contrast imaging system. Both diagnostics observe a
series of fluctuations during quasi-steady periods of minority heated I-mode plasmas
with strong off-axis electron heating. The observed fluctuations are localized to the
plasma core using Doppler shift analysis and data from edge fluctuation diagnostics.
Transport analysis shows that the fluctuations do not correlate with enhanced ther-
mal transport, and gyrokinetic linear stability analysis shows that the plasma is stable
to drift wave turbulence, ruling out the possibility that the observed fluctuations are
destabilized drift wave turbulence.

Thesis Supervisor: Anne E. White
Title: Assistant Professor
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Chapter 1

Introduction

Nuclear fusion holds enormous promise to alleviate the world's ever-expanding need

for base-load electrical power. Nuclear fusion reactions were first proposed as a po-

tential peaceful energy source in the 1950s, starting a worldwide research effort to

commercialize fusion energy. To do so, a plasma of fusion reactants must be confined

and heated to allow the particles time to overcome Coulomb repulsion and fuse, re-

leasing over one million times as much energy as obtainable by chemical processes.

Since the late 1960s, the most widely-studied and successful method of confining

such a plasma is with a device called a tokamak. The word "tokamak" is an English-

language transliteration of a Russian acronym meaning "toroidal chamber with axial

magnetic field," and that is precisely what it is: a magnetic bottle. A number of

technological challenges have slowed the commercialization of tokamak fusion reac-

tors, but improvements in plasma diagnostics and theoretical/computational models

continue to push back the boundaries of plasma science, and will hopefully lead to a

successful fusion energy reactor.

One of the major challenges associated with tokamak fusion energy research is

the problem of fluctuation-driven energy transport out of the plasma. To attempt to

understand and mitigate transport, measurements of core fluctuations are needed to

compare with theoretical models and codes. Historically, however, diagnostics have

had difficulty accessing the core region of high performance fusion plasmas to measure

fluctuations. This thesis describes the design and implementation of a new electron
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density fluctuation diagnostic based on the existing two-color interferometer (TCI) [1,

2] on the Alcator C-Mod tokamak. [3, 4) The new system provides measurements

of line-integrated electron density fluctuations that complement existing fluctuation

diagnostics on Alcator C-Mod.

This thesis is presented in the following way. Chapter 1 introduces important

background information about transport in tokamaks, the Alcator C-Mod tokamak,

and reviews of interferometry-based plasma diagnostics. Chapter 1 also formally

introduces the upgraded TCI fluctuation diagnostic and gives background informa-

tion on mode-conversion/minority-heating (MC/MH) experiments, which are studied

later using measurements from the upgraded diagnostic. The physical principles of

two-color interferometry are described in Chapter 2. Chapter 3 discusses the im-

plementation of TCI on Alcator C-Mod, including an in-depth description of the

upgraded electronics which allow the system to function as a fluctuation diagnostic.

The upgraded system is characterized as a fluctuation diagnostic in Chapter 4. The

new TCI capabilities are used to partially validate the calibration of another fluctua-

tion diagnostic in Chapter 5. Fluctuation measurements in MC/MH experiments are

presented and characterized in Chapter 6. Chapter 7 summarizes the upgrades to the

TCI diagnostic and its new operating characteristics, and examines several possible

changes which could improve its performance.

1.1 Motivation

A confined plasma will always have gradients in the electron density and temperature

profiles, and the presence of gradients leads naturally to diffusive transport out of the

confinement region. For the case of an electron temperature gradient (in the absence

of any thermal pinch), the temperature will evolve according to the heat diffusion

equation,
OTe

e = V - (XeVTe)
at

where xe is the electron thermal diffusion coefficient and T, is the electron temper-

ature. Similar equations can be written for particle and momentum transport; for

14



particles,

f = -DVn + n

where F is the particle flux, D is the particle diffusion coefficient, n is the particle

number density, and V' is a convective or pinch velocity. The various diffusion coef-

ficients and pinch velocities can be derived in cylindrical coordinates using classical

diffusion theory.

However, a tokamak plasma is not a simple cylinder, and as a result it has much

more complicated physics. A tokamak is a cylinder bent so its ends connect into a

donut-like shape. The major components of a tokamak are shown in Figure 1-1 and

the coordinate system is shown in Figure 1-2. The central transformer coil drives a

toroidal electric field which breaks down the gas initially contained in the vacuum

vessel (not shown), forming a plasma. The toroidal field coils create a magnetic field

which confines the plasma. The electric field drives a toroidal plasma current which

creates a small poloidal magnetic field, thus the overall magnetic field topology is

helically shaped. Additional coils are used to create a vertical field to stabilize and

control the plasma.

Vertical Transformer coil

field coils

Toroidal
field coil

Plasma current Plasma Magnetic field line

Figure 1-1: Design of a tokamak. Graphic courtesy of General Fusion.[5]
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Figure 1-2: Toroidal coordinate system and terminology.

There are critical consequences of the toroidal geometry used to confine a tokamak

plasma. The total current density in the toroidal field coils is higher on the inside

of the torus than on the outside of the torus, and as a result the toroidal magnetic

field has a 1/R scaling. The Lorentz force law allows particles to freely stream along

magnetic field lines, so an electron driven by the toroidal electric field will sample

regions of varying magnetic field strength due to the 1/R scaling and helical topology

of the field. A fraction of particles with insufficient parallel (to the magnetic field)

velocity can become trapped in a magnetic mirror,[6] where a particle is reflected in

the high field region, traverses the weak field region, and reflects when it re-encounters

the high field region. When these "trapped" particle orbits are projected onto the

poloidal plane, they appear banana-shaped, so trapped particle trajectories are called

"banana" orbits.

Classical diffusion theory breaks down in the presence of trapped particle banana

orbits because they change the perpendicular (to the magnetic field) step-size and

timescale of the random-walk diffusion process. Neoclassical theory was developed to

account for trapped particle effects,[7] and the result is substantially increased values

of the classical diffusion coefficient. Typical orders of magnitude for neoclassical

thermal and particle transport coefficients in tokamak plasmas are )nc , Dnc ~ 10-3
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10-2 m2 /s, and typical particle pinch velocities are on the order of ve" - 1 m/s.[8]

Experimental measurements of electron thermal and particle diffusion in tokamak

plasmas leads to effective diffusion coefficients on the order of Xe, De ; 1 m2/s,[8]
which is two to three orders of magnitude higher than neoclassical predictions. Sim-

ilarly, experimental measurements of particle pinch velocities are an order of magni-

tude above neoclassical predictions. Plasma confinement is much poorer than neoclas-

sical theory predicts. When plasma confinement properties were first being studied,

researchers did not have an adequate hypothesis for the cause of the high levels of

transport and simply called it "anomalous." Anomalous transport has since been

determined to be mostly fluctuation-driven turbulent transport. [91
The study of turbulent fluctuations is very important when trying to understand

energy transport processes in tokamaks. If plasma turbulence can be understood,

then methods of reducing or eliminating deleterious effects can be designed and im-

plemented, increasing the chances of successfully building a fusion energy reactor.

Understanding plasma turbulence is a monumental task due to vast differences in the

temporal and spatial scales of the fluctuations which drive the turbulent transport. [9]
Computationally, it is very difficult to develop codes which can simultaneously predict

aspects of turbulence in widely varying spatial and temporal regimes. Experimen-

tally, it can be difficult to access the core region of plasma where many turbulent

processes exist, and diagnostics are only sensitive to a small subset of the spatial

scales of turbulence present in the plasma. As a result, quantitative interpretation of

turbulence measurements, and hence comparisons to theoretical and computational

predictions, are very difficult.

Benchmarking theoretical turbulent transport models to experimental turbulence

measurements is a major area of fusion energy research, and is the primary goal of the

transport model validation community. While theorists and computational physicists

improve transport models and simulation capabilities, diagnosticians and experimen-

tal physicists continue to develop better turbulence diagnostics. This thesis introduces

another diagnostic with several direct and indirect applications to transport model

validation research.
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Three classes of fluctuation-driven "drift wave" turbulence have been identified as

most important in the core of high performance tokamaks. The long wavelength ion

temperature gradient (ITG) mode and the intermediate wavelength trapped electron

mode (TEM) have each been studied extensively, while the short wavelength electron

temperature gradient (ETG) mode is less well understood. The spatial scales of these

three modes are presented in Figure 1-3, where ko is the poloidal wavenumber of the

fluctuation. The linear stability of drift waves such as ITG and TEM in a plasma

with interesting electron density fluctuations will be calculated later using gyrokinetic

theory[10, 11] as implemented in the GYRO[12] code.

ko (cm-1)
Turbulence _ _ ___

scales 1 10 100

Turbulence/
transport
mechanisms

Affected l
transport icle
channels

Figure 1-3: Scale-lengths and transport channels for drift wave turbulence: the
long-wavelength ion temperature gradient (ITG) mode, the intermediate-wavelength
trapped electron mode (TEM), and the short-wavelength electron temperature gra-
dient (ETG) mode. Figure adapted from Fig. 2 in Ref. [9].

1.2 The Alcator C-Mod Tokamak

Alcator C-Mod was built at the Massachusetts Institute of Technology in the late

1980s as an upgrade to the successful Alcator A and C programs.[3, 4] C-Mod is

a high-field, diverted tokamak, producing shaped plasmas with significant external

radio frequency (RF) heating capability. Primary research themes include plasma

transport processes, ion cyclotron radio frequency (ICRF) heating, external current
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drive with lower-hybrid waves and ICRF, and plasma-material interactions. The

design parameters are summarized in Table 1.1.

Parameter Typical values
Major radius (Ro) 0.66 m
Minor radius (a) 0.21 m
Elongation (r,) 1.6
Triangularity (5) 0.4
Toroidal field (BT) < 8 T
Plasma current (I,) < 1-2 MA
ICRF heating power < 5 MW
Electron density (ne) < 1 X 1021 m- 3

Electron temperature (Te) < 10 keV
Ion temperature (T) , Te (core)

Ti = Te (r/a > 0.8)
Pulse length < 2 s

Table 1.1: Alcator C-Mod plasma parameters.

In the late 2000s an "improved" confinement (I-mode) regime was accessed on

Alcator C-Mod.[13] I-mode exhibits fairly poor particle confinement but very good

energy confinement, and both of these characteristics are alluring properties for fu-

sion reactor scenarios. Regimes with good particle confinement characteristics like

the "high" confinement mode (H-mode) typically exhibit large instabilities near the

plasma edge to regulate impurity accumulation; two examples are edge-localized

modes (ELMs)[14] and the quasi-coherent mode (QCM).[15] These instabilities can

be detrimental to plasma performance and can increase plasma-material interactions.

The I-mode regime has a weakly coherent instability that regulates edge particles,

and results in H-mode-like temperature profiles without impurity accumulation.

Alcator C-Mod has a variety of different RF systems to heat the plasma and drive

current and rotation. Relevant to this thesis are the ICRF systems which include a

field-aligned 4-strap antenna and two conventional antennas which combine to provide

up to 5 MW of heating power at frequencies between 50-80 MHz.[16, 17] The ICRF

systems are critical for mode-conversion/minority-heating (MC/MH) experiments.

With enough power, ICRF waves launched using the 50 MHz antenna can undergo
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mode-conversion and heat the plasma, drive flows, or drive current. Additional RF

heating power at 80 MHz is needed for the plasma to access I-mode.[13]

C-Mod possesses an impressive suite of plasma diagnostics. Several reflectom-

etry systems operate at different frequencies to measure localized electron density

fluctuations. [18] Electron cyclotron emission (ECE) systems measure electron tem-

perature profiles[19] and fluctuations. [20] An x-ray spectroscopy system measures line

emission from impurities, providing time-resolved profiles of the ion temperature and

plasma rotation.[21, 22] A Thomson scattering diagnostic provides electron density

and temperature profiles.[23] Information from reflectometry and x-ray spectroscopy

allows partial localization of line-integrated TCI measurements. Profile measure-

ments from the ECE and Thomson scattering systems are also critically important

for energy transport calculations and linear stability analysis of turbulence.

1.3 Review of Selected Interferometry Techniques

Apart from plasma current diagnostics and magnetic field pick-up coils, interferom-

eters are some of the most simple and reliable plasma diagnostics. A number of

different varieties of interferometers have been used as electron density diagnostics,

including various forms of two-color interferometry (TCI) and an internal reference

technique known as phase-contrast imaging (PCI). TCI is commonly used for active

density feedback control, and PCI is used to measure line-integrated electron density

fluctuations and RF physics.

The literature contains descriptions of many different TCI implementations on a

plethora of plasma physics experiments, as described below. However, there are very

few descriptions of standard external reference interferometers such as TCI being used

as fluctuation diagnostics for fusion-grade plasma experiments. When interferometers

have been used to measure fluctuations, they have been implemented as interferomet-

ric imaging systems.[24] These systems use a different operating principle than the

multi-chord interferometer used on Alcator C-Mod, and the difference makes imaging

systems much more complicated than multi-chord interferometry.
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mirror

plasma

mirror

beam splitter

Detector
plane

Figure 1-4: Michelson interferometer configuration.

1.3.1 Two-Color Interferometry

Two-color interferometry is the primary density feedback diagnostic used in large

tokamak experiments around the world, including Alcator C-Mod. Co-axial radiation

at two different wavelengths is sent through the plasma and then detected using a

Michelson configuration, as shown in Figure 1-4. The primary wavelength obtains a

phase shift from the plasma electron density, but also contains phase shifts due to

vibration of optical components. The second wavelength is used to characterize the

amount of optical vibration along the beam path, with small contributions from the

plasma electron density. Both wavelengths are used together to remove the effects of

vibration, leaving only the plasma-induced phase shift which is proportional to the

line-integrated electron density. The relevant theory will be described in Chapter 2.

The first TCI implementation on a tokamak was in the late 1970s when a CO 2

and HeNe laser TCI system was designed for the Doublet III tokamak at General

Atomics.[25, 26] Since then, similar C0 2-based interferometers have been employed

on many tokamaks including DIII-D,[27] Alcator C-Mod,[1] JT60-U,[28] and FTU.[29]

C0 2-based interferometers have also been installed on other types of plasma exper-

iments, including the C-2 field-reversed configuration experiment,[30] the TJ-II[31]

and LHD[32] stellarators, and the RFX[33] and MST[34] reversed-field pinches. A
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two-color dispersion interferometer using a CO 2 laser is.currently being designed for

the W7-X stellarator.[35] In addition to C0 2-based systems, two-color far-infrared

(FIR) interferometers have been employed on the LHD stellarator[36] and the JET

tokamak.[37] Millimeter-wave two-color interferometers have been used in the di-

vertor regions of JET[38] and JT60-U.[39] Two-color CO 2-based interferometers are

considered to be the most reliable systems today because the CO 2 wavelength has

substantially more plasma-induced signal than shorter wavelength lasers, but is not as

susceptible to the detrimental effects of beam refraction as longer wavelength systems.

An external reference CO 2 interferometer was used to measure density fluctua-

tions on the LT-4 tokamak in the late 1980s.[24] This was an interferometric imaging

system (as opposed to a multi-chord interferometer) employing the Mach-Zender tech-

nique. The primary difference between the imaging system and the multi-chord sys-

tem employed on Alcator C-Mod is the sensitivity to the background (non-fluctuating)

density. The interferometer on LT-4 employed a feedback system to remove the back-

ground density and maximize the sensitivity of the system to plasma-induced density

fluctuations. The TCI system on Alcator C-Mod is a multi-chord Michelson inter-

ferometer, not an imaging system, and is sensitive to the background density. As a

result, the methods described in Ref. [24] are not applicable to the TCI system on

Alcator C-Mod. (The differences are explained in detail in Section 2.5.)

There are many possible choices for secondary lasers in C0 2 -based TCI systems. In

present-day experiments, the most common choice is a visible HeNe laser (A = 633 nm,

red). The advantage of HeNe lasers is that the short wavelength is extremely sensitive

to vibrational effects but nearly impervious to plasma effects. HeNe lasers are also

advantageous simply because they are visible to the human eye, making alignment

of the interferometer much simpler. Other wavelengths are equally valid and have

advantages in certain situations. For example, next-generation experiments may have

darkened windows in diagnostic ports. Obviously, transmission of visible light is

reduced through these windows, so alternative wavelengths such as an infrared (IR)

HeNe laser (A = 3.39 pum) are beneficial. [40] Larger experiments like the proposed

Compact Ignition Tokamak and ITER will have substantially larger vibrations than
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current experiments, corresponding to a larger phase-shift measured by the secondary

laser. [41] In these large devices an interferometer using a short wavelength HeNe laser

would have difficulty following all the vibration-induced fringes, [42] but an IR-HeNe

laser will perform better due to its longer wavelength.

The literature contains much information on TCI systems with a variety of sec-

ondary laser wavelengths. However, regardless of the choice of secondary wave-

length, fluctuation measurements at timescales significantly faster than the vibration

timescale should always be possible using only the primary laser, with the slowly

varying component eliminated using Fourier analysis. The secondary laser is only

needed for background line-integrated density measurements and is critical for active

density feedback systems, but is not crucial for fluctuation measurements.

1.3.2 Phase-Contrast Imaging

Phase-contrast imaging (PCI) [43, 44] is another interferometry-based electron density

diagnostic with several important distinctions from TCI. PCI is an internal reference

interferometer that is only sensitive to density fluctuations, whereas TCI uses an

external reference and is therefore sensitive to both fluctuations and the background

density.

PCI operates in the following way. A laser beam is sent through plasma and a

portion of the beam is scattered by density fluctuations. The scattered and unscat-

tered components are focused onto a phase plate which consists of a horizontal groove

with a depth equal to one eighth of the probing beam wavelength. The phase plate is

shown in Figure 1-5. The unscattered portion of the beam is focused into the groove

and the scattered components are focused onto the non-grooved portion of the phase

plate. The result is that the unscattered beam travels a path length A/4 longer than

the scattered beam components. The path length difference is the same as applying a

7r/2 phase shift to the unscattered beam relative to the scattered beam. The scattered

and unscattered beams are focused together at the detector plane. The interference

of the beams results in intensity variations, from which the phase shift due to density

fluctuations is derived using a heterodyne technique. [44]
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UNSCATTERED

X/8 deep groove

Figure 1-5: Phase-contrast imaging phase plate. Figure is adapted from Fig. 2-9 in
Ref. [44].

The presence of the phase plate, while critical for the operation of the diagnostic,

also presents a significant limitation. Long wavelength (low wavenumber) electron

density fluctuations do not cause substantial beam scattering, so these portions of

the scattered beam will still fall within the finite width of the groove in the phase

plate. When the scattered components are interfered with the unscattered beam,

there will be no beat signals from the long wavelength fluctuations because they also

obtained a r/2 phase shift. As a result, PCI has a low wavenumber cutoff in the

measured density fluctuation spectrum.

The details of the PCI wavenumber response vary depending on how the system is

configured. In this thesis, quantitative fluctuation data from PCI is only required for

comparisons to TCI, in an effort to verify the PCI calibration. When the quantitative

data was collected, PCI was optimized to detect electron density fluctuations and the

calibrated wavenumber response is shown in Figure 1-6. The major-radial wavenum-

ber (kR) cutoff extends from zero to IkR~ 1.5 cm-'. The diagnostic response peaks

at kR = ±2 cm-1 and drops off to zero at |kRl > 15 cm 1 . The response function is

symmetric about kR = 0.

The purpose of the PCI implementation on Alcator C-Mod[44] was initially to

measure RF wave physics and coherent modes.[45, 46, 47, 48] The RF measurement
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Figure 1-6: PCI wavenumber transfer function as configured for quantitative compar-
isons to TCI.

capabilities of PCI make the system the primary diagnostic used to measure wave

physics in mode-conversion/minority-heating (MC/MH) experiments. [49, 50, 51] The

system was upgraded to measure line-integrated electron density fluctuations and

quickly became a workhorse fluctuation diagnostic on C-Mod. [52, 53, 54, 55] PCI has

a considerably different fluctuation wavenumber sensitivity than the present imple-

mentation of TCI, but the two diagnostics are similar enough that they can be quanti-

tatively compared for the purpose of validating the PCI calibration and wavenumber

response. This is done in Chapter 5.

1.3.3 TCI as a Fluctuation Diagnostic

It was previously mentioned that PCI is the workhorse fluctuation diagnostic on Alca-

tor C-Mod. Why, then, is a similar line-integrated density fluctuation diagnostic such

as TCI even needed when PCI has been proven to be a mature and reliable system?

First, PCI must be configured differently depending on whether it is measuring RF

physics or electron density fluctuations, and thus it may not provide optimized den-
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sity fluctuation measurements when they are desired. The TCI fluctuation diagnostic,

once it is further upgraded to match the fluctuation measurement capabilities of PCI,

could provide high-quality line-integrated electron density fluctuation measurements

in all types of plasmas when PCI may not be available.

Even in plasmas where PCI is optimized as a fluctuation diagnostic, TCI pro-

vides additional capabilities. First, the PCI low-kR cutoff precludes measurement of

some low-frequency, low-kR turbulence and coherent modes which can be detected

by TCI. Additionally, TCI provides a second measurement of the same quantity as

PCI but at a different toroidal location. If the two diagnostics share a digitizer, they

could be used together for correlation analysis to resolve toroidal mode-numbers. Per-

haps most importantly, TCI has a very straightforward calibration whereas the PCI

calibration procedure is more difficult to implement. Broadband and coherent fluc-

tuations measured by TCI can be used to quantitatively verify the PCI calibration,

improving the confidence in transport model validation efforts which compare PCI

data to simulations.

Upgrading the TCI diagnostic to measure fluctuations is relatively simple and in-

expensive, and can be implemented on other tokamaks which use laser interferometry

to measure the line-integrated electron density. The additional hardware which per-

mits TCI to be operated as a fluctuation diagnostic consists solely of new electronics

and digitizers.[2] Low bandwidth fringe counting electronics[1] are replaced with high

bandwidth analog in-phase/quadrature phase demodulators. The demodulators have

two outputs that are proportional to the sine and cosine of the measured phase shift,

and are directly digitized at up to 10 MHz with new digitizers. The phase shift is

digitally reconstructed in software from the raw sine and cosine signals. This thesis

will describe in detail the new electronics and new phase-reconstruction software, and

will present the first fluctuation measurements made with the upgraded diagnostic.
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1.4 Mode-Conversion/Minority-Heating

One of the most successful methods to reduce turbulent transport in tokamaks is to

introduce a plasma flow shear.[56] Flow shear breaks up turbulent eddies and thus

decreases the turbulent transport of energy out of the plasma. The ability to control

the radial profile of plasma flow is a very important aspect of future fusion energy re-

actors. Many present-day devices use neutral beam injection to drive plasma rotation,

but the efficiency of flow drive scales unfavorably to reactor-relevant regimes.[57, 58]

Therefore, alternative methods of driving plasma rotation are currently being studied,

including RF techniques.

One popular RF technique is to launch waves with frequencies in the ion cyclotron

radio frequency (ICRF) range. The waves propagate into the plasma and then convert

into other waves having more efficient energy deposition properties.[59, 60, 61] The

presence of minority species, such as hydrogen or helium-3 in the case of a deuterium-

majority plasma, is important for efficient transfer of the energy of the waves to the

plasma. While some energy is transferred directly to electrons (and majority ions), the

waves damp efficiently on the minorities and accelerate them to very high energies.

The fast minority population then damps on electrons and ions, transferring the

energy to the bulk plasma. In Alcator C-Mod, mode-conversion experiments rely on

a helium-3 minority, so the term "minority-heating" also applies to mode-conversion

experiments.

The mode-conversion/minority-heating (MC/MH) technique can be used not only

to heat the plasma, but also to drive plasma flow[58] and plasma current.[62] Since

the location within the plasma where the incoming wave is mode-converted depends

on the density and magnetic field of the plasma, [63] there is some amount of external

control of where the energy is deposited. Off-axis heating can drive plasma current at

a particular radial location, allowing a certain degree of current profile control. [61, 64]

Experiments at Alcator C-Mod have successfully demonstrated the viability of

toroidal and poloidal plasma flow drive using mode-converted ICRF waves. [49, 57, 58]

Fast magnetosonic waves are launched into the plasma by an ICRF antenna at 50
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MHz and are mode-converted into the ion cyclotron wave and the ion Bernstein wave,

and these waves damp on minorities and drive plasma flows. [45, 65] Recent I-mode

experiments on Alcator C-Mod with ICRF MC/MH flow drive have exhibited very

good confinement properties as a result of these flows. [66]

More recently, additional high-performance I-mode experiments were conducted

to try and further characterize MC/MH plasmas by searching for neoclassical tear-

ing modes (NTMs), which are suspected to limit plasma rotation. [67] Unfortunately,

the available ICRF power at 50 MHz was insufficient to drive any significant mode-

conversion plasma flows. Off-axis minority-heating was still strong enough to drive

large sawtooth events, which greatly alter the core electron temperature profile on a

20 - 30 ms timescale. TCI and PCI both detected a series of fluctuations in these

discharges which do not have the expected behavior of an NTM. The fluctuations will

be described and analyzed in detail in Chapter 6.
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Chapter 2

Two-Color Interferometry

The following chapter introduces the theory of two-color interferometry (TCI) and

various engineering constraints that are considered when designing a TCI system

to measure plasma electron density and fluctuations. TCI takes advantage of the

fact that the speed of light varies in media with varying indices of refraction. The

difference in speed can be detected by measuring the relative phase shift between

light waves traveling through a medium and light traveling through air. When the

medium is a plasma, a simple model can be used to relate the relative phase difference

between light traveling through the air and through the plasma to the line-integrated

plasma electron density. The model is used to inform interferometer design decisions

by considering signal levels compared to vibration and refractory effects. A useful

reference for more information about interferometer systems is Ref. [68].

2.1 Plasma Model

The goal of this section is to derive an equation relating the observable phase shift of

a probe beam to the plasma electron density. To begin, consider the definition of the

wavenumber,

k = (2.1)
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where A is the wavelength of the probe beam. From this expression, it follows that the

total phase accrued by a propagating beam, #, at any position x along the direction of

propagation is equal to the wavenumber integrated over the total path length traveled

by the beam,

= k(x)dx. (2.2)

Interferometry systems have a probing beam traveling through a medium and a

reference beam which travels an equivalent path length through air. The detected

phase shift is thus the difference between the acquired phase of the reference beam

and the acquired phase of the probe beam,

A'meas J (kprobe(x) - kref(x)) dx. (2.3)

This integral is identically zero everywhere along x except where the probe beam

travels through plasma. The wavenumber of the reference beam can be found from

the dispersion relation of light through air,

= c (2.4)

where w is the angular frequency and c is the speed of light. The wavenumber of the

probe beam, kprobe, is calculated from the dispersion relation in plasma, which must

now be derived. The following derivation is taken loosely from Ref. [69].

The governing equations for electromagnetic waves in any medium are Maxwell's

equations,

OZ
V xB -toj+ eopo (2.5)

V x E - (2.6)at
V- 5 =0 (2.7)

V -E p/eo. (2.8)

In these equations, B is the magnetic field, j is the current density, E is the electric
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field, p is the charge density, co is the permittivity of free space, and so is the vacuum

permeability.

To derive the plasma dispersion relation, first take the time derivative of Ampere's

Law (Equation 2.5) and the curl of Faraday's Law (Equation 2.6),

V x B = poS+ EopoE

V x (V x E) = -V x B

(2.9)

(2.10)

where the time derivatives have now been expressed with dot notation. Combining

Equations 2.9 and 2.10 eliminates the magnetic field and gives an expression in terms

of only the electric field and the current density,

V x (V x E) = -Ioj - copoE. (2.11)

The next step is to eliminate j using the definition of current density,

J -eneve (2.12)

where e is the fundamental charge, ne is the electron density, and 'e is the electron

velocity. Ion motion has been neglected due to its significantly higher inertia com-

pared to electrons. Taking the time derivative of the current density (Equation 2.12)

and substituting into Equation 2.11 yields,

V x (V x E) = poneee - copoE. (2.13)

The time derivative of the electron velocity can be eliminated using the momentum

balance equation,

nemee = -nee(E + e x B) (2.14)

where me is the electron mass. Applying a vector calculus identity and substituting
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Equation 2.14 into Equation 2.13 gives,

V(V - pon e2
V(V -$) - V2 E = -nee (E + 'e x B) -- eopoE. (2.15)

Equation 2.15 is linearized assuming that there are no mean flows ('e,= 0). The

first-order equation is

V(V- - V 2 E1 = - e (Ei + V-e,1 x Bo) - eopoEi (2.16)

where E 1 is the electric field induced by the probe beam and V,1 is the response of

the electrons to the probe beam. Now the plane-wave approximation is applied which

assumes small amplitude sinusoidal oscillations in all the perturbed quantities,

The plane-wave approximation allows the following substitutions for operators acting

on an arbitrary function f,

Vf - ikf

V -f - k i-*r
V 2 f -~-k 

2 f

at

With these substitutions, Equation 2.16 becomes

2

-k(k. - $ k2 E _ +ko Eee2 ($ 1 + e,1 x So) + Eopow 251. (2.17)
me

Now several assumptions are made concerning the orientation of 5, k, and B.

First, the wave vector and the background magnetic field are assumed to be perpen-

dicular. This is a justifiable assumption for this thesis because in the interferometer

implementation on Alcator C-Mod, the probe beam is passed vertically through the
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plasma. The direction of propagation is thus perpendicular to the toroidal magnetic

field, and since the toroidal field dominates the direction of the total magnetic field,

the assumption that k I B0 is justified.

Next, it is assumed that the probe beam consists of transverse waves, which means

that the wave vector is perpendicular to the oscillating electric field. On Alcator C-

Mod, the probe beam consists of electromagnetic waves from a laser, and since all

electromagnetic waves are transverse waves, the assumption that k I $1 is justified.

Finally, it is assumed that the oscillating electric field is parallel to the background

magnetic field, $ 1 11 Bo. This assumption is not immediately justifiable, but will be

revisited later.

Applying these assumptions to Equation 2.17 greatly simplifies the cxpression

once a coordinate system is specified. The background magnetic field is chosen to be

in the z-direction, So = Bz. This choice of axes forces the wave field to be in the

z-direction as well, $1 = Eis. The wave vector k is always perpendicular to E1 , so

k -$1 = 0. Since there is only a z-component of the background magnetic field, there

will be no z-component of the cross product between the field and 'e,1. The result is

that the z-component of Equation 2.17 becomes,

k2E1 - -1ne2 Ei ± euopow 2E 1 . (2.18)
me

This equation is typically written in a clearer way using expressions for the speed of

light, c, and the electron plasma frequency, Wpe,

c2

2 .ee2  (2.19)
pe -Come

With these expressions Equation 2.18 can be rewritten as

(c2 k 2 + Woe - w2 )E1 = 0. (2.20)

For a nontrivial wave field Ei, the term in parenthesis must be zero, giving the plasma
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dispersion relation,
2 2 2 i2 (.1W =W pe + c . (2.21)

The wave described by the dispersion relation in Equation 2.21 is known as the

ordinary mode or 0-mode wave.

Relaxing the requirement that E1 || Bo would allow the oscillating electric field to

have components in both the x- and y-directions (elliptical polarization). A thorough

treatment of this case is given in Ref. [69], and the dispersion relation for such a wave

is found to be,
c 2k 2  2  _ 2

-1- " - "e (2.22)

where w = 2 + W2, is the upper hybrid frequency and Wce = eB/me is the elec-

tron cyclotron frequency. Waves satisfying the dispersion relation given by Equation

2.22 are called extraordinary modes or X-modes. To determine the validity of the

assumption made in the derivation of the 0-mode dispersion relation (that $1 || So),
the relative magnitudes of the various frequencies can be analyzed. First, rewrite

Equation 2.22 as,

2 22 _ 2

C2 2 b2 _ 2 Pe2 2

h

21 -2 /2
ck 2  W2 _P e 2 . (2.23)

'e1 - W2 /2

Typical C-Mod plasmas have a magnetic field below Bo ~ 8 T and an electron

density below ne - 1021 m-3. These parameters give the following order of magnitude

values for the frequencies appearing in Equations 2.21 and 2.22:

SeB) 2 (1.6 x 10-19)(8)\2 2
wce = 9.1 X 10-31 2x (rad/s) (2.24)

W2 ne 2  (1021)(1.6 x 1019)2 3 x 1024 (rad/s)2  (2.25)
Pe eome (8.85 x 10-12)(9.1 X 10-31)

2 2 c2 5 x 1024 (rad/s)2  (2.26)Wh --- 5~ +rau/e
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The squared frequency of a CO 2 probe beam is,

W= (27f)2 = (27rc/A) 2 ~ 3 x 1028 (rad/s) 2 . (2.27)

The ratios of We/W2 and W/w 2 that appear in Equation 2.23 will be on the order of

10-3_ 10-4, which is much less than one. Thus Equation 2.23 is approximately given

by,

c2k 2 r 2 -Pe (2.28)

which is just the simple 0-mode dispersion relation of Equation 2.21. Thus, the as-

sumption that E1| Bo was justified because the contribution from other polarizations

results in an equivalent dispersion relation when applied to Alcator C-Mod plasmas.

With the 0-mode dispersion relation derived and the assumptions behind it jus-

tified, the phase shift due to the probe beam propagating through the plasma can

finally be calculated from Equation 2.3. The wave number of the probe beam is

calculated from the 0-mode dispersion relation (Equation 2.21),

1
kprobe - -F pe

It was previously shown that w2 >> w2 (Equations 2.26 and 2.27), allowing a simple

approximation for the wave number in the plasma,

2

kprobe C WJ 2~p

kprobe ~ - 1 2 (2.29)
c 2w

The wavenumber of the reference arm outside the plasma is calculated from the

dispersion relation of electromagnetic radiation in air (Equation 2.4),

kref = w/c. (2.30)
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The integrand of Equation 2.3 can now be computed using Equations 2.29 and 2.30,

Aomeas J (kprobe - kre5) dx

Aomeas = 1 - -e1 dx

Ameas =- e J e(x)dx. (2.31)
2Eomewc

In the last step, the expression for the electron plasma frequency (Equation 2.19) was

substituted. The electron density, ne, will vary along the path length of the probe

beam through the plasma and must remain inside the integral.

Many interferometer systems for high-performance fusion plasmas use lasers as

the radiation source for the probing beam. Lasers are typically specified by their

wavelength, not their frequency, so the final form of the phase shift (Equation 2.31)

is rewritten using the relation between frequency and wavelength, w = 27rf = 27rc/A,

A# = - " 2 2 ne (x) d. (2.32)
47rEomec2

The combination of constants in Equation 2.32, e2 /47rcomec 2 , is known as the classical

electron radius and has a value of re = 2.82 x 10-" m. The integral expression is

the plasma electron density integrated along the path traveled by the probing wave,

thus interferometers are known as "line-integrated" density diagnostics. On Alcator

C-Mod the probe beam is passed vertically through the plasma twice, so the final

expression for the phase shift is,

A# = -2reAC2 jnedz (2.33)

where the generic coordinate x has been replaced with the vertical coordinate z and

the probe beam wavelength has been specified as the CO 2 laser wavelength equal to

10.6 pm.

36



2.2 TCI Design Considerations

In Section 2.1 it was shown that a probing wave traveling through plasma will acquire

a phase shift, relative to a reference beam traveling through air, that is proportional

to the line-integrated electron density of the plasma. Measurements of line-integrated

densities are very useful for plasma control and feedback, studies of magnetohydro-

dynamics and confinement properties, and studies of small fluctuations relevant to

turbulent transport. It is therefore important to determine the plasma-induced phase

shift very precisely.

In practice, several difficulties arise when designing and implementing an inter-

ferometry system for line-integrated density measurements. Optical elements used to

direct the probing beam through the plasma can vibrate, introducing significant phase

shifts due to path length changes. Probing radiation can refract when it encounters

a spatially varying refractive index in the direction perpendicular to its direction of

propagation. Significant refraction can cause a beam to lose its coherence, distorting

the detected signal. In severe cases refraction can cause the beam to deflect off of the

detector plane entirely, resulting in a complete loss of signal.

Three important and competing factors must be considered when designing an

interferometer system. There must be sufficient plasma-induced signal to exceed the

noise floor of detection electronics, the effects of vibration must be mitigated, and

refraction must be reduced to acceptable levels. The requirements that these three

factors place on the design of an interferometer system are now examined.

2.2.1 Signal

As derived in Section 2.1, the plasma-induced phase shift is proportional to the wave-

length of the probe beam and the line-integrated plasma electron density. A typical

line-integrated electron density in Alcator C-Mod is 1 x 1020 m-2, and the detector

and electronics noise has been measured to be about 5' (87 mrad). With this infor-

mation, a constraint on the probe beam wavelength can be determined from Equation

37



2.33,

0.087 rad << |A#1 = 2reAc0 2 (1 X 1020 m- 2 )

- Aprobe >> 0.15 im. (2.34)

The wavelength of the probe beam must be significantly larger than 150 nm, due to

noise introduced by the TCI detectors and electronics and the plasma properties of

Alcator C-Mod.

2.2.2 Vibration

The effect of vibrating optical components is best explained with a diagram. Figure

2-1 shows two different optical paths, one with a mirror that is not vibrating (top)

and the other with a mirror that vibrates a total distance 1 (bottom). The radiation

reflecting off of the vibrating mirror will travel a different distance than the radiation

reflecting off of the non-vibrating mirror. For example, when the vibrating mirror is

in the position 1/2, as shown in Figure 2-1, the radiation reflecting off of the vibrating

mirror will travel a distance l less than the radiation reflecting off the non-vibrating

mirror. If 1 = A, the beam reflecting off the non-vibrating mirror will accrue an

additional 27r phase shift compared to the radiation reflecting off the non-vibrating

mirror. A simple expression relates the length-scale of the vibration, 1, and the

wavelength, A, to the vibration-induced phase shift, #e,

27rl
# A = . (2.35)

The effect of a vibrating mirror on the phase shift of the probing wave scales as the

inverse of the wavelength of the probing wave.

2.2.3 Refraction

A probing beam can be refracted when it encounters a spatially-varying index of

refraction in the direction perpendicular to its direction of propagation. Refraction
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Figure 2-1: Diagram showing how a vibrating optical element (bottom) affects the
phase shift of a reflected wave. The bottom mirror vibrates about its center point
with length 1/2. When the vibrating mirror is at the position l/2, as shown, the
radiation reflecting off the vibrating mirror will travel a total path length l less than
the radiation reflecting off the non-vibrating mirror (top). As a result, the radiation
from the non-vibrating mirror accrues an additional 27 phase shift compared to the
radiation reflecting off the vibrating mirror.

in a simple slab geometry is shown in Figure 2-2. The angle of refraction can be

calculated from the definitions made in the slab geometry of Figure 2-2,

sin 0_ dx (2.36)
dy

The length dx is just the length along the direction of propagation of the wave. This

length is related to the accrued phase of the wave, d#,

A
dx = d#-. (2.37)

27r

The expression for the angle of deflection can be written in terms of the derivative of

the phase shift in the direction perpendicular to the wave propagation by combining
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t dy

spatially varying wavefronts
phase object

(plasma)

Figure 2-2: Diagram showing how a wave refracts when it encounters a phase object
that varies spatially in the direction perpendicular to the wave propagation direction.
The angle, 0, through which the wave refracts depends on the strength of the spatial
variation of the phase object.

Equations 2.36 and 2.37. Using the small-angle approximation,

sin 0 0 d (2.38)
dy 27r dy

The expression for the phase shift through the plasma, d#, is known from Equa-

tion 2.33. The refracted angle is thus related to the line-integrated electron density

derivative in the direction perpendicular to the beam propagation direction,

0 -2reo2 J d.ed (2.39)
27r f dy

The angle of refraction of a probe beam encountering a density gradient is proportional

to the square of the wavelength of the probe beam and the line-integral of the density

gradient in the direction perpendicular to the direction of beam propagation. (A

more robust calculation in a realistic geometry can be found in Ref. [70], but the

calculation in slab geometry is sufficient for the purposes of this thesis.)

Refraction is responsible for two detrimental effects: loss of beam coherence at
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the detector face and outright loss of signal. Loss of beam coherence is shown in

Figure 2-3. To remain coherent, the phase shift across the transverse direction of

the wave must not exceed a critical value, usually 7r.[68] The phase shift across the

wavefront is the derivative of the phase shift in the transverse direction multiplied by

the transverse distance of the wavefront, d,

7r > A~wavefront = d . (2.40)
dy

The derivative, d#/dy, is again calculated using Equation 2.33, leading to the follow-

ing condition on the probe beam wavelength,

grdne[ 4 .. dxl. (2.41)
2red dy

detector plane
wavefronts

a -----;d

beam does not cross detector
face uniformly -+incoherent

Figure 2-3: Diagram showing how a refracted wave can lose coherence across a de-

tector.

Some values can be used to give a rough approximation of the wavelength con-

straint for a "worst-case" scenario in a tokamak plasma. The transverse distance of

the beam, d, is about 10 cm. The steepest transverse density gradient occurs in the

pedestal region, where one edge of the beam will be in plasma while the other remains
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in vacuum. The transverse gradient is approximately,

dne 1 X 1020 m-3

dy d

The distance of propagation, dx, is approximately the pedestal width which is about

1 cm. With these parameters, the wavelength constraint is approximately,

A < 557 pm. (2.42)

Refraction can also cause the probe beam to completely miss the detector plane,

but the wavelength requirement arising from this condition is less constraining than

for the beam to remain coherent.

2.2.4 Discussion

The probing beam wavelength requirements arising from beam refraction and signal-

to-noise considerations is 0.15 pm << A < 557 pm. Ideally, the chosen wavelength

will be near the center of this range and will be a laser that is commercially available

and, preferably, inexpensive. CO 2 lasers at A = 10.6 pm are widely available and fall

safely within the required wavelength range, far from coherence and signal-to-noise

limitations.

However, vibration effects have not yet been considered. On Alcator C-Mod, a

typical optical mirror vibration has a length scale of about 10 pm. At a wavelength

of 0.15 pm, this corresponds to 420 rads of vibrational signal but only 0.087 rads

of plasma-induced signal for a line-integrated density of 1 x 1020 m-2. This is an

unacceptable ratio of vibrational to plasma-induced signal, and thus short-wavelength

laser systems are not an option. At 557 pm there is only 0.1 rads of vibrational signal

and 314 rads of plasma-induced signal. This is a very lucrative signal-to-noise ratio,

but in Alcator C-Mod plasmas the refraction effects would still be significant at

557 pm, especially during violent plasma phenomena like disruptions. Thus, near-

millimeter-wave interferometer systems are also not viable.
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The CO 2 wavelength of 10.6 pm has 5.9 rads of vibrational signal and 6.0 rads of

plasma-induced signal. By itself, this is an unacceptably high level of error. However,

recall that the short 0.15 pm wavelength was virtually insensitive to the plasma

but highly sensitive to vibrational effects. A short wavelength laser could therefore

be used to characterize the vibration effects while another laser is used to measure

plasma-induced effects (with contamination by vibration). The effects of vibration

are removed from the plasma-probing beam, providing a great measurement of the

plasma line-integrated density. This technique is called two-color interferometry.

2.3 Vibration Compensation

Using two different wavelengths to measure only the plasma-induced phase shift is

very straightforward in theory and can be easily demonstrated. Two lasers with

different wavelengths are assumed to measure both vibrational and plasma-induced

phase shifts,

#1,meas = 1,v + #1,p (2.43)

#2,meas =02,v + #2,p. (2.44)

The subscripts v and p correspond respectively to the vibrational and plasma-induced

components of the total measured phase shift, which is denoted with the meas sub-

script.

In Section 2.1 the plasma-induced phase shift was shown to be proportional to

the wavelength of the probing beam. With this information the plasma-induced

components of the two wavelength measurements can be related by,

A,

Similarly, in Section 2.2 it was shown that the vibrational component of the phase

shift is proportional to the inverse of the wavelength. With this information the
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vibrational components of the two wavelengths can be related by,

#1,v = A2,. (2.46)
A,

The system is now completely determined in terms of measured quantities and

wavelengths. Solving for #1,p, the plasma-induced phase shift of one wavelength, will

yield the necessary expression to subtract off the vibrational component. First, solve

Equation 2.44 for the plasma-induced phase shift:

#1,p = #1,meas - #1,v.

Defining a = A2 /Ai and using Equation 2.46 gives,

#1,p = #1,meas - a#2,v.

Solving Equation 2.44 for #2,v and substituting gives,

#1,p = #1,meas - a(#2,meas - #2,p).

Substituting Equation 2.45 and solving for #1,p gives the final expression,

# 1,meas- a#2,meas (2.47)01/J,p = 1 -a 2  (.7

Since longer wavelengths are more sensitive to plasma-induced phase shifts, the sub-

script 1 is taken to be the signal derived from the longer wavelength laser and the

subscript 2 is the shorter wavelength measurement. An example of the success of

two-color vibration subtraction is shown in Figure 2-4. The blue line is the measured

phase shift in Alcator C-Mod using a 10.6 pm CO 2 laser and the red line is the mea-

sured phase shift using a 633 nm helium-neon (HeNe) laser multiplied by the a-factor.

The black line is the plasma-induced phase shift calculated with Equation 2.47. The

black line is proportional to the line-integrated electron density using Equation 2.33,

where the negative sign has already been applied for visual clarity.
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Figure 2-4: Example of successful two-color vibration subtraction. The blue line is
the measured phase shift using a 10.6 pm CO 2 laser and the red line is the measured
phase shift using a 633 nm helium-neon (HeNe) laser (multiplied by o' = ACO 2 /A HeNe)-

The black line is the plasma-induced signal calculated with Equation 2.47.

2.4 Measurement of TCI Phase Shift

Phase measurements at optical frequencies are very difficult, so typically an optical

heterodyne detection technique is applied. In heterodyne detection interferometry,

the plasma and reference arms are given a slight frequency difference using a nonlinear

optical element called an acousto-optic modulator (AOM). The electric fields of the

plasma and reference arms can be written generally,

E,(t) = E cos (wt - #)

E,(t) Er cos (wt + AwLot).

The quantity w is the frequency of the laser and # is the phase shift acquired from

traversing the plasma (and also due to vibration). The frequency AWLO is the hetero-

dyne frequency difference imparted by the AOM. "LO" stands for Local Oscillator,

which is the RF source used to drive the AOM and impart the frequency difference

to the plasma and reference arms.

45



The detectors used to measure the recombined plasma and reference arms are

sensitive to the intensity of the combined signal, not the electric field. The detected

power density is thus proportional to E(t)2 , where E(t) = Ep(t) + E,(t) is the sum

of the electric fields of the plasma and reference arms,

P c E 2 cos 2 (W + AWLO)t + E2 cos 2 (ct - #)

+ 2ErEp cos (wt + AWLOt) cos (wt - #).

Using the product-to-sum trigonometric identity,

cos A cosB = cos (A - B) + cos (A + B)
2

the detected power density equation can be rewritten as,

P c E cos 2 (W + AWLO)t + EP cos2 (ct -

+ ErEp (cos (AWLOt + #) + cOS (2wt ± AWLOt - - (2.48)

In this equation, w is an optical frequency in the THz range and AwLO = 27rfLo

is the local oscillator frequency, which is fLo = 40 MHz on Alcator C-Mod.[1] The

signal of interest is the 40 MHz heterodyne signal with the plasma (and vibration)

induced phase shift, #. A simple bandpass filter around 40 MHz removes the high

frequency components (as well as spurious harmonics of the 40 MHz signal arising

from the use of nonlinear optics). The resulting signal has a dc component, but the

oscillating component is,

P c cos (AWLO + q). (2.49)

The final filtered signal is proportional to only the 40 MHz LO oscillation, and

the plasma (and vibration) induced phase shift can be extracted by comparing this

signal to the LO. The phase demodulation relative to the LO is accomplished with

the electronics described in Chapter 3.
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2.5 Multi-chord vs. Imaging Interferometry

There is often confusion about the difference between a standard interferometer and

an interferometric imaging system. The former measures both the total phase shift

and phase fluctuations along a chord, providing measurements of the line-integrated

electron density and fluctuations. Imaging systems detect only line-integrated elec-

tron density fluctuations.

The output of a single detector element of an interferometric imaging system is, [24]

V(t) oc cos (# - 6#), (2.50)

where # is the phase difference between the plasma and reference arms and 5# is due

to electron density fluctuations. The quantity #, which in a standard interferometer

system is a measured quantity, is instead held constant at 7r/2 using feedback control.

By holding # constant at this value, the overall system sensitivity to fluctuations is

maximized; the voltage signal becomes,

V(t) oc cos (7r/2 - 6#)

-> V(t) oc sin (6#). (2.51)

For small fluctuations typically found in tokamak plasmas, to a good approximation

Equation 2.51 becomes,

V(t) oc 6#. (2.52)

The output voltage of the detector is proportional to the fluctuating phase, which is

proportional to the fluctuating density. Thus, an array of detectors will effectively

image the (line-integrated) electron density fluctuations.

Now consider a standard interferometer system used to measure the background

electron density, such as the TCI system on Alcator C-Mod. From Equation 2.49, the

output of a detector is proportional to the cosine of the LO phase and the plasma-
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induced phase,

V(t) oc cos (AWLo + # + 6#) (2.53)

where the plasma-induced phase has now been explicitly separated into background

and fluctuating components, and vibration effects have been neglected. Chapter 3

will describe an analog technique of removing the LO signal, which is possible because

it is well-known from an external source. This process transforms a single detector

output into two signals,

V1(t) c cos4 + 64)

V2 (t) oc sin(# + 6). (2.54)

Unlike with an imaging system, where # is well-known because it is set externally,

in a standard interferometer system # is an unknown quantity; in fact, it is a de-

sired measurement. Thus, the fluctuating component cannot be separated from the

background component. As a result, the output signals do not form an image of the

fluctuating phase wavefront. Instead, the fluctuating phase must be determined from

Fourier analysis.

Interferometric imaging systems are complicated to implement because of the re-

quirement to keep # = 7r/2.[24] The beam path must be completely isolated from

sound and vibration effects, and beam quality requirements are stricter than for stan-

dard interferometers. When successfully implemented, however, imaging systems are

very sensitive to electron density fluctuations, having sensitivities approaching the

levels of phase-contrast imaging.[44] In contrast, standard interferometers are very

simple to implement, and vibration effects can be mitigated. The cost of that sim-

plicity, however, is reduced sensitivity. Despite some lost sensitivity, standard inter-

ferometers can still be used to measure line-integrated electron density fluctuations,

as the remainder of this thesis will demonstrate.
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Chapter 3

TCI Experimental Design

The two-color interferometer (TCI) diagnostic on Alcator C-Mod has been in use since

1988[1] but was last described in detail in 1994,[71] and in the ensuing two decades

several significant changes have been made. [2] Section 3.1 describes the hardware and

optics in use in 2012, and Section 3.2 outlines the basic electronics. A significant elec-

tronics upgrade which provides the capability to measure electron density fluctuations

is described in Section 3.3. The new electronics require a revamped post-processing

analysis routine, which is introduced in Section 3.4.

3.1 Hardware

The TCI optics system is shown in Figure 3-1. The primary radiation source is a

60 W, horizontally polarized, continuous wave CO 2 laser tuned to the 10.6 Pm line.

The laser is very sensitive to atmospheric changes, so a piezo-electric tuner (PZT)

was installed to control the length of the cavity and thus the stability of the laser.

Laser stability is monitored by splitting the output power with a 50/50 beam splitter

and directing half the power to a detector. The detector signal is monitored from

the control room and the voltage of the PZT is adjusted to maintain laser stability.

Typically the PZT needs to be adjusted during the beginning of a run day when the

temperature of the test cell is equilibrating, but the laser will usually stabilize and

remain well-behaved for long periods of time thereafter.
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Figure 3-1: TCI optics layout.

The portion of the CO 2 beam not directed to the power detector travels through

a water-cooled acousto-optic modulator (AOM) or "Bragg cell." Inside the AOM, a

longitudinal acoustic wave is driven through a germanium crystal by a high-power

radio-frequency (RF) source. The acoustic wave acts as a moving diffraction grating

and imparts a frequency offset to the diffracted beam that is equal to the RF source

frequency. The AOM (NEOS Technologies model no. N37040-6-10.6-NI) has a 6 mm

nickle-plated aperture and transmits - 90% of incident 10.6 Pm light. The AOM

is driven by a 50 W, 40 MHz "local oscillator" (LO) (NEOS Technologies 19040.00-

50DSA05-REF). Roughly half of the laser power incident on the AOM is diffracted

an angle of 77 mrad with a 40 MHz frequency offset (the first-order beam), and the

remaining power is not shifted or diffracted (the zero-order beam).
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The vibration compensation is accomplished with a 633 nm helium-neon (HeNe)

laser. The HeNe beam is sent through an AOM driven by the same RF source as

the CO 2 AOM. The beam is split into zero- and first-order beams with a 40 MHz

frequency offset. Because of the different wavelengths, the first-order HeNe beam

has a much smaller diffraction angle than the first-order CO 2 beam. The zero- and

first-order HeNe beams are made co-axial with the zero- and first-order CO 2 beams

(respectively) by two 4 in. diameter BK7 900 turning mirrors coated with Enhanced

Protected Silver (EPS). The mirrors steer the beams onto a set of two zinc-selenide

(ZnSe) beam combiners (BCs) coated to reflect greater than 90% of the 633 nm light

and pass more than 90% of the CO 2 light.

After the zero- and first-order CO 2 beams exit the AOM, they hit a pair of 0.75

in. diameter BK7 glass turning mirrors coated with Protected Gold (OptoSigma no.

033-4650). The mirrors have greater than 95% reflection at 10.6 tm. After reflecting

off the gold-coated turning mirrors, the zero- and first-order beams are aligned with

the zero-and first-order HeNe beams. Each beam passes through the ZnSe BCs where

they join the zero- and first-order HeNe beams.

The combined CO 2 and HeNe beams travel toward a right-angle prism made of

EPS-coated BK7 glass. The zero-order beam hits the right-angle prism and is directed

toward the plasma arm, and the first-order beam misses the prism and is directed

toward the reference arm.

After reflecting off the right-angle prism, the plasma arm is expanded with a pair

of N-BK7 cylindrical mirrors with EPS coatings. The beam first hits a plano-convex

cylindrical mirror (Melles Griot no. 01 LCP129) with a +38.1 mm focal length, which

expands the beam in the vertical (major-radial) direction. The beam is then partially

collimated with a plano-concave cylindrical mirror (Melles Griot no. 01 LCN012) with

a -300 mm focal length. At this point the beam is an ellipse approximately 5 cm

high and 7 mm wide. Next the beam reflects off a pair of BK7 parabolic mirrors with

EPS coatings. The parabolas provide additional vertical expansion and also a small

amount of horizontal (toroidal) expansion, and the resulting beam is collimated. At

this point the beam is approximately 10 cm high and 1 cm wide. After the second

51



parabolic mirror the beam is sent to an EPS-coated 90' BK7 turning mirror located

directly below the Alcator C-Mod vacuum vessel. The beam is turned upward where

it travels through a vacuum window, the C-Mod vessel, and another vacuum window,

as shown in the upper right corner of Figure 3-1. The size and position of the beam

through the plasma (to scale) is shown in Figure 3-2.

0.4 0.6 0.8 1.0
R(m)

Figure 3-2: TCI beam size and position through the plasma.

The vacuum windows are made of ZnSe and have anti-reflective coating which

transmits greater than 98% of the CO 2 light and greater than 92% of the HeNe

light. At the top of the Alcator C-Mod vessel, the beam hits an EPS-coated BK7

mirror which sends the beam back through the vacuum vessel with a slight toroidal

displacement. The beam is down-collimated by both parabolic mirrors, but does not
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reach the cylindrical mirrors because the slight toroidal displacement instead directs

the beam to a beam splitter. The beam splitter reflects - 50% of the CO 2 light and

~ 50% of the HeNe light. The beam is reflected 90', combines with the reference

beam, and travels toward a box which houses detectors.

After missing the right-angle prism, the reference arm first hits a 90' turning

mirror and is directed to a pair of EPS-coated BK7 parabolic mirrors which slightly

expand the beam. From the parabolas, the beam is directed to a series of EPS-coated

4 in. diameter BK7 turning mirrors. The total path length of the reference arm is

matched to within 1 cm of the plasma arm by adjusting the spacing of the 4 in.

mirrors. The final mirror is oriented for - 180' reflection. The reference beam is

given a slight horizontal displacement by the final mirror which allows the beam to

miss the first turning mirror on its return path. The beam instead hits two EPS-

coated BK7 cylindrical mirrors: first a plano-convex mirror (Melles Griot no. 01

LCP136, f = +60 mm), then a plano-concave mirror (Melles Griot no. 01 LCN012,

f = -300 mm). The cylindrical mirrors match the size of the reference beam to

the size of the plasma beam after the cylindrical optics in the plasma arm. After

exiting the cylindrical mirrors, the reference beam is directed to the beam splitter

with another turning mirror. The turning mirror reflects 95% of the CO 2 beam and

90% of the HeNe beam, allowing 10% of the HeNe portion to pass through. The back

surface of the mirror has an anti-reflective coating optimized to transmit 99.9% of the

HeNe wavelength. The portion of the HeNe beam which passes through the mirror

hits a position sensor that is used for feedback control. The rest of the reference arm

passes through the beam splitter, where it is made co-linear with the plasma arm.

The recombined plasma and reference arms enter the detector box and hit a ZnSe

beam divider, where the CO 2 and HeNe beams are separated and directed onto

their respective detectors. The CO 2 detector consists of an array of ten mercury-

cadmium-telluride (HgCdTe) semiconductors custom-manufactured for Alcator C-

Mod by Boston Electronics Corporation with detectors from Vigo System S.A. The

dimensions of the HgCdTe detector array are shown in Figure 3-3. Each semiconduc-

tor element has an active area of 2 x 2 mm 2 , and elements are separated by 4 mm
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(center-to-center). The voltage responsivity is between 0.1 - 0.13 V/W, the voltage

noise density is less than 1 nV/Hz1 /2 and the detectivity is between 2.1 - 2.7 x 10'

cmHz 1/ 2 /W. The CO 2 detector array is placed directly after the ZnSe beam-splitter

in the detector box, so each detector element maps to a specific plasma major radius

within the beam fan shown in Figure 3-2.

2 mm
4 mm -+

10 HgCdTe
elements 2 mm

Figure 3-3: The dimensions of the 10 element mercury-cadmium-telluride (HgCdTe)
CO 2 detector array.

The HeNe detector is an array of four fiber optic cables which collect light from dis-

crete points along the HeNe beam and couple the light to four avalanche photodiodes

(APDs) (RCA Electronics no. C30950FL). The APDs have a voltage responsivity of

1 - 2 V/W, and the four HeNe channels are chosen to map to positions 3 through

6 of the CO 2 array. The only purpose of the HeNe channels is to characterize the

vibration-induced phase-shift. The vibration effects come mostly from the upper and

lower mirrors (TM-U and TM-L in Figure 3-1), with some additional magnetic field-

induced vibrations of the optical table. The vibrational effects are mostly linear, so

four HeNe channels are more than sufficient to characterize the vibration of opti-

cal elements across all ten CO 2 channels; typically only two HeNe channels provide

adequate vibration subtraction.

3.2 Electronics

The CO 2 and HeNe detectors are sensitive to the power in the combined plasma arm

and reference arm signals, which is modulated at the 40 MHz local oscillator frequency

with higher frequency and dc components (Equation 2.48). The phase shift between

the plasma and reference arms is hidden within the 40 MHz modulation at this stage.
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The signals from the detectors follow the path outlined in Figure 3-4. First the

signals are amplified with automatic gain control (AGC) amplifiers (RHG Electronics

Laboratory no. EST40A22DB). The AGC amplifiers have a maximum voltage gain

of around 80 dB and are used to increase the amplitude of the electronic signals from

the millivolt range to the volt range. The AGCs also contain an 11 MHz wide 40

MHz bandpass filter which eliminates low- and high-frequency components, leaving

a signal modulated by only the 40 MHz local oscillator (LO),

X(t) c cos (AwLOt + 9) (3.1)

where AWLO

contributions

= 27r(40 x 106) s-1 and #

from vibrations).

is the plasma-induced phase shift (with

HgCdTe

n-1 7

n

n+1

Key
AGC Automatic Gain

Control amplifier
BA Buffer Amplifier
I/Q In-phase /

Quadrature
demodulator

LO Local Oscillator
LPF Low Pass Filter
OA Operational

Amplifier

sin(# ,)
cos(4 n-)

sin()

sin( n)

"Differential" electronics
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sin(A#) ---

cos(A# n1 ) -

sin(A nn1 ) -

cos(A n~n1) -

Figure 3-4: TCI electronics schematic.

After being amplified and filtered in the AGCs, the signals are split, with part

of the power going to the "standard" electronics and the rest to the "differential"

electronics. The standard electronics are used to measure the line-integrated electron
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density and fluctuations. In the standard electronics branch, the signals are first am-

plified with a buffer amplifier (Texas Instruments no. BUF634). The buffer amplifiers

allow the signals and the LO to be fed to the differential system without a significant

loss of signal power. After amplification each signal is sent to an input of an ana-

log in-phase/quadrature (I/Q) mixer (Mini-Circuits no. MIQC-60WD), where it is

mixed with the 40 MHz LO signal. The outputs of the I/Q mixer are proportional to

the sine and the cosine of the phase shift of the plasma arm relative to the reference

arm, which contains both vibrational and plasma-induced components. The sine and

cosine outputs are amplified with a high speed, high bandwidth operational amplifier

(Analog Devices no. AD829) and another buffer amplifier (Texas Instruments no.

BUF634), and are then digitized at up to 10 MHz (D-tAcq Solutions no. ACQ216).

The phase shift and line-integrated electron density are calculated in software.

The differential electronics are used to measure the line-integrated electron density

gradient and fluctuations. This system is not the topic of this thesis, but more

information can be found in Appendix B.

The signals from the HeNe detectors are sent through the same electronics as the

standard CO 2 electronics described above, but they are not fed to a differential system.

The four HeNe channels are demodulated relative to the 40 MHz local oscillator and

are digitized with the same digitizers as the CO 2 signals.

Several digitizer channels were observed to occasionally return a bad data point

in a time series. Typical signals are in the 1-3 volt range, and periodically a digitizer

channel would include a data point near the rail voltage of +10 volts. These events

are very rare, occurring less than ten times in 4 x 10' data points. Replacing or fixing

the digitizer channels exhibiting these errors was not practical or necessary for this

error rate, so the errors are simply replaced with the average of the two data points

immediately before and after the bad point.
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3.3 Phase Demodulators

The I/Q phase demodulators were the most significant hardware change made to

the TCI diagnostic over the course of this thesis work, and as a result considerable

effort was made to fully characterize them. The outputs of an I/Q module are most

generally described by,

I(t) Ai sin (#(t) + d#1 ) + dA 1  (3.2)

Q(t) A2 cos (#(t) + d0 2 ) + dA 2. (3.3)

The amplitudes, Ai, can be adjusted by changing the gains of the amplifiers following

the demodulators shown in Figure 3-4. The gains are set so that A1 and A2 are equal.

A demodulator may also have an inherent phase offset, dqi, and dc offset, dAt. All

of these quantities contribute to the overall phase calculation, as is now shown. [72]

The phase from the I and Q signals contains the measured phase, #, and an error,

6#,

# + 6# = tan-- (I/Q). (3.4)

An expression for 6# can be derived if 6# and d#5 are assumed to be small. First,

using the following trigonometric identities,

sin(A+ B) sin A cos B+ sin Bcos A (3.5)

cos ( A+ B) = cos Acos B - sin A sin B (3.6)

the expressions for I and Q (Equations 3.2 and 3.3) can be expanded in Equation

3.4,

6= tan' (A [sin # cos d$1 + cos $ sin d@1] + dA1 (37)
n A2 [cos # cos da2- sin # sin d 12]+ dEA2 t

Introducing the small angle approximations, sin e ~-1 c and Cc e ~0 1, Equation 3.7 can
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be rewritten as,

+ 6 = tan-1 (D) (3.8)

A1 [sin # + d# 1 cos #] + d A1

A2 [cos # - d# 2 sin #] + dA 2

Taking the tangent of each side of Equation 3.9 and applying the identities given by

Equations 3.5 and 3.6 gives,

D t (+ sin (# + 6#)
Cos (# + 6#)

sin # cos 6# + sin 6# cos #
cos cos 6# - sin # sin 6#
sin + ±60$ cos 0(3.10)
cos # - 6# sin #

where the approximation that 6# is small has been applied in the final step. Equation

3.10 can be solved for 6#, yielding an expression for the phase error as a function of

the measured phase, #, and the amplitudes, offsets, and phase imbalances of the I/Q

module,
D cos - sin #1
D sin + cos #

This is an important result because it shows that the phase imbalance is not simply

the inherent imbalance of the demodulators (di), but actually depends periodically

on the measured phase. In the absence of plasma there can still be a phase shift

due to vibration, so even with zero plasma electron density there will be an observed

density oscillation that depends on the measured vibrational phase shift.

Analytically determining the phase error of an I/Q module as a function of the

measured phase requires knowledge of the values of Aj, dAj, and d$. The first two

quantities, the amplitude and dc offset, are easily measurable. The third quantity, the

inherent phase imbalance of a demodulator, is not easy to measure directly. Instead,

the total phase error as a function of the measured phase is inferred from calibration

data.

The calibration procedure is shown schematically in Figure 3-5. First, two 5
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dBm signals with a slight frequency offset (1 kHz) are sent into each input of an

I/Q module. The output signals are directly digitized, giving oscillating signals from

which the amplitudes and dc offsets can be computed. Each period of the I and Q

6 Q)
40.000 MHz I/Q module 1(t) 4

'> 2
0

39.999 MHz

-4
-6 .-- ---

0 1 2 3 4 5
time (ms)

Figure 3-5: TCI I/Q module calibration.

signals shown in Figure 3-5 are first ensemble averaged with every other period. The

amplitude is then taken to be one-half of the voltage between the peak and trough

of the ensemble averaged wave period, and the dc offset is the mean of the ensemble

averaged wave period. The most recent calibration results are shown in Figure 3-6.

The important things to note are that the dc offsets are small (less than 2% of the

amplitudes) and that the amplitudes of the I and Q outputs for a given chord are

almost identical (by design), and therefore the phase imbalance 6# is expected to be

small.

The amplitudes of the modules for chords located in the center of the CO 2 detector

array (chords 4 - 7) are smaller than for chords near the edges'of the array. The gains

of the I/Q modules are adjusted so that the output signal power from each chord is

roughly equal to all other chords when the input signal is derived from the CO 2 beam.

Since the CO2 laser beam has a Gaussian profile, it has more power in the center of

the beam than at the edge. Therefore, the gains of the I/Q modules must be turned

down for the central chords so the total amplitude matches the signals from the outer

chords. When calibration data is taken, the input signal amplitudes are the same for

all chords, so the central channels returned a lower amplitude due to the lower gain

values.
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Figure 3-6: TCI I/Q module
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calibration: (a) amplitudes and (b) offsets. Note that

The amplitudes and dc offsets have the trends shown in Figure 3-6 regardless of

the choice of intermediate frequency or power of the input signals, provided that the

input powers of the two signals are nearly the same. Experimentally, this means that

as long as the two input signals analyzed by an I/Q module have similar amplitudes,

the I/Q module will have the same phase behavior as observed during the calibration.

The phase of the calibration signals is shown in Figure 3-7. The two-argument

IDL arctangent function used to compute the phase is limited to the range between

-180' and +1800, so the raw phase signal contains many discontinuities, as shown

in Figure 3-7(a). Since the phase is derived from two input signals with an f = 1

kHz frequency offset, the true phase relationship that should be measured by an I/Q

module is known for each period. For any time between the start of the i-th period

(t = ti) and the end of that period (t = t, + T), the expected phase is,

4expected = 2irf (ti + T - t) - 7r
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where T = 1/f is the period. The expected phase for a single period is shown in red

in Figure 3-7(b).
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Figure 3-7: TCI I/Q module phase calibration. (a) The raw output of tan-1 (I/Q).
(b) A single period of the raw phase signal with the true phase plotted in red. (c)
The difference between the true phase and measured phase is the phase error.

The phase imbalance, 6#, is determined by ensembling the data from all the

periods in a time series and subtracting the measured phase from the expected phase;

the result is shown in Figure 3-7(c). All the I/Q modules used in the TCI system have

phase errors similar to the one shown. Mini-Circuits quotes a typical phase imbalance
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of 1.00 with a maximum of 50; the quoted values have been verified.

It is thus shown that the phase imbalance is indeed a function of the measured

phase as predicted by Equation 3.11. As a result, apparent density fluctuations

should appear due to vibration measurements even in the absence of plasma. [72] Such

oscillations are observed. Figure 3-8(a) is a line-integrated electron density trace, and

Figure 3-8(b) shows a density oscillation occurring after the plasma discharge has

ended at t ~ 1.9 s.
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Figure 3-8: (a) Line-integrated electron density measured by
A density oscillation occurs after the plasma ends.

a single TCI chord. (b)

Visually, there appears to be a recurring feature in the density oscillation at a

timescale typical of optical vibrations, which supports the idea that the I/Q module

phase imbalance is affecting the measured data as vibrational fringes are detected.
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To quantify the I/Q module-induced oscillation, a measurement of the vibration is

needed. Data collected from a HeNe channel, which is unaffected by changes in plasma

conditions, is used to calculate the optical vibration distance, 1, using Equation 2.35,

_ 4)HeNeAHeNe
27r

The vibration distance is then used with Equation 2.35 to determine the phase shift

measured by the CO 2 beam due only to vibrations. This is an independent prediction

of the expected phase shift measured by the CO 2 beam in the absence of plasma.

The expected CO 2 phase measurement calculated from vibration data (the "mea-

sured phase") is compared to the phase error calculated from post-plasma line-

integrated electron density data in Figure 3-8(b) using Equation 2.33. These two

time series - the expected measured phase derived from vibrational data and the

measured phase error derived from line-integrated density data - have a one-to-one

mapping to each other because they are both functions of time, so they can be plotted

as a scatter plot. This is done in Figure 3-9. Each triangle represents the phase shift

from vibrational data and from line-integrated density data for a single time point in

the region following the plasma discharge. The solid red line is a moving average of

the phase data with standard deviation given by the dashed red lines. The solid blue

line is the calibrated phase error of the I/Q module used to collect the data.

The data trend in Figure 3-9 matches the calibration of the I/Q module reasonably

well, which suggests that it should be possible to remove some of the effects of the

I/Q module phase imbalance. Unfortunately, in practice this has been difficult to

implement because other noise sources tend to obscure the effects of the I/Q module.

The quality of the TCI data is currently extremely sensitive to the alignment of the

interferometer due to lack of power in the reference arm. The slightest misalignment

introduces additional noise. In addition, there remains spurious electronics noise that

is not related to the I/Q modules. External noise sources ruin the coherence between

the errors inferred from vibration measurements and the errors observed from post-

plasma density fluctuations.
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Figure 3-9: A scatter plot of experimental TCI phase measurements. The vertical
axis is the CO 2 phase derived from post-plasma line-integrated electron density mea-
surements, and the horizontal axis is the CO2 phase derived from HeNe vibration
measurements. Each gray triangle corresponds to a single time point in the region
shown in Figure 3-8(b). The solid red line is the moving average of the data, with er-
ror given by the thin red lines. The dashed blue line is the calibrated phase imbalance
of the I/Q module.

Since the effects of the phase imbalance introduced by the I/Q modules cannot

be robustly removed from line-integrated electron density signals, the best available

phase measurement is Equation 3.4, s + # = tan-1 (I/Q), with uncertainty given

by a#. The quoted uncertainty is # < 50, which corresponds to a line-integrated

density of ±1.5 x 08 m-2. This is the dc error which takes into account sub-kilohertz

phase imbalances; the uncertainty associated with electron density fluctuations will

be lower, and will be discussed in Chapter 4.

3.4 Software

As mentioned in Section 3.3, the phase calculation from digitized I/Q module outputs

is performed in software with a two-argument arctangent function which is limited to

-180s to ±180c. Phase shifts due to plasma electron density alone can be sufficient
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to exceed this range, and when the effects of vibration and an arbitrary phase offset

are introduced, the range is always exceeded. The HeNe signals always exceed the

range due to their extreme sensitivity to vibration. As a result, the raw output from

an arctangent function contains many discontinuities which must be adjusted to give

a smooth line-integrated electron density trace. An example of the raw output of an

arctangent function is shown in Figure 3-10.

1120927015 chord 05
200

100

0

-100

-200
0.50 0.55 0.60 0.65 0.70

time (sec)

Figure 3-10: Raw output from the two-argument IDL arctangent function with the

digitized sine and cosine signals as inputs.

A routine was developed to correct phase discontinuities. First, the routine sub-

tracts adjacent phase values and stores the indices where the magnitude of the differ-

ence exceeds 7r. The sign of the difference is also stored. The phase at the locations

where the discontinuities occur is adjusted serially beginning at the start of the time

series. A counter is incremented positively (negatively) if the discontinuity goes from

a positive (negative) phase to negative (positive) phase. The counter thus keeps track

of the total number of positive (or negative) fringes detected by the I/Q module, which

determines the total amount of phase correction applied at each discontinuity. The

result of the phase correction process is shown in Figure 3-11. The black line is the

corrected phase measurement and the red line is the raw output of the arctangent

function.

The new software handles a number of other tasks, including extrapolating the

HeNe phase data to the CO 2 chord positions, optimizing vibration subtraction, and
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Figure 3-11: The corrected phase from the two-argument IDL arctangent function
output.

handling poor quality data. The routine is explained in detail in Appendix A.
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Chapter 4

Characterization as a Fluctuation

Diagnostic

The following chapter describes the fluctuation sensitivity and wavenumber resolution

of the upgraded two-color interferometer. The uncertainty at the fluctuation measure-

ment time scale due to the new phase demodulation electronics is described, and the

analysis techniques used to extract fluctuation information from TCI measurements

are presented with examples.

4.1 Sensitivity and Resolution

Diagnostics which measure fluctuations at several different spatial locations can be

analyzed using data from only a single channel or with data from multiple channels.

The wavenumber sensitivity and resolution will vary depending on the method of

analysis. However, regardless of the type of analysis being performed, only two TCI

hardware components are responsible for the wavenumber sensitivity and resolution.

The dimensions of the CO 2 detector array and the magnification provided by the two

parabolic mirrors described in Section 3.1 completely determine the spatial resolution

of the diagnostic.

The CO 2 detector array dimensions were described in Section 3.1 and are repeated

here: a single chord has a width equal to 2 mm and is located 4 mm from adjacent
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chords. Figure 4-1 shows how the CO 2 beam gets expanded with a magnification

M ~ 2.5 by parabolic mirrors. The beam expansion increases the chord spacing and

width by the factor M in the plasma, so the true major-radial extent of a single chord

is 2 mm x M = 5 mm and the chord spacing is 4 mm x M 1.0 cm.

CO2 parabolic 5 mm
beam mirrors

1.0 cm
individual
chords

Figure 4-1: The TCI chord spacing through the plasma is determined by the magni-
fication of the parabolic mirrors and the dimensions of the CO 2 detector array.

A detector that is sensitive to the total power incident on its active area will

be most sensitive to fluctuations that have a wavelength greater than the width of

the detector. A single TCI detector is therefore sensitive to fluctuation wavelengths

ranging from infinite (the background density) to A = 5 mm when M = 2.5. Thus,

the wavenumber sensitivity of a single chord, kR, is,

27r_ 2wr
kR,sc <; - 12.6 cm.-1 (4.1)

A 0.5 cm

When multiple TCI chords are correlated with each other, different spatial scales

can be resolved. The outermost chord had very low signal levels for the data collected

in this thesis and did not provide any meaningful data, so it is omitted from further

analysis. The maximum resolvable wavelength corresponds to the wavenumber reso-

lution, AkR. For N - 9 chords spaced a distance of AR 1.0 cm, the wavenumber

resolution is,
2Tr 27

AkR A NAR 0.7 cm.-1 (4.2)
ArnNaR
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Positive and negative wavenumbers correspond to different directions of propaga-

tion in tokamak plasmas and are thus important to differentiate. For an odd number

of chords, the maximum resolvable wavenumber while maintaining the ability to re-

solve direction is,

|kRmax = 2 AkR = 2.8 cm.- 1  (4.3)

The resolved wavenumbers are,

kR = -|IkRmax + AkR X i (i = 0, N - 1). (4.4)

4.2 Uncertainty at Fluctuation Time Scale

Similar to the background density measurements presented in Section 3.3, fluctuation

measurements also have uncertainty due to errors in the phase measurement. The

uncertainty is determined by examining the phase error of the I/Q demodulators at

the fluctuation time scale. Drift-wave fluctuations have frequencies greater than 10

kHz and are typically below heL < 1ol m- 2, corresponding to a phase fluctuation

of ± ±0.170 (from Equation 2.33). (Magnetohydrodynamic fluctuations below 10

kHz may also be of interest, but are not the topic of this thesis.) The uncertainty in

the phase calculation of fluctuation measurements due to I/Q module phase errors is,

~ d#erd# = "" (4.5)
dbmeas

where #er, is the phase error introduced by an I/Q module, as shown in Figure 3-7(c),

and #meas is the measured phase. The derivative is used because it is the difference in

the phase error over the range of the fluctuation that matters, not the absolute value

of the error. The absolute value of the error is just a constant (non-fluctuating) phase

offset that does not contribute to high frequency fluctuations. However, changes in

the phase error due to fluctuating phase measurements can introduce uncertainty in

the measured phase.

Figure 4-2(b) is 6q, the phase error introduced by an I/Q module at the phase
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fluctuation scale, calculated from the data in Figure 3-7(c). The average magnitude

of 6q is 0.008' with a standard deviation of 0.006'. The quoted uncertainty value is

the mean plus one standard deviation, 0.0140, which corresponds to a line-integrated

density fluctuation uncertainty of 5eL ±4.1 x 1015 m-2

0.03
0.02

o * 0.01

o -0.00
4_ 3 0.01

-0.02
3 -0.03

-200 -100 0 100 200
measured phase (deg.)

Figure 4-2: The phase uncertainty introduced by an I/Q module at the fluctuation
scale, calculated with Equation 4.5 and the data from Figure 3-7(c).

The quoted uncertainty value is conservative for two reasons, and therefore it

represents the upper bound on the uncertainty of line-integrated electron density

fluctuations. First, the uncertainty analysis assumes that the demodulation electron-

ics are always performing near their most nonlinear operating point, when in reality

the electronics usually perform more linearly and thus do not contribute substantially

to the uncertainty. Determining exactly where an I/Q module is operating is compu-

tationally intensive, so the conservative uncertainty estimate is given in lieu of more

demanding analysis. Second, the uncertainty analysis assumes that every measured

fluctuation is 1017 m-2, but most measured fluctuations are below this level. Since

the uncertainty scales with the fluctuation level (Equation 4.5), the calculation is

almost always an overestimate.

Uncorrelated noise is also present in the TCI system, but varies from shot to shot

depending on the stability of the CO 2 laser and on changes in alignment that occur

due to drift of optical components. The TCI digitizers are triggered slightly before

plasma breakdown to collect information about uncorrelated noise in the frequency

ranges relevant to turbulence measurements. Typically, uncorrelated noise levels are
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very close to line-integrated electron density fluctuation levels. When alignment is

very poor, the noise can exceed fluctuation-induced signals. Methods to improve

diagnostic performance will be discussed in Chapter 7.

4.3 Calculation of Fluctuation Spectra

Before TCI fluctuation measurements can be presented, several common data anal-

ysis techniques must be introduced. The power spectral density of a signal (or the

"autopower spectrum") is the simplest fluctuation analysis technique, giving a mea-

surement of how much signal power falls at a specific frequency. The autopower

spectrum of a time series taken at a single spatial location, x(Ri, t), is simply the

normalized Fourier transform of the signal,

12 2
S(Ri, f) 1 Jt x(Ri, t) exp (-i27rft)dt (4.6)

where T =t2 - ti is the time interval over which the Fourier transform is computed

and Ri indicates that the spectrum is calculated for only the i-th radial chord.[73]

When x(Ri, t) is a line-integrated electron density signal, the units of S(Ri, f) are

m- 4 /Hz, and are typically renormalized to m-4/kHz. The autopower spectrum can

be integrated over a frequency range to determine the amount of fluctuation power

in a certain frequency band.

Several factors influence the choice of the time interval, T, over which the Fourier

transform is computed. Most importantly, the plasma equilibrium must not be chang-

ing significantly over the interval, and 1-10 ms is generally a good choice. Fast Fourier

transform (FFT) algorithms require the number of samples in the signal to be a power

of 2, so the rate of digitization of the signal must be considered. TCI signals are dig-

itized at 2 MHz, so a Fourier transform period of 1 ms requires 2000 samples. The

nearest power of 2 is 21 = 2048 samples, corresponding to a FFT period of T = 1.024

ms. The choice of the period of the Fourier transform affects the frequency resolu-

tion of the fluctuation signal. The frequency resolution is Af = 1/T ~ 1 kHz for
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T = 1.024 ms, which is acceptable.

By choosing a period that is short compared to the plasma discharge length, a

series of spectra can be computed over different intervals and the results plotted

against frequency and time. The result is a color contour plot like the one shown in

Figure 4-3, which shows the autopower spectrum, S(Ri, f), of a single TCI chord.

The color corresponds to the magnitude of the spectrum, which is directly related to

the line-integrated electron density fluctuation level measured by a single TCI chord.

The spectrum shows both broadband and coherent features.
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Figure 4-3: Example autopower spectrum, S(R 4 , f), from TCI chord 04. The spec-
trum shows broadband and coherent features at a variety of frequencies.

A single chord does not contain any information about the radial mode structure

of the fluctuations. TCI has multiple chords providing line-integrated electron density

measurements at different major radii. By spatially Fourier transforming the signals

from all the chords, the major-radial wavenumber (kR) spectrum of the fluctuations

can be resolved. The kR spectrum is calculated by,

T 1 [N ~ $2d 1 (47

S(f,kR) - 1 AR JR= x(R, t) exp (-i2r ft) dt exp (ikRR)dR (4.7)
V'T v R n, 1

where R1 and RN are the first and last TCI chords, and AR is the chord spacing.

S(f, kR) is very useful for determining the properties of turbulence in the plasma. An
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example from an H-mode discharge is given in Figure 4-4, showing spatially resolved

fluctuations. The spectrum on the left of Figure 4-4 is from phase-contrast imaging,

and the spectrum on the right is from TCI. PCI and TCI qualitatively agree.

400
Sc f'kR) H-mode Sc(fkR) 100
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-200
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-2 -1 0 1 2 -2 -1 0 1 2
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Figure 4-4: Example PCI (left) and TCI (right) S(f, kR) spectra showing spatially-
resolved broadband turbulence.

After presenting TCI fluctuation spectra in comparison with PCI spectra in Fig-

ure 4-4, it is immediately clear that the PCI spectra has much lower uncorrelated

noise than TCI. Not shown in Figure 4-4 is that the limited TCI kR range severely

reduces its ability to resolve fluctuations in Alcator C-Mod plasmas. The PCI spec-

trum extends out to |kRl 12 cm-1, and broadband fluctuations extend out to these

kR values. High noise levels and limited kR resolution make quantitative comparisons

between TCI and PCI difficult. Quantitative comparisons will require either a very

strong fluctuation exceeding the TCI noise, or a reduction of TCI noise levels. At-

tempts to decrease the noise levels have not been completed (several possible methods

are discussed in Chapter 7), but strong fluctuations can be found in certain plasma

discharges.

An additional requirement for quantitative comparisons is that the PCI and TCI

diagnostics must be carefully filtered so that their wavenumber responses and sensi-

tivities match. Quantitative comparisons, and their implications for phase-contrast

imaging, are the topic of Chapter 5.
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Chapter 5

Comparison between TCI and PCI

Phase-contrast imaging (PCI) is one of the primary electron density fluctuation diag-

nostics on Alcator C-Mod, and has been providing high-quality line-integrated elec-

tron density fluctuation measurements since the mid-2000s. [52] One of the most im-

portant applications of the PCI diagnostic has been quantitative comparisons with

plasma simulation codes like GYRO. [12, 53, 54, 55] Such work is part of validation of

simulations, and is critically important for fusion energy research. [74] Unless a code

can accurately predict turbulence parameters like the fluctuation amplitudes and

wavenumber spectra measured in today's experiments, there can be no confidence in

the code's predictions for future experiments.

Clearly, quantitative validation studies require highly accurate density fluctu-

ation data, but the absolute calibration of PCI fluctuation measurements is very

difficult. [43, 44, 75] Additionally, diagnostics like PCI have limited spatial resolution

and a non-linear response to fluctuations at different spatial scales. Thus, PCI does

not measure the exact same quantities computed by turbulence simulation codes.

To compare PCI to turbulence codes like GYRO, a synthetic diagnostic has been

developed to filter the simulated fluctuation data as if it was measured by the exper-

imental PCI diagnostic. [76] The experimental wavenumber response, as determined

by PCI calibration, is a critical aspect of the synthetic diagnostic, but is difficult to

independently verify.

In sharp contrast to the difficult PCI calibration procedure, the two-color inter-
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ferometry (TCI) absolute calibration is well-understood. Thus, there is high confi-

dence in the quantitative fluctuation levels measured by TCI. The regions of plasma

sampled by TCI and PCI are shown in Figure 5-1, and the capabilities of each sys-

tem are highlighted in Table 5.1. PCI samples a broader region of plasma and has

many more chords than TCI, which increases its wavenumber range. The PCI reso-

lution in wavenumber space, however, is comparable to that of TCI. The similarity

in wavenumber resolution allows fluctuation measurements from TCI and PCI to

be quantitatively compared, which can improve the confidence in the PCI absolute

calibration and wavenumber response. By appropriately filtering the fluctuation spec-

tra of both diagnostics and comparing the resulting fluctuation amplitudes, the PCI

wavenumber response and absolute calibration can be verified.

e TIo

Figure 5-1: Regions of plasma sampled by PCI and TCI.
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IDiagnostic Signal Chords Dig. rate Max. kR AkR
PCI f Sc(z)dz 32 (31) 5 MHz 11.7 cm-' 0.73 cm-r-

TCI f (ne (z) +5e,(z)) dz 10 (9) 2 MHz 2.83 cm-1 0.71 cm-1

Table 5.1: PCI and TCI capabilities. The PCI specifications are given for the system
as configured with a 1.1 mm phase plate groove. PCI and TCI each have one chord
that is not operational.

5.1 PCI calibration and wavenumber response

Several important effects reduce the response of the phase-contrast imaging diagnostic

to electron density fluctuations of different major-radial wavenumbers. PCI relies on

a grooved plate to impart a phase shift to the unscattered portion of the beam,

and this phase shift provides the reference signal to the scattered portion of the

beam. However, long wavelength (low-kR) fluctuations produce only a small amount

of scattering. The weakly scattered component of the beam can fall within the groove

of the phase plate and obtain the same phase shift as the reference signal. As a result,

all information about low-kR fluctuations is lost.

The low-kR wavenumber response of phase-contrast imaging systems has been cal-

culated analytically by Coda. [43] The low-kR calculation takes into account Gaussian

beam profiles and diffraction from an aperture stop, as well as the effect of the phase

plate. The low-kR response is calculated to be,

RIOkR(kR) x ja sin (kex) eX 2 /W [ - coskRx| dx (5.1)

where a is the radius of the aperture stop, wo is the Gaussian beam waist, kc is a

critical wavenumber below which the response is cut off, and x is the radial coordinate

of the aperture stop. A reasonable approximation to this formula is provided by Rost

(with a = 2),[76]

Riow-k,(kR) =1 - exp [- (kR/kRmin)a]. (5.2)

The contributions to the PCI response from the phase plate, diffraction effects, and

Gaussian beam profile effects are now parameterized by two quantities: kR,min, which
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represents the minimum detectable wavenumber of the PCI system, and a, which

characterizes how rapidly the response drops off near the minimum wavenumber. The

exponent, a, has been generalized from the value provided in Ref. [76] so that the

experimentally measured low-kR response can.be matched. When PCI is configured

with the 1.1 mm groove phase plate, as it is for the data used in this thesis, kR,min a

1.7 cm- 1 and a = 10.

PCI also has a high-kR wavenumber response which is a result of finite sample

volume effects.[77] Figure 5-2 illustrates the effect of detecting a fluctuation with a

finite sample volume. The narrow volume, V1, sees a very small component of the

fluctuation, so the signal measured by a power-sensitive detector will be resolved as the

fluctuation oscillates. However, the larger volume, V2 , will not detect the fluctuation

at all because the positive and negative components will cancel on the detector face.

Intermediate-size sample volumes will have varying amounts of resolution, and the

result is a wavelength (and hence wavenumber) dependent diagnostic response.

density
fluctuation

Figure 5-2: Finite sample volume effect. Figure adapted from Fig. 1 in Ref. [77].

The PCI wavenumber response due to finite sample volume effects has also been

calculated analytically by Coda.[43]. The calculation assumes that the signal from a

detector centered at x is the surface average of the power flux incident on a circle of
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radius r through the plasma,

Rf s(kR) = 2 r 2 _ x 2e-ikRxdx

R Bsv(kR\ 2J 1 (kRr) (5.3)
fS - kRr

where Ji is a first-order Bessel function.[43] A simpler model assumes a Gaussian

wavenumber response with an e-folding length equal to half the width of a single

detector element,[77]

R SV(kR)= exp (- (kRdR) 2 /2) (5.4)

where dR= 0.75 mm is the detector width.

The Bessel function response model (Equation 5.3) takes the surface average of the

power flux over the detector area through the plasma, and will therefore depend on the

imaging characteristics of the PCI system. The PCI system on Alcator C-Mod has a

major-radial array of 32 rectangular mercury-cadmium-telluride (HgCdTe) detectors.

Each element is 0.75 mm in the major-radial dimension and 1.0 mm in the other

dimension, and is separated from adjacent elements by 1.0 mm. Each detector element

gets magnified and imaged onto the plasma mid-plane. [44, 75] The magnification is

calculated from the ratio of the chord spacing through the plasma to the detector

spacing (1.0 mm). The chord spacing through the plasma is determined from a pre-

plasma calibration,[44] and is 2.709 mm. The magnification of the PCI system is thus

M = 2.709. The circular radius, r, over which the average is calculated in the Bessel

function model is taken to be half the major-radial width of the detector image in

the plasma. After magnification, r = M x dR/2 = 1.02 mm.

The PCI wavenumber response can now be written explicitly by multiplying the

low-kR and high-kR response models together. The Gaussian model (RpCI,G) is calcu-

lated by multiplying Equations 5.2 and 5.4, and the Bessel function model (RpcI,B)
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is calculated by multiplying Equations 5.2 and 5.3,

- - ,G[=(1.7 kR 10 exp (kR x 0.075 cm)2 (55)
1.7 cm-1 - 2

kR 1 2J (0.102 cm x kR)

= (1.7 cm- ) 0.102 cm x kR

Equations 5.5 and 5.6 are plotted in Figure 5-3; these are the theoretical PCI response

curves based on Bessel function and Gaussian models.

-o
0

rd~

0

S

1.0

0.8

0.6

0.4

0.2

0.0
0 2 4 6

kR (cm')
8 10

Figure 5-3: Theoretical PCI response curves for Gaussian and Bessel function models.

There are significant differences, particularly at high-kR, between the Gaussian

and Bessel function models. The true wavenumber response model must be deter-

mined by calibrating the PCI system. To do this, the absolute PCI response to

fluctuations must also be measured.

The absolute PCI calibration is measured by sending a sound wave with a known

kR and pressure into gas and measuring the response with the PCI system.[44] The

result for a given kR value is shown in Figure 5-4. The horizontal axis is the PCI

channel number. The vertical axes are the measured pressure wave amplitude (in mV,

80

II 4
- I -" - - - .-.. - - - - . . .

-- .. -

- -

- Bessel model
- Gaussian model

. /

, , , ,I



left) and the reference pressure wave amplitude (in 1016 i-2, right). The blue crosses

correspond to the measured amplitude from a given PCI chord, and the red line is the

pressure wave amplitude. The relationship between the two vertical axes defines the

absolute calibration. For the case shown in Figure 5-4, 1 mV of measured amplitude

corresponds to 0.150 x 1016 m-2 of fluctuation amplitude at kR= 2.73 cm-1.
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Figure 5-4: PCI absolute calibration for a single kR value. The blue crosses are the
measured amplitude of the sound wave (left axis), and the red line is the true sound
wave amplitude (right axis). The relationship between the axes defines the absolute
calibration, which in this case is 1 mV = 0.150 x 1016 m-2. Figure adapted from Fig.
11(b) in Ref. [78].

The PCI wavenumber response has been determined by scanning the frequency of

the sound wave (and thus its wavenumber). An example is shown in Figure 5-5. Figure

5-5(a) shows the sound wave amplitude (right axis) and the measured amplitude (left

axis) as a function of the wavenumber of the sound wave. The wavenumber response

is calculated by normalizing the measured data to the sound wave amplitude. This is

done for a different experiment with a slightly different absolute calibration in Figure

5-5(b). The curve is a Bessel function model adjusted to fit the normalized data.

The curve in Figure 5-5(b), the data-matched Bessel function model, can be fur-

ther normalized to the absolute calibration value. The result is the quoted PCI

wavenumber response function, which is symmetric about kR = 0. The quoted

wavenumber response function for the PCI configuration used in this thesis is pro-
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Figure 5-5: Example of a PCI wavenumber response calibration. (a) Measured data
for multiple kR values, taken by varying the frequency of the sound wave. The blue
diamonds are the measured amplitude of the sound wave (left axis), and the red line
is the true sound wave amplitude (right axis). (b) The ratio of the blue triangles to
the red line from (a). The absolute calibration value is a straight line. The red line
is fit to the calibration data using a Bessel function model. Figure adapted from Fig.
12 in Ref. [78].

vided as an IDL array of data points.[79] (The full data set is given in Table C.1

in Appendix C.) The data-matched Bessel function wavenumber response is plotted

with the Gaussian and Bessel function models (Equations 5.5 and 5.6) in Figure 5-6.

There is a large discrepancy between the theoretical models and the data-matched

Bessel function model.

To match the theoretical curves with the data-matched model, the parameters of

the theory must be adjusted. It is hypothesized that the effective size of a single

82



1.0

o 0.8

0.6

0.4

Bessel model

0.2 -- -- Gaussian model
-.- Bessel model (matched to data)

0.0
0 2 4 6 8 10

kR (cm')

Figure 5-6: Theoretical and data-matched PCI response curves. The data-matched

(solid red) curve is plotted from data given in Appendix C.

detector element is larger than the true size. [78] This is a reasonable hypothesis,

because the Gaussian model arbitrarily used a value for the e-folding length equal to

half the detector width, which is not necessarily true. For the Bessel function model,

the effective detector size through the plasma was modeled to be circular, when in

reality the detector is rectangular. The following adjustments bring the theoretical

curves into agreement with the data-matched Bessel function model,

RpcI,G dR -+ 1.59dR

RPcI,B r -+ 2.3r. (5.7)

The results are plotted in Figure 5-7. The most-accurate model, the Bessel function

model, is given explicitly by,

kR 10 2Ji (0.235 cm x kR)Rpc ) exp 1.7 cm-1) JJ 0.235 cm x kR

The data-matched curve, which to a great approximation is Equation 5.8, is the curve
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Figure 5-7: Adjusted theoretical and experimental PCI response curves. The data-
matched (solid red) curve is plotted from data given in Appendix C.

One possibly significant observation to note here is that the Bessel function model

shown in Figure 5-7 is slightly below the Gaussian model at high-kR. Examining Fig-

ure 5-5(b), it appears that the calibration data is consistently above the data-matched

(Bessel function) curve in the high-kR region, which may indicate that a Gaussian

model more accurately describes the PCI wavenumber response. Unfortunately, TCI

is not sensitive to fluctuations at such high kR, so no conclusions can be drawn about

which model is preferable between the Gaussian and Bessel function models.

5.2 TCI calibration and wavenumber response

In contrast to the difficult PCI absolute calibration, the TCI calibration is much

simpler because there is no low-kR cutoff in the wavenumber response. Instead, TCI

is completely sensitive to infinite wavelength fluctuations, so the wavenumber response

is unity at kR = 0. The absolute calibration is given by Equation 2.33. There will still

be finite sample volume effects which attenuate fluctuations with shorter wavelengths.
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The same two models used for the PCI high-kR wavenumber response are applied

to TCI, but no low-kR response is needed. The Bessel function model requires knowl-

edge of the TCI optics magnification and the detector size. The magnification was

found in Chapter 4 to be M = 2.5, and the detector width is dR = 2.0 mm. The

Bessel function model is,

RTCI,B(kR) = 2J1 (kRr) (5.9)
kRr

with r = M x dR/2 = 0.25 cm. The Gaussian model is,

RTCI,G(kR) = exp (- (kRdR) 2 /2) (5.10)

with dR = 0.2 cm. One additional model, a flat wavenumber response, provides an

upper bound for the TCI response,

RTCI,F(kR)={' kRI > kR,max (5.11)
1, kR I < kR,max

where kR,max ~ 3.0 cm- 1 . The three TCI wavenumber response models are plotted in

Figure 5-8. These models will be applied to PCI fluctuation spectra for quantitative

verification of the PCI calibration.

Before proceeding with the quantitative comparison between PCI and TCI fluctu-

ation measurements, it should be noted that the TCI wavenumber response has not

been calibrated. However, fluctuations with wavenumbers near kR,max are routinely

observed, with little or no apparent drop in intensity. This suggests that the high

wavenumber cutoff is at least comparable to the predictions given by Equations 5.9

and 5.10.

5.3 Diagnostic Filtering

Fluctuation measurements made with PCI and TCI are quantitatively compared

for the quasi-coherent mode (QCM) and for broadband fluctuations. To do this,
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Figure 5-8: TCI wavenumber response models.

first the spectra must be computed with Equation 4.7. The PCI spectra, Spcl,

is calculated from data stored in the Alcator C-Mod data tree that already has

the absolute calibration factor applied. PCI resolves fluctuations with wavenum-

bers from -12 cm-1 < kR < 12 cm- 1, but the TCI spectra, STCI, is limited to

-3.2 cm-1 < kR < 3.2 cm- 1. However, both diagnostics have nearly the same

wavenumber resolution, with AkR ~ 0.72 cm- 1 (Table 5.1). The similarity in resolu-

tion allows a simple interpolation over wavenumbers, which truncates the PCI spectra

to the TCI wavenumber range. The result of this process for the QCM discharge is

shown in Figure 5-9, and for broadband fluctuations in Figure 5-10.

The next step is to apply the PCI response function to the TCI data. To do this,

the STcI(f, kR) array is multiplied by the PCI data-matched Bessel function model,

given approximately by Equation 5.8. The TCI response models are also applied to

the PCI spectra. This must be done separately for each TCI model, by multiplying

Spci(f, kR) by Equations 5.9, 5.10, and 5.11. The result of this process is shown for

the TCI spectra in Figure 5-11. Due to the fairly flat wavenumber response for all

TCI response models, the effect of filtering the PCI spectra with the TCI models is
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Figure 5-9: (a) PCI S(f, kR) spectra with TCI wavenumber range overlaid. (b) PCI
spectra interpolated onto TCI wavenumber range. (c) TCI spectra.

not visually obvious; the resulting PCI spectra need to be integrated to see the effects

of the TCI models.

Now that the PCI and TCI spectra have been filtered to replicate the response

properties of each other, they can be quantitatively compared. To do this, the spectra

are integrated over appropriate frequency ranges (fi, f2), and over the entire remain-

ing wavenumber range (-kR,max, kR,max). kR,max is about 3.2 cm-1 for the QCM dis-

charge and about 2.9 cm- 1 for the broadband fluctuations, due to slight differences

in the TCI chord spacing on the two different run days. Explicitly, the line-integrated
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Figure 5-10: (a) PCI S(f, kR) spectra with TCI wavenumber range overlaid.
spectra interpolated onto TCI wavenumber range. (c) TCI spectra.

electron density fluctuation amplitudes are calculated with,

f1 - kR,max

jf 2 
fkRmax

fi -k1,max

Sc 1 (f, kR)RTc1(kR)dkRdf

STc!(f, kR)RpcI(kR)dkRdf

where RTc, and Rpc1 indicate that the spectra, Spc1 and STI, have been filtered.

The result of applying Equations 5.12 and 5.13 to the filtered broadband spectra

are shown in Figure 5-12. The spectra are integrated from fi = 50 kHz to f2= 150

kHz. This is the range of frequencies where the broadband fluctuations greatly exceed

the TCI noise levels for the majority of the discharge. PCI data is only available after

t = 0.4 s and the plasma disrupts at t = 0.9 s. The black dashed line is the TCI
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Figure 5-11: (a-b) TCI S(f, kR) spectra with PCI wavenumber range overlaid for

(a) QCM and (b) broadband fluctuations. (c-d) TCI spectra after multiplication by

Rpc1 for (c) QCM and (d) broadband fluctuations.

fluctuation level, and the red, blue, and green solid lines are the PCI fluctuation

levels using the flat, Gaussian, and Bessel TCI response models, respectively. The

PCI fluctuation levels agree very well with the TCI fluctuation levels, especially for

the Gaussian and Bessel function models. There is some disagreement in the brief

H-mode period from 0.71 s < t < 0.79 s, possibly due to changes in alignment which

will affect the wavenumber responses of both diagnostics. There is also disagreement

following the H-mode period when the fluctuations begin to approach the TCI noise

floor. The TCI noise floor is calculated by integrating fluctuations measured prior to

plasma breakdown, using Equation 5.13 with no PCI wavenumber response applied

to the TCI spectra (i.e. Rpc1 = 1). Since PCI is a dedicated fluctuation diagnostic
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Figure 5-12: Filtered PCI and TCI spectra integrated over broadband turbulence
(50-150 kHz). The black dashed line is the TCI fluctuation level, and the red, blue,
and green solid lines are the PCI fluctuation levels with the flat, Gaussian, and Bessel
TCI wavenumber responses. The PCI noise floor is very small and is not included.

For the quasi-coherent mode fluctuation amplitude, a simple constant frequency

range of integration cannot be applied to Equations 5.12 and 5.13 because the fre-

quency of the QCM changes over the course of the discharge. The QCM mode is

shown in a single-chord PCI autopower spectrum in Figure 5-13. The black lines

denote the ranges used for the frequency integration.

The result of applying Equations 5.12 and 5.13 to the QCM spectra are shown in

Figure 5-14. The spectra are integrated over the frequency ranges shown in Figure

5-13, where the QCM is strongest. The black dashed line is the TCI fluctuation

level, and the red, blue, and green solid lines are the PCI fluctuation levels using the
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Figure 5-13: Single-chord PCI autopower spectrum showing the QCM used for quan-
titative comparisons to TCI. The black lines denote the ranges used for the frequency
integration.

flat, Gaussian, and Bessel TCI response models, respectively. As with the broadband

fluctuations, the PCI fluctuation levels agree very well with the TCI fluctuation levels,

especially for the Gaussian and Bessel function models.
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Figure 5-14: Filtered PCI and TCI spectra integrated over the QCM frequency range.
The PCI noise floor is very small and is not included.
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5.4 Discussion

The results of the previous section provide promising conclusions about the accu-

racy of the PCI calibration and wavenumber response. The need for an empirical

adjustment to the PCI wavenumber response theory, combined with the relative im-

precision of the absolute and wavenumber response calibration procedures, has been

very unsettling for the transport model validation community. Now, by applying the

PCI wavenumber response to an independent measurement of the same quantity with

TCI, the PCI absolute calibration and wavenumber response model has been partially

validated.

The quantitative comparison results also provide confidence in the TCI wavenum-

ber response models. The quantitative agreement was found to be mostly indepen-

dent of the choice of the TCI wavenumber response model. Reasonable Gaussian and

Bessel function models, when applied to the PCI fluctuation spectra, were still shown

to agree with the measured TCI fluctuation levels. The flat wavenumber response

model, when applied to the PCI spectra, returned fluctuations that were only slightly

higher than the measured TCI fluctuation amplitudes. This suggests that the TCI

wavenumber response is nearly flat, and is well-described by both the Gaussian and

Bessel function models. The Bessel function model appears to return the best results.

Unfortunately, the quantitative comparison performed in this Chapter is limited

to only the low-kR region of the PCI wavenumber response. Since the Gaussian and

Bessel function models are nearly identical at low kR (see Figure 5-7), the results of

the comparison to TCI cannot determine whether one model is preferable over the

other. The form of the PCI high-kR response region remains unverified.

In summary, this analysis has verified two aspects of the PCI calibration: the

absolute calibration, and the shape of the low-kR region of the wavenumber response

for $k < 3 cm-. The remainder of the PCI wavenumber response function remains

unverified, as shown in Figure 5-15.
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Figure 5-15: Verified and unverified regions of PCI wavenumber response models.
The absolute calibration has also been verified. The data-matched (solid red) curve
is plotted from data given in Appendix C.
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Chapter 6

Measurements in MC/MH

Experiments

Previous experiments on Alcator C-Mod exhibited an increase in the plasma rotation

with the application of 50 MHz ion cyclotron radio frequency (ICRF) power in L-mode

plasmas; the increased rotation was found to be due to mode-conversion flow drive. [67
However, when the plasma transitioned from L- to I-mode, the plasma rotation did

not increase further, even though the intrinsic rotation of I-mode plasmas should have

added to the rotation. [80] Large neoclassical tearing modes (NTMs) were observed

during the I-mode phase of the discharges, so it was hypothesized that the appearance

of NTMs somehow limits the maximum rotation that can be achieved in I-mode

plasmas. To test this hypothesis, additional high-performance I-mode experiments

were conducted at Alcator C-Mod to try and characterize mode-conversion/minority-

heating (MC/MH) plasmas by searching for NTMs.[67]

During the experiments, the phase-contrast imaging and two color interferometry

diagnostics each detected a quasi-periodic series of fluctuations that do not have the

expected behavior of an NTM. The series of modes appear to correlate with changes

in the electron temperature profile during the sawtooth cycle. This chapter describes

the experiment and the measurements made by PCI and TCI, and characterizes the

observed fluctuations.
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6.1 Experiment and Measurements

The discharge of interest is Alcator C-Mod shot 1120927023. The discharge has a

toroidal magnetic field of BT= 5.1 T and plasma current of I, = 1.0 MA, with about

4.25 MW of coupled ICRF power. The plasma contained approximately a 10% He-3

minority fraction and a 4% H fraction. About 1.25 MW of the ICRF power was at

50 MHz in an attempt to drive mode-conversion plasma flows. The remaining 3 MW

of ICRF power was at 80 MHz and was necessary to access the high-performance

I-mode regime. Unfortunately, the experiment found that the available ICRF power

at 50 MHz was insufficient to drive any significant plasma flows; the observed changes

in rotation are the result of increased intrinsic (not driven) rotation due to increased

stored energy. [80] Off-axis minority ion heating was still strong enough to drive large

sawtooth events, which greatly alter the core electron temperature profile on a 20-30

ms timescale. Time traces of the plasma line-integrated electron density, on-axis

electron temperature, average toroidal rotation, and applied ICRF power are given

in Figure 6-1.

In the I-mode phase of the discharge when the ICRF power is on (t = 0.85 - 1.2

s), a series of modes are periodically observed in PCI and TCI fluctuation spectra.

The modes seem to be correlated to the sawtooth cycle, only appearing in the quasi-

steady phase between crashes. There are three distinct types of sawtooth events in

the I-mode phase, which can be seen clearly in the on-axis electron temperature trace

given in Figure 6-2. The three types of sawtooth events are categorized based on the

time they occur: early in the RF phase, in the middle of the RF phase, and in the

late RF phase of the discharge. The electron density fluctuations are observed in the

PCI and TCI spectra in each quasi-steady period between crashes, as shown in the

shaded regions in Figure 6-2. An example of the fluctuation measurements from each

of the three different types of sawtooth events are now given.

The first type of sawtooth appears early in the I-mode/RF phase of the discharge

from t = 0.942 - 1.010 s. An example is shown in Figure 6-3. There is a very brief

flattening in the on-axis electron temperature, Te(0), when the modes appear.
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Figure 6-1: Plasma parameters. (a) Line-integrated electron density measured by
TCI. (b) On-axis electron temperature measured by Thomson scattering. (c) Line-
averaged plasma rotation measured by impurity spectroscopy. (d) Applied ICRF
power.

An example of the second type of sawtooth is shown in Figure 6-4. This sawtooth

occurs when the plasma has fully accessed I-mode in the middle of the RF phase

from t = 1.010 - 1.180 s. Following a crash, the on-axis temperature grows and

then steadies for almost 10 ms. During the period of steady on-axis temperature,

the modes appear in the PCI and TCI spectra. Following the steady period, there

is a small crash, a gradual temperature rise, and then another large crash. (The

small crash may be partial magnetic reconnection,[81] but this has not been further

investigated.)

Notice that the observed modes during the steady period between crashes are

97

e-integrated electi

ectron temperatui

aged toroidal rot(

RF power
z
z



6-

4

modes appear in
PCI/TCI spectra

0.90 0.95 1.00 1.05 1.10 1.15 1.20 1.25
time (sec)

Figure 6-2: On-axis electron temperature during I-mode.
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Figure 6-3: (a) On-axis electron temperature during single sawtooth period. (b) PCI
and TCI S(f, kR) spectra during the highlighted period.

similar in Figures 6-3 and 6-4, but appear to be have been shifted in frequency. Figure

6-5 shows the line-averaged toroidal plasma rotation, and there is a clear difference
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Figure 6-4: (a) On-axis electron temperature during single sawtooth
and TCI S(f, kR) spectra during the highlighted period.

period. (b) PCI

in rotation between the two time points shown in Figures 6-3 and 6-4. The increased

rotation suggests that the frequency shift is due to a Doppler shift.

Doppler shift will be used to partially localize the modes radially.
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Figure 6-5: Average toroidal rotation in the discharge of interest.

The final type of sawtooth in the discharge of interest occurs late in the RF

phase. An example is shown in Figure 6-6. Following a crash, the on-axis electron
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temperature gradually increases before reaching a plateau for almost 10 ms. During

the plateau, the modes again appear in the PCI and TCI fluctuation spectra.
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Figure 6-6: (a) On-axis electron temperature during single sawtooth period. (b) PCI
and TCI S(f, kR) spectra during the highlighted period.

The remainder of this chapter will attempt to characterize these modes.

6.2 Core Localization

Two-color interferometry and phase-contrast imaging are both line-integrated diag-

nostics, and thus they simultaneously measure fluctuations occurring in the edge

and in the core. Absent additional information, it is impossible to determine where

measured fluctuations are spatially located. Despite this limitation, data from other

diagnostics can provide additional information about the spatial location of the ob-

served fluctuations.
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It should be noted that the PCI diagnostic on Alcator C-Mod does have the ability

to distinguish between fluctuations occurring above or below the midplane by partially

masking the phase plate. [82] PCI was not configured to make those measurements for

the discharge of interest, and the masked configuration still would not provide profile

localization.

6.2.1 Reflectometry

O-mode reflectometry is used to measured qualitative electron density fluctuations

in Alcator C-Mod. Reflectometers send RF radiation into the plasma at a certain

frequency, and the radiation propagates into the plasma until it reaches the cut-off

layer. The cut-off layer is the location where its frequency matches the electron plasma

frequency, which is a function of the electron density. When the propagating wave

reaches the cut-off layer, it is reflected, and the reflected wave is detected. Information

about local electron density fluctuations is derived from the collected signals.

Alcator C-Mod has reflectometers at a variety of frequencies. For the discharge of

interest, data was collected from reflectometers at 60, 75, and 88 GHz. Reflectometers

at 112 and 140 GHz were unavailable. Cut-off locations for all five reflectometers are

shown in Figure 6-7. The 88 GHz reflectometer measures fluctuations just inside

the last-closed flux surface (LCFS) in the region 0.95 < r/a < 1.0, and the 60 and

75 GHz reflectometers measure fluctuations outside of the LCFS in the scrape-off

layer (SOL). The 112 GHz reflectometer would have provided useful measurements

from 0.5 < r/a < 0.7, but it was not available during the 2012 Alcator C-Mod

run campaign. The 140 GHz reflectometer density cut-off layer is higher than any

density achieved during the discharge of interest, and thus would not have provided

any valuable measurements even if it had been operational.

The fluctuation measurements from the three available reflectometry channels are

shown in Figure 6-8(b-d), and the fluctuation spectrum measured by a single PCI

chord is shown in Figure 6-8(a). The series of coherent features that are visible in the

PCI fluctuation spectra do not appear in any reflectometry channels. This is evidence

that the fluctuations are not localized to the edge/SOL (r/a > 0.95).
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Figure 6-7: Reflectometer cut-off locations. The density profile is fit with Thomson
scattering (TS) data. The 140 GHz cut-off location is at n, ~ 2.42 x 1020 m-3.

6.2.2 Magnetics

Magnetic field pick-up coils are located around the edge of Alcator C-Mod and can

measure electromagnetic fluctuations. The coils are typically only sensitive to the

fields at the edge of the plasma because magnetic field lines in the core do not pen-

etrate out to the edge. The exception is during sawtooth events which exhibit ex-

tremely large electromagnetic activity. Except briefly during sawtooth events, mag-

netic pick-up coils provide information about edge electromagnetic fluctuations, which

can provide some insight into electron density fluctuations.

Figure 6-9 shows an autopower spectrum from an edge magnetic field pick up

coil. There are low frequency oscillations which are related to magnetohydrodynamic

(MHD) activity and probably neoclassical tearing modes, and there are occasionally

high-frequency bursts of fluctuations during sawtooth events. However, there are

no quasi-periodic, coherent features present during the steady period between saw-

tooth events, when coherent modes are observed by PCI and TCI. The absence of

electromagnetic fluctuations suggests that the observed electron density fluctuation

measurements are localized to the core plasma.
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tween two adjacent chords), (b) the 60 GHz reflectometer, (c) the 75 GHz reflectome-
ter, and (d) the 88 GHz reflectometer.

6.2.3 Plasma Rotation

As the plasma transitions from L-mode into I-mode, its rotation frequency increases as

a result of the increase in the stored energy of the plasma. [80] The increased rotation

results in a Doppler shift in the observed fluctuation frequencies (see Figures 6-3, 6-4,

and 6-6). With knowledge of the plasma rotation profile and the magnitude of the

Doppler shift in the PCI and TCI signals, the fluctuations can be partially localized.
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Figure 6-9: Magnetics fluctuations measured by edge pick-up coils.

The observed frequency of a Doppler shifted wave is,

f= (1i- ) f.
\ C/

(6.1)

where f is the observed frequency in the lab frame, fo is the true frequency of the

wave in the rotating frame, Vrot is the plasma rotation velocity relative to the lab

frame, and c is the speed of the wave in the rotating frame. The quantities fo and c

are not known, and v,,t and f are known. The effect of the Doppler shift can thus be

analyzed proportionally. The observed Doppler shift, 6f, is the difference between f
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and fo, and is related to the plasma rotation velocity using Equation 6.1,

6f = f - fo = - ot Vrot

A(6f) oc Avrot. (6.2)

The last line is the change in the observed Doppler shift, which can be detected by

PCI and TCI measurements by following the time evolution of a specific fluctuation.

It is assumed that the fluctuation has a fixed wavenumber (oc fo/c) in the rotating

frame.

Equation 6.2 says that the change in the observed Doppler shift of the fluctuation

is proportional to the change in the rotation velocity of the plasma. The rotation

velocity is related to the plasma rotation frequency, frot,

Vrot = 27rRfrot

so at a fixed major radius, Vrot oc frot. From Equation 6.2, at a given major radius

the observed Doppler shift will be proportional to the change in the plasma rotation

frequency,

A(6f) oc Afrot (fixed R). (6.3)

Equation 6.3 is used to partially localize PCI and TCI measurements in the fol-

lowing way. First, one of the Doppler-shifted coherent fluctuations shown in Figures

6-3, 6-4, and 6-6 is selected. Figure 6-10 shows the selected mode appearing at several

times throughout the discharge. The low frequency, low-kR modes are hard to dis-

tinguish from each other, but the first mode appearing at JkRl r 1.4 cm- 1 is clearly

visible at each time point. Figure 6-10 shows the time evolution of the fluctuation.

There is some ambiguity at t = 0.970 s, but it should be noted that the mode in

the black box is nearly an order of magnitude larger than other features occurring at

lower frequencies at the same kR. The boxed mode is also much more well-defined

in kR-space than other fluctuations near the same kR. The well-defined kR and rel-

ative mode strength removes some of the ambiguity about the frequency of the first
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|kRl d 1.4 cm-1 mode. The measured frequencies of the chosen fluctuation are 80

kHz (ti 0.970 s), 110 kHz (t 2  1.111 s), and 122 kHz (t = 1.191 s).

t, =0.970s t2 =1.111 s t = 1.191 s
150

100

50

-2 -1 0 1 2 -2 -1 0 1 2 -2 -1 0 1 2
kR (cm-) kR (cm 1) kR (cm 1)

Figure 6-10: TCI fluctuation spectra with identified modes for Doppler shift analysis.

Profiles of the plasma rotation frequency, frot, are available from high-resolution x-

ray crystal spectroscopy measurements of the line emission from argon impurities. [21,

22] The profiles are shown at several time points of interest in Figure 6-11. The

plasma rotation tends to increase as the observed mode frequency increases.

Finally, the approximate radial location of the fluctuations can be determined

by examining the Doppler shift. Equation 6.3 can be recast in terms of unknown

constants at each major radial location,

A(of) = CiAfrot (fixed Ri). (6.4)

The measured change in the Doppler shift frequency, A(6f), is calculated three times

at eight radial locations. The first calculation is performed between ti = 0.970 s

and t 2 = 1.111 s, the second calculation is between t3 = 1.191 s and ti, and the final

calculation is between t3 and t2 . The calculations generate three constants, C , at each

radial location Ri. By Equation 6.4, the constants at a given radial location should

be equivalent if the fluctuation occurs at that radial location. The constants at each

radial location for all three calculations are shown in Figure 6-12. Figure 6-12a shows

the full range of the calculated constants, and Figure 6-12b is zoomed in to show more
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Figure 6-11: Plasma rotation profiles at three time points in the discharge of interest.

detail. The plasma rotation measurement by x-ray crystal spectroscopy is unreliable

outside of about r/a = 0.6. The t 3 - t2 calculation has high uncertainty because the

measured plasma rotation frequencies at those two time points are nearly identical,

and the frequency difference appears in the denominator of the error propagation

equation.

For r/a < 0.3, the relationship between the expected change in Doppler shift to

the measured change in frequency of the fluctuation is satisfied, suggesting that the

modes are occurring deep in the plasma core, inside the sawtooth inversion radius at

r/a - 0.35. Further out (r/a ~ 0.4 - 0.5), the fluctuations observed in the PCI and

TCI spectra do not satisfy the expected Doppler shift relationship, implying that the

modes are not occurring at those radial locations. However, the data cannot rule out

the possibility that the Doppler shift condition is met from r/a ~ 0.6 - 0.95, due to

inadequate plasma rotation data in that region.

The absence of magnetics fluctuations provides some evidence that the modes

observed in the TCI and PCI spectra are not occurring from 0.6 < r/a < 0.95. The 60,

75, and 88 GHz reflectometers and the magnetics data also rule out the possibility that
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Figure 6-12: The constant factor relating the measured change in the Doppler shift
of fluctuations to the change in plasma rotation. (a) Full range of the calculated
constants, (b) higher detail.

the observed modes are located at the far edge or in the SOL (r/a > 0.95). Doppler

shift measurements suggest that the fluctuations are located within r/a < 0.4. Taken

together, the magnetics, reflectometry, and rotation measurements all indicate that

the fluctuations observed in the TCI and PCI spectra are spatially localized deep into

the plasma core at r/a < 0.4, inside of the q = 1 surface at r/a - 0.35.

6.3 One-Dimensional Transport Analysis

The effect of the observed fluctuations on the overall heat transport is examined us-

ing the one-dimensional experimental global transport code TRANSP.[83] TRANSP

accepts a variety of different measurements as inputs and calculates the time-varying

heat flux and heat diffusion profiles. For the discharge of interest, several non-

standard inputs needed to be accounted for before a successful TRANSP analysis

108



could be performed.1 First, the TRANSP input file had to be modified so that a

Fokker-Planck solver was used to calculate the distribution functions of multiple mi-

nority species. Typically, only a single minority species is analyzed using the Fokker-

Planck solver, but the MC/MH discharge of interest had approximately a 10% He-3

fraction and a 4% H fraction, and both concentrations are large enough to require

the Fokker-Planck solver. Additionally, the ICRF antenna frequencies and phasing

needed to be carefully adjusted to account for the input power at the non-standard

50 MHz frequency used for mode-conversion experiments.

The most important inputs for TRANSP are profiles of the electron temperature

and density. Density profiles were fit to Thomson scattering data, and temperature

profiles were derived from electron cyclotron emission and Thomson scattering mea-

surements. The time resolution is limited by the Thomson scattering measurements,

which is 10 ms. TRANSP also accepts ion temperature and rotation profiles, but

attempts to incorporate measured profiles into TRANSP failed due to data quality

issues. Instead, model profiles are used. The ion temperature profiles are constrained

by measurements of the neutron rate from D - D fusion reactions. The electron

density and temperature profiles at three time points through a sawtooth cycle are

shown in Figure 6-13. There are significant changes in the profiles, suggesting signifi-

cant changes in heat transport. A fluctuation is observed in the PCI and TCI spectra

at t = 0.970 s, but is not observed at the other time points shown in Figure 6-13.

The TRANSP simulations do not show any clear correlation between changes in

the electron heat flux and the appearance of the fluctuations in the PCI and TCI

spectra. Figures 6-14, 6-15, and 6-16 show electron heat flux profiles (due to con-

duction) through a single sawtooth for each of the three types of sawtooth events

identified above. In the early RF phase (Figure 6-14), the heat flux in the core region

is approximately the same before and during the period when the fluctuations are

observed in the TCI and PCI spectra. Near the edge, the heat flux during the fluc-

tuation period is larger (more positive), but does not decrease when the fluctuations

'The author thanks Paul Bonoli for successfully modifying the TRANSP input files for the
discharge of interest.
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Figure 6-13: Electron temperature and density profiles used for TRANSP analysis.

vanish. There is no correlation between the observed heat flux and the presence of

the electron density fluctuations. In the mid (Figure 6-15) and late (Figure 6-16) RF

phases, the heat flux profiles generally increase with time in both the core and the

edge, regardless of whether or not there is an observed electron density fluctuation.

It appears that there is no correlation between enhanced electron thermal transport

and the presence of the electron density fluctuations observed in the PCI and TCI

spectra.

6.4 Linear Stability Analysis

The previous section provides evidence that the observed fluctuations do not con-

tribute to electron thermal transport, but clearly there is a feature within the plasma

which experiences rapid growth and decay. The fluctuations appear to be a series of

coherent modes, which suggest that they are some sort of electromagnetic or mag-

netohydrodymanic (MHD) mode. However, it has not yet been ruled out that the

features are destabilized drift-wave turbulence such as the trapped electron mode

(TEM).

The drive terms which can destabilize drift-wave turbulence include the elec-

tron density gradient, the electron temperature gradient, and the ion temperature
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Figure 6-14: Heat flux profiles through a single early RF sawtooth cycle.
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Figure 6-15: Heat flux profiles through a single mid RF sawtooth cycle.

gradient. [84] Measurements of the ion temperature profile were not very reliable for

the discharge of interest, but electron temperature and density profiles are available
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Figure 6-16: Heat flux profiles through a single late RF sawtooth.

using Thomson scattering and electron cyclotron emission measurements. The exper-

imental profiles are used as inputs to the TRANSP one-dimensional global transport

code, and TRANSP maps the profiles onto a grid appropriate for linear stability

analysis.

The potential drivers of drift-wave turbulence are shown in Figures 6-17 and 6-18.

Figure 6-17 are the gradients of the electron density and temperature calculated from

the data in Figure 6-13. The gradients are clearly larger at t = 0.970 s when the

mode appears than at the time point before the mode appears. It is tempting to

hypothesize that the modes are drift-wave turbulence destabilized by the changing

electron temperature and density profiles through the sawtooth cycle. However, the

gradient continues to increase even after the modes disappear at 0.980 s. Similarly,

Figure 6-18 shows the normalized electron density and temperature gradient scale

lengths calculated from the data in Figure 6-17. The scale length is defined as,

L= (dlnx 1

(dr
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The normalized gradient scale length drive terms also increase when the mode ap-

pears, but continue to increase after the mode vanishes.
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Figure 6-17: Electron temperature and density gradients which may drive drift-wave
turbulence.
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Figure 6-18: Electron temperature and density gradient scale lengths.

Because of the behavior of the drive terms in Figures 6-17 and 6-18, it is unlikely

that the observed features in the PCI and TCI spectra are destabilized drift-wave

turbulence. In an effort to rule out the possibility that the features are the result

of destabilized turbulence, the linear gyrokinetic stability of drift-wave turbulence

is calculated. GYRO[12] is a Eulerian solver for the nonlinear gyrokinetic-Maxwell
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equations[10, 11] which form the basis of gyrokinetic theory. The code can be used

to determine the linear stability of drift-wave turbulence at a given radial location.

The results of linear stability analysis 2 of an early RF sawtooth (t = 0.962 - 0.98

s) from r/a = 0.3 - 0.8 is shown in Figure 6-19. The real frequency and the growth

rate are averaged over low-k turbulence, for kyp < 0.2. ky is the poloidal wave

number and p, is the ion sound gyro radius, which is defined as p, cs/Qci, where

cS = /Te/mi and QGe = eB/m .
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Figure 6-19: (a) Real frequency and (b) growth rate from gyrokinetic linear stability
analysis, averaged from kyps < 0.2.

Not surprisingly, the growth rate of the turbulence in Figure 6-19 does not change

significantly through the sawtooth cycle. No clear trend is visible in the growth rate

of the turbulence, and the growth rates themselves are very small. This implies that
2 The author thanks Choongki Sung for performing the linear stability analysis.
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there is no significant drift-wave turbulence present in the core plasma, and particu-

larly, there is no destabilized turbulence when the fluctuations appear in the PCI and

TCI spectra. Drift-wave turbulence is not the cause of the observed fluctuations.

6.5 Discussion

While the identities of the fluctuations observed in the PCI and TCI spectra have not

been determined, they have been well-characterized. The fluctuations appear only

during brief quiescent phases while the plasma recovers from large sawtooth events,

and they are only observed during the I-mode phase of the discharge while 50 MHz

and 80 MHz ICRF heating is turned on. The fluctuations do not appear to extend

beyond IkRl % 2 cm-1, or above f e 200 kHz.

The fluctuations appear to be a series of discrete modes which are probably local-

ized deep into the plasma core, inside of the sawtooth inversion radius. The modes

do not appear on edge magnetics signals, but this does not rule out the possibil-

ity that they are electromagnetic because the edge pick-up coils are insensitive to

core magnetics. Transport analysis shows that the fluctuations do not affect electron

heat transport, and linear stability analysis shows that the modes are not related to

drift-wave turbulence.

The modes appear to be a fairly benign feature occurring deep in the core of

quiescent ICRF mode-conversion/minority-heated I-mode plasmas.
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Chapter 7

Conclusion

The two-color interferometer diagnostic on Alcator C-Mod has been successfully up-

graded to measure line-integrated electron density fluctuations. The new system has

been used to verify the low-kR response and absolute calibration of the phase-contrast

imaging diagnostic, improving the confidence of quantitative validation studies con-

ducted between PCI and turbulence codes like GYRO. While the present TCI system

has contributed in a small way to the field of plasma fluctuation diagnostics and

gyrokinetic transport model validation, with additional upgrades the system has the

potential to be considerably better. The following chapter summarizes the new TCI

capabilities, outlines some additional applications, and discusses possible improve-

ments.

7.1 Summary of New Capabilities

The time resolution of the two-color interferometry system has been increased from

2 kHz to up to 10 MHz by upgrading the phase demodulation electronics and digi-

tizers. The uncertainty in the line-integrated electron density is comparable to the

uncertainty of the previous system, as determined by calculating the RMS value of

pre-plasma phase shift signals. Standard line-integrated electron density measure-

ments have not been adversely affected by the electronics upgrade.

The increased time resolution of the TCI system now enables measurements
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of spatially-resolved line-integrated electron density fluctuations. Nine operational

chords provide the spatial resolution, and signed major-radial wavenumbers have

been resolved from |kRl < 3 cm 1 with AkR ~ 0.7 cm-. The relatively low num-

ber of chords (9), combined with the fairly small beam width through the plasma

(~ 10 cm), severely limits the resolution and the maximum resolvable fluctuation

wavenumber. However, this thesis has proven that useful spatially-resolved fluctua-

tion measurements can still be made despite these limitations.

Quoted uncertainties in the measured fluctuations are approximately i4.1 x

1015 m-2, which is approximately ~ 5 - 20% of typical fluctuation levels. This is

fairly high, but the analysis used to calculate the uncertainty is very conservative,

and in reality the uncertainty is usually much smaller. Regardless of the uncertainty

due to the phase demodulators, the more important issue limiting the performance

of TCI as a fluctuation diagnostic is the high level of uncorrelated noise. The un-

correlated noise is probably due to lack of beam power through the optics system.

Uncorrelated noise levels are typically near the levels of the larger fluctuations present

in the plasma, and thus prevent some fluctuations from being detected.

Despite the issues with limited spatial resolution and high noise levels, the diagnos-

tic has been successfully compared to phase-contrast imaging. Qualitative compar-

isons show that many of the same fluctuations are detected by both systems. Quan-

titative comparisons have increased the confidence in the PCI absolute calibration

and low-kR response function. PCI is frequently used for quantitative comparisons

between experiments and theoretical predictions with gyrokinetic codes like GYRO.

These comparisons use a synthetic PCI diagnostic, and therefore rely heavily on ac-

curate wavenumber response functions and absolute calibration factors. While TCI

most likely lacks sufficient spatial resolution and has too much noise to be used as a

code validation diagnostic in its present form, the partial verification of the PCI re-

sponse function and absolute calibration is a useful contribution to validation efforts

with PCI.
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7.2 Additional Applications

The first generation TCI fluctuation diagnostic described in this thesis has been

shown to be useful for quantitative comparisons to PCI, for measurements of co-

herent modes, and for measurements of strong long wavelength fluctuations. With

some additional upgrades, the system could be used for a variety of other purposes.

The full PCI wavenumber response and absolute calibration could be verified, and

detailed measurements of long wavelength turbulence with high sensitivity could be

made. Quantitative measurements of changes in turbulence (ITG/TEM) across dif-

ferent plasma confinement regimes could be studied. With the creation of a synthetic

GYRO diagnostic for TCI, quantitative turbulence code validation studies could be

performed.

PCI has been considered the standard quantitative electron density fluctuation di-

agnostic for several years, but its utility has been limited by its nonlinear wavenumber

response function and by uncertainty in its calibration. The simpler TCI diagnos-

tic could approach or even surpass the performance of PCI, because TCI can access

low-kR fluctuations. Additionally, the absolute calibration of TCI is well-known from

very basic plasma physics theory. Further upgrades are still needed to fully realize

the potential of TCI as a fluctuation diagnostic; several of these required changes are

now described.

7.3 Potential Upgrades

In Chapter 4 it was pointed out that the upgraded two-color interferometer has noise

levels which approach the level of electron density fluctuations. The noise levels could

be reduced with an increase in the laser throughput, improving beam alignment, and

adjusting the CO 2 beam profile. The present system employs a 50/50 beam splitter

immediately following the output of the CO 2 laser, with half the power diverted to

a power detector to monitor the stability of the laser. The laser stability can be

monitored with less power, so an 80/20 beam splitter was briefly installed to increase
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the laser throughput. Unfortunately, issues arose with other optical components in

response to the increased laser power, and the 50/50 splitter was re-installed before the

new system could be tested. With upgraded optics, increasing the laser power through

the system would almost certainly reduce the noise level. Additionally, the system

alignment should be improved by robustly eliminating beam shear, which occurs when

the plasma and reference beams are not perfectly co-axial when they are rejoined on

the detector plane. Eliminating beam shear would reduce beam incoherence on the

detector face and, as a result, increase the signal levels. Adjustments to the CO 2

beam profile could also improve system performance by reducing crosstalk between

adjacent channels.

Another issue with the present TCI system is a frequent CO 2 laser cavity instabil-

ity which causes large levels of coherent noise. Future TCI systems could benefit from

using the same laser cavity to create both the primary probe beam and the secondary

beam for vibration subtraction. Since the noise oscillation is common to the primary

and secondary beam, the coherent noise would be eliminated with the vibration sub-

traction. Several different methods employing the same laser cavity could be used.

FIR lasers can laze simultaneously at multiple wavelengths, as is done on the Large

Helical Device.[36] The near infrared (IR) Nd:YAG laser can be frequency doubled,

yielding two beams in the IR and the visible. A frequency-doubled Nd:YAG laser

has been employed with moderate success on the tangential TCI system on Alcator

C-Mod. [85]

Apart from high levels of uncorrelated and coherent noise, the present TCI sys-

tem lacks high spatial resolution and fails to detect fluctuations at high wavenumbers.

These limitations arise because the number of detectors in the detector array is low

and the major-radial width of the CO 2 beam is small. Increasing the number of

detectors and the width of the beam, while simultaneously decreasing the spacing

between adjacent detectors, will increase the wavenumber range while also improving

the wavenumber resolution. When combined with increased beam power, such an

upgrade to the detection system would allow TCI to approach the performance of

phase-contrast imaging, and could be used to verify the PCI high-kR response. With
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levels of performance similar to PCI, TCI could also be used as another diagnostic

for quantitative comparisons to predictive turbulent transport codes like GYRO. Ad-

ditionally, increasing the number of chords could potentially provide the capability

to invert the line-integrated measurements to generate electron density profiles.

In summary, the following upgrades would significantly improve the capabilities

of the TCI line-integrated electron density fluctuation diagnostic:

" Increase laser power through the system;

" Improve laser alignment - remove beam shear and ensure co-linearity of plasma

and reference beams;

* Adjust CO 2 beam profile to reduce crosstalk between channels;

" Derive primary and secondary beams from the same laser cavity;

* Increase number of detectors;

" Decrease spacing between detectors;

" Decrease major-radial dimension of detectors;

" Increase major-radial range of detector array.
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Appendix A

TCI Analysis Routine

The changes to the two-color interferometer electronics described in Chapter 3 rep-

resented a dramatic change in how the phase is calculated from the detector signals.

Previously the phase was calculated with a combination of analog and digital fringe-

counting electronics, with the resulting phase measurement being digitized directly.

A post-processing routine existed primarily to ensure that the data was of sufficient

quality to merit permanent storage in the form of a line-integrated density signal,

and to provide the vibration subtraction. The new electronics now store signals pro-

portional to the sine and cosine of the measured phase shift, requiring much more

intricate post-shot processing and data analysis to provide line-integrated density

signals.

A major component of this thesis project was developing the post-shot processing

routine to accurately and efficiently reconstruct the measured phase of both the CO 2

and HeNe laser signals. The result was a complete overhaul of the previous TCI

analysis routine. As the sole developer of the new TCI analysis routine, the author

feels obligated to provide an in-depth written record of how the routine is designed

and operated. That is the purpose of this Appendix.
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Calling Procedure

The TCI analysis routine is run automatically after each Alcator C-Mod discharge,

but can also be run manually from a terminal. The current version is

ftci-analysis_05. pro

and can be found in the

/usr/local/cmod/codes/electrons/tci

directory. TCI data is digitized at rates up to 10 MHz for several seconds, so a

significant amount of data must be processed. Therefore, the routine should be run

from a high-performance machine such as alcdaq or psf cstorl.

The routine requires three input arguments and also accepts a variety of keywords.

The three input arguments are the C-Mod shot number and two arrays specifying

which CO 2 and HeNe chords to write and which to ignore. For example,

IDL> ftci-analysis,1120927018,[1,1,1,1,1,1,1,1,0,0],[1,0,0,1]

will write the first eight CO 2 chords of shot 1120927018 using HeNe chords 1 and 4

for vibration subtraction. The zeros in the CO 2 chord array force those chords to be

written to the MDSplus tree as an array of zeros. The zeros in the HeNe chord array

simply mean those chords are omitted from the subroutine which fits the HeNe data

for vibration subtraction; data for HeNe chords 2 and 3 will still be written to the

MDSplus tree in this example.

The processed data can be accessed in the MDSplus ELECTRONS node:

\ELECTRONS: : TOP . FTCI . RESULTS:

in the nodes given in Table A.1. For example, to read in the line-integrated density

for chord 04 (the signal commonly used for plasma control):

IDL> n104 = mdsvalue('\ELECTRONS::TOP.FTCI.RESULTS:NL_04')

There are many optional keywords which are outlined in Table A.2. The uses of

these keywords will be described within the discussion of the program flow below.
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Node
NLXX
PHSXX

AMP_XX
DNLYY

DPHSYY

H_PHS_ZZ
HAMPZZ
FRMS
FSUB
DRMS
DSUB
GC
GH
TIME
RAD

Description
Line-integrated electron density for chord XX (01-10)
Line-integrated electron density with dc component sub-
tracted (set by nsmooth keyword)
Amplitude of raw CO 2 signals
Line-integrated electron density from differential system
for chord YY (01-09)
Line-integrated electron density from differential system
with dc component subtracted (set by nsmooth)
Phase from HeNe chord ZZ (01-04)
Amplitude from HeNe chord ZZ
Root-mean-square of the pre-plasma PHSXX signals
Root-mean-square of the pre-plasma NLXX signals
Root-mean-square of the pre-plasma DPHSYY signals
Root-mean-square of the pre-plasma DNLYY signals
Final "good" CO2 chords (replaces input CO 2 array)
Final "good" HeNe chords (replaces input HeNe array)
Timebase for all signals
Major-radial locations of NL signals

Table A.1: Node names for TCI data.

Program Flow

After checking input parameters and setting a variety of default values, the TCI

analysis routine first calculates the beginning and end time of the plasma discharge.

Magnetics signals are checked for existence; if none exist then the routine will only

analyze and write 100 ms of data to the MDSplus tree. The reason for this is simply

to limit the time required for the analysis routine to run when analyzing TCI test shot

data. If magnetics signals exist, then the plasma current is loaded into the program.

The discharge is defined to be in the plasma state when the total plasma current

exceeds 40 kA, thus setting the starting and ending times of the plasma.

The first data the routine writes is a preliminary NL_04 signal for rapid display

to the scientists and engineers in the control room. The preliminary signal is just the

analog feedback signal with a relatively low time resolution. However, if the debug

keyword is set then no signals are ever written to the MDSplus tree.

Next, the routine loads in the fast TCI time signal, truncates it to include only
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Keywrd Dscritio

Table A.2: Optional input keywords for TCI analysis routine.

times up to 50 ps before and after the plasma, and then writes the resulting array to

the MDSplus tree.

The routine next checks whether or not to load a calibration file. If a calibration

file is desired, the routine searches for and loads in the file specified by the file

keyword. If the f ile keyword is not set, the default file is

/home/ckasten/idl/tci/calibration/070312/calib.save

which is the most recent calibration data taken to date. The data in this file was

collected on 03 July 2012. The routine checks the calibration file for missing data

and then stores the data in a useful format.

Next the routine loads, analyzes, and writes the HeNe data. First the raw sine and

cosine data for a single HeNe channel is loaded and immediately truncated according

to the plasma starting and ending times. The data is then checked for digitizer

faults. During the implementation of the TCI system the digitizers were found to
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calib

file

noopt

nsmooth

dig-thres

atan-thres

raw-co2

splinefit

parabolic

linear

debug

Incorporate calibration data into phase calculation
Calibration file
Turns off the optimization process in the vibration sub-
traction subroutine
Sets the level of dc subtraction for PHS and DPHS sig-
nals
Voltage threshold for subroutine which fixes random dig-
itizer faults
Threshold for allowable number of ATAN "jumps" be-
fore a given chord is skipped
Writes the 'raw' (unsubtracted) CO 2 data to the PHS
MDSplus nodes
Forces cubic spline interpolation of the HeNe data for
vibration subtraction
Forces parabolic fitting of the HeNe data for vibration
subtraction
Forces linear fitting of the HeNe data for vibration sub-
traction
Does not write any data to the MDSplus tree, but oth-
erwise runs the same

Keyword Description



occasionally rail randomly during data acquisition. While infrequent enough to not

be a major concern, the arbitrarily large spikes in the data signals can complicate

subsequent data analysis. Thus, when a fault is detected the data point of interest

is taken to be the average of the adjacent data points. The threshold voltage that

defines a digitizer fault can be set with the input keyword dig-thres and by default

is 2.5 V. If the gain of the amplifiers is ever changed significantly, this value will need

to change.

After loading, truncating, and checking a single channel of HeNe sine and cosine

data, the routine finally calculates the time-varying phase signal. IDL provides an

arctangent function that can resolve all four quadrants from -180' to +180', so the

phase is calculated by,

tan- 1 (sin&#
Cos #)

In practice, the phase calculation is much more complicated due to discontinuities in-

troduced by the IDL arctangent function's limited phase range. In Chapter 2 it was

shown that a 10.6 Pm CO 2 laser will have a phase shift of about 6 rads (~ 3600) due

to vibration. Thus, in even the best circumstances the entire range of the arctangent

function will be needed to calculate the CO 2 phase shift. The HeNe channels will

always exceed the arctangent function range due to its enhanced sensitivity to vibra-

tion. A robust algorithm was developed to reconstruct the true phase measurement

by correcting the discontinuities in the output of the IDL arctangent function. The

subroutine is described in Section 3.4, and an example of the raw phase calculated

by the arctangent function and corrected phase is shown in Figure 3-11.

On occasion, poor alignment or loss of signal due to a disruption may result

in very noisy data where the phase oscillates rapidly, giving many discontinuities. A

threshold of 105 discontinuities has been set to limit the time the phase reconstruction

takes to run. This threshold can be adjusted with the atan-thres keyword. When

greater than 105 events are detected, the data is flagged as poor and the phase signal

is written as -- 1.

Once the phase has been properly calculated, an arbitrary offset is subtracted so
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that the pre-plasma phase shift is zero. The amplitude of the signal is computed by

taking the square root of the sum of the squares of the sine and cosine signals. The

phase and amplitude are written to the HPHS_ZZ and HAMPZZ nodes, respec-

tively. The process is repeated for all four HeNe channels.

Next, the routine repeats the process for the CO 2 signals. Only the desired chords

from the input array are written, and if bad data is encountered those signals are writ-

ten as arrays of -Is. Once the phase has been properly calculated, the component

from vibration must be subtracted to compute the line-integrated density. If the key-

word noopt is not set (or is left as the default), a vibration subtraction optimization

routine is called. This routine shifts the effective major-radial position of the HeNe

channels relative to the CO 2 channels and searches for the minimum value of the

pre-plasma root-mean-square (RMS) phase. When this value is found, the channel

position is set to the value that resulted in the minimum pre-plasma RMS phase.

If the noopt keyword is set, then the default chord positions are used. The full

HeNe data is spatially fit according to the desired function (linear, splinef it, or

parabolic) and interpolated onto the required CO 2 chord positions. The vibration

subtraction is then performed according to Equation 2.47 for each CO 2 chord.

Once the plasma-induced phase shift is calculated, the line-integrated density is

computed with Equation 2.33. One additional subroutine is called to remove unphys-

ical density values resulting from lost fringes during violent plasma phenomena such

as disruptions. Unphysical values are defined to be line-integrated densities above

4.5 x 1020 m- 2 or below -1 x 1020 m-2; values exceeding this range are written as

-1.

Next the PHSXX signals are calculated by subtracting off a smoothed signal,

which removes the dc component and any low-frequency electronics and vibrational

noise. The smoothing level is set by the nsmooth keyword. The default value of

nsmooth is 800, corresponding to smoothing below 2.5 kHz for 2 MHz digitization. If

the raw-co2 keyword is set, then the CO 2 phase signals are written to the PHSXX

nodes without any vibration subtraction or smoothing.

Next, two values useful for determining the alignment and performance of the
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diagnostic are calculated: the average pre-plasma root-mean-square phase value for

each chord and the average pre-plasma root-mean-square value of the smoothed and

subtracted signals. All the quantities are then written to the MDSplus tree.

After the fast line-integrated densities are written to the tree, down-sampled ver-

sions of the densities are written. These signals are written at 2 kHz instead of 2 MHz

bandwidth and as a result they load much more quickly. Scientists and engineers who

are not concerned with line-integrated density fluctuation measurements should use

these signals, which are stored in the old TCI MDSplus node:

\ELECTRONS: : TOP.TCI.RESULTS:NLXX

Finally the routine writes the differential signals in the same way it wrote the

line-integrated density signals. If the routine does not detect a plasma, the differen-

tial signals are not analyzed or written. Vibration subtraction, although much less

important in the differential system than the standard system, is still performed.
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Appendix B

Differential Interferometry

The differential interferometry system was briefly introduced in Chapter 3. The prin-

ciple of differential interferometry is to use an adjacent plasma-viewing interferometer

chord as the reference to demodulate any given chord. The result is that no common

phase shifts are detected, so the resulting signal is proportional to the line-integrated

major-radial electron density gradient,

A Oc C< fAn dz [ dndz
AR ARZI dR

where A#, is the measured phase difference between two adjacent chords.

Differential interferometry has been used as a plasma diagnostic for the first time

on the Madison Symmetric Torus (MST) reversed-field pinch experiment,[86, 87] and

more recently a system was installed on the Helically Symmetric Experiment (HSX)

stellarator.[88] The system on MST uses far infrared (FIR) laser beams and HSX

employs a bias-tuned Gunn diode oscillator as the radiation source, whereas the

system on Alcator C-Mod uses CO 2 beams. Regardless of the radiation source, the

operational principles are similar. By using a "reference" beam that uses the same

optics and nearly an identical path length as the probe beam, the effects of vibration

are greatly minimized. The system on MST has been successfully used to measure

magnetic fluctuation-induced particle transport. [89]

One additional advantage of differential interferometry, apart from the absence
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of vibrational effects, is the potential for core-localized measurements of the electron

density gradient. A geometric effect enters into the equation when the major-radial

derivative is transformed into a minor-radial derivative (in the case of circular geom-

etry). As a result, the phase-shift integral becomes weighted strongly toward the core

plasma for chords traversing near the core.[89] Applying this method to non-circular

plasmas such as those in Alcator C-Mod would require some additional analysis and

would rely on accurate equilibrium reconstructions, but could in principle provide

core-localized electron density gradient measurements.

One potentially important side effect of differential interferometry is the introduc-

tion of a low-kR cutoff into the multi-chord fluctuation spectra. Fluctuations with

a wavelength significantly longer than the spacing between the two adjacent chords

cannot be detected because they induce the same phase shift in both channels. The

phase shift from these fluctuations is lost in the demodulation process, and the result

is a low-kR cutoff in the fluctuation spectra. An example spectrum is shown in Figure

B-1; there is a clear low-kR cutoff.

t =0.970 s shot 1120927023
100

NN
2000

150 71.777
10.2

S 1 0 0 

1 -

- 10-4

-2 -1 0 1 2 -2 -1 0 1 2
kR(cm') kR (cm')

Figure B-1: Sample S(f, kR) spectrum from differential TCI compared to standard
TCI system.

The differential interferometry system on Alcator C-Mod has not been charac-

terized here, due to time and space limitations. Nevertheless, Figure B-2 shows

quantitative data from the differential system. The black lines are the signals calcu-

lated from the differential system between the indicated chords. The gray lines are
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calculated by subtracting the two standard interferometer signals from the indicated

chords. It is clear that the differential measurement has much lower fluctuation lev-

els. However, it is not clear whether the lower fluctuation levels are due to reduced

vibrational effects, or simply because the differential system is less sensitive to (real)

low-kR fluctuations; these are equivalent explanations when the vibrational effects

dominate the low-kR response.
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Figure B-2: Comparison between standard and differential measurements.
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Appendix C

PCI Calibration Data

Table C. 1 contains the "data-matched" phase-contrast imaging data used for the

"Bessel model (matched to data)" curves in Figures 5-6, 5-7, and 5-15. This is the

PCI wavenumber response data used in the analysis routines which computed the

(filtered) quantitative fluctuation levels in Section 5.3. The data was provided to the

author from a member of the PCI research group, [79] and is most likely not derived

from the measurements shown in Figure 5-5; the measurements from which these

data are derived were not available to the author. Only general features of the PCI

calibration procedure are discussed in the literature, [43, 44, 75] so the procedure was

described as best as possible in Section 5.1. For more information about the PCI

calibration, the reader is encouraged to contact the PCI diagnostic research group at

Alcator C-Mod.

Table C.1: PCI calibration data used for the quantitative
comparisons between PCI and TCI in Chapter 5.

kR (cm- 1) Rpcj (a.u.) kR (cm 1) Rpc 1 (a.u.) kR (cm- 1) Rpc 1 (a.u.)
0.078125 0.00000000 6.796875 0.71925233 13.515625 0.15705991
0.156250 0.00000000 6.875000 0.71337677 13.593750 0.15093495
0.234375 2.1086513e-15 6.953125 0.70746104 13.671875 0.14484335
0.312500 6.8345222e-14 7.031250 0.70150597 13.750000 0.13878582
0.390625 1.7991723e-12 7.109375 0.69551240 13.828125 0.13276303
0.468750 3.8914874e-11 7.187500 0.68948118 13.906250 0.12677569
0.546875 6.9182043e-10 7.265625 0.68341314 13.984375 0.12082448
0.625000 1.0114278e-08 7.343750 0.67730913 14.062500 0.11491005
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Table C.1: (continued)

kR (cm-1 ) Rpc1 (a.u.) kR (cm-1 ) Rpcj (a.u.) 1 kR (cm- 1 ) I Rc 1 (a.u.)
0.703125
0.781250
0.859375
0.937500
1.015625
1.093750
1.171875
1.250000
1.328125
1.406250
1.484375
1.562500
1.640625
1.718750
1.796875
1.875000
1.953125
2.031250
2.109375
2.187500
2.265625
2.343750
2.421875
2.500000
2.578125
2.656250
2.734375
2.812500
2.890625
2.968750
3.046875
3.125000
3.203125
3.281250
3.359375
3.437500
3.515625
3.593750
3.671875
3.750000
3.828125
3.906250

1.2168354e-07
1.2057000e-06
9.8490388e-06
6.6410856e-05

0.00037022
0.00170974
0.00655819
0.02096559
0.05611492
0.12652005
0.24230092
0.39860579
0.57178939
0.72918573
0.84636112
0.91755066
0.95244557
0.96567073
0.96874365
0.96799683
0.96605562
0.96376811
0.96135161
0.95885094
0.95627380
0.95362156
0.95089471
0.94809364
0.94521878
0.94227054
0.93924934
0.93615564
0.93298987
0.92975250
0.92644400
0.92306484
0.91961553
0.91609656
0.91250843
0.90885168
0.90512683
0.90133441

7.421875
7.500000
7.578125
7.656250
7.734375
7.812500
7.890625
7.968750
8.046875
8.125000
8.203125
8.281250
8.359375
8.437500
8.515625
8.593750
8.671875
8.750000
8.828125
8.906250
8.984375
9.062500
9.140625
9.218750
9.296875
9.375000
9.453125
9.531250
9.609375
9.687500
9.765625
9.843750
9.921875
10.000000
10.078125
10.156250
10.234375
10.312500
10.390625
10.468750
10.546875
10.625000

0.67117002
0.66499666
0.65878990
0.65255063
0.64627969
0.63997797
0.63364635
0.62728569
0.62089689
0.61448082
0.60803838
0.60157045
0.59507792
0.58856169
0.58202265
0.57546171
0.56887975
0.56227768
0.55565641
0.54901684
0.54235986
0.53568640
0.52899735
0.52229362
0.51557612
0.50884575
0.50210343
0.49535006
0.48858656
0.48181382
0.47503276
0.46824429
0.46144930
0.45464871
0.44784342
0.44103434
0.43422236
0.42740838
0.42059331
0.41377804
0.40696347
0.40015049

136

14.140625
14.218750
14.296875
14.375000
14.453125
14.531250
14.609375
14.687500
14.765625
14.843750
14.921875
15.000000
15.078125
15.156250
15.234375
15.312500
15.390625
15.468750
15.546875
15.625000
15.703125
15.781250
15.859375
15.937500
16.015625
16.093750
16.171875
16.250000
16.328125
16.406250
16.484375
16.562500
16.640625
16.718750
16.796875
16.875000
16.953125
17.031250
17.109375
17.187500
17.265625
17.343750

0.10903307
0.10319421
0.09739410
0.09163339
0.08591271
0.08023267
0.07459391
0.06899701
0.06344259
0.05793123
0.05246351
0.04704000
0.04166127
0.03632788
0.03104036
0.02579925
0.02060509
0.01545839
0.01035966
0.00530941
0.00030811
0.00464375
0.00954568
0.01439725
0.01919798
0.02394744
0.02864519
0.03329081
0.03788389
0.04242402
0.04691080
0.05134386
0.05572282
0.06004732
0.06431699
0.06853150
0.07269051
0.07679371
0.08084076
0.08483138
0.08876527
0.09264215



Table C.1: (continued)

kR (cm- 1 ) Rpc1 (a.u.) kR (cm-) Rpc1 (a.u.) kR (cm-1 ) Rpc1 (a.u.)
1.

137

3.984375
4.062500
4.140625
4.218750
4.296875
4.375000
4.453125
4.531250
4.609375
4.687500
4.765625
4.843750
4.921875
5.000000
5.078125
5.156250
5.234375
5.312500
5.390625
5.468750
5.546875
5.625000
5.703125
5.781250
5.859375
5.937500
6.015625
6.093750
6.171875
6.250000
6.328125
6.406250
6.484375
6.562500
6.640625
6.718750

0.89747499
0.89354911
0.88955735
0.88550028
0.88137849
0.87719257
0.87294313
0.86863078
0.86425614
0.85981985
0.85532253
0.85076485
0.84614744
0.84147098
0.83673615
0.83194361
0.82709405
0.82218817
0.81722668
0.81221028
0.80713969
0.80201564
0.79683885
0.79161007
0.78633004
0.78099951
0.77561924
0.77019000
0.76471256
0.75918770
0.75361619
0.74799883
0.74233642
0.73662976
0.73087964
0.72508690

10.703125
10.781250
10.859375
10.937500
11.015625
11.093750
11.171875
11.250000
11.328125
11.406250
11.484375
11.562500
11.640625
11.718750
11.796875
11.875000
11.953125
12.031250
12.109375
12.187500
12.265625
12.343750
12.421875
12.500000
12.578125
12.656250
12.734375
12.812500
12.890625
12.968750
13.046875
13.125000
13.203125
13.281250
13.359375
13.437500

0.39333999
0.38653286
0.37972999
0.37293226
0.36614055
0.35935574
0.35257870
0.34581031
0.33905143
0.33230294
0.32556568
0.31884053
0.31212833
0.30542992
0.29874617
0.29207791
0.28542597
0.27879119
0.27217440
0.26557642
0.25899806
0.25244015
0.24590348
0.23938886
0.23289709
0.22642895
0.21998524
0.21356673
0.20717420
0.20080841
0.19447013
0.18816011
0.18187910
0.17562785
0.16940708
0.16321753

17.421875
17.500000
17.578125
17.656250
17.734375
17.812500
17.890625
17.968750
18.046875
18.125000
18.203125
18.281250
18.359375
18.437500
18.515625
18.593750
18.671875
18.750000
18.828125
18.906250
18.984375
19.062500
19.140625
19.218750
19.296875
19.375000
19.453125
19.531250
19.609375
19.687500
19.765625
19.843750
19.921875
20.000000

0.09646174
0.10022378
0.10392802
0.10757422
0.11116215
0.11469159
0.11816232
0.12157415
0.12492689
0.12822036
0.13145438
0.13462882
0.13774350
0.14079831
0.14379311
0.14672779
0.14960223
0.15241635
0.15517006
0.15786329
0.16049597
0.16306805
0.16557948
0.16803024
0.17042029
0.17274963
0.17501826
0.17722618
0.17937342
0.18145999
0.18348594
0.18545133
0.18735620
0.18920062
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