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Abstract

Chapter 1 For most US households, labor income is the most important source
of wealth and housing is the most important risky asset. A natural intuition is
thus that households whose incomes covary- relatively strongly with housing prices
should own relatively little housing. Under plausible assumptions on preferences
and distributions, this result holds theoretically. Empirically, I find a significant
effect: among US households, a one standard deviation increase in income-house price
covariance is associated with a decrease of approximately $25,000 in the value of owner
occupied housing. This empirical result implies greater cognizance of the interaction
between labor income and asset risk on the part of households than suggested by most
analyses of stock market behavior. The analysis also suggests that many homeowners
enter financial markets in a riskier position than typically thought, and reinforces the
intuitive appeal of proposals for market- or tax-based risk sharing in housing prices.

Chapter 2 extends the theory of annuitization with no bequest motive in two
directions. First, we derive sufficient conditions, in a more general setting than Yaari
(1965), under which complete annuitization is optimal, and weaker conditions under
which partial annuitization is better than zero annuitization. Second, we explore how
incremental and complete annuitization affect consumer welfare in these more general
conditions. When markets are complete, all savings are optimally annuitized as long
as there is no bequest motive and annuitized assets have greater returns than conven-
tional assets. Consumers’ utility need not satisfy intertemporal additive separability
nor the expected utility axioms, and annuities need not be actuarially fair. The result
is weakened if annuities markets are incomplete, so that there are some assets which
do not exist in annuitized form: as long as trade occurs all at once and consumption
Is positive in every state of nature, a small degree of annuitization is better than
no annuitization. When conventional asset markets are incomplete, if annuities are
illiquid, then it is possible that no savings are annuitized. We present numerical cal-
culations of the financial benefit and optimal degree of annuitization for consumers
with standard CRRA preferences, and compare these results to results where other-
wise identical consumers have utility that depends both on present consumption and
a standard of living to which they have grown accustomed. In our specification, the
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effect of adding intertemporal dependence hinges on the size of initial standard of
living relative to resources.

Chapter 3 addresses the measurement of income sorting and the attribution of
observed sorting to different causes. In terms of measurement, I show that a standard
decomposition of variance of household income into within jurisdiction and between
jurisdiction components understates sorting in the presence of measurement error.
Using 1990 US Census data, I find that adjusting for this error approximately doubles
the estimated extent of sorting. On average, across all US metropolitan areas (MSAs)
I find that approximately ten percent of the variation in household income can be
explained by differences across jurisdictions. I attempt further to identify the extent to
which the observed sorting may be attributed to a “Tiebout” mechanism, by which
income sorting follows from sorting by preferences over governance into differently
governed jurisdictions. I find that zip codes are considerably more homogeneous than
jurisdictions, and that on average, neighboring zip codes in different jurisdictions are
only slightly more different from each other than neighboring zip codes in the same
jurisdiction. This result implies that we cannot safely assume that observed sorting
on characteristics is driven by differences in government, and also implies that extra-
governmental neighborhood characteristics are an important source of sorting.

Thesis Supervisor: Peter Diamond
Title: Institute Professor of Economics

Thesis Supervisor: William Wheaton
Title: Professor of Economics
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Chapter 1

Labor Income, Housing Prices and

Homeownership

1.1 Introduétion

Households’” imperfect ability to trade away risk associated with labor income and
housing prices complicates standard portfolio analysis. For many households, housing
dominates the portfolio and future labor income is the most important component
of wealth. Under these conditions, it is natural to think that risk averse households
will use housing purchases to hedge income risk. This paper evaluates the intuitive
notion that households whose incomes covary relatively strongly with housing prices
will purchase relatively little housing. I consider reduced housing purchases both on
the extensive own-rent margin and on the intensive margin of value conditional on
ownership.

A parallel literature shows that, under some conditions, investment in stocks de-
creases in the covariance between stock returns and labor income.! Formal empirical
studies of investor behavior provide mixed evidence on the effect of income-stock

return covariance on portfolio choice.? The existence of large holdings of employer

Viceira (2001) shows this for CRRA investors facing jointly normal stock price and wage distri-
butions. Davis and Willen (2000) provide a similar result for CARA investors.
2Heaton and Lucas (2000) show that in a panel of US investors, the fraction of wealth put into
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stock in retirement plans suggests (but of course does not prove) that a large fraction
of investors fail to recognize the importance of income-return covariance to aggregate
portfolio risk.

The existing theoretical examinations of how income-return covariance affects
portfolio choice assume that investors choose how much stock to own, but do not
own housing. My analysis starts from the opposite assumption, which I consider a
much closer approximation of reality. Kennickel, Starr-McCluer and Surette (2000)
estimate, based on the 1998 Survey of Consumer Finances, that in 1997, 66 percent
of US households owned their own home. By contrast, only 56 percent did any form
of saving and just 49 percent held any stock, directly or through mutual funds or re-
tirement plans. Among homeowners, the median home value was $100,000, whereas
the median value of equities among those holding equities was $25,000.

For the large majority of households, consumption of housing and investment
in housing are closely linked: ownership of rental housing is highly concentrated,
so that renters typically own no housing, and homeowners typically own as much
housing as they consume. Thus, unlike stock purchases, housing purchases affect
utility both through the budget constraint and through direct present and future
consumption benefits. Future consumption of housing implies that house prices affect
welfare through both the numerator and denominator of future real income, a point
frequently lost in the housing literature.’

To my knowledge, only three other papers consider housing choice in the context
of simultaneously uncertain housing prices and labor income. Campbell and Cocco
(2001), Cocco (2000) and Yao and Zhang (2001) solve numerically for optimal lifetime

mortgage and housing behavior, estimating a single population covariance matrix for

stocks decreases in the covariance between total income and stock market returns. However, their
result appears to occur over a disproportionately old and high wealth sample and decomposing
income into wage and entrepreneurial components, the estimated effect of labor income covariance
is insignificant. Vissing-Jorgenson (2000) emphasizes her failure to reject the null hypothesis of no
relationship between portfolio weight on stocks and correlation between income and stock market
returns.

3Sinai and Souleles (2001) emphasize renters’ implicit short position in future housing prices.
Similarly, young homebuyers may expect to move on to a higher quality of housing, as in Ortalo-
Magne and Rady (1998), so that their utility may be decreasing, rather than increasing in future
prices.

14



prices, labor income and interest rates (and zero-covariance stocks in the case of Yao
and Zhang), and assuming jointly normal distributions. By contrast, I confine the
theoretical analysis to a two period setting, but allow for population heterogeneity
in the covariance between labor income and housing prices, and describe analytically
conditions under which housing purchases fall with covariance. The assumptions re-
quired seem quite reasonable, but the result does not follow directly from the primitive

assumption of concave utility.

Empirical evaluation of the relationship between Income-price covariance and
housing purchases requires data on housing investment, the joint distribution of in-
come and prices, and variables plausibly correlated with both (I use “price” to refer to
the price of housing unless otherwise noted. For empirical purposes, I use real housing
prices and labor income, deflated by the US Consumer Price Index for non-housing
goods). The standard approach to estimating the covariance between labor income
and asset prices is to examine the co-movements between prices and the incomes of
a panel or repeated cross section of households. I instead estimate the covariance
between the mean wages paid by different industries at the metropolitan area (MSA)
level, and MSA housing prices, and impute these estimated covariances to a large cross
section of households from the 1990 US Census. Thus, for example, I obtain separate
covariance estimates for retail workers and construction workers in the Boston MSA,
and separate covariance estimates for retail workers in Boston and retail workers in
Detroit. This approach lets me estimate covariances with local housing prices, which
Is important given the heterogeneity in price movements across markets. Further,
it is plausible that households form estimates of income-price covariance based not
on their personal histories, but rather on the experience of the industry in which
they work. The cost of my approach is that job separations, geographic mobility and

intraindustry differences in income movements are missed.

The equation of primary interest is a regression of the dollar value of housing
owned (which takes on a value of zero for renters) on income-price covariance, ex-
pected growth and variance of income and prices, demographic controls, and dummy

variables indicating industry (two-digit SIC code) and MSA. I also estimate sepa-
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rately the effect of covariance on the intensive margin of purchases conditional on
owning, and on the probability of deciding to own rather than rent.

The second section of this paper presents a model of housing choice with unin-
surable labor income and uncertain housing prices and lays out sufficient conditions
for the result of decreasing housing purchases with increasing income-price covari-
ance. In the case of additive mean variance preferences with no future repurchase of
housing, the result holds unambiguously. The third section details the panel data on
wages and prices and the cross-sectional microdata on housing investment I use to
estimate the effect of covariance on the value of housing owned. As expected, I find

3

generally positive covariances, with correlations larger in the “right” industries, such
as stock brokerage in New York and amusement in Orlando. In the fourth section,
I present regression results. The estimated effect of covariance on housing owned
is consistently significantly negative, and using instrumental variables to overcome
measurement error increases the estimated effect dramatically. Combining effects on
both the extensive and intensive margins, I find that a one standard deviation increase
in income-price covariance is on average associated with a reduction in the value of
housing owned of approximately $25,000. This negative effect operates on both the
extensive and intensive margins. The fifth section concludes with a discussion of the
consequences of the results for our understanding of households’ financial risk and
their awareness of this risk, and for the potential gains to households from public and

private sector mechanisms to offset housing risk proposed by Berkovec and Fullerton

(1992) and Shiller (1993).

1.2 Housing Choice with Stochastic Labor Income

and Prices

1.2.1 A Two Period Model: Key Features

Present housing decisions affect lifetime utility directly through the benefits of con-

suming more or less housing, and indirectly through the lifetime budget constraint. I
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assume that housing investment and consumption are non-separable: renters’ housing
consumption is free to vary, but investment must equal zero; for owners, the quantity
of housing owned must equal the quantity of housing consumed.*

How present housing investment affects the budget constraint depends on both
present and future housing prices. Purchasing housing involves the sacrifice at the
time of purchase of a combination of debt and equity in the amount of the (hedonic)
quantity purchased times the present (hedonic) price, HP;. Whenever the house is
resold, “period 2,” absent transaction costs, today’s housing investment yields H P,.

The date of resale is surely uncertain to homebuyers at the time of purchase. Venti
and Wise (2000) show that older households appear generally to cash out only when
severe financial shocks such as the need for long term healthcare arise. Presumably,
in considering expected resale value, and the riskiness of resale income, homeowners
weight the distribution of prices in each future state by the probability that sale will
occur in that period. Because of transaction costs, homeownership is unattractive if
households expect to move within a short horizon. Rather than imposing a probability
distribution of moves over multiple horizons, I will assume that all homeowners know
for certain that they will resell at a future date which is fixed before housing purchases
‘are made. In reality, habit formation and transaction costs presumably endogenize
the date of resale to the housing choice problem.®

As discussed above, housing generally swamps non-housing investment in portfo-
lios. This justifies the simplification that no other risky assets are available. Naturally,
I allow homeowners to take on mortgage debt. I assume that mortgage debt is riskless
both in the sense that the interest rate is deterministic and in that default is not pos-

sible.® With unrestricted mortgage choice, households separately choose how much

1These constraints can be relaxed through direct or indirect ownership of rental real estate.
However, the fraction of working aged households who own rental real estate either directly or
through Real Estate Investment Trust shares is small, and the fraction of renters owning such assets
is particularly small. Indirect real estate ownership through pension funds is presumably more
widespread, but the exposure to local price risk likely small in most cases.

®For example, a household purchasing a three-bedroom house today may find it more inconvenient
and psychologically difficult to move to a one-bedroom apartment in retirement than would a similar
couple purchasing a two-bedroom apartment today. However, the former couple might find the
adjustment more worth the trouble.

5In evaluating the effects of income-price covariance empirically, I will consider the possibility that
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housing to purchase and how much of the other good to consume in the present. This
is only an approximation to reality: mortgage rates are typically lower than consumer
loan rates, and households may be constrained by a debt-equity ratio.”

I do not incorporate government policy into the analysis: US households are
almost universally able to avoid capital gains taxes on housing. The progressivity
of taxes and social insurance programs attenuate income risk, so income should be
thought of as after tax and transfers. It would be interesting to extend the empirical
analysis in this way. Similarly, the deductibility of mortgage interest realistically
creates heterogeneity in what I assume to be a constant borrowing rate.

These assumptions allow us to confine the analysis to a two-period setting. In
period 1 households earn labor income and purchase or rent housing. For households
choosing to purchase, there is a simultaneous decision of how large of a mortgage M
to take on. Conditional on owning, the difference between first period income and
the equity put into the home (y; + M — HP;) goes to consumption of a composite
non-housing numeraire good. While utility is defined over housing and numeraire
consumption, more intuitive analytical results can be described if choice is consid-
ered to occur over housing and mortgage debt, with numeraire consumption implicit.
Renters’ first period numeraire consumption is equal to first period income less rental
payments. Allowing renters to borrow or lend a riskless asset would not affect the
analysis.

Period 2 represents the date of both homeowner resale and lease expiration for
renters. At this time, households earn stochastic labor income, pay the principal and
interest R on any mortgage taken on in the first period, take in the value of their
home and allocate wealth optimally between housing and the numeraire good. This

gives rise to indirect utility v.®> From a first period perspective, utility over first period

households use present interest rates to predict future changes in income and house prices, and the
possibility that comovements between labor income and housing prices are driven by comovements
between labor income and interest rates.

7 Alternatively, Laibson, Repetto and Tobacman (2000) suggest that households may use housing
purchases as a device to force themselves to save.

8This leaves open the frequently observed outcome that households never sell their homes: be-
cause I have not included transaction costs, a non-sale corresponds to purchase and resale of the
same quantity of housing.
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housing and numeraire consumption are deterministic, but future indirect utility is
stochastic, depending on the realization of period two income and housing prices.?
I assume that first period housing decisions do not affect the realization of second
period income, ignoring potential psychological benefits to homeownership.

I assume that no individual’s demand affects housing prices, so that present and
future prices are taken as exogenous. Although with imperfectly elastic housing sup-
ply, we would expect positive correlations between income and prices on average, as a
matter of interpretation it should be emphasized that covariances are not restricted to
be positive, nor need they be destructive of welfare. Indeed, renters may benefit from
positive real income-price correlations and homeowners from negative correlations.
This may partially explain the persistent home ownership of the elderly observed by
Venti and Wise (2000) and Sinai and Souleles (2001).

In period one, households calculate expected lifetime utility under optimal be-
havior conditional on renting and on owning and choose the regime with the greater
expected level. I consider first the utility maximization problem conditional on de-
ciding to purchase a home. The objects of interest here are the effect of an increase in
income-price covariance C'ov(P,y) on optimal housing purchases H and on expected

utility conditional on owning. I consider expected utility conditional on renting later.

1.2.2 Homeowner Utility Maximization

Combining the assumptions above with intertemporal additivity of utility, conditional

on deciding to own, expected utility is given by:

U(H,M,0,2) =u(y, + M — HP,, H, Z) + Ev(Wy, Py, Z,0) (1.1)

u is a concave utility function of first period numeraire and housing consumption.

9The chief cost of such a two period description relative to a many period model is that I am
assuming a resolution of uncertainty upon resale. Incorporating continuing uncertainty might change
the effect of prices on indirect utility, but the potential for added insight strikes me as small relative
to the cost in complexity. Realistically, renters’ and homeowners’ investment horizons are different:
lease expiration is typically one year, whereas homeowners rarely sell so quickly. I take this issue up
in the empirical section below.
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v is an indirect utility function, concave and Increasing in second period numeraire
wealth, Wy, and nonincreasing in second period relative housing price P,. Z de-
notes household characteristics which shape preferences, and © is the set of relevant

moments of the joint distribution of period two income and housing prices.

Defining the mortgage rate as R, second period wealth is:

Wg’own:yz-f-HPQ—R]V[. (12)

The concavity assumptions imply that expected utility is maximized when housing

purchases and mortgage debt satisfy the first order conditions:

0= UH: —P1U1+U2+E(P2’U1), (13)
0= Uy =us — REv,. (1.4)

Effect of increasing covariance on conditional housing purchases

Expected second period utility will, in general, depend on all the moments of the
joint distribution of future housing prices and income. If we consider a change in a
particular parameter of the joint distribution 9, holding characteristics Z and the rest
of the moments © constant, then we can think of the other moments as fixed param-
eters of the utility function. We can thus rewrite expected utility (1.1) conditional

on Z and all of © except for 4 as

U(H, M,0).

Noting the optimality conditions:

0 =UyydM + UHHdH,

0 =UymdH + Uppprd M,
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total differentiation of the first order conditions (1.3) and (1.4) gives us two equations
in two unknowns, which can be solved jointly for the change in optimal housing
purchases associated with a small increase in the parameter §. These total derivatives

are given by:

dM dH
0= Ubto + Uninr — - +Unn—g (1.5)
dM dH
0=UH9+UHM@+UHHEG—- (1.6)

Combining conditions (1.5) and (1.6), and rearranging gives the result:

dH

E(UMMUHH —Uirn) = —UnoUnmar + UntrUnio (1.7)

The term multiplying the derivative of interest % must be positive by concavity
of u and v (see, for example, Mas-Collel, Whinston and Green (1995), Appendix D).
The second derivative Upsps similarly must be negative, so dividing equation (L.7) by

—Upnn we have the relation:

., dH . U
mgn(%) = sign(Upy — ﬁUMg). (1.8)

Intuitively, a parameter shift tends to reduce the quantity of housing if the shift
reduces the marginal benefit of housing purchases. This effect is modified by changes
in mortgage debt if changes in housing investment affect the marginal benefit of
mortgage debt. An induced increase (decrease) in the marginal benefit of mortgage
debt tends to increase (decrease) housing purchases if increased housing investment
makes mortgage debt relatively attractive. The opposite implications arise if mortgage
debt becomes less attractive with housing purchase.

In our case, the distributional parameter of interest @ is the covariance between

income and prices, Cov(P,y). Equation (1.8) implies the following result:

Result 1 The following are sufficient conditions for housing purchases conditional
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on ownership to decrease in the covariance between labor income and housing prices,

holding all other relevant moments of the joint distribution constant:
e The second derivative Upcon(py) i negative and U MCou(Py) 1S 2€T0

® Uncoupy) and Upcou(py) are negative and Uy is positive.

Additively Separable Mean Variance Utility

The first condition for housing purchases to decrease in covariance in Result 1 is
satisfied under a pair of assumptions shared by Berkovec and Fullerton (1992) and
Flavin and Yamashita (2001). These papers specialize the homeowners’ maximization
problem by assuming that (i) housing is purchased only once, so that expected indirect
utility E'v in equation (1.1) depends only on the distribution of future wealth; and
(i) expected indirect utility depends only and additively on the mean and variance

of second period wealth:
Ev = a(EW,) + b(Var(W,));

a >0 <0.

With wealth given by (1.2), and the borrowing rate R fixed between purchase and

sale of housing, the variance of future wealth is given by:
Var(Ws) = Var(ys) + 2HCou(P,y) + H*Var(P). (1.9)

In this case, an increase in covariance (holding expected income and prices con-
stant) has no direct effect on the first period utility or on the value of expected second
period wealth. Equation (1.8) thus reduces to:

dH ) = sign(t/ 0V ar(W,)
dCov(P,y) — 8 OHOICov(P,y)

sign( ) = sign(2') < 0.

Hence, in this setting, optimal housing purchases conditional on owning are de-

creasing in covariance, matching intuition. We can also see that for constant variance
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and mean growth in income and prices, for any positive level of housing, the variance
of wealth is increasing in the covariance term. Thus, expected utility falls for any

level of housing, and by implication, expected utility conditional on owning must fall.

Both mean-variance utility and the absence of future housing purchases are highly
restrictive assumptions. Normality of prices and income are rejected empirically.
Quadratic utility, required to guarantee mean variance preferences absent knowledge
of the distribution of wealth!® implies counterintuitively increasing absolute risk aver-
sion. More importantly, indirect utility will take the price of housing as a separate
argument unless homeowners are certain that when they dispose of their home, they
and the heirs they care about will be dead or in a place with uncorrelated housing

prices.!!

General Indirect Utility

Without the mean-variance and no future purchase of housing assumptions, an in-
crease in the covariance between income and prices will affect the net marginal benefit
of both housing and mortgage debt by changing the riskiness of future real wealth.
To obtain a clear prediction on the effect on housing purchases, we must appeal to
the second condition of Result 1. That is, we need to show that the marginal benefit
of housing is decreasing in covariance, that the marginal benefit of housing is not de-
creasing in mortgage debt and that the marginal benefit of mortgage debt falls with
increasing covariance. The result of monotonically decreasing housing purchases in
Income-price covariance can survive failure of the latter two conditions, but cannot

be guaranteed without them.

Using the first order conditions (1.3) and (1.4), noting that income-price covariance
has no effect on deterministic first period utility and using properties of expectations,

we obtain:

'%see Rothschild and Stiglitz (1970).
"This assumption may not be too restrictive with respect to the representative stockholder.
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OFwv 0Cou(Ps,v1)
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UMH :Ulz—Plull—RE(PQ’Uu), (111)
(9E'U1
U ov = - A T N -
MC (P,y) RBCOU(P, y) (1 12)

To a first order, the effect of an increase in income-price covariance Cov(P,y) on
the covariance between price and marginal utility of wealth, the second term on the
right hand side of (1.10), is equal to the second derivative of indirect utility with
respect to wealth, v1;.1? By concavity, this term is negative. This effect is intuitive:
marginal utility is decreasing in labor income, so if prices are high when income is
high, larger realizations of price are associated with smaller realizations of income.

The effect of a change in income-price covariance on the product of expected hous-
ing prices and expected marginal utility E(P,v;) is more difficult to sign.!* Expected
marginal utility is typically judged to be increasing in risk!4, so we can infer that the

effect of income-price covariance on expected marginal utility will be positive if in-

12T5 see this result, define a vector valued function of price and income, conditional on first period
decisions and parameters as follows:

| P | P
X—[yz ]’F(X)'[vl(yz—MRJerH,Pz)]'

To a first order approximation,

Var(P)  Cou(Pyw) | | 3% 52 | [ o Cou(P,y) g—gg ou
Cov(Py,vy) Var(v) %’Pt g—;l Cov(P,y) o g_yf g—;l ’
s0 5 5
Lo o,
Cov(Py,v;) =~ OPQUh + ayZCov(P, y)-

130One might consider that differences in covariance are generated by purely idiosyncratic shocks
to income and housing prices, uncorrelated with the underlying distribution, so that covariance
increases through the covariance in the idiosyncratic shocks. In this case, a Taylor expansion of
marginal utility would show no first order effect of an increase in covariance, and a second order
effect proportional to the expectation over the distribution of price and income shocks of Hvyy;14+v112.
This is qualitatively the same result as discussed in the text. More likely, differences across groups
in covariances arise from differences in income and prices that are correlated with the existing
distributions, calling a Taylor expansion approach into question.

14This is a precondition for precautionary savings. Venti and Wise (2000) present evidence sug-
gestive of precautionary motives with respect to home equity among the elderly.
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creasing covariance increases risk. The effect of covariance on future risk is ambiguous
in general. Absent future housing purchases, an increase in covariance, conditional
on positive housing purchases implies increased variance (and presumably increased
risk'®) of future consumption, as noted above. However, non-housing consumption
decreases with housing prices if households become net purchasers of housing in the
future (either through purchase of a higher quality home, or a sufficiently long planned
stay in sufficiently high quality rental housing). In this: event, with additive separa-
bility in utility between housing and other consumption, an increase in income-price
covariance acts to smooth marginal utility, thereby acting as a form of insurance. In
the likely case that households trade up in quality in some cases, and down in others,
or with strong complementarities between the two forms of consumption, the effect
of covariance on risk becomes yet more difficult to evaluate.

Thus, an increase in income-price covariance has a first order negative effect on the
benefit of purchasing housing by decreasing the covariance between expected prices
and marginal utility. Precautionary saving motives work in the opposite direction for
homeowners that can be considered to have a long position in local housing prices.
A negative sign on the term U HCou(Py) hence seems probable, but cannot be deduced
from concavity alone.

Turning to equation (1.12), we expect intuitively that Uy, should be positive:
purchasing more housing should make mortgage debt more attractive. However, there
is the complication that increasing mortgage debt implicitly increases first period
consumption. The cross partial u; is difficult to sign: larger homes require more
maintenance and afford more room for durable goods, but more comfortable homes
might substitute for other goods. By concavity, —Pyu;; is positive. Similarly, since
second period prices are never negative, and vy, is everywhere negative, the term
reflecting the cross effect on second period wealth —RE (Pyv17) must be positive.
Hence Uy is positive unless there are very large negative cross-consumption effects

in the first period.

1Without knowing the distribution of income and price shocks, we cannot be certain that an
increase in variance increases risk, as emphasized in Rothschild and Stiglitz (1970).
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The term R%, the negative of the cross partial Uncoupy), reflects precau-
tionary motives. Again, for homeowners certainly in a long position in housing, this
term is most likely positive, and Upcou(py) thus negative, if marginal utility is convex.

Summarizing, the second set of conditions in Result 1 for housing purchases to
decrease monotonically in income-price covariance, conditional on ownership, seem
likely to be met, but require assumptions on the parameters and functional form of
both utility and the income and price distributions to be certain.

In the absence of future housing purchases, the increase in variance of future
consumption engendered by increased income-price covariance most likely reduces
expected utility conditional on home ownership, holding means constant. With large
expected future housing needs, increasing covariance may act as a form of insurance,
so that expected utility conditional on owning may be increasing. In this case, how-
ever, renters, who most likely hold a relatively shorter position in housing prices,

presumably also benefit from the increase so that homeownership most likely remains

relatively unattractive.

1.2.3 Renters’ Expected Utility

We can think of renters as postponing the purchase of housing to a future date. At
the end of a lease (typically one year, but frequently less - see US Census Bureau
(1995)), renters may either rent housing again, or purchase housing. In either event,
upon lease termination, present renters will have to pay for local housing services for
the remainder of their stay in the same housing market. 1 assume that the price of
housing upon lease termination is a sufficient statistic for the present value of these

payments.'® Renters’ utility is thus given by:
EU = U(yl — H x Rentl, H, Z, @) + E’U(yg, Pg, Z, @),

It is natural to assume that renters’ utility increases in the covariance between

6B mpirically, I find a high correlation between (i) the covariance between income and prices and
(ii) the covariance between income and rents.
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income and prices: when prices are high, renters face diminished utility, and thus
presumably value income relatively more in such states of nature. This intuition works
most clearly with the additive mean variance utility over numeraire consumption
discussed above, and with second period housing needs fixed at some level H and
hence irrelevant to the maximization. Renters’ second period wealth then has mean

and variance given by:

EW2 = Ey2 - ]:_IEPQ
Var(W) = Var(y2) — 2HCov(P,y) + H*Var(Py).

In this case, the mean of second period wealth is not changed by an increase in
covariance, but variance of wealth falls. Hence, renting is relatively more attractive

with an Increase in covariance.

Fixed future housing needs are a peculiar assumption in the context of housing
choice. The fact that renters may substitute away from housing in high price fu-
ture states clouds the insurance value of renting. For example, with additive log
utility over consumption and housing, covariance between income and prices can be
shown to have no effect on expected utility conditional on renting, holding the rest
of the income-price distribution constant.!” With such preferences, however, util-
ity conditional on ownership most likely falls, since real wealth presumably becomes
riskier with increasing covariance between labor income and housing resale income.
The important, and plausible, condition is that expected utility conditional on rent-
ing increases monotonically in covariance relative to expected utility conditional on

owning.

7In this case, expected utility conditional on renting is
log(y1 — Hy x Rent) + log(H1) + E(log(y, — HaPy) + log(Hy)).
This implies constant expenditures on housing and expected second period utility is E(log(ya) —

log(P,)), which does not change with covariance. It is interesting to note that households are risk
seeking in the price level, and risk neutral with respect to log prices in this case.
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1.3 Empirical Estimation of the Effect of Income-

Price Covariance on Housing Demand

1.3.1 Equations to be estimated

The theoretical discussion suggests that we should observe empirically a relationship
between covariance and housing purchases as depicted in Figure 1-1. The covariance
between income and prices, Cov(P,y) is measured on the horizontal axis; optimal
housing purchases conditional on covariance (H*, represented by the thick line) and
maximized utility conditional on owning (U|Own) or renting (U|Rent) are measured
vertically. Housing purchases are shown to decrease in covariance (the intensive mar-
gin) to a critical level Cov¥*, above which a combination of the risk conditional on
owning and the low consumption of housing implies greater expected utility con-
ditional on renting (the extensive margin). Naturally, such a relationship will be
conditional on covariates. This pattern of homeownership appears quite plausible
theoretically, but because the results are not unambiguous, we cannot interpret an
empirical test of the model as a test of rational investor behavior. Rather, we are
jointly testing that the model presented has some application to risk as perceived by

households and that households act on this risk.

Such a figure suggests estimation of the effects of increasing covariance on the

extensive margin, the intensive margin, and the combined effect on both margins:

OWN = F(Cov(P,y), Z,¢), (1.13)
VALUE|OWN = by + b:Cov(P,y) + by Z + ¢, (1.14)
VALUFE = ,60 + ﬁlcO’U(P, y) + BQZ + €. (115)

Here Z is a set of observable characteristics potentially correlated with demand for
housing consumption or investment, Cov(P,y) is the covariance between income and

price levels, OW N indicates home ownership and € represents idiosyncratic household

28



Figure 1-1: Effect of labor income - price covariance Cov(P,y) on housing purchases

\“ | i
\ H*
U|Rent
~Cov(P,
Covt ov(P.y)
U|Own

tastes for housing consumption and investment. In equation (1.15), VALUE is a
variable which takes on the value of a household’s home if it is owner-occupied, or
zero if the household rents. In the conditional regression (1.14), VALUE|OWN is the

value of a homeowner’s house.

Whether we confine analysis to the intensive margin, or consider the intensive
and extensive margins simultaneously, we cannot interpret the estimated coefficient
on covariance as the effect of covariance on desired investment. Desired investment
in housing is unobservable. What we do observe is optimal investment subject to
the constraints that owner occupiers’ investment must equal consumption'® and that

renters may not own any housing. It is possible that some households would desire

18As noted above, failure to observe rental holdings impacts only a small fraction of non-landlord
working age heads of households.
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negative investment in housing without the constraints, and that the zero value as-
signed to renters is a form of censoring, but confining the sample to owner occupiers
does not overcome the failure to observe desired investment.

Estimating the effect of covariance on either the intensive or extensive margin
alone involves technical and data problems. A probit with the instrumental vari-
ables and fixed effects required for identification is computationally infeasible. I thus
present a linear probability model in the extensive margin equation (1.13). In the
absence of fixed effects and instruments, unreported probit and linear probability
estimates are virtually identical. On the intensive margin (equation (1.14)), there is
concern that high covariance households who choose to own may have unobservably
large taste for owner occupied housing €.!?

I will thus focus on estimating the combined equation (1.15), but present esti-
mates of the effect of covariance on the intensive and extensive margins separately.
I regard as unrealistic the assumptions required to convert an estimate of b, or f3;
into a parameter of risk aversion, or cognizance of risk. However, assuming Z in-
cludes any demand characteristics plausibly correlated with income-price covariance,
a significantly negative estimated value of 3; implies that portfolio considerations do
enter housing demand, and that, on average, households consider covariance between
income and prices to augment the riskiness of homeownership. The estimated coeffi-
cient on covariance also informs whether joint income-price risk creates a distortion
worthy of intervention.

Theoretically, both short and long term covariances should be considered as factors
in housing purchases, as potential renters must consider the joint distribution of
income and rents between lease signing and termination, typically one year. By
contrast, homeowners have much smaller annual moving probabilities. However, since
we do not know the actual horizon which homeowners use to consider risk, and

because short and long term covariances are highly correlated, I will restrict myself to

19A Heckman sample selection approach is indicated, but requires either normality of errors or
an exogenous shifter of housing tenure choice uncorrelated with demand conditional on ownership.
A theoretically plausible candidate, mean length of time in the same residence by MSA-SIC cell,
appears to meet neither criterion.
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consideration of a single covariance, choosing five years as a reasonably long horizon
which does not sacrifice too many observations with limited panel price and income

data.?°

1.3.2 Estimating the income-price variance-covariance ma-
trix

The covariance Cov(P,y) must be estimated. To do so, I assume that real log labor

income and housing prices follow AR(1) processes:
Yo = Yr-s(1+ gy + €4e) = In(ye) = In(ye—s) + gy + €ye;

Fi= P s(14 gn + €n), = In(P,) = In(P_s) + g + €pe:
Eey=0,i=1yh

Eé =02i=yh

2
Eehteyt = Ohy-
Eeyey o = Eepep—y = Feyepy o = 0; 1 40

Here, g, and g, are mean growth rates of income and housing prices and €y and €,
are deviations from mean growth in year t¢.

The covariance between the level of income and prices between years t and t+5
is thus the product of period t income and price times the estimated covariance of
percent (approximately log) changes. If we observed housing choice and income in

period 1, we would calculate:

COU(P7 y) = ylplahy)

20Estimates based on one and three year horizons give results consistent with those reported
below. The Chicago Title Company reports that approximately 55 percent of all homebuyers are
repeat buyers. Given that the Census Bureau reports that approximately 17 percent of working
age individuals move each year, with a constant hazard rate, approximately half of all present
homebuyers will have moved within five years.

31



Var(y) = y%ai.

The interaction of income and log change covariances and variances to create level
covariance and variance measures is notationally unpleasant. This problem cannot
be overcome by estimating equations (1.13) through (1.15) in log form. The equation
of primary focus (1.15) includes a dependent variable that takes on zero values, and
covariance itself may be zero or negative. In the tables of results, I label Cov(P, y)
by COV(P)y) and o4, by COV(InP Iny).

In the model, P, is an hedonic price. For estimation purposes, I make the strong
assumption that this price is equal (and normalized to $1) for all households in all
areas, so that the observed dollar value of housing is assumed equal to the hedonic
quantity H. By including metropolitan area fixed effects (and interactions with in-
come) in my regressions, I overcome some of the attendant problems. Because housing
demand is likely nonlinear in price, this is an imperfect fix. However, the alternative
of estimating different hedonic prices for separate housing markets would be highly
suspect. With the assumption on hedonic prices, my estimate of the covariance be-
tween income and price levels is thus the product of income and the covariance of
income and price shocks:

~

Cov(P,y) = §J0hy.

Similarly,

Var(P) = o2.
The standard approach to estimating household level income-return covariances
is to compare asset price changes to changes in individual households’ incomes, with

21 In-

household level data coming from panel or repeated cross sectional sources.
stead, I use wage data by industry (2 digit SIC code) and region (MSA). This data
comes from the Bureau of Labor Statistics’ Covered Employment Series, and covers

the years 1975 to 1999. This deviation from standard practice is motivated by two

21As in Heaton and Lucas (2000), Vissing-Jorgenson (2000), Cocco (2000), Campbell and Cocco
(2001).
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considerations. First, good quality, regionally disaggregated household income data
is not readily available for long time series, and housing price changes vary dramati-
cally across regions®?, rendering the covariance between income and national housing
prices difficult to interpret. Second, it is not clear how individuals form expectations
about the joint movements of their income and asset prices. It seems no less rea-
sonable that they would consider the experience of the industry in which they work,
than that they would consider their personal earnings history. A similar argument is
implicit in Davis and Willen (2000). I use mean wages rather than aggregate wages to
avoid overstated changes in wage prospects in industries with small numbers of em-
ployees. This compromise means that I fail (arguably rightly) to observe zero wages

for the unemployed within any MSA-SIC cell.

The effect of variance of log prices and income and the covariance term on the
variance of lifetime wealth will depend on individuals’ expected length of stay in their
industry and MSA and the sensitivity of their own wages to industry shocks. There
is no clear prediction on the relative effects across ages. Younger households may
have longer expected stays in an industry, but older, more senior workers’ pay may
be more sensitive to industry performance.??

To estimate housing price changes, I use the Office of Federal Housing Agency
Oversight’s repeat sales Conventional Mortgage Housing Price Index, which provides
indices for 148 MSAs for the years 1975 to 2001.24

I deflate both income and house prices by the US consumer price index for all
non-housing goods, so that variances, covariances and growth rates are in real terms.
Local price indices are available, but less reliable than the national index.

The income and price innovations €y and €, are somewhat predictable based on

lagged changes and current economic conditions, particularly interest rates. In some

22The housing price data reveals a range from 6 percent (in Bellingham, WA) to 34 percent (in
Charleston, SC) in deviation of percentage change in CPI deflated housing prices from 1995 to 2000
relative to mean changes over the period 1976 to 2000.

Z3Splitting the sample, I find that the effect of covariance on younger households’ purchases is
slightly greater in magnitude than the same effect for older households.

24The repeat sale methodology is meant to yield an index of prices for units of comparable quality:
renovations and depreciation are not observed, and may bias the index.
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specifications, I take out the components of the €’s that are predictable based on
interest rates, and I obtain almost identical results, as I do in unreported specifica-
tions removing the estimated effect of lagged shocks. In the former case, I regress log
changes in price and income on lagged interest rates, and then estimate the covariance
of the residuals. In this setting, I do not consider it appropriate to differentiate be-
tween economy-wide shocks and industry-specific shocks: this would be appropriate
only if households held risk-minimizing positions in some regional index. I do, how-
ever, estimate the covariance between the wages of each MSA-SIC cell and aggregate
MSA wages. This statistic may relate to the economic integration of local industry
with their local economies, which might correlate with geographic integration and
hence employee housing prices.

I estimate expected log price and income growth, the variance of €,, the variance

of € and the covariance o4, as means within MSA-SIC cells:

. s (In(ye) — In(yes))
%= T-5

Yize((In(P) ~ In(Pr—s) — G)’
T-6

Yo _
P =

ST (n(R) = In(Pis) — gn)(In(w) — In(yi_s) — 6,)
Thy = T-6 '

Because I have overlapping five year changes, I estimate standard errors for the

covariance estimates following Newey and West (1987), assuming a five year lag.

Variance-Covariance Results

Aggregate variance and covariance statistics are reported in Table 1.1. These statistics
arise from a merge of the variance-covariance estimates with income, industry and
MSA data from the 1990 US Census one percent metropolitan sample. The census
population I consider consists of household heads with positive labor income, no

retirement income and identifiable MSA and SIC categories for which time series
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data was available both from the OFHEO house price and BLS wage series. These
limitations leave me with just over 300,000 observations in 6,241 MSA-SIC cells.?®

The mean variance of log income growth (VAR(Iny)) is approximately 0.9 percent,
relative to mean growth (GROW(y)) of approximately 4.0 percent. Mean variance of
housing prices (VAR(InP)) is 3.7 percent, around a mean five year growth GROW(P)
4.7 percent. The mean log covariance (COV(InP,Iny)) is 0.5 percent, associated with
a mean correlation CORR of 0.32. There is considerable variation in the magnitude
of covariance, and approximately one quarter of household heads work in industries
with negative income-price covariances.

The variance of house prices must be multiplied by the value of housing squared to
obtain the contribution of price variance to the variance of wealth. Assuming a fairly
small $100,000 house, the standard deviation of wealth attributable to housing wealth
alone, at the mean variance level of 3.7 percent is approximately $19,000. However,
the contribution of price variance to income variance is overstated when repurchase
is ignored.?® The mean level of income variance suffers from measurement error in
both income and estimated variance of income, and from the skewness of the income
distribution, which bias the mean upward. On the other hand, the level of variance
of income five years from today is just a fraction of the variance of lifetime income,
because income is variable in intervening years, and because the level of income in
five years informs all future earnings. Further, household incomes only imperfectly
track industry incomes: idiosyncratic shocks to individual income will increase the
variance attributable to income. The mean standard deviation of income is 2,729.
With a reasonably large multiplier on annual income, the contribution to variance is
thus potentially greater than that of housing price variance. The mean income-price
correlation of 0.32 indicates that covariance contributes meaningfully to financial risk
and this correlation is presumably biased to zero by measurement error.

COV(Inyyy, y) is the interaction of household head income and the covariance be-

*To avoid nearly singular matrices, I also eliminate industries which never have more than 200
observations in any MSA.

*Further, to the extent that homeowners can “time the market,” variance in prices may not be
entirely bad.
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tween log growth between cell wages and mean wages in the workers’ MSA. BETA(S,y)
Is the covariance between stock market returns (from CRSP’s value weighted index)
and cell income divided by the variance of stock market returns. BETA(R,y) is the
analogous measure for nominal interest rates. Notably, the stock beta measure is on
average positive and significantly different from zero for more than half of the cells
observed. This stands in contrast to the results of Davis and Willen (2000). The
failure of that paper to find significant occupation-stock market covariances may be
due to small samples or short horizon, and hence noisy (see Griliches and Hausman

(1986)) estimation.

In stark contrast to the existing literature on housing and risk, I find simi-
larly significant and typically positive Betas calculated for stocks and housing prices
BETA(S,P), with a mean of 0.07 and approximately half significantly different from
zero. The conventional view (as in Flavin and Yamashita (2001)) that stock returns
and house price increases are uncorrelated may again be premised on noisy short
horizon estimation. In entering the stock market, workers must thus consider not
only background income and price risk and stock market risk, but also considerable

covariance between existing sources of wealth and stock market returns.

The results for particular industries (SICs) and MSA-SIC cells largely accord with
intuition. The largest income price correlation at the national level (taking averages
over regional cells’ covariances with regional prices) belongs to the real estate industry,
with a mean correlation of 0.61. Other large correlation industries are auto repair ser-
vices and parking; automotive dealers; engineering, accounting research, management
and related services; and building construction general contractors. Nationally, only
two industries have negative mean covariances, mining and electronic and electrical
components.

Several individual cells have incomes that are perfectly positively or negatively
correlated with local housing prices: these may be statistical flukes and somewhat
less informative. Among the perfect positive correlations are hotels and lodging in
Oklahoma City and apparel manufacturing in Denver. Perfectly negative correla-

tions include amusement and recreational services in Houston and lumber and wood

36



Table 1.1: Summary Variance - Covariance Statistics

Variable Obs Mean Std. Dev. Min Max
COV(lnP,lny) 302,657 .0050281 .009061 -.082303 2894776
COV(P)y) 302,657 169.6814  452.7648  -16,091.56 17,656.74
COV(InP,lny)|R 301,957 .0027901 .0054759  -.088588 0676396
COV(P,y)|R5 301,957 88.25521 267.844 -17,320.38  7240.162
COV(lnys,y) 302,657 124.4635 316.5523  -25080.73 20,443.64
VAR(InP) 302,657 .0371997 .0327821  8.75e-07 2918917
INC*VAR(InP) 302,657 1,276.875 1,954.107 .0006126  32131.4
VAR(Iny) 302,657 .0087331 .0133751 1.51e-07 .8390149
VAR(y) 302,657 1.72e4+07 8.76e+07 .0007541  1.52e+10
VAR(InP)VAR(Iny) 302,657 .0003491 .0007369 4.57e-12 0956494
VAR(P)VAR(y) 302,657 775,312.5 5,069,265 .0000585  6.17e4-08
BETA(S,y) 302,657 .142363 1.148891  -121.3615 9.453909
INC*BETA(S,y) 302,657 4526.118  74743.58 -2.34e+07 1646847
BETA(R,y) 301,957 -.0097335 .065485 -3.001811  16.75981
INC*BETA(R,y) 301,957 -299.5116 2,598.474 -195117.7 653,632.8
BETA(S,P) 308678  .0721336  .2083547  -.9612067 1.03583
CORR 302,657 .3232355  .4332918 -1 1
INC*CORR 302,657 10,487.66 21,097.78 -195,875 197,111
GROW(y) 305,889 .0398326 .0561761  -.6964799  .73247775
GROW(P) 305,889 .0468219 0.0717214 -.3926537 5175165
Notes: The level of observation is household heads in the 1990 US Census IPUMS

1 percent sample. Log covariances and Betas are calculated at the cell (MSA-SIC)
level. COV(P)y) is equal to household head wage and salary income from the US
times the cell level log covariance COV(InP,Iny). CORR is the correlation coefficient
between log cell mean income and MSA housing prices. Variances and covariances
~of price and log price are identical by the assumption that the hedonic price is equal
(and normalized to one) across MSAs).

manufacturing in Harrisburg. The MSA-SIC cell that partly inspired this study,
stock brokers in New York City, have the very large correlation of 0.54. Amusement
and recreational workers in Orlando also have a predictably large correlation at 0.64.
Interestingly, the regionally identified oil industries in Houston do not have dispropor-
tionately large income-price correlations. Because covariances are estimated at a five
year horizon, high frequency cyclical movements should largely disappear. This is ap-
propriate in assessing the risks faced by homeowners with relatively long anticipated

stays.
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Table 1.2: Summary Housing and Demographic Statistics

Variable Obs Mean Std. Dev. Min  Max

INC 308,494 32,449.71 28,683.77 1 197,927
INC? 308,494 1.88e+09 4.88e+09 1 3.92e+10
AGE 308,494 40.71609 11.65216 16 90
INC*AGE 308,494 1,378,805 1,414,118 40 1.61e+07
INC*AGE? 308,494 6.24e+07 7.67e+07 1600 1.35e+09
MALE 308,494 .7219038 .4480618 0 1
INC*MALE 308,494 26,630.86 31,141.76 0 197,927
BLACK 308,494 1018691 .3024766 O 1
INC*BLACK 308,494 2223.031 8,477.105 0 197,927
FAMSIZE 308,494 2.749 1.528479 1 17
INC*FAMSIZE 308,494 93,347.6 109,810.7 2 1,942,160
OWN 308,494 6270722 .4835839 0 1

VALUE 308,494 84,937.65 101,794.5 0 400,000

VALUE|OWN 193448 135,451.2 98,399.65 50,00 400,000

VALUE/INC 308,494 5.767175 786.1982 0 350,000

EDUC 308,494 11.37584 2.756154 1 17
Notes: Source: 1990 US Census Microdata merged with covariance estimates from
BLS wage data and OFHEO house price indices. For any variable X, INC*X is equal
to reported 1989 income times X. EDUC is a continuous measure of educational
attainment.

1.3.3 Cross Sectional Homeownership and Demographics Data

In addition to the imputed variance - covariance and income variables, I observe, at
the household level, housing tenure, the estimated value of owner occupied homes
and standard demographic correlates with housing demand from Census microdata.
These variables, describing the household heads’ wage income, age, sex, race, family
size and education are summarized in Table 1.2.

OWN is a variable that indicates homeownership; approximately 63 percent of
the sampled household heads are homeowners. The variable VALUE, introduced
above, is equal to the dollar value of owned housing, or zero for renters. Because
this variable includes zeros for renters, there are more observations and a much lower
mean than the conditional VALUE|OWN, which is the dollar value of housing for
owner-occupiers only. VALUE/INC is equal to VALUE divided by reported 1989
wage income (INC).

While the level of asset wealth is not identified in the Census, total investment
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Table 1.3: Household Investment Income by Housing Tenure

OWN RENT
All 193,448 115,046
Have Investent Income 97,512 28,267
Mean Investment Income 2,470 534
Median Investment Income 10 0

Mean Home Value / Monthly Rent 135,451 470

Median Home Value / Monthly Rent 112,500 437
Notes: Data comes from 1990 US Census microdata (1 % sample). Values are for
household heads with identifiable MSA-SIC cells and positive labor income.

income is. Table 1.3 suggests that the assumption that only housing and debt are held
is not a bad approximation for the households in question, although it must be noted
that Kennickel et al. (2000) show that a majority of stock ownership is in the form
of retirement plans. The almost complete absence of asset income among renters is
particularly striking, and suggests that housing is, indeed, the dominant asset for US
households. While approximately two-thirds of households own housing, less than
one-third have any investment income. Mean investment income is approximately
two percent of mean home value among owners, and accounts for approximately one
and one-half mean month’s rent for renters. Investment income is highly skewed
in the population: median investment income is just $30 for owners and zero for
renters. There is some evidence of precautionary savings in the sample population:
an unreported regression of investment income on characteristics and on industry

variance of mean wages yields a significant and positive relationship.

1.3.4 Identification and Inference

A natural concern in estimating equation (1.15) is that the covariance between in-
come and prices may be correlated with other demand factors. I control directly for
the variables commonly thought to influence housing consumption and investment
decisions described above and summarized in Table 1.2 and for dummies indicating
marital status, both directly and interacted with income. These are similar to the
regressors used in, for example, loannides and Rosenthal (1994), but I include in-

come interactions and exclude some within-MSA geographic controls which are likely
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endogenous.

Both housing investment and income-price covariance can be expected to be corre-
lated with the mean growth and variance of income and prices, (and their interaction),
discussed above and summarized in Table 1.1. I control for these variables as well as
for MSA-SIC cell fixed effects, and interactions between income and a set of MSA and
SIC dummy variables. The cell fixed effects remove the effect of the covariance be-
tween log income and house price shocks (COV(InP,lny)), and the variance of income
shocks. However, the covariance between prices and income is equal to the product
of income and these shocks, and the variance of income is equal to the variance of the
shocks times income squared, as shown above. Thus, income variance and income-
price covariance levels are only partly captured by the MSA and SIC interactions
with income.

Some of the effect of income-price covariance on housing investment may stem from
correlation with unobserved higher moments of the income distribution interacted
with other moments of the price distribution. Such concerns can be allayed somewhat
by instrumenting for covariance with the interaction of income and the correlation
between income and prices, which removes the scaling by variances. This approach
is also attractive given measurement error in covariance. Income-price covariance
may also be correlated with the covariance between wages and mortgage rates or
stock market returns discussed above, in that all of these variables indicate cyclical
earnings. Households may be able to save around predictable price and income shocks,
and thus I control for BETA(R,y), BETA(S,y) and COV(yu,y), discussed above and
summarized in Table 1.1.

We might be concerned about selection: households who wish to purchase a large
quantity of housing might choose occupations with low wage-price covariances. How-
ever, either direction of causality is consistent with household-level belief that increas-
ing covariance increases homeowners’ exposure to risk, and action upon that belief,
and these are the objects of present interest.

Measurement error presents a major challenge. Income and cell level covariance

of log income and price shocks are estimated with both conceptual and observational
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error. Conceptual error arises in income because Census reported income is not equal
to income in the year of housing purchase. Observationally, reported income is known

to be a noisy measure of present income.?’

There is considerable conceptual error in the covariance estimates when applied
to household heads. Individuals’ income changes do not track industry mean wage
changes both because of occupational mobility and becapse of different wage struc-
tures within industries. In general, this conceptual error cannot be considered noise
with a mean of zero. Coeflicient estimates must be taken as the effect of industry
level covariance, rather than true covariance on individual housing choice. Thus, even
if we assumed a utility function, recovering any underlying parameters would require
a model of how individual income is linked to industry mean wages. Also, estimating
covariances for all households based on the period 1975 to 1999 misses the fact that
different covariances will apply to different households depending on the year of their
purchase and their resale horizon. It is encouraging in this regard that covariances
estimated in the first half of the time series are highly correlated with covariances us-
ing the second half. Finally, household heads’ labor may not be the dominant source

of some households’ income.

Observationally, the log income-price shock covariance Ohy 1S measured with sig-
nificant error. I estimate a mean standard error of the covariance estimates of 0.02,
considerably greater than the mean estimate of covariance of 0.005. The mean ratio
of the absolute value of covariance to the standard deviation of the estimate is just
0.36. A particular source of concern is outliers. While 98 percent of observations have
estimated oy, values less than 0.025, the maximal value is approximately 10 times

this amount in magnitude, and the minimal value three times.

Interacting noisy covariance measures with income subject to reporting error can
be expected to compound the problem of measurement error. If we interact observed

Ohy With noisily observed income, denoting by u measurement error in income and by

27See, for example, Bound and Krueger (1991). There is also spousal income to consider - alter-
native specifications with covariances calculated as within-household weighted averages yield similar
results, but cloud the interpretation of cell or SIC fixed effects.
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v error in the covariance estimate, we obtain:

Cou(P,y) = gor, = (y + u)(Ohy + v).

This object has a potentially very small signal to noise ratio, so that we expect
considerable attenuation bias in OLS estimation. Assuming that true covariance is
uncorrelated with income, and that the errors in each are uncorrelated, the signal
to noise ratio of any particular observation should be Increasing in the estimated
variance of the error Var(v) in measuring oy, but weighting by an estimate of this

variance will not eliminate attenuation bias.28

A more promising approach to measurement error is to use alternative measures
of covariance as instruments. In general, if we can find a YOry interaction measured
with error orthogonal to that in the base estimate, then the IV estimate will not suffer
from observational attenuation bias. A more likely outcome is that the instrument’s
errors will be partially correlated with the error in the original estimate. In this
case, IV estimates can be expected to have some, but less bias than OLS estimates.
A technique attributed to Wald (1940) is to use the sample rank of a mismeasured
variable as an instrument. I present results with such an instrument, along with
results using ranks of alternative measures of the covariance. I use the covariance
between income and price changes, with shocks purged of components predictable
based on interest rates (COV(P,y)|R) (the “interest rate adjusted” covariance, as
opposed to the “standard” covariance) and the correlation measure IN C*CORR =
y\/(—a;"m, both interacted with income as instruments for COV(P,y). In the tables,

rX denotes the rank of variable X.

To be explicit, the two stage IV estimator of B1 in equation 1.15 comes from the

In the event that the innovation covariance Ony has a greater signal to noise ratio than the
covariance product Yoy, it is tempting to divide the relationship VALUE = g, + B1(yony) + B2 Z
by y, and consider the effect of the innovation covariance on the fraction of income spent on housing.
I present such a regression, and find, not surprisingly, that standard errors are so large as to render
almost all regressors insignificant. This approach also has the disadvantage of ruling out cell fixed
effects.
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equations

COV(P,y) = o + nrCOV + 7,7 (1.16)

~

VALUE:ﬁ0+,8100V(P,y)+,BQZ+E (117)

Here, rCOV represents the rank of the possibly alternative measure of COV(P)y). Z

includes the demographic and variance-covariance measures discussed above.2°

To get an idea of the importance of the IV approach, I estimate an OLS regression

of the form

EDUC+*BETA(S,y) = no+mCOV (P,y)+n:V AR(y)+msI NCxV AR(P)+S" s CEL L.,

m,s

where CELL,,; indicates working in MSA m in industry s.

We expect COV(P,y) to be highly correlated with the product of education and
the income-stock price beta, but expect attenuation bias in OLS estimates. Using
the rank rCOV(P,y) as an instrument for covariance yields an estimate of 7, almost
100 times larger than the OLS estimate using uninstrumented COV(P)y). This is a
striking increase, but not terribly surprising given the very large measurement error

noted above.30

®In undertaking such an approach, we have the opposite of the standard “weak instruments”
problem: we do not want instruments to be too highly correlated with estimated covariance. Direct
use of alternative measures implies sharing all of the time series error in income, and a large part of
the observational error in the covariance of income and price shocks. We can expect the estimated
rank of covariance, or the rank of alternative measures to be less strongly correlated both with true
covariance and with the error term. An open question is, given a set of instruments measured with
error, and only correlations observable, what is the best combination of instruments. With a large
sample, we presumably value consistency over efficiency in the first stage, so that a comparatively
small first stage R-squared is desirable.

30Relating to the discussion in the footnote above, instrumenting with rank gives a first stage R-
squared of .48. Instrumenting with the interest rate adjusted COV(P,y)|R, the first stage is stronger,
with an R-squared of .72, but the IV estimate is still 10 times smaller than the estimate using rank.
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1.4 Results

1.4.1 Effect of Covariance on Housing Purchases Combining

the Extensive and Intensive Margins

The object of primary interest is the effect of income-price covariance COV(P,y) on
the value of housing owned VALUE. The additional right hand side control variables
labeled Z in equation (1.15) are the demographic and variance-covariance variables

discussed above and summarized in Tables 1.1 and 1.2.

Table 1.4 presents OLS estimates of such an equation. Column (1) presents esti-
mates in the absence of the variance-covariance variables. The coefficients are gener-
ally as expected, with age and family size exerting significant positive effects on value,
and a dummy variable for black household heads having a significant negative effect
both in level and interacted with income. Column (2) incorporates the variance-
covariance variables, both in levels and interacted with income. Most noteworthy,
income-price covariance COV(P,y) has a significant negative effect. Log covariance
COV(InP,lny) also has a significantly negative effect. Mean income and price growth
predictably increase housing purchases. Notably, VAR(y) has a significant positive
effect, consistent with a precautionary investment demand for housing. Column (3)
illustrates the difficulty of dividing the expected relationship through by income.
Whereas almost all of the demographic variables have significant effects on the level
of housing, only the black indicator, income squared and education have significant
effects on VALUE/y. The coefficient of interest in this case is on COV(P,y)/y, which
is equal to COV(InP,Iny). The estimated coefficient is negative but insignificant. In
all cases, the standard errors are heteroskedasticity robust and allow for clustering
at the MSA-SIC cell level. The heteroskedasticity control is important given the ex-
pected nonlinear relationship between housing purchases and covariance, and because
purchases are bounded below at zero. Given the attenuation bias expected due to

measurement error, I defer interpretation of magnitudes to the IV estimates.

1 add MSA-SIC cell fixed effects and interactions of MSA and SIC dummies with
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income to the OLS estimates in Table 1.5. The presence of cell fixed effects implies
that all log variances and covariances, common to all workers in any particular cell
disappear from the analysis. Further, the income x MSA interaction absorbs income
times growth and variance of income. Column (1) reports an OLS regression with no
weights, and column (2) weights observations by the inverse of the estimated standard
error of COV(InP,Iny). Column (3) replaces the standard covariance estimate with the
interest ra‘;e adjusted covariance measure COV(P,y)|R. In all specifications, income
price covariance has a negative and significant effect on VALUE, although smaller
in magnitude than without fixed effects. The comparable results in columns (1) and
(3) show that there is no significant difference in the coefficients on the alternative

estimates of covariance.

Tables 1.6 and 1.7 present first and second stage instrumental variables regres-
sions of the form described in equations (1.16) and (1.17). In all cases, we find that
COV(P,y) has a negative effect on the value of owned housing, significantly larger in
magnitude than the OLS estimate. In each table, Column (1) uses the rank of the
standard covariance measure, rCOV(P,y) as an instrument for the level of COV(P,y).
Column (2) uses the rank of the interest rate adjusted covariance, rCOV(P,y)|R, and
columns (3) and (4) use the rank of income times the correlation between income
and prices, rINC*CORR. In specification (4), I also instrument for income and the
income interaction with income and price variance measures, as well as for the covari-
ance of cell mean wages with MSA total wages. This approach is indicated by the
fact that income and all the elements of the variance-covariance matrix are measured
with considerable error. There are separate first stage regressions for each variable
marked with an ‘a’, with the rank of each instrumented variable providing a single
instrument, so that the system of equations is exactly identified. Because I have
almost 150 metropolitan area and 72 SIC interactions with income, it is not feasi-
ble to instrument separately for each of these interactions. In specifications (5) and
(6) in the second stage Table 1.7, I confine analysis only to the 10 largest MSAs,
and instrument for each remaining MSA-income interaction with its rank in column

(6). Column (5) is presented as a comparison, and reveals that instrumenting for the
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MSA-income instruments reduces the magnitude of the coefficient on COV(P,y), but

not quite significantly.

Given measurement error, the result that instrumenting increases the magnitude
of the coefficient estimate on almost every instrumented variable is expected. Most no-
tably, in Table 1.7 the estimated coefficient 5, on COV(P,y) increases approximately
by ten to twenty times over the OLS estimates in Table 1.5. Given the significant
negative coefficient on the interaction of variance of income and variance of prices
VAR(P)VAR(y), instrumenting with the rank of the interaction between income and
variance-scaled correlation, rIINC*CORR appears appropriate. This instrument is
less likely to be correlated with variances and higher moments of the joint income-
price distribution that might be correlated with optimal housing purchases than the
level of covariance is, because of the scaling. Estimates using this instrument for
COV(P,y) appear in columns (4) through (6) of Table 1.7. At the cost of lost cross
sectional observations, using the ten largest MSAs likely reduces any measurement
error surviving the IV strategy, since mean wages are measured with larger samples
in the panel data from which variance and covariance measures are obtained. In
sum, the estimated coefficient on COV(P,y) of -54, obtained in column (4) without
instrumenting for MSA X income interactions, and in column (6) with the reduced
sample, and instrumenting for these interactions seems to be a more plausible esti-
mate than the larger coeflicients estimated without instrumenting for other income
and variance-covariance variables, as in columns (1) through (3). In all cases, the

first stage instrument is highly significant and the R? statistic is large.

To interpret this coefficient, multiplying -54 by the standard deviation of COV(P,y),
which is 453, implies that a one standard deviation increase in income-price covari-
ance is associated with a decrease in housing purchases of approximately $25,000.
Alternatively, holding income constant, the standard deviation of log covariance
COV(InP,Iny) is 0.009. Multiplying a one standard deviation increase in this vari-
able by the estimated coefficient implies that housing purchases would decrease by
approximately 49 percent of a year’s wages. Neither effect is large relative to the very

large standard deviation of VALUE, but both clearly have economic significance.
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1.4.2 Effect of Covariance on Housing Purchases Conditional

on Homeownership

Table 1.8 presents OLS and IV estimates of the effect of income-price covariance on
housing purchases conditional on homeownership. The dependent variable VALUE|OWN
is equal to the value of owner occupied housing, and the sample is confined to owner-
occuplers. Given that we have the “selection” equation reported below: OWN =
F(COV(P,y), Z,€), we expect that holding characteristics and other variance-covariance
elements Z constant, households with large covariance values who own will have
positive idiosyncratic taste for owner occupied housing €. In this event, absent an
instrument correlated with the tenure decision to own or rent housing, but uncorre-
lated with taste for housing conditional on ownership, we expect estimation results
to understate the effect of covariance on conditional housing purchases. It should
be emphasized again that even with a sample selection mechanism, the conditional
regression fails to estimate the effect of covariance on desired investment in hous-
ing. Rather, it estimates the effect on optimal investment subject to the housing
investment equals housing consumption constraint. I do not see this as an inherently
more interesting effect than the effect on optimal investment subject to either the in-
vestment equals consumption constraint or the zero investment conditional on renting
constraint. The latter effect was estimated in Tables 1.4, 1.5 and 1.7. The conditional
coefficient is interesting in that a significant coefficient indicates that consumption
is effected directly by the portfolio consideration, not just through the portfolio (as

could be consistent with an effect only on the extensive margin).

Column (1) of Table 1.8 presents the OLS estimate of the effect of COV(Pyy),
demographics and other variance-covariance terms on VALUE|OWN. COV(P,y) has
a negative, but insignificant effect in the OLS specification. Column (2) presents
the result with covariance estimated by the rank of the interaction of income with
income-price correlation, rINC*CORR. Again, as expected, the IV approach reduces
attenuation bias. I obtain an estimated effect of approximately -59 dollars per unit

of covariance, statistically indistinguishable from the comparable estimate in-column
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(4) of Table 1.7. Hence, we expect housing purchases to fall by the same figure
of approximately $25,000 estimated on the combined margin with a one standard

deviation increase in covariance.3!

1.4.3 Effect of Covariance on Tenure Choice

Table 1.9 Presents OLS and IV estimates of the effect of covariance of shocks COV(InP,Iny)
on the probability of ownership. I divide covariance by income in this case, because
the fraction of income devoted to housing, not the level seems most likely to determine
ownership. In the absence of fixed effects, unreported linear probability and probit
specifications give approximately identical results, which provides some confidence in
the fixed effects case. In specifications (1) and (2), I include MSA and SIC dummy
variables, but not interacted with income. Column (1) is an OLS estimate, and col-
umn (2) presents IV results where COV(InP,Iny) is instrumented with the rank of
the income-price correlation, rCORR. The OLS and 1V coefficient estimates are both

negative, but not neither is significantly different from zero.

1.5 Conclusions

Because housing is the most important asset, and labor income the most important
source of wealth for most households, we expect intuitively that housing decisions
will incorporate the desire to hedge against income risk. Putting some theoretical
structure on the question of housing choice with risky prices and income, under what
look like reasonable conditions, I find that households optimally purchase less housing
on both the intensive and extensive margins as the covariance between housing prices
and labor income increases. This theoretical prediction is borne out empirically. 1T

estimate that, on average, an increase of one standard deviation in covariance reduces

31Using income interacted with mean length in the same residence by MSA-SIC cell as an “ex-
ogenous” selection variable generates an increase in the estimated coefficient on COV(P,y), but the
increase is small relative to the increase generated by instrumenting to overcome measurement er-
ror. Further, a negative effect of this interaction in the conditional regression is significant, but the
positive effect on selection is not.
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housing investment by approximately $25,000. It is clear that this effect operates on
the intensive margin. On the extensive margin, covariance has a negative effect on the
probability of ownership, but significance cannot be established. An implication is
that uninsurable labor income and housing prices, combined with non-diversification
of housing investment, act to distort consumption and investment decisions substan-
tially. The results are interesting both because they extend our understanding of
household financial risk and because they suggest that households are, on average,
aware of these risks and take some measures to reduce risk.

Existing studies of stock market behavior present ambiguous evidence that house-
holds act on labor income - asset return covariance. The result of Heaton and Lucas
(2000) leaves open the possibility that only relatively astute entrepreneurs take co-
variance into account. Significantly, I find in separate, unreported regressions that the
result of decreasing housing purchases in income - house price covariance extends both
to college graduates and household heads with no college experience. This suggests
that some degree of financial sophistication extends to the broader public.32

The theoretical and empirical results are interesting with respect to stock market
behavior. Because homeowners are wealthier on average than renters, financial assets
are concentrated in the hands of homeowners. On average, the incomes of these
homeowners covary positively with housing prices. For homeowners considering the
purchase of stock, there is thus background risk from income, from housing returns,
and from the typically positive covariance of the two risks. Over long horizons, I
find a positive correlation not only between stock market returns and labor income,
but also between stock market returns and housing prices. The consequences for risk
aversion over stock returns, and the welfare consequences of incremental investment
in equities are worthy of further consideration.

Karl Case, Robert Shiller and Allan Weiss have proposed3? that derivatives mar-

320n the extensive margin, I find a significant effect only for college graduates, and only an
insignificant effect among non-college heads. We might expect the less educated household heads
to be more likely to face liquidity constraints that would complicate the covariance effect analysis.
Hence, we cannot be certain that the difference on the extensive margin is driven by differences in
financial sophistication.

33As in Shiller (1993).
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kets in regional housing prices might offset risk attributable to variability in capital
gains on housing investment. Evidently, if households completely insured against
house price risk through such markets, there would be no incentive to shift housing
consumption or investment with changes in income-price covariance. While the gen-
eral equilibrium welfare effects of the introduction of such markets are ambiguous, the
analysis suggests that such securities, if fairly priced, would have direct benefits for
many households. Indeed, given the large average correlation found between income
and prices, it appears that households might wish to hold short positions in regional
price indices to smooth labor income across states of nature, independent of desire to

smooth capital gains.

As a practical matter, most households directly hold few or zero non-housing as-
sets, so that complete insurance against housing risk seems highly unlikely for most
of the population. Given this, and in light of the analysis presented here, proposals to
remove the exemption of imputed rental services and the virtual exemption of capital
gains on housing from taxation warrants further consideration. Berkovec and Fuller-
ton (1992) emphasize the attendant implicit risk sharing in housing prices. Assuming
strictly positive nominal price changes (and no offsetting reduction in income taxes),
a tax at rate 7 on housing capital gains would proportionately reduce the covariance
between income and prices for homeowners, and should hence proportionately re-
duce the substantial consumption and investment distortion estimated above. Again,
the general equilibrium welfare consequences are uncertain, but we might expect the
presence of income-price covariance to augment the positive effects found by Berkovec
and Fullerton. Heterogeneity in income-price covariances across households can be

expected to complicate any such analysis.
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Table 1.4: OLS Regressions of Value of Housing Owned on Demographic and Variance-

Covariance Charac)teristics ( -
(1 2) 3

Dep. Var VALUE VALUE VALUE/y
COV (P,y) 29.362 0.003
(2.285)** (0.004)
AGE 1,388.571 1.424.345 1.808
(133.843)** (156.572)** (1.976)
INC*AGE 0.074 0.082 -0.000
(0.005)** (0.006)** (0.000)
AGE? 3.526 1.703 -0.011
(1.541)* (1.817) (0.022)
INC*AGE? -0.001 -0.001 0.000
(0.000)** (0.000)** (0.000)
EDUC 5,280.167 5,196.537 1.648
(64.455)** (167.320)** (0.641)*
INC 0.432 -0.252 0.000
(0.115)** (0.140) (0.001)
INC? -0.000 -0.000 0.000
(0.000)** (0.000)** (0.000)*
FAMSIZE 4,553.462 3,655.356 3.613
(189.623)** (245.919)** (3.697)
INC*FAMSIZE 0.009 0.013 -0.000
(0.006) (0.006)* (0.000)
MALE -13,506.482 -12,820.228 11.064
(716.595)** (879.958)** (6.516)
INC*MALE 0.136 0.212 -0.000
(0.029)** (0.035)** (0.000)
BLACK -15,517.928 -13,981.445 -12.128
(757.541)** (1,154.892)** (5.685)*
INC*BLACK -0.423 -0.441 0.000
(0.035)** (0.040)** (0.000)
VAR(InP) 219,145,985 96 825
(22,283.352)**  (99.274)
INC*VAR(InP) 6.960 -0.001
(0.871)** (0.002)
VAR(Iny) -11,323.797 156.053
(42,736.410) (174.535)
VAR(y) 0.000 -0.000
(0.000)** (0.000)
VAR(InP)VAR(Iny) 1,964,898.986 -3,590.493
(1,025,995.84) (2,243.771)
VAR(P)VAR(y) -0.001 0.000
(0.000)** (0.000)
BETA(R,y) 50.920 -11.702
(5,241.719) (10.047)
INC*BETA(R,y) -0.091 0.000
(0.224) (0.000)
BETA(S,y) 1,555.647 2.244
(1,917.837) (5.028)
INC*BETA(S,y) -0.104 -0.000
(0.066) (0.000)
COV(InP,Iny) -283,631.399 -229.485
(65,720.745)**  (264.028)
COV(lnypz,Iny) 41,981.995 830.504
(72,992.684) (659.253)
COV(yar.y) 6.264 -0.014
(3.263) (0.011)
GROW(y) 17,766.275 9.303
(8,675.355)* (56.045)
INC*GROW(y) 0.739 -0.000
(0.295)* (0.001)
GROW(P) 83,906.355 24.831
(9.343.784)** (27.364)
INC*GROW(P) 0.442 -0.000
(0.494) (0.000)
Constant -87,030.952 -89,877.565 -68.260
(2,833.372)**  (3,615.726)** (50.938)
Observations 308,494 301,957 301,957
R-squared 0.38 0.41 0.00

Notes: Interations of income with marital status dummies are included, but not reported. Dependent variable is equal to the dollar
value of household’s housing unit if the household owner occupies, or zero if the household rents. Robust standard errors, clustered at
the cell level in parentheses, * significant at 5%; ** significant at 1%. Neither cell fixed effects, nor interactions of income with MSA or
SIC are included. In columns (1) and (2), the dependent variable is the dollar value of housing owned. In column (3), the dependent
variable is this value divided by reported 1989 income.
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Table 1.5: OLS Regressions of Value of Housing Owned on Demographic and Variance-
Covariance Characteristics. Cell Fixed Effects and Income Interactions with MSA and SIC

Dummies Included
€3] (2) (3)

Dep. Var. VALUE VALUE VALUE
COV(Py) -3.963 -4.467
(1.124)** (1.750)*
COV(Py)|R -4.166
(1.592)**
AGE 1,125.836 886.551 1,125.851
(130.057)**  (198.617)** (130.046)**
INC*AGE 0.108 0.120 0.108
(0.005)** (0.007)** (0.005)**
AGE? 3.957 7.792 3.957
(1.496)** (2.277)%* (1.496)**
INC*AGE? -0.001 -0.001 -0.001
(0.000)** (0.000)** (0.000)**
EDUC 5,279.918 5,545.541 5,280.872
(67.389)** (108.794)** (67.392)**
INC -1.543 -2.168 -1.574
(0.268)** (0.474)** (0.269)**
INC? -0.000 -0.000 -0.000
(0.000)** (0.000)** (0.000)**
FAMSIZE 4,270.372 4,294.929 4,270.192
(122.249)**  (195.163)** (122.256)**
INC*FAMSIZE 0.000 0.000 0.000
(0.005) (0.008) (0.005)
MALE -20,456.749  -23,334.121 -20,451.827
(676.674)%*  (1,047.859)**  (676.302)**
INC*MALE 0.502 0.552 0.501
(0.026)** (0.040)** (0.026)**
BLACK -11,750.677  -12,505.885 -11,752.941
(750.412)**  (1,206.885)**  (749.274)**
INC*BLACK -0.511 -0.542 -0.511
(0.033)** (0.053)** (0.033)**
VAR(y) 0.000 0.000 0.000
(0.000)** (0.000)** (0.000)**
VAR(P)VAR(y)  -0.001 -0.002 -0.001
(0.000)** (0.000)** (0.000)**
INC*BETA(R,y) -0.114 0.362 -0.084
(0.199) (0.347) (0.197)
INC*BETA(S,y) -0.021 -0.106 -0.016
(0.025) (0.076) (0.025)
COV(ym.y) 0.841 1.829 0.176
(1.319) (2.524) (1.298)
INC*GROW(y)  -0.329 0.124 -0.220
(0.199) (0.339) (0.196)
Constant 0.001 0.000 0.001
(512.510) (816.975) (512.500)
Observations 301,957 225,503 301,957
R-squared 0.37 0.37 0.37
Weights? N Y N

Notes : Interations of income with marital status dummies are included, but not reported. Also included are MSA
x SIC cell fixed effects, and MSA and SIC X income interactions. Robust standard errors in parentheses, Column
(2) weights by the inverse standard error of the log income-price covariance measure. In Column (3), the standard
covariance measure is replaced by the interest rate adjusted measure.
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Table 1.6: Regressions of COV(P,y) on Demographic and Other Variance-Covariance Character-
istics

(1) (1) (3) (4)

Dep. Var. COV(Py) COV(Py) COV(Py) COV(Py)
AGE -1.758 -1.591 -2.050 0.822
(0.558)**  (0.558)**  (0.547)**  (1.173)
INC*AGE 0.000 0.000 0.000 -0.000
(0.000)**  (0.000)* (0.000)**  (0.000)
AGE? 0.019 0.017 0.022 -0.008
(0.006y**  (0.006)**  (0.006)**  (0.012)
INC*AGE? -0.000 -0.000 -0.000 0.000
(0.000)**  (0.000)* (0.000)**  (0.000)
EDUC 0.146 -0.033 0.005 -0.148
(0.129) (0.131) (0.127) (0.144)
INC -0.001 0.001 -0.004 -0.000a
(0.005) (0.005) (0.005) (0.000)**
INC2 0.000 0.000 0.000 0.000
(0.000)**  (0.000)**  (0.000)**  (0.000)
FAMSIZE 0.664 0.683 0.566 0.059
(0.256)**  (0.257)**  (0.248)* (0.258)
INC*FAMSIZE -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000)
MALE -14.745 -12.286 -15.946 -6.397
(2.985)**  (2.971)**  (2.915)**  (3.140)*
INC*MALE 0.001 0.001 0.001 0.000
(0.000)**  (0.000)**  (0.000)**  (0.000)*
BLACK -1.198 -2.336 3.130 -0.670
(3.974) (3.957) (3.920) (4.150)
INC*BLACK 0.000 0.000 -0.000 0.000
(0.000) (0.000) (0.000) (0.000)
VAR(y) 0.000 0.000 0.000 -0.000a
(0.000) (0.000) (0.000) (0.000)**
VAR(P)VAR(y)  -0.000 -0.000 -0.000 -0.001a
(0.000) (0.000) (0.000) (0.000)**
INC*BETA(R,y) -0.008 -0.009 -0.008 -0.000a
(0.001)**  (0.001)**  (0.001)**  (0.000)**
INC*BETA(S,y) -0.001 -0.001 -0.001 -0.001a
(0.001) (0.001) (0.001) (0.000)**
COV(yar,y) 0.396 0.419 0.364 -0.000a
(0.061)**  (0.061)**  (0.060)**  (0.000)**
INC*GROW(y) -0.029 -0.031 -0.028 -0.022
(0.002)**  (0.002)**  (0.002)**  (0.002)**
rCOV(Py) 0.002
(0.000)**
rINC*CORR 0.002 0.003
(0.000)**  (0.000)**
rCOV(P,y)|R 0.001
(0.000)**
Constant -0.000 -0.000 -0.000 -0.000
(1.750) (1.746) (1.722) (1.799)
Observations 301,957 301,957 301,957 301,957
R-squared 0.71 0.71 0.72 0.70

Notes: Interations of income with marital status dummies are included, but not reported. Also included are MSA x
SIC cell fixed effects, and MSA and SIC x income interactions. Robust standard errors in parentheses. (a) indicates
rank instrument used for variable in question. rX is the rank of variable X. In columns (1) through (3), only COV(P,y)
is instrumented. In column (4), multiple variables are instrumented.

33



Table 1.7: IV Regressions of Value of Housing Owned on Demographic and Variance-
Covariance Characteristics

(1) (2) (3) (4) (5) (6)

Dep. Var. VALUE VALUE VALUE VALUE VALUE VALUE
COV(Py) -85.694 -89.498 -55.278 -53.666 -63.873 -54.408
(6.106)** (6.710)** (3.713)** (5.977)** (6.038)** (5.649)**
AGE 1,130.429 1,130.643 1,128.720 -1,252.534 386.309 608.037
(138.047)%*  (138.760)**  (133.381)**  (267.258)**  (474.508) (429.644)
INC*AGE 0.109 0.109 0.108 0.221 0.175 0.166
(0.005)%* (0.005)** (0.005)** (0.011)** (0.018)** (0.016)**
AGE? 3.871 3.867 3.903 28.619 16.047 13.858
(1.582)* (1.590)* (1.531)* (2.978)** (5.264)** (4.768)**
INC*AGE? -0.001 -0.001 -0.001 -0.002 -0.002 -0.002
(0.000)** (0.000)** (0.000)** (0.000)** (0.000)** (0.000)**
EDUC 5,256.410 5,255.315 5,265.158 5,401.512 6,315.823 6,287.282
(68.286)**  (68.398)** (67.756)** (80.328)** (142.786)**  (126.646)**
INC -1.107 -1.087 -1.269 -16.442a -13.857a -11.614a
(0.565) (0.583) (0.431)%* (3.155)** (5.847)* (5.005)*
INC? -0.000 -0.000 -0.000 -0.000 -0.000 -0.000
(0.000)** (0.000)** (0.000)** (0.000)**  (0.000)** (0.000)**
FAMSIZE 4,296.228 4,297.432 4,286.606 4,076.618 5,909.859 5,954.974
(123.871)%*  (124.036)**  (122.837)**  (136.408)**  (267.612)**  (234.777)**
INC*FAMSIZE 0.000 0.000 0.000 0.000 -0.153 0.000
(0.005) (0.005) (0.005) (0.007) (0.040)** (0.014)
MALE -20,947.863  -20,970.720 -20,765.098 -22,907.840 -28,197.806 -28,233.492
(717.316)**  (721.355)** (692.266)** (1,025.363)**  (1,836.791)**  (1,773.840)**
INC*MALE 0.525 0.526 0.516 0.626 0.645 0.650
(0.028)** (0.029)** (0.027)** (0.042)** (0.065)** (0.064)**
BLACK -12,406.507  -12,437.030 -12,162.444 -10,767.258 -20,086.928 -20,866.056
(867.644)**  (876.455)**  (810.185)**  (1,252.254)**  (1,872.549)**  (1,661.650)**
INC*BLACK -0.484 -0.483 -0.494 -0.551 -0.466 -0.441
(0.038)** (0.039)** (0.036)** (0.056)** (0.071)** (0.063)**
VAR(y) 0.000 0.000 0.000 0.000a 0.001a 0.001a
(0.000)** (0.000)** (0.000)** (0.000)** (0.000)** (0.000)**
VAR(P)VAR(y) -0.001 -0.001 -0.001 0.004a -0.0042 -0.003a
(0.000)** (0.000)** (0.000)** (0.001)** (0.001)** (0.001)*
INC*BETA(R)y) -0.825 -0.858 -0.561 -18.695a -43.158a -38.325a
(0.170)** (0.172)** (0.171)** (2.775)%* (3.639)** (3.167)**
INC*BETA(S,y) -0.140 -0.146 -0.096 -4.540a -5.700a -6.209a
(0.105) (0.109) (0.071) (0.421)** (0.514)** (0.458)**
COV(yn.,y) 38.324 40.069 24.375 39.488a 105.693a 74.917a
(7.600)** (7.996)** (4.735)%* (7.867)%* (13.968)** (12.812)**
INC*GROW(y) 2,813 -2.929 -1.889 -0.844 4.391 4512
(0.295)** (0.302)** (0.248)** (0.839) (0.720)** (0.680)**
Constant 0.001 0.001 0.001 0.001 -98,970.825 0.006
(532.581) (534.440) (520.576) (700.656) (9,255.197)**  (2,107.177)
Observations 301,957 301,957 301,957 301,957 118,420 118,420
R-squared 0.35 0.35 0.37 0.18 0.05 0.27

Instrument for COV(P,y) rCOV(Py) rCOV(P,y)[R rINC*CORR rINC*CORR rINC*CORR rINC*CORR

Notes: Interations of income with marital status dummaies are included, but not reported. Also included are MSA x
SIC cell fixed effects, and MSA and SIC x income interactions. Robust standard errors in parentheses. (a) indicates
the variable is instrumented. All specifications instrument for COV(P,y). Columns (5) and (6) include only the 10
largest MSAs. In Column (6) MSA x income interactions are instrumented with their ranks.
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Table 1.8: Regressions of Housing Value on Demographic and Variance-Covariance Char-

acteristics: Homeowners Only

(1)

(2)

Dep. Var VALUE|JOWN  VALUE|OWN
COV(Py) -0.856 -58.684
(0.932) (4.203)**
AGE 485.548 483.688
(171.067)** (179.049)**
INC*AGE 0.063 0.064
(0.005)** (0.005)**
AGE? 1.597 1.643
(1.866) (1.947)
INC*AGE? -0.001 -0.001
(6.000)** (0.000)**
EDUC 6,019.023 6,001.346
(73.684)** (74.493)**
INC -0.924 -0.770
(0.242)** (0.526)
INC? -0.000 -0.000
(0.000)** (0.000)**
FAMSIZE 1,430.031 1,457.953
(124.375)%* (125.671)%*
INC*FAMSIZE -0.008 -0.008
(0.005) (0.006)
MALE -18,504.329 -18,867.443
(820.104)** (860.551)**
INC*MALE 0.413 0.430
(0.025)** (0.027)**
BLACK -16,412.992 -16,946.121
(1,075.276)**  (1,227.063)**
INC*BLACK -0.327 -0.308
(0.037)** (0.043)**
VAR(y) 0.000 0.000
(0.000)** (0.000)*
VAR(P)VAR(y) -0.000 -0.000
(0.000)** (0.000)*
INC*BETA(R,y) -0.131 -0.626
(0.193) (0.160)**
INC*BETA(S,y) 0.007 -0.103
(0.025) (0.090)
COV(ym,y) -1.455 24.334
(1.187) (5.698)**
INC*GROW(y) 0.118 -1.599
(0.174) (0.243)%*
Constant -6,705.237 -6,786.954
(588.352)%* (607.538)**
Observations 189,166 189,166
R-squared 0.30 0.28
Instrument for COV(P,y) None rINC*CORR

Notes: Interations of income with marital status dummies are included, but not reported. Also included are MSA
% SIC cell fixed effects, and MSA and SIC x income interactions. Robust standard errors in parentheses.
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Table 1.9: Linear Probability Regressions of a Dummy Variable for Home Ownership on
Demographic and Variance-Covariance Characteristics

(1) (2)
Dep. Var OWN OWN
COV (InP,Iny) -0.214 -0.110
(0.172) (0.258)
age 0.035 0.035
(0.001)**  (0.001)**
INC*AGE -0.000 -0.000
AGE? Goo0 0000
(0.000)**  (0.000)**
INC*AGE? 0.000 0.000
(0.000)**  (0.000)**
EDUC 0.010 0.010
(0.000)**  (0.000)**
INC 0.000 0.000
inc? Oao om0
(0.000)**  (0.000)**
FAMSIZE 0.021 0.021
(0.001)**  (0.001)**
INC*FAMSIZE -0.000 -0.000
(0.000) (0.000)
MALE -0.030 -0.030
(0.004)**  (0.004)**
INC*MALE -0.000 -0.000
(0.000) (0.000)
BLACK -0.134 -0.134
(0.005)**  (0.005)**
INC*BLACK 0.000 0.000
(0.000)**  (0.000)**
VAR(InP) -0.074 -0.085
(0.097) (0.098)
VAR(Iny) 0.038 0.033
(0.087) (0.088)
VAR(InP)VAR(Iny) 0.699 0.689
(1.824) (1.807)
BETA(R,y) -0.000 0.000
(0.011) (0.011)
BETA(S,y) -0.006 -0.006
(0.003)* (0.003)*
COV(Inyas,Iny) 0.090 0.038
(0.155) (0.191)
GROW(y) -0.018 -0.016
(0.026) (0.026)
GROW(P) -0.003 -0.003
(0.025) (0.025)
Constant -0.525 -0.462
(0.031)**  (0.033)**
Observations 301,957 301,957
R-squared 0.32 0.32
Instrument for COV(InP,Iny) None rCORR

Notes: Interations of income with marital status dummies are included, but not reported. Also included are MSA
and SIC fixed effects. No income x MSA or SIC interactions are included. Robust standard errors, clustered at the
cell level, in parentheses.
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Chapter 2

Annuities and Individual Welfare
(Joint with Jeffrey Brown and
Peter Diamond)

2.1 Introduction

Annuities play a central role in the theory of a life-cycle consumer with an unknown
date of death. Yaari (1965) shows that certain consumers should annuitize all savings,
and evaluates the welfare gain for such consumers if they move all of their savings
from unannuitized to annuitized assets. These consumers satisfy several restrictive
assumptions: they are von Neumann-Morgenstern expected utility maximizers with
intertemporally separable utility, they face no uncertainty other than time of death,
the markets in which they trade are complete, actuarially fair annuities are available,
and they have no bequest motive.!. The subsequent literature has typically relaxed
one or two of these assumptions, but has universally retained expected utility and

additive separability, the latter dubbed “not a very happy assumption” by Yaari.?

"It must be noted that Yaari does not suggest that any of these assumptions (other than absence
of bequest motives) are required.

*Kotlikoff and Spivak (1981), Bernheim (1991), Hurd (1989) Jousten (2001) and Walliser (2001)
consider incomplete markets and bequest motives. Brown (2001b) and Palmon and Spivak (2001)
consider actuarially unfair pricing. Milevsky (2001) explores the consequences of uncertainty con-
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This paper extends the theory of annuitization with no bequest motive in two
directions: first, we derive sufficient conditions in a more general setting than Yaari’s
under which complete annuitization is optimal, and yet weaker conditions under which
partial annuitization is better than zero annuitization. Second, we explore how in-
cremental and complete annuitization affect consumer welfare in these more general
conditions.

Section 2.2 considers annuitization when trade takes place all at once. In section
2.2.1, we consider a two period setting with no uncertainty other than individuals’
date of death. Here, all savings are placed in annuities as long as there is no bequest
motive and annuities pay a greater return, net of transaction costs, than conventional
assets in the event that the consumer survives. The intuition behind this result is
that consumers who do not care about wealth after death will prefer any asset which
pays out more in every period of life than some other asset, regardless of how small
the difference in payouts. We are thus able, in section 2.2.2 to extend the result to the
Arrow-Debreu case with arbitrarily many future periods with aggregate uncertainty,
as long as conventional asset and annuities markets are complete. Neither expected
utility nor additive separability are required for these results.

In section 2.2.3, we provide a weaker result for the case where conventional asset
markets are complete, but annuities markets are incomplete. In this case, as long
as trade occurs all at once and consumers avoid zero consumption in every state
of nature, some positive degree of annuitization is better than zero annuitization.
All that is required for this result is that zero consumption in any state of nature
is always avoided and that the annuities that exist pay greater returns than any
conventional asset which pays off in all the same states of nature. Also, if trade in
unannuitized assets occurs all at once, we have the result that an annuitized version
of any conventional asset always dominates the underlying asset for consumers with
no bequest motive. This result holds even if the asset in question does not pay off
in every state of nature. An important consequence is that the result that annuities

dominate conventional assets extends past riskless bonds to risky securities including

cerning asset returns.
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mutual funds and certificates of deposit. For example, suppose the provider of some
family of mutual funds doubles the set of available funds by offering a matching,
“annuitized” fund which periodically takes the accounts of investors who die and
distributes the proceeds proportionally across the accounts of surviving investors.
With a large number of investors (and small additional administrative costs), the
returns to this annuitized fund would strictly exceed the returns of the underlying
funds for investors as long as the.y live. Since we assume investors do not care about
wealth after death, the annuitized funds must dominate the underlying funds as an

investment.

When conventional markets are incomplete, so that trade occurs more than once,
it 1s possible that zero wealth is optimally annuitized, but only if annuities are illiquid

relative to conventional assets. This possibility is discussed in section 2.3.

Given these results, the empirically observed dearth of private supply of annuitized
assets is even more puzzling than previous analysis suggests.®> Taking this shortage
of annuitized assets as given, it is interesting to consider the welfare consequences
of moving savings from conventional assets, which allow complete choice over payout
trajectories, to a single annuitized asset, which imposes a particular, and possibly
unattractive payout trajectory. One common approach to measuring the benefits
of annuitization is to compare expenditures with zero annuitization to expenditures
with complete annuitization holding utility constant (as in Yaari (1965), Kotlikoff and
Spivak (1981), Mitchell, Brown, Poterba and Warshawsky (1999), Brown (2001Db)).
This is an equivalent variation, the standard measure of the welfare consequences of
policies with economic impact.* We may also be interested in the effect on expendi-
tures of a differential increase in annuitization: Mitchell et al. (1999) estimate a sort

of marginal valuation of annuities by determining the difference between the change

3While Poterba (1997) notes that variable annuities are becoming increasingly popular, these
insurance products are tax-favored savings devices that include an option to annuitize, an option
which rarely appears to be activated.

“Mitchell et al. (1999) calculate a measure of “wealth equivalence,” which is the ratio of annuitized
to non-annuitized wealth that achieves the no annuitization utility level. Other studies often calculate
the ratio of non-annuitized to annuitized wealth required to achieve the full annuitization utility level,
and this is sometimes referred to as the “annuity equivalent wealth.”
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in expenditures from the move from zero to complete annuitization and from the
move from half annuitization to complete annuitization. Brown (2001a) calculates a
similar move from partial to complete annuitization for individuals in the Health and

Retirement Survey.

Results on the sign of welfare effects follow from those on optimal choice of an-
nuitization:' completeness of markets is sufficient to guarantee that incremental (and
hence complete) annuitization is welfare improving. With incomplete markets, the
welfare effects of incremental annuity purchases are ambiguous (although we know
that a move from zero to a small degree of annuitization is welfare increasing). We
also analyze the demand characteristics that determine the size of welfare benefits of

complete and incremental annuitization.

In section 2.4, following the literature, we apply the welfare analysis to the provi-
sion of fixed real annuities using two particular utility functions. We start with the
case of a 65-year old single male with CRRA utility, and provide theoretical results
on the optimal degree of annuitization as well as numerical estimates of the welfare
consequences. We also relate the gain from increased annuitization to parameters of
the utility function. Consistent with previous research, we find that annuitization is
equivalent to a large increase in retirement wealth. We also find that the optimal
fraction of savings placed in a constant real annuities is very large: 100 percent when
the rate of time preference equals the interest rate (this result generalizes to all ad-
ditively separable preferences), and 72 percent when the rate of time preference is
large relative to the interest rate. We then examine how the results change when
this same 65-year old single male has preferences that are intertemporally dependent.
Specifically, we consider a utility function in which instantaneous utility is a function
of the ratio of present consumption to a standard of living, which is itself derived
from past consumption. We find that the value of annuitization increases with the
introduction of a standard of living effect when the initial (age 65) standard of liv-
ing is small relative to wealth. Conversely, for cases where the initial standard of
living effect is large relative to initial retirement wealth, the welfare effects of annu-

itization are much smaller, and sometimes even negative. In what we regard as an
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extremely bad case for annuitization however, approximately 60 percent of wealth is
optimally annuitized. We also calculate the welfare benefits associated with a move
from zero annuitization to complete annuitization when consumers are free to choose
the trajectory of annuity payments.

To the extent that the population exhibits heterogeneity in the importance of stan-
dard of living effects, the results suggest that there may be important heterogeneity
in the value placed on annuitization. However, the large fraction of savings placed in
annuities for all preferences reinforces the empirical puzzle of low annuitization rates
and suggests that absent bequest motives and markets for private annuitization, the
current fairly large mandatory annuitization program may be social welfare improving

just on the grounds of increased annuitization.

2.2 Annuitization When Trade Occurs All At Once

Analysis of intertemporal consumer choice is greatly simplified if resource allocation
decisions are made all at once. Consumers will be willing to commit to a fixed plan of
expenditures at the start of time under either of two conditions. The first condition,
standard in the complete market Arrow-Debreu model is that, at the start of time,
consumers are able to trade goods across time and all states of nature. Alternatively,
first period asset trade obviates future trade across states of nature if consumers live
for only two periods. In this case, absent a bequest motive, there is no reason to do

anything with available wealth in the second period other than consume it.®

2.2.1 Two Periods, No Aggregate Uncertainty

Yaari considers annuitization in a continuous time setting where consumers are un-
certain only about the time at which they will die. Some important results can be
seen more simply by dividing time into two discrete periods: the present, period 1,

when the consumer is definitely alive, and period 2, when the consumer is alive with

SWith multiple consumption goods, trade would generally be optimal, but here we consider a
single good. :
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probability 1 — ¢g. We maintain the assumption that there is no bequest motive, and
for the moment assume that only survival to period 2 is uncertain. In this case,
lifetime utility is defined over first period consumption ¢; and planned consumption

in the event that the consumer is alive in period 2, ¢;. By writing

U=U(c,ca)

we allow for the possibility that the effect of second-period consumption on utility
depends on the level of first period consumption. This formulation does not require
that preferences satisfy the axioms for U to be an expected value.

We approach both optimal decisions and the welfare evaluation of the availability
of annuities by taking a dual approach. That is, we analyze consumer choice in
terms of minimizing expenditures subject to attaining a minimal level of utility. We
measure expenditures in units of first period consumption. Assume that there is
a bond available which returns Rp units of consumption in period 2, whether the
consumer is alive or not, in exchange for each unit of the consumption good in period
1. Assume in addition the availability of an annuity which returns R, in period 2
if the consumer is alive and nothing if the consumer is not alive. Whereas the bond
requires the supplier to pay Rp whether or not the saver is alive, the annuity pays
out only if the saver is alive. If the annuity were actuarially fair, then we would
have Ry = 1%35' Adverse selection and transaction costs may drive returns below this
level (the relevant definition of R4 for our purposes is net of transaction costs and
inclusive of the effects of adverse selection). However, because any consumer will have
a positive probability of dying between now and any future period, thereby relieving

borrowers’ obligation, we regard the following as a weak assumption &:

Assumption 1 R4, > Rp

Denoting by A savings in the form of annuities, and by B savings in the form of

6That Rp < R < 1%35 is supported empirically by Mitchell et al. (1999). If the first inequality
were violated, annuities would be dominated by bonds.
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bonds, if there is no Income in period 2 (e.g. retirees), then

o= R4A + RpB, (2.1)
and expenditures for lifetime consumption are

E=c¢ + 4+ B (2.2)

The expenditure minimization problem can thus be defined as a choice over first

period consumption and bond and annuity holdings:

mn ¢+ A+ R (2.3)
C],A,B

S.t. U(C], RAA + RBB) 2 U

By Assumption 1, purchasing annuities and selling bonds in equal numbers would
cost nothing and yield positive consumption when alive in period 2 but leave a debt if
dead. However, such an arbitrage would imply that lenders would be faced with losses
in the event that such a trader failed to live to period 2. The standard Arrow-Debrey
assumption is that planned consumption is in the consumption possibility space. For
Someone who is dead, this would require that the consumer not be in debt. In thig

simple setting the restriction is therefore that

Result 2 (i) If B > 0, then (i) annuitization can be increased while reducing expen-
ditures and holding the consumption vector constant. (i) The solution to problem
(2.3) sets B = (.

Proof. For (1) a sale of % of the bond and purchase of 1 annuity works by

Assumption 1 qnd definition of cy. For (i), by(i), a solution with B > ¢ fails to
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mimimize expenditures. Solutions with the inequality reversed are not permitted. m

In this two period setting, Part (ii) of Result 2 is an extension of Yaari’s result
of complete annuitization to conditions of intertemporal dependence in utility, pref-
erences that may not satisfy expected utility axioms and actuarially unfair annuities.
All that is required is that there is no bequest motive, and that the payout of annuities
dominates that of conventional assets.

Part (i) of Result 2 implies that the introduction of annuities reduces expendi-
tures for constant utility, thereby generating increased welfare (a positive equivalent
variation or a negative compensating variation). We might be interested in two re-
lated calculations: the reduction in expenditures associated with allowing consumers
to annuitize a larger fraction of their savings (particularly from a level of zero), and
the benefit associated with allowing consumers to annuitize all of their savings. That
is, we want to know the effect on the expenditure minimization problem of loosening
or removing an additional constraint on problem (2.3). To examine this issue, we
restate the expenditure minimization problem with a constraint on the availability of

annuities as:

min :¢;+ A+ B (2.4)

ClyA)

sit.:U(c, RaA+ RgB) > U

s
IN
RN

(2.5)

v

(26)

Given the linearity in both the objective function and the budget constraint, the
solution to this problem must satisfy either A = A or B = 0 (or as a knife-edge,
both).

We know that utility maximizing consumers will take advantage of an opportunity

to annuitize as long as second-period consumption is positive. This is ensured by the
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plausible condition that Zero consumption is extremely bad:

Assumption 2

Clt1£n’0 5c:=oo for t=12

annuitize any wealth to place a small amount of their savings into annuities (incre-
menting A from zero) leaves second period consumption unchanged (since the cost of
the marginal second-period consumption is unchanged, and so too, therefore, is the
level of consumption in both periods). By Result 2, in this case, a smal] increase in

A generates a very small substitution of the annuity for the bond proportional to the

prices
a_,
dA
dB RA
A~ "Ry

leaving consumption unchanged: de, = Ry — RA% = 0.

The effect on expenditures is equal to 1 — %g < 0. This is the welfare gain from
Increasing the limit on available annuities for an optimizing consumer with positive
bond holdings.

If constraint (2.5) is removed altogether, the price of second period consumption
In units of first period consumption falls from ﬁ to h}j' With a change in the cost of
marginal second-period consumption, its level will adjust. Thus the cost savings is
made up of two parts. One part is the savings while financing the same consumption
bundle as when there is 1o annuitization and the second is the savings from adapting
the consumption bundle to the change in prices. We can measure the welfare gain
in gong from no annuities to unlimited annuities by integrating the derivative of the
expenditure function between the two prices:

R3!
Elizo = Bljes = — c2(p2)dps, (2.7)

R;!
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where ¢, is compensated demand arising from minimization of expenditures equal to
¢ + copo subject to the utility constraint without a distinction between asset types.
Equation (2.7) implies that consumers who save more (have larger second-period

consumption) benefit more from the ability to annuitize completely:

Result 3 The benefit of allowing complete annuitization (rather than no annuiti-
zation) is greater for consumer i than for consumer j if consumer ©’s compensated
demand for second period consumption (equivalently, compensated savings) ezceeds

consumer j’s for any price of second period consumption.

2.2.2 Many Future Periods and States, Complete Markets

The result of the optimality of complete annuitization survives subdivision of the
aggregated future defined by c; into many future periods and states. A particularly
simple subdivision would be to add a third period, so that survival to period 2 occurs
with probability 1 — g2 = 1 —m2 and to period 3 with probability (1 — @)1 —gq3) =
1 — mgs. In this case, bonds and annuities which pay out separately in period 2 with
rates Rpo and Raz, and period 3 with rates Rps and Ras are sufficient to obviate
trade in periods 2 or 3. That is, defining bonds and annuities purchased in period 1

with the appropriate subscript’,

E=61+A2+A3+B2+B3

¢y = RpaBa + RazAs,
c3 = RpaBs + RasAs.

If Assumption 1 is modified to hold period by period, Result 2 extends trivially.
Note that we have set up what we will call “Arrow bonds” by combining two states

of nature that differ in no other way except whether this consumer is alive. “Arrow

"Implicitly, we are assuming that if markets reopened, the relative prices would be the same as
are available in the initial trading period
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annuities” which also recognize whether this consumer is alive are the true Arrow
securities of standard theory.

In order to take the next logical step, we can continue to treat ¢; as a scalar, and
interpret ¢z, B, and Aj; as vectors with entries corresponding to arbitrarily many
(possibly infinity) future periods (¢ < T)), as well as arbitrarily many states of nature
(w < Q) in each period. R4y and Rpy are then T'Q x T matrices with columns
corresponding to annuities (bonds) and rows corresponding to payouts by state of
nature. Thus, the assumption of no aggregate uncertainty can be dropped. Multiple
states within each period might refer to uncertainty about aggregate issues such as
output, or individual specific issues beyond mortality such as health.® In order to
extend the analysis, we need to assume that the consumer is sufficiently “small” that
for each state of nature where the consumer is alive, there exists a state where the
consumer is dead and the allocation is otherwise identical. Completeness of markets
still allows construction of Arrow bonds which represent the combination of two Arrow
securities. We assume that the bonds and annuities have payouts Rp,, and Ru,,.

Annuities with payoffs in only one event state are contrary to our conventional per-
ception of (and name for) annuities as paying out in every year until death. However,
with complete markets, separate annuities with payouts in each year can be com-
bined to create such securities. It is clear that the analysis of the two-period model
extends to this setting, provided we maintain the standard Arrow-Debren assump-
tions that do not allow an individual to die in debt. In addition to the description
of the optimum, the formula for the gain from allowing more annuitization holds for
state-by-state increases in the level of allowed level of annuitization. Moreover, by
choosing any particular price path from the prices inherent in bonds to the prices
inherent in annuities, we can measure the gain in going from no annuitization to full
annuitization. This parallels the evaluation of the price changes brought about by a
lumpy investment (see Diamond and McFadden (1974)).

Thus we have extended the Yaari result of complete annuitization to conditions

8For a discussion of annuity payments that are partially dependent on health status, see War-
shawsky, Spillman and Murtaugh (Forthcoming).
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of aggregate uncertainty, actuarially unfair (but positive) annuity premiums and in-
tertemporally dependent utility that need not satisfy the expected utility axioms.
Moreover, we have the result that increasing the extent of available annuitization

increases welfare if there is positive holding of Arrow bonds.?

2.2.3 More than Two Periods, Complete Bond Markets, In-

complete Annuities Markets, Trading only Once

Annuities are frequently assumed to require a particular time path of payouts, thereby
combining in a single security a combination of Arrow securities. Such annuities,
for example with a constant real payout, have been evaluated in the literature. The
United States Social Security system works this way (ignoring the role of the earnings
test). Private annuities have generally been fixed in nominal terms rather than real.
Variable annuities make the payoff depend on returns on some given portfolio, and
combine Arrow securities in that way. CREF annuities also vary the payoff with
mortality experience for the class of investors, which is also a combination of Arrow
securities(see Poterba (1997)). To consider such lifetime annuities in this setup, we
continue to assume a double set of states of nature, differing only in whether the
particular consumer we are analyzing is alive. We continue to assume a complete
set of Arrow bonds and consider the effect of the availability of particular types of
annuities. We also need to consider whether the return from annuities and bonds
can be reinvested (markets are open) or must be consumed (markets are closed) In
general, we will lose the result that complete annuitization is optimal. Nevertheless,
we will get a similar result for real annuities provided that optimal consumption
is rising over time and markets are open. In addition we will examine a sufficient
conditions for the result that the optimal holding of annuities is not zero.

To illustrate these points, we consider a three-period model with no aggregate

9The generalization of Result 3 to this case requires the very strong condition that after the
present, consumption for agent i exceeds that of agent j state of nature by state of nature. That #’s
consumption grows at a greater rate than j’s is not sufficient: allowing complete annuitization may

yield reduction in many different prices by increasing any of many ratios Z,—Aﬁ?—,' In general, these

price changes are non-monotonic in time past period 1.
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uncertainty and a complete set of bonds. Then we will show how the results generalize.

If there are no annuities, then the expenditure minimization problem is:

ml% 1+ By + Bs (28)

C1 rAv

s.it.: U(cy, RpaBa, Rp3Bs) > U

That is, we have:

c2 = Rpy By,
C3 = RBng.

With the assumption of infinite marginal utility at zero consumption, all three of ¢,
By, and Bj are positive. Now assume that there is a single available annuity, A, that
pays given amounts in the two periods. Assume further that there is no opportunity

for trade after the initial contracting. The minimization problem is now

min :cy+ By + B3+ A (29)

1,4,

s.t.: U(Cl, RpyBys + RagA, Rp3Bs + RAgA) > U

That is, we have:

¢y = RpaBy + Ra0A,

c3 = Rp3Bs + Ra3A.

Before proceeding, we must revise the assumption that Ra,, > Rp., : Viw. A
more appropriate formulation for the return on a complex security that combines
Arrow securities to exceed bond returns is that for any quantity of the payout stream
provided by the annuity, the cost is less if bought with the annuity than if bought
through bonds. Define by ¢ a row vector of ones with length T2, let the set of bonds
be represented by a T2 x 1 vector with elements corresponding to the columns of the
T x T matrix of returns Rp, and let R4 be a T x 1 vector of annuity payouts
multiplying the scalar A to define state-by-state payouts.
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Assumption 3 For any annuitized asset A and any collection of conventional assets

B, RAA=RpB = A< /{B.

For example, if there is an annuity that pays Ra42 per unit of annuity in the second
period and R43 per unit of annuity in the third period, then we would have 1 <
(}—;ﬁ + %;i). By linearity of expenditures, this implies that any consumption vector
that may be purchased strictly through annuities is less expensive when financed
strictly through annuities than when purchased by a set of bonds with matching
payoffs.°

Given the return assumption and the presence of positive consumption in all
periods, it is clear that the cost goes down from the introduction of the first small
amount of annuity, which can always be done without changing consumption. Thus
we can also conclude that the optimum (including the constraint of not dying in debt)
always includes some annuity purchase. It is also clear that full annuitization may not
be optimal if the implied consumption pattern with complete annuitization is worth
changing by purchasing a bond. That is, optimizing first period consumption given

full annuitization, we would have the first order condition
Ui(cr, RaxA, RazA) = RaoUs(c1, RagA, RasA) + RasUs(cr, RaoA, RazA)

Purchasing a bond would be worthwhile if we satisfy either of the conditions:

Ui(cr, Ra2A, RasA) < RpaUs(ci, RazA, RasA) (2.10)

or

Ui(c1, Raz2A, RasA) < RpsUs(c1, RagA, RazA) (2.11)

By our return assumption, we can not satisfy both of these conditions, but we
might satisfy one of them. That is, the optimum will involve holding some of the

annuitized asset and may involve some bonds, but not all of them.

10This assumption leaves open the possibility considered below that both bond and annutiy mar-
kets are incomplete and some consumption plans can be financed only through annuities.
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It is clear that these results generalize to a setting with complete Arrow bonds
and some compound Arrow annuities with many periods and many states of nature.
We show below that expenditure minimization requires that there must be positive

purchases of at least one annuity.

Lemma 1 Consider an asset Ax with finite, non-negative payouts Ra,. Any con-
sumption plan [c cp]' with positive consumption in every state of nature can be fi-
nanced by a combination of first period consumption, a positive holding of Ax, and
another strictly non-negative consumption plan.

Proof. Define Ry, = [RAl PR RAlt ,---RAim]’, and define the scalar @ = min(cy-

Ra.). Now ¢y = Ra,a + Z, where Z is weakly positive. m
We now have a weaker version of Result 2:

Result 4 If Assumption 2 holds, and there exist annuities with non-negative payouts
which satisfy Assumption 3, then (i) when no annuities are held, a small increase in
annuitization reduces expenditures, holding utility constant. Also, then (11) expendi-
ture minimization implies A > 0.

Proof. Suppose that the optimal plan (c1, A, B) features A = 0. Then there
are two possibilities: first, consumption might be zero in some future state of nature.
By Assumption 2 this implies infinitely negative utility and fails to satisfy the utility
constraint. If consumption is positive in every state of nature, then consumption is
a linear combination of all strictly positive linear -combinations of the Arrow bonds.
But then since some strictly positive consumption plan can be financed by annuities,
by Assumption 3 and Lemma 1, ezpenditures can be reduced holding consumption
constant by a trade of some linear combination of the bonds for some combination of
annuities with strictly positive payouts. This contradicts optimality of the proposed

solution. m

Part (i) of Result 4 states that if consumers are willing to commit to lifetime
expenditures all at once, then starting from a position of zero annuitization, a small

purchase of any annuity increases welfare. This applies to any annuity with returns
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in excess of the underlying asset, no matter how distasteful the payout stream. Part
(ii) is the corollary that optimal annuity holdings are always positive. Lemma 1
shows that up to some point, annuity purchases do not distort consumption, so that
their only effect is to reduce expenditures, as in the case where annuities markets are
complete. When a large fraction of savings is annuitized, if the supply of annuitized
assets fails to match demand, annuitization distorts consumption and conventional
assets may be preferred. From the proof of Result 4, it follows that the annuitized
version of any conventional asset that might be part of an optimal portfolio dominates

the underlying asset.

2.3  Annuitization with Trade in Many Periods

2.3.1 More than Two Periods, Complete Liquid Bond Mar-
kets, Incomplete Illiquid Annuities Markets, Trading
More than Once

The setup so far has not allowed a second period of trade. Now assume that trade in
bonds is allowed after the first period, with bond prices consistent with the returns
that were present for trade before the first period. To begin we assume that there
I1s not an annuity available at the second trading time and that the consumer can
save the second period annuity payout, but can not sell the remaining portion of
the annuity. Since there would be no further trade without an annuity purchase at
the start, the optimum without any annuity is unchanged. Utility at the optimum,
assuming some annuity purchase, is at least as large as it was without the further
trading opportunity. Thus we conclude that the result that some annuity purchase
is optimal (Result 4) carries over to the setting with complete bond markets at the
start and further trading opportunities in bonds that involve no change in the terms
of bond transactions.

Returning to the three period example with no aggregate uncertainty, a suffi-

cient condition for complete annuitization at the start, even if one of the inequalities
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(2.10) or (2.11) is violated, is that the consumption stream associated with full an-
nuity purchase at the first trading point was such that saving (rather than dissaving)
was attractive. To examine this issue, we now set up the expenditure minimization

problem with retrading, denoting saving at the end of the first period by Z.
min : c + BQ + Bg + A (212)
C],A,B .

st.: Ulew, RpaBa + RasA — Z, RpsBs + RagA + (Rps/Ryy) Z) > U,

The restriction of not dying in debt is the nonnegativity of consumption if A4 is set

equal to zero 1!

B?J B37 Z 2 0
Rpa B,

vV
o

Rp3B3 + (Rps/Rps) Z > 0

The assumption that dissaving would not be attractive given full annuitization is

RpaUs(c1, RazA, RazA) < RpsUs(cy, R A, Ra3A) (2.13)

This condition can be readily satisfied for preferences satisfying a suitable relation-
ship between (implicit) utility discount rates and interest rates. The result extends
with many future periods, as long as trade is allowed in each. However, once we
introduce uncertainty, the sufficient condition along these lines would need to hold in
every state of nature.

Absent uncertainty, the presence of future opportunities to purchase annuities

would increase the set of circumstances where ful] initial annuitization is optimal.

1B, can be negative if Z is positive. However, a budget-neutral reduction in Z and increase in
Bg, holding A constant, then yields equivalent consumption, so there is no restriction in disallowing
negative By. If By is non-negative, then Z must be zero as long as B, is positive, or else constant
consumption with reduced expenditures could be obtained at a lower price by reducing B, and
increasing A. That is, there are no savings out of bonds.
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With stochastic availability of more favorable annuity returns, annuitization may

become relatively unattractive, as in Milevsky (2001).

2.3.2 Incomplete Markets With Illiquid Annuities and Fu-
ture Trade

The saving condition (2.13) required for complete annuitization becomes implausible
once it is recognized that people receive information over time about life expectancy
and that such states (like individual life and death) are not distinguished by existing
Arrow bonds. A similar issue would arise with other noninsurable events.

Indeed, with incomplete markets, even absent annuities, future trade typically
occurs. In this case, the value of an asset is not equivalent to the sum of scheduled
payouts multiplied by expected marginal utility in the period of payouts, as with
complete markets. Now, assets’ values also depend on their trading value in all
future periods. If annuitized assets were as liquid as their underlying conventional
asset, then it would remain the case that the annuitized version always dominates
the underlying version. As a practical matter, the payment of survivorship premia
for annuitized assets will require a minimal holding period and a possible penalty
for resale, so that the annuitized asset is not as liquid as the underlying asset. As
a consequence, it is possible that zero annuitization may be optimal, even under the
assumption that annuities provide the cheapest means of purchasing any cashflow
they can reproduce (this is Assumption 3, above).!2

To see this possibility, returning to the three period case with future trade and
no aggregate uncertainty, suppose that in period 1, a consumer expects to survive to
period 2 with probability 1 — m» and to period 3 with probability 1 — m3. However,
the consumer knows that in period 2, the conditional probability of survival to period
3 will be updated to zero with probability o or ——1=™2 with probability 1—a. In the

l-a l-mj

likely case that neither the annuity nor the bonds distinguish between the two health

12The result of partial annuitization survives if there are incomplete markets with no future trade,
which technically occurs if people live for only two periods.
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conditions, the consumer will sell whatever bonds pay off in period 3 on obtaining bad

health news, but will be unable to cash out the illiquid third period annuity claim.

Without annuitization, consumption in period two is thus given by RpyBs if there
is good health news, and Rgo By + %ngB;;Bg if the health news is bad. Assuming the
consumer is an expected utility maximizer, zero annuity purchase is thus optimal as

long as:
aRaoUs(c1, Rpa(Ba+Bs))+(1—a)(Ra2Usz(c1, RpoBs, RpaBs)+R43Us(cq, Rpa B, Rp3Bs)) <

Rpa(aUs(cr, Rpa2(Ba + Bs)) + (1 — a)Us(c1, Rp2Ba, Rp3Bs)).

In this case, the superior return condition for annuities is R4y + Ra3 > Rpo+ Rps.
The zero annuitization condition above can be consistent with this relationship if
the annuities’ payouts are sufficiently graded towards future payouts relative to the
bonds. Hence, with incomplete markets, zero annuitization, partial annuitization, and
complete annuitization are all consistent with utility maximization without further

assumptions.

2.4  Valuation of a constant real annuity in special

cases

Here, we consider a world with 7' — 1 future periods and no uncertainty except indi-
vidual mortality, so that future consumption conditional on survival can be described
by a vector with one element for each period up to T where death occurs for cer-
tain: ¢y = [cg,c35...cr]'. We consider the welfare consequences of a policy whereby
consumers are forced to purchase some quantity of an actuarially fair annuity which
pays out a constant sum K4 in every future period, when annuities are otherwise not
available. That is, consumers minimize expenditures in a world with “Arrow” bonds
and no annuity products, having already made an irreversible expenditure of A units

and a commitment to take in R4A per period, where A is the amount of required
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annuity spending. We assume that no annuities are available after the first period,
but that future bond trades are allowed. By completeness of bond markets, we can
consider the set of bonds to be described by T — 1 securities, each of which pays out

at a rate of (1 +r)"! at date ¢ only.

With a constant real interest rate of r, without the annuity, expenditures are given
by
T T
E(c,0) =c1+ Y aRpl =c + > a(l+ )t (2.14)
t=2

t=2
With annuities, the cost of a consumption plan is equal to the cost of annu-
itized consumption plus the difference between annuitized consumption and actual

consumption in every period:

T
E(C, A) = + A + Z(Ct — RAA)(I -+ T)lbt,

t=1

where R is the per-period annuity payout. For ¢t > 1, if consumption is less than the
annuity payout, the difference can be used to purchase consumption at later dates,
with the relative prices given by bond returns. If consumption is greater than the

annuity payout, then a bond with maturity at date ¢ must be purchased.

If 1 — m, is the probability of survival tolperiod t, then actuarial fairness im-
plies that the cost per unit of the annuity is equal to the survival-adjusted present

discounted value of bond purchases yielding the same unit per period:

1= iu )

t=2 (1+7)-1
1

TS m)a 1)

—_—>RA

Assumption 3 applies as long as there is a positive probability of death by the end
of T' periods (1 — mz < 1) because the cost of consuming any plan R4A per period
A which is less than =—2—— the

A
S (1-me) (141t S ()1t
cost of purchasing A per period with conventional securities.

past period 1 with annuities is

As discussed above, a small increase in A from zero has no effect on consumption,
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so that the CV from incremental annuitization from 0 to a small number ¢ is equal

to the difference between E(c,0) and E(c,¢):

T
%hzo = 1- Y (Ra(1 419 <0, (2.16)

t=2

The inequality follows from equations (2.14) and (2.15) as long as mp > 0.
Largér Increases in annuitization are more difficult to sign because they may con-

strain consumption. Below, we consider the effects for particular utility functions.

2.4.1 Additively Separable Preferences, Constant Real An-
nuity Constraint, Actuarially Fair Annuities, No Un-

certainty Other Than Length of Life
Optimal Choice of Annuitization

Here, we assume that utility is given by:

T
Uler, o) = Z—;ét_l(l — my)u(cy), (2.17)

Where v’ > 0, u” < 0; lim,,_.ou' = 00, and ¢ is the rate of time preference.
Because Assumptions 2 (infinite disutility from zero consumption in any future
period) and 3 (any consumption plan that can be financed by annuities alone is

financed most cheaply by annuities alone) are met:

Claim 1 The solution to the ezpenditure minimization problem features A > 0.

Proof. Follows immediately from Result /. m

By the no bankruptcy constraint, consumers may undo annuitization by saving
if annuitization renders consumption too weighted towards early periods, but not
by borrowing if annuitization renders consumption too weighted to later periods.
The liquidity constant given a constant real annuity requires that expenditures on

consumption up to any date 7 must be less than total planned expenditures less
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expenditures committed to future annuity payments. This constraint can be written

as:

T T T
c(1+7) " <a+A+ Y Bi— RaA S (L+7) vy, (2.18)
t=1 =2 t=7+1
This induces one constraint for every period in which consumption is bound from
above by the required annuity. Annuities are costly in optimization terms because

they contribute to these constraints.

The expenditure minimization problem becomes:
min ¢; + A+ B (2.19)
c1,A,B

s.t. U(Cl, CQ(A, B)) Z U
s.t. equation (2.18) is satisfied.

Under these circumstances, consumers whose discount rates are no greater than

the interest rate annuitize fully:

Claim 2 If optimal consumption is weakly increasing, then complete initial annuiti-
zation s optimal.

Proof. (1) if consumption is increasing, equation (2.15) implies that 3t : Rg; <
R4. Hence, iof net bond holdings are greater than zero, expenditures can be reduced and
utility increased by an additional purchase of € units of A and sale of 6% > € units
of By. This trade does not violate (2.18) for € sufficiently small because by increasing
consumption, 3t > 2 : By > 0. (2) If consumption is constant, then satisfaction of

Assumption 3 implies that expenditure minimization occurs when A=E. m

Claim 3 If the optimal level of annuitization A is less than savings, so that there
are positive expenditures on bonds, an increase in § yields an increase in optimal A

relative to savings.
Proof. A sufficient condition for this result is that for any s such that By > 0,

an increase in & renders marginal annuity purchases strictly preferable to the bond
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purchase. At an optimum, there is positive annuitization by Claim 1. It cannot be
optimal to hold bonds with maturity at date T'. Hence, there is a date S < T which
15 the latest date for which bonds are held. For any date s < S at which bonds are
held, the consumer must be indifferent to a trade of a small unit of the bond maturing
at s and an equally small unit of the annuity. Further, by construction of the utility
function, with an increase in §, Bs must become relatively more attractive than any
B, for s < S, so we need only to show the result for Bg relative to the annuity. The

condition for indifference between Bg and the annuity at an optimum is:

T
514+ 7)° (1 — ms)u/(cs) = Ra >0 () (1 — my).

t=2

The annuity places no constraints on consumption up to period S by positivity of Bs.
Hence, the consumer s indifferent between a marginal dollar received at any period
s < S and receiving (1 +r)°~* dollars at period S, and the indifference equation can

be rewritten:
s

T
SN 1+ )51 — mg)u'(cs)(1 — Ry Z(l +7)57) = Ry Z 87N (e) (1 — my).

t=2 t=S+1
With an increase in §, the left hand side (LHS) increases by:

OLHS
)

_ %(s _1)LHS

By contrast, the right hand side increases by

1 S
ORHS 1 p S (- )8 "Wa(l —my) > L(5 - 1)RHS.
96 o " S5h 0

Hence, the marginal utility of annuity purchase exceeds the marginal utility of any

bond, so the annuity’s share of savings must increase. m

Claim 4 If6(1+4 1) > 1, complete initial annuitization is optimal.
Proof. By Claim 3, it is sufficient to show that this is true for §(1+7) = 1. For

complete annuitization to be suboptimal, it must be the case that there ezists some t
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for which purchasing a bond with maturity at date t provides greater marginal utility

than purchase of the real annuity, or:

> 011 — m ' (RaA)
o1 —my) (1 + 7)1

Ft>1 N1+ ) (RyA) (L —my) >

ZtT=2 6t_1(1 - mt)
Yo (1= me) (14 r)i=t

If 6(14-1) = 1, then this is impossible, because the left hand side is less than or equal

= 1+ - my) >

to one (by non-negative mortality) and the right hand side equals one in the simplified

equation. m
The “dual” to Claim 4 follows from the proof:

Claim 5 If6(1+4r) > 1, then any increase in annuitization in the range A € [0, E—c]

18 welfare enhancing.

For more impatient consumers, we solve for the optimal fraction of savings put
into annuities numerically. Results are detailed below.

Beyond the results we have above, making statements about the size of EV for a
move from complete annuitization to zero annuitization is difficult, because in gen-
eral, this calculation must take into the period-by-period positive wealth constraints
summarized in equation (2.18). That said, a plausible conjecture, based on Claim 3
is that valuation will increase in the patience parameter 4, which should push con-
sumption later in life. Further, in cases where optimal consumption is decreasing
over time, increased smoothing should increase valuation. Hence, for §(1+7) <1, we
should expect valuation to increase with any parameter of risk aversion, because the
desire for decreasing consumption, which makes the u constraints bind, would then
be tempered by a desire for consumption smoothing. We confirm these intuitions

below with numerical examples.

2.4.2 Utility Dependent on Standard of Living

Additive separability of utility does not sit well with intuition. For example, life in

a studio apartment with no car is surely more tolerable for someone used to living
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in a studio apartment without a car than for someone who was forced by a negative
income shock to abandon a four bedroom house and a Lexus for a studio apartment
and no car. In this section, we revisit the analysis above with an extreme, and hence
illustrative, example of intertemporal dependence in the utility function, taken from
Diamond and Mirrlees (2000). The intuition behind this formulation is that it is
not the level of present consumption, but the level relative to past consumption that
matters. We consider the ratio of present to past consumption, but the difference
has also been considered in the literature. In choosing how to allocate resources
across periods, consumers with such utility trade off immediate gratification from
consumption not only against a lifetime budget constraint, but also against the effects

of consumption early in life on the standard of living later in life.

Uler,ca) = 5065711 — mou(S), (2.20)

where

5 — Si—1 + aceq
£ 1+«

Note that if @ = 0, so that individuals have no control over their standard of living,

we are in the additively separable case. A positive value of a indicates that past con-

sumption makes individuals less satisfied with a given level of present, consumption.

In the absence of the positive wealth constraints (2.18), the marginal utility of
consumption in any period incorporates two effects not present in the additively
separable case: (1) the effect of the present standard of living on present marginal
utility and (2) the effect of present consumption on future periods’ utility through
subsequent standards of living. Under this specification, the marginal benefit of

present consumption is given by:

8U 1 1/ Ct a Ck ,,Ck
oo~ ) T Tr e )

We note that if lime 5 u'(¢;) = 0o, then Assumption 2 holds, and Claim 1 applies

for finite s;.
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To obtain results, we assume that u(<) = e and that v > 1. Hence:

oUu

«
-y -1 I-y y—2
— = 'S @ — ——C. 'S; .
act Z k

i (14 o)kt k

For v > 1, effect (1) will tend to push consumption towards later periods relative
to the no standard (a = 0) case if the standard of living is increasing over time. If the
standard of living is decreasing over time, and v > 2, then this will push consumption
to earlier periods. For v < 2, the effect is ambiguous.

Effect (2) will unambiguously push consumption towards later periods in life.
Hence, the result of complete annuitization when the discount rate is less than the
interest rate, Claim 4, continues to hold if s is constant or decreasing over the period
of annuitization. This occurs if the initial value of s is small and the required level of
utility, U, is large. If the initial value s, is sufficiently large relative to the expenditures
required to attain U, then the smoothing implied by risk aversion may undo the result
by rendering optimal consumption relatively decreasing over time.

With the constraint that the only annuity available pays out a constant real sum,
relative valuations are particularly difficult to calculate with standard of living ef-
fects, because the intertemporal effects compound the difficulty of the multiple pos-
itive wealth constraints. However, we can conjecture that parameter changes that
tend to defer optimal consumption will tend to increase valuation. Hence, simulated
valuations should tend to be increasing in . Further, large s, should yield decreasing

valuation, and small s; increasing valuation, with both effects magnified by ~.

2.4.3 Numerically Estimated Magnitudes of Welfare Effects

To estimate numerical valuations of annuitization, we specify u(z) = -’11_% for both
the additively separable and standard of living exponential discounting, flat yield
curve cases considered above. In the separable case, this gives constant relative risk

aversion and an intertemporal rate of substitution gg;gs: = (&)™ In the standard

of living case, both risk aversion and intertemporal substitution are complicated by

the intertemporal utility linkage.
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We calculate five values: first, the CV for a mandatory purchase of a very small
quantity of a constant real annuity when A = 0. This value is identical and negative
for all consumers, as shown above. Second, and of more interest for determining pa-
rameter effects, we calculate EV for a move from putting all expenditures in such an
annuity to putting nothing in the annuity (EVg). Third, we determine the optimal
fraction of savings A* placed in the real annuity as opposed to in bonds. Fourth,
we calculate the EV of a move from complete annuitization with complete annuity
markets to zero annuitization (E'V). This number will be greater than the EV asso-
ciated with complete real annuitization, or equal in the knife-edge case where optimal
consumption is constant with actuarially fair prices (in the additively separable case,
this occurs when 6(1 + ) = 1). Finally, we compute an intermediate equivalent vari-
ation, EVp: that associated with a move from annuitizing the optimal fraction Ax of

wealth to zero annuitization.

We perform these calculations for a single 65 year old male in 1999 with survival
probabilities taken from the US Social Security mortality tables, modified (to ease
computation) so that death occurs for sure at age 100. We use a real interest rate
r of 0.03, and vary §. We consider coefficients of relative risk aversion ~ of 1 (log
utility) and 2, which are on the low end of plausible values. We use the same values
for the standard of living case (where these cannot be interpreted as coefficients of
relative risk aversion). For the case where the discount rate is 1.03~! and there is no
standard of living, our results are very close to those found in the existing literature

despite the truncation of life by 10 or 15 years.

We “reverse engineer” the expenditure minimization problem to have minimal
expenditures of 100 with complete annuitization, and exclude consumption in the
year of retirement (so utility is defined only over the 35 element vector ¢;). Changes
in parameters will change not only the optimal allocation of savings, but also the
level of savings. Comparative static analysis of the effect of parameter changes on
the welfare consequences for an individual with constant lifetime wealth would thus
require solution of a lifetime problem, not just a retirement consumption problem.

Adding consumption at age 65 does not fix this problem.
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The graphs depict and summarize results for each of 9 cases. Each graph plots
optimal consumption with and without annuitization. A positive EV of annuitization
indicates that the level of utility achieved with optimal consumption subject to com-
plete actuarially fair annuitization and real annuity constraint (2.18) when 100 units
of the annuity are purchased requires a greater level of expenditures to attain when
consumption is financed through conventional bonds with no trajectory constraint.
A rough estimate of the magnitude of EV can be obtained by observing the difference
in trajectories between the two consumption plans: when optimal consumption is
sharply decreasing, the constraints implied by (2.18) bind consumption away from
the optimal path; in these cases the price benefit of annuitization is largely offset
by the constraints. When optimal consumption is hump shaped, and less steeply
decreasing, the constraints impose less costs, so the net benefit to annuitization is

greater.

Results

Magnitudes

Pursuant to equation (2.16), CV for all consumers is equal to -125.39 when there
13 no annuitization. This means that for a very small increase in annuitization dA,
total expenditures are equal to 100 — 125.39dA.

Consistent with‘past results, the EV for a change from complete to zero annuitiza-
tion is 44 in the case of log utility with no standard of living effect, and the discount
and interest rates equalized (case 1). The positive EV in this case is guaranteed by
Claim 4. Consistent with our expectations, and past results, EV increases in risk
aversion (to 56 with v = 2 (case 7), and decreases when discounting is heavier (to
15 with a discount rate of 0.1 and log utility (case 3)). Note that the value of annu-
itization is increasing as the trajectory of optimal consumption with no constraints
approaches the flat (or upward sloping) optimal annuitized consumption path. This
is because the positive wealth constraints have less bite when optimal consumption
is nearly flat.

As expected, EV increases with the introduction of the standard of living effect
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when the initial standard of living is small relative to wealth. The externality of
present consumption on future consumption leads consumption to be upward sloping
over some range, with large mortality eventually bringing consumption to lower than
initial levels. This occurs around age 80 for § = 1.03~! and around 70 for § = 1.1-1.
Comparable to Case 1, Case 2 has a small standard of living and large valuation
of 67, approximately 50 percent greater. The initial value of 5 is “small” because
with expenditures of 100, a constant real annuity pays out 8.5 per period. Case 4 is
comparable to case 3, and here valuation almost doubles. Case 8 is comparable to

Case 7, and valuation increases, although not as sharply from 56 to 70.

Assuming rationality and retirement with assets sufficient to sustain the stan-
dard of living enjoyed going into retirement, we see that this particular relaxation of

additivity has an economically very significant effect on valuation.

For the cases where the initial standard of living is large, there is an economically
significant effect on valuation in the other direction. Cases 5, 6 and 9 are comparable
to cases 1 and 2, 3 and 4, and 7 and 8, respectively. In this case, the consumption
smoothing effect of the externality of early consumption on subsequent utility is
overcome by the desire to smooth the ratio of consumption to the standard of living.
The standard of living must fall over time because the initial standard of living (50

in cases 5, 6 and 9) are not sustainable throughout retirement.

Perhaps the most striking result is the consistently very large fraction of savings
placed in the annuity. The minimal annuitized fraction is 60, and this is for a con-
sumption plan (case 9) with very sharply decreasing consumption. For the familiar
additively separable case, the minimal annuitized fraction is 72 percent. Following
Claim 3, optimal annuitization increases in patience. Following Claim 4, complete
annuitization is optimal in the separable case when 6(1 + ) = 1. The last column,
showing equivalent variations associated with the optimal level of constant real an-
nuitization can be interpreted as stating that for all of our simultions, annuitizing 60
percent of wealth is equivalent to an increase in wealth of at least 20 percent.

For some patient consumers, the presence of a constant real annuity is as good as

the presence of complete annuities. This outcome, however, is a knife-edge. Adding
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a savings motive through the standard of living effect, we find a benefit to the move
to complete annuities markets, because upward sloping consumption can be financed
through initial annuity purchases, rather than future savings and bond purchases.
For more impatient consumers, the move to complete annuities markets introduces

considerable further gains relative to the introduction of the real annuity.

Table 2.1: Summary of simulations

Case ¢ v s a FEVgi Axp EVe EVp
1 .03 11 0 44 100% 44 44
2 1037 1. 5 1 67 100% 82 67
3 1.17! 1 1 0 15 2% 24 20
4 117 1 5 1 36 99% 37 36
5 1.03°Y 1 50 1 36 84% 49 46
6 1.171 1 50 1 3 63% 24 21
7 1037 2 1 0 56 100% 56 56
8 10371 2 5 1 70 100% 87 70
9 1.037! 2 50 1 negative 60% 30 27

2.5 Conclusion

With complete markets, the result of complete annuitization survives the relaxation
of several standard, but restrictive assumptions. Utility need not satisfy the von
Neumann-Morgenstern axioms and need not be additively separable. Further, an-
nuities must only offer positive net premia over conventional assets; they need not
be actuarially fair. We have retained the abstractions of no bequest motive, and no
learning about health status or other liquidity concerns. Exploring the consequences
of dropping these assumptions in the context of non-separable preferences and un-
fair annuity pricing will be an important generalization, but obtaining results will
require strong assumptions both on annuity returns and on the nature of bequests
and liquidity needs.

When annuities are restricted to be constant in real terms, we find that adding
a particular form of intertemporal dependence in utility reinforces the benefits of

annuitization as long as the standard of living entering retirement is not too large
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relative to resources. Even in what we regard to be extremely unfavorable conditions
for annuitization, 60 percent of savings are optimally placed in the annuity. For
consumers who benefit less from constant real annuitization, there are substantial

gains to completion of annuity markets.
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Figure 2-1: Case 1
discount=interest=0.03;log utility, no standard of living; EV=44; E=100
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Figure 2-2: Case 2

discount=interest=0.03; log-standard ot living utility, s1=5; EV=67; E=100
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Figure 2-3: Case 3
discount=0.10 interest=0.03; log utility, no standard of living; EV=15; E=100
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Figure 2-4: Case 4
discount=0.10 interest=0.03; log-standard of living utility, s1=5; EV=36; E=100
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Figure 2-5: Case 5

discount=interest=0.03; log-standard of living utility, s1=50; EV=36; E=100
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Figure 2-6: Case 6
discount=0.10; interest=0.03; log-standard of living utility, s1=50; EV=3; E=100
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Figure 2-7: Case 7

discount=interest=0.03; gamma = 2, no standard of living; EV=56; E=100
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Figure 2-8: Case 8

discount=interest=0.03; gamma = 2, standard of living utility, s1=5; EV=70; E=100
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Figure 2-9: Case 9

discount=interest=0.03; gamma = 2, s1=50; EV: negative; E=100
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Chapter 3

Income Sorting: Measurement and

Decomposition

3.1 Introduction

The causes, extent and consequences of the segregation of demographically heteroge-
neous populations into relatively homogeneous neighborhoods and jurisdictions are
objects of considerable interest among economists and social scientists generally.! Seg-
regation on the dimension of income (“income sorting”), at the jurisdictional level, is
particularly interesting because, under some conditions, it is an equilibrium condition
in the political economy models of jurisdiction choice that follow from Tiebout (1956),
as in Epple and Sieg (1999). Tiebout’s notion that households choose jurisdictions
based on the package of public goods they offer has also motivated studies of the
valuation of public goods based on differences in property values across jurisdictions
with different measured public goods quality.

This paper addresses the measurement of income sorting and the attribution of
observed sorting to different causes. In terms of measurement, I show that a decompo-
sition of variance into within jurisdiction and between jurisdiction components must

be adjusted for the presence of measurement error in income. Using 1990 US Cen-

!see, for example, Wilson (1987), Benabou (1993), Kremer (1997), Glaeser and Cutler (1997).

97



sus data, I find that the adjustment approximately doubles the estimated extent of
sorting. On average, across all US metropolitan areas (MSAs) I find approximately
nine percent of the variation in household income can be explained by differences
across jurisdictions. There is a great deal of heterogeneity in sorting: while sorting is
statistically significant in almost all MSAs, the fraction of variation attributable to
jurisidctions is very close to zero in a large number of MSAs, while the majority of

variation can be explained by jurisdictions in others.

That jurisdictional differences do not yield perfect sorting is hardly surprising
given the many dimensions of preferences that enter housing choice. Epple and Sieg
(1999) observe that some very strong assumptions are required to obtain perfect
sorting by income. Among the strongest are that preferences over public goods can
be reduced to a single dimension, that the level of public goods provision is equal
across locations within jurisdictions and that the housing stock within jurisdictions
is determined by the preferences and budget constraints of households of present
residents (so that we would only observe fixed housing quality in jurisdictions over

time if relative amenity were also unchanging).

An empirical observation that there are significant differences in incomes across
jurisdictions, combined with the fact that there are differences in public goods across
jurisdictions cannot interpreted as proof that differences in government drive, or even
enable income sorting. Jurisdictions are differentiated not only by government, but
often by geographic amenity and housing quality. The well-established difficulties in
estimating hedonic values for location and amenity are compounded by the fact that
amenity characteristics such as school performance are likely to be determined in part
by the characteristics of the households who use the amenity. Thus, if households
sort by preferences over geography, and not at all on the basis of public goods, we
will find high income households in the more geographically desirable locations, and
also likely superior school performance and lower crime.

Recently, boundaries have come to prominence as a way around the identification
problems caused by endogenous jurisdiction choice and formation. Black (1999) shows

that controlling for all observables, virtually adjacent houses on opposite sides of
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school attendance lines within the same jurisdiction reflect quality differences in their
associated schools in different prices. Relatedly, Hoxby (1994) uses the number of
rivers in MSAs as a source of exogenous variation in the number of jurisdiction to
estimate the effect of school choice on school quality. Both methodologies rely on
the lack of amenity effects associated with being on one side or the other of these

boundaries, independent of the associated difference in public goods.

I use a similar methodology to estimate the extent to which income sorting by
Jurisdiction is driven by differences in government, rather than locational character-
istics. To do this, I compare the extent of income sorting in two types of adjacent zip
(postal) code pairs. The first type of adjacent zip code pairs is the set of zip codes
which are next to each other, and are in the same jurisdiction (e.g. Cambridge, MA
02138 and Cambridge, MA 02139). The second type of adjacent zip code pairs is
the set which are physically next to each other, but are separated by both a postal
boundary and a jurisdiction boundary (e.g. Cambridge, MA 02138 and Somerville,
MA 02143). Zip code boundaries are drawn by the US postal service to rationalize
delivery routes logistically. It is natural to think that these boundaries carry no more
information concerning locational amenity than jurisdictional boundaries. If this
condition is met, than the difference between the average extent of sorting between
across-jurisdiction pairs and the average extent of sorting between within-jurisdiction
pairs, corrected for sampling properties should be no smaller than the extent of sort-
ing generated by a combination of geography and government (the average extent of
sorting across neighboring jurisdiction pairs) minus the extent of sorting generated by
purely geographic differences (the average extent of sorting among within jurisdiction
pairs).

In 1990 Census data, I find that, on average, location on one or another side of
a zip code boundary explains approximately 2.2 percent of the variance of household
income. Controlling for population characteristics of the zip code pair, the addition of
a jurisdiction boundary increases the R? by an average of 0.4 percent. This leaves the

large majority of locational income sorting unexplained by governmental differences.

The second section of this paper discusses methodological issues in the measure-
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ment of income sorting. The third section discusses the data I use to estimate income
sorting at the jurisdiction and zip code level within MSAs, and the fourth section
summarizes the extent of sorting I find. The fifth section presents the decomposition

analysis, and the sixth section concludes.

3.2 Measuring Income Sorting

A natural way to measure sorting by any characteristic within subregions of a larger
region (here, jurisdictions or zip codes within MSAs, “jurisdictions” hereafter when
either can be meant), is to compare the average variance of the characteristic within
jurisdictions to the variance at the regional (MSA) level.

Kremer and Maskin (1996) note that such a variance decomposition has a neat
interpretation as the R? in a regression of the characteristic on a full set of dummy
variables indicating individual residence in each of the jurisdictions. Indexing house-
holds by h and jurisdictions by 7, and labeling income y, we have:

R

R*=1- —— I (3.1)

S (Y2
H

where 7; is mean income in jurisdiction j, and Y is mean income in the MSA. The
numerator of the second term on the right hand side is the population weighted
average of within jurisdiction variance. The denominator is the variance at the MSA
level. If jurisdictions are close to homogenous, the fraction is small, and R? is large
(with a maximum of one). If the expected squared difference between households’
income within jurisdiction is equal to the squared difference between households at
the regional level, then there is no sorting, and we have and R? of zero. Decomposing
total variance, we can also interpret the R? measure as the ratio of the population
weighted average squared deviations of jursidiction mean incomes from the population
mean divided by total variance.

Assuming that variance is a meaningful measure of heterogeneity, the R? statistic

can be applied to sample data, but only after two defects are addressed.
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3.2.1 Adjustment for Sampling Without Replacement

A well known problem associated with the R? measure is that increasing the number
of regressors increases the expectation of R? in finite samples, even if the added
regressors are orthogonal to the dependent variable (here, income). That is, in a
world with no behavioral income sorting, MSAs with more jurisdictions would have
greater R? values mechanically.

To make the R? measure an estimate of behavioral sorting, we can observe that
the expectation of variance within a jurisdiction, when households are randomly taken

from a sample of the MSA without replacement, is given by:

1 H; 1 H;
S (h—5)% = —— — 7).
Hj—1 h:l(yh ) H-1 hgl(yh )

Thus, if we replace H; with H; — 1 in the numerator and H with H — 1 in the

E

denominator of equation (3.1), with random assignment of households to jurisdictions,
we would obtain an expected R? of zero. With behavioral sorting, the expectation
will be greater than zero.?

In the data I consider, populations are too large for this adjustment to make a
significant difference. It should be observed, however, that the correction comes from
the property that variance of sample means decrease in sample size. Other widely used
measures such as the Index of Dissimilarity and Thiel’s index suffer from the same bias
towards observed sorting when jurisdiction sizes are small. Any finding of increasing

segregation with increasing fragmentation should be presented and interpreted with

care.

3.2.2 Measurement Error

It is well known that mean zero measurement error in the dependent variable, uncor-

related with either the right or left hand side variables in a regression will not bias

2In general, adding more jurisdictions, or equalizing the population share of jurisdictions allows
for a smaller value of R?: this only affects the expectation if there is behavioral sorting. A finding
that adding jurisdictions yields larger estimated adjusted R?’s means only that there is sorting, not
necessarily that sorting behavior is more pervasive in more fragmented regions.
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estimated coefficients. However, such error will bias down estimated R?. Putting
aside the small denominator adjustment, suppose that reported income is v, + v,
where v is mean zero and ii.d. across households with variance 02 = Ev?. Our

estimate of R? becomes

J H;  (yn—9j+vi)?
Zj:l Zh:] H,

7 (un—Y +v)?

1
2ohey
H

(3.2)

2
As the signal to noise ratio % approaches zero, (3.2) approaches zero, even if there
is perfect sorting by true income. If the signal to noise ratio were known, then an
unbiased estimate of R? could be obtained. Our expectation of mean squared error

within jurisdictions is equal to
agj + 03 + 2040,

and our expectation of mean squared error at the MSA level is
03 +02+ 20yy.

Under the assumption that the covariance terms o,;, and o,, are zero at both
the jurisdiction and MSA level (so that measurement error is no more severe in any
jurisdictions than in others), we can subtract an estimate of o2 from both expressions

to obtain unbiased estimates of R?. That is, a measurement error adjusted R? is

equal to
me j H a’_‘g _ 0’7‘12] ) "

Measurement error v can come from several sources in cross sectional survey data.
First, we are typically interested in a measure of sorting by wealth rather than in-
come, but annual, rather than lifetime, income is reported in most survey data. This
would not be a problem if annual income were simply equal to a constant fraction of

lifetime income. However, this relationship is violated both by year-specific shocks
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to income and by a generally upward trending age-earnings profile. A young gradu-
ate student may exert at least as great a positive externality on neighbors as an old
tenured professor, but will show up in cross sectional data as low income. Second,
households may misreport their earned income in the survey year. Third, and par-
ticularly important in the census data, income is reported in bins, so that we must

guess an income for each household with income reported in that range.

To estimate 0. and o] separately, we recall the formula for attenuation bias in a
regression where a single right hand side variable is measured with error. If we regress

some variable Z on reported income y, which is a noisy measure of true income y:

Zy = a+ by *n +v) + ¢, (3.4)
then we have
. g CO’U(y’ Z)
plim(bors) = ErTa

By contrast, if we find an instrument that is correlated with y+, but not with v or
€, then the two stage least squares estimator by has the true coefficient on income

as a probability limit:

Cov(y, Z)
ol ’

plim(bry) = b =

Comparing the OLS and IV estimators yields the relationship

. b;V O’2+0’5
plim(——) = ~—
bors g,

(3.5)

Since we observe the combined signal and noise variance of observed income 05 +
o2, if we can find an auxilliary regression of the form described above, then we can

estimate measurement error and the unbiased sorting estimator RZ .
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3.3 Data

I estimate the extent of income sorting using 1990 US census (STF3A) data on the
distribution of household incomes at the MSA, jurisdiction and zip code levels within
207 MSAs. For each of these geographic entities, I observe the number of sampled
households (approximately 15 percent on average) reporting 1989 income in each of
25 income categories. I assume that all households reporting income in any income
bin reported the midpoint income of the bin. For example, I deem a household in the

income category of $10,000 to $15,000 to have an income of $12,500.

The Census Bureau aggregates data at the level of metropolitan area, which are
physically continuous areas that can plausibly be considered a single market. Incor-
porated jurisdictions typically compose only a portion of their encompassing MSA,
because some areas are not incorporated into political units below the county level.
Depending on the state, following Census descriptions of the primary unit of local
government, I define jurisdictions as either “incorporated places” or “minor civil di-

visions.” Such entities undertake a significant fraction of all state and local spending.

To estimate measurement error in income, I use 1990 Census microdata (not avail-
able with jurisdictional or zip code detail) on household incomes, education and house
price. The microdata reports a bounded, continuous (integer) value for income, which
I transform into the midpoint of the corresponding bin that would be reported in the
geography-specific STF3A data (so that a household reporting income of $12,300 is
assigned the $12,500 midpoint of the $10,000 to $15,000 bin). I regress the reported
value of housing (among homeowners) on the transformed income variable to obtain
the OLS estimate. The IV estimate is obtained by instrumenting for the transformed
income variable with the mean income for the industry and MSA cell in which the
household head works (so that all households in Pittsburgh headed by a real estate
broker receive the same aggregated instrument). I perform these regressions in both
logs and levels, at the MSA level. The assumption is that the industry mean affects
housing purchases only through household income, and not through any unobserved

variables included in the error term € in equation (3.4). Use of education as an
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alternative instrument can corroborate this assumption.

3.4 Results

With no correction for measurement error, across 207 US MSAs, at the jurisdiction
level I find a mean R? for the level of income of 0.04. At the zip code level, 1
find a significantly larger value of 0.07. As reported in Table 3.1, the results are
approximately identical for sorting by the natural log of income.?. We can infer that
zip codes are considerably more homogenous than are jurisdictions. Already we see
that there is sorting that is not driven entirely by shared government. Neighborhoods
(zip codes) within jurisdictions may have different service levels, but these do not arise
from the simple Tieboutian voting with feet mechanism.*

However, I find considerable measurement error in income, which is worsened by
assuming bin midpoint values for households’ incomes. Running OLS and IV equa-
tions of the reported value of homeowners’ homes on transformed income for each
MSA, I find a mean OLS coefficient of 0.75 in levels and 0.37 in natural logs. By
contrast, instrumenting for income with industry mean income, I find a mean coef-
ficient of 1.45 in levels and 0.70 in logs. Taking means over MSAs, I estimate noise
to signal ratios (%‘g) of 0.95 in levels and 0.91 in logs. Encouragingly, I obtain almost
identical results using education as an instrument for income - the similarity of IV
results suggests that the observed positive effect of education on housing value ob-
served in demand regressions may be purely attributable to unobservable components
of lifetime income. Both education and industry mean wages should overcome the
problem associated with unobservable age earnings profiles.

Correcting the sorting measures accordingly, I find a mean R2 of 0.09 in levels and
0.11 in log income at the jurisdiction level, and 0.14 in levels and 0.17 in logs at the

zip code level.

¥We might think that ratios of income are more relevant to choice than levels

“One could imagine more involved political models which result in heterogeneous services within
jurisdictions such that households are satisfied, but this is outside of models such as Epple and Sieg
(1999)
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Table 3.1: R? Estimates of income sorting

H @ 6 ¢

Zip code 0.07 0.14 0.08 0.17
Jurisidction 0.04 009 0.05 0.11
Income Specification Level Level Log Log
Measurement Error Corrected? No Yes No  Yes

Note: Values reported are population weighted average ratios of within jurisidction
or zip code variance to variance of MSA income, averaged across 207 US MSAs.

The corrected R? estimates provide unbiased estimates of the extent of sorting by
income into zip codes and jurisdictions. Two notable facts are, first, that while the
extent of sorting is statistically significant in almost every MSA, the large majority of
income differences across households survive to the level of jurisdiction and the finer
level of zip code. Second, a significant fraction of the variation in income not explained
by differences across jurisdictions is explained by differences across zip codes within
jurisdictions. This implies that there are important differences in conditions within

jurisdictions, so that government is imperfectly correlated with other local amenities.

Notably, matching the result of Epple and Sieg (1999), I obtain an R? measure of
0.11 in the level of income for the Boston MSA with no correction for measurement

error. This estimate doubles to 0.22 with the correction.

The largest value of sorting by level of income is 0.65 in Savannah, Georgia,
and 0.80 in levels in Decatur, Illinois. This matches a general fact that there is
substantial sorting in Southern and Midwestern MSAs. These results are consistent
with racial preferences driving income sorting (explaining the South), as in Alessina,
Baqir and Hoxby (1999) or with proliferation of local governments (as in the Midwest)
indicating that where governance is relatively important to households, income sorting
is stronger. Beyond such impressionistic evaluations, identifying the underlying causes
of sorting rigorously would be quite difficult.

In addition to measurement error, “perfect” income sorting is hindered by the
fact that the large share of population located in some jurisdictions implies that
there must be some mixing of income. For example, a metropolitan area with just

two jurisdictions cannot feature an R? value of one as long as there are more than two
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income categories which positive population. Large cities such as New York City are
typically larger than the population in any single income category, and hence must
feature some income mixing.

Figure 1 plots two values of R? for each metropolitan area. The smallest value is
the observed extent of sorting by jurisdiction, corrected for measurement error and
summarized in the second column of Table 3.1. The second value is income sorting
which would occur if “perfect” sorting were accomplished by locating the wealthiest
households in the smallest jurisdictions and the poorest households in the largest
jurisdictions. If sorting were complete, the observed data (circles) would lie along the
45-degree line with the maximized R? values. As noted above, in most MSAs, this
observed value is substantially less than one, with a mean value of 0.76. Evidently,
observed sorting, with a mean of 0.09 on average falls far short of this value, so the
lack of income sorting can be attributed only in small part to feasibility constraints.
Further, the correlation between perfect sorting and actual sorting is highly imperfect,
with a value of 0.40. Again, it would be interesting in future research to understand
the basis for difference across metropolitan areas in the extent of sorting. Part of such
an understanding will include distinguishing government-based sorting from sorting

based on other determinants of jurisdiction choice.

3.5 Decomposing Income Sorting

As a start at understanding what drives income sorting, it would be interesting to
disentangle governance and public goods from other locational attributes as causes
of sorting. The fact that zip codes are more homogeneous than jurisdictions implies
that there are neighborhood effects. This suggests that some fraction of the observed
jurisdictional sorting, too, is driven by extra-governmental characteristics of juris-
dictions, since jurisdictions, like zip codes, are locationally homogeneous relative to
the larger metropolitan area. In theory, all of the observed sorting into jurisdictions
could be driven by locational factors other than governance. However, the results are

at least theoretically consistent with a world in which households have lexicographic
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Figure 3-1: Income Sorting: Observed R? values and maximized values with “perfect

sorting,” with and without measurement error
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preferences, such that they choose first a governmental package (and hence a jurisdic-
tion), and next choose the neighborhood they like best within the jurisdiction. In this
case, all of the sorting at the jurisdiction level would be attributable to differences in
governance.

Putting any structure on the basis of jurisdiction choice is a risky enterprise. As
Epple and Sieg (1999) illustrate, it is not trivial to prove that households will sort
into jurisdictions by income on the basis of governance, even under extremely strong
assumptions. I thus do not attempt to recover underlying preference paramaters.
Rather, I simply ask: how much of the income sorting we observe at the jurisdictional
level can be attributed to the fact that there are governmental differences between
jurisdictions?

To answer this question, I estimate a sorting measure for “regions” defined as
physically adjacent pairs of zip codes. The large majority of zip codes are located
almost entirely within a single jurisdiction, and I confine the analysis to such zip
codes. This way, the border between two zip codes can either be a mere postal
division, or can be both a postal division as well as a jurisdictional division. Under
an assumption on the nature of zip code and jurisdictional boundaries, the difference
between the measure of sorting observed between across-jurisdiction zip code pairs
and the measure of sorting observed between within-jurisdiction pairs, on average,

can be interpreted as the sorting “value added” of governmental differences.

The critical assumption is that within jurisdiction zip code boundaries signify the
same degree of extra-governmental neighborhood differences, such as differentiated
topography or housing characteristics, as jurisdictional boundaries. I consider this
to be a weaker condition than two other boundary-related identifying assumptions
that have come to prominence in the literature on local public goods. Black (1999)
assumes that if differences in prices of houses that are virtually adjacent, but are
located across school attendance lines within the same jurisdiction, are orthogonal
to observable characteristics and correlated with differences in school quality across
the attendance lines, then the differences are caused by the differences in school qual-

ity. This implicitly relies on the assumption that school attendance lines convey

109



zero unobservable information about non-school neighborhood characteristics. This
is stronger than my assumption, because I require only that, the magnitude of neigh-
borhood differences across zip code lines are on average equal to the magnitude of
neighborhood differences across jurisdiction lines. T do not require an absence of
neighborhood differences as Black does.

Hoxby (1994) argues that the number of rivers in a metropolitan area causes juris-
dictional fragmentation, but does not cause economic segregation. This assumption
allows an interpretation of a relationship between the number of school districts and
school quality to be interpreted as causal. If variation in school quantity were gen-
erated by a mechanism which generated correlated economic segregation, then we
could not reject the alternative interpretation that the differences in average school
quality is driven by economic segregation. For such an interpretation to be ruled out,
it must be the case that rivers do not generate economic segregation. In turn, this
requires that rivers do not mark changes in neighborhood characteristics. Again, I
regard this as a stronger assumption than the assumption that zip code boundaries
convey approximately the same amount of information as jurisdictional boundaries.

The Census Bureau provides the longitude and latitude of each zip code’s cen-
troid. For each zip code in each MSA, this allows me to find the closest different
zip code, measured in centroid-to-centroid distance.®> For each zip code and its near-
est neighbor, I can calculate an R? measure as if the two zip codes jointly formed
a metropolitan area: the larger the estimated R? the greater the difference in mean
household incomes across zip codes relative to total household income variance, and
hence the greater the extent of sorting. Census data also indicates what fraction of
each zip code is located in which jurisdiction. I consider only zip codes for which
at least 95 percent of the population is located within a single jurisdiction. Across
the 207 MSAs, approximately half of the nearest neighbor pairs are located in the
same jurisdiction. Same jurisdiction zip code pairs will tend to be in larger cities, on
average, since small jurisdictions tend to have just one zip code.

With measurement error corrections, I find a mean R? of 0.0217 in the level of

5This relationship need not be reflexive in general
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Table 3.2: Regressions of Income R? for Neighboring Zip Codes on a Variable Indi-
cating Different Jurisdictions
0 @)
Different Jurisdiction 0.0037** 0.0078**
(0.0014)  (0.0030)

R? for income in level log
Mean R? 0.0217 0.0455
Observations 4,685 4,692

Notes: Dependent variable is the 1 minus the population-weighted average ratio of
within zip code income variance to total variance in neighboring zip code pairs. Both
regressions include MSA fixed effects as well as polynomials and interactions of mean
income level, total population of the combined zip codes, and population share of the
larger zip code. ** Significant at 5 %.

income, and 0.0455 in log income. Without covariates, I find that the mean R2 values
are indistinguishable whether the zip code boundary is a within jurisdiction boundary,
or also a jurisdictional boundary. Adding demographic covariates, however, I find a
small positive effect on R? of jurisdictional difference. Table 3.2 shows that “adding”
a jurisdictional boundary increases the extent of sorting by approximately 0.004 in
levels and approximately 0.008 in logs. Evidently, different governments explain only

a small fraction of locational sorting on income.

3.6 Conclusions

Jurisdictions are segregated by income relative to metropolitan areas. Correcting
for measurement error in income approximately doubles estimates of the extent of
sorting, but sorting remains far from complete. Observed sorting at the jurisdiction
level may be generated by differences in tax and spending policies, or by differences
in extra-governmental amenity, or, most likely, by a combination of the two. The
evidence presented here suggests that extra-governmental amenity plays a very large
role in the sorting process, and that these amentities vary not only across jurisdictions,
but also within.

The conclusion that neighborhood effects are an important source of sorting within

Jurisdictions is supported by the fact that zip codes are considerably more homoge-
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neous than jurisdictions. Further support comes from the fact that neighboring zip
codes are only slightly more sorted by income if they are in different jurisdictions than
if they are in the same jurisdiction. The existence of significant income differences
across zip codes suggests that there are likely to be differences associated with other
boundaries, such as rivers and school attendance lines which have previously been as-
sumed to be innocuous with respect to neighborhood effects. The evidence suggests
further that there are likely to be interactions between neighborhood characteristics
and government. Different zip codes in the same jurisdiction likely enjoy different
level of public goods quality (by virtue of different spending on different schools, or
different access to public facilities. The fact that different governments explain only
a small fraction of income sorting implies only that government is not the sole factor
driving sorting. It does not imply that quality of access to public goods is relatively

unimportant.
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