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Abstract

Infrared-active nanostructures play an increasingly important role in the nanoscience
toolbox, yet little is known about their optical properties at the single nanoparticle
level. In this thesis, we detail efforts to extend the power of single-molecule spec-
troscopy into the shortwave-infrared (SWIR), marrying confocal microscopy with su-
perconducting nanowire single photon detectors that operate very efficiently in this
portion of the spectrum.

As a proof of principle, we interrogate single lead sulfide (PbS) nanocrystals emit-
ting at 1100 nm and observe fluorescence intermittency (blinking) under continuous
excitation. The extracted on/off waiting-time statistics were power-law distributed,
with exponents nearly identical to those measured from visible NCs. In addition,
we demonstrate the feasibility of performing sophisticated photon correlation exper-
iments on weak SWIR emitters and confirm that the photoluminescence from single
PbS NCs displays sub-Poissonian photon statistics, strong evidence for single-NC
localization.

Next, we use our unique apparatus to probe two key steps in the exciton life-
cycle of single 1300-nm-emitting indium arsenide nanocrystals: the time evolution,
and subsequent recombination, of single and multiple excitons. Upon correlating PL
intensity with the lifetime decay, we discover that InAs/CdZnS nanocrystals blink in
one of two ways, either with the PL decay rate fluctuating simultaneously or remain-
ing constant for all PL intensities other than the off state. Surprisingly, we observe
grey-state emission - commonly attributed to trion recombination - with a PL lifetime
nearly equal to the bright state (attributed to neutral exciton recombination). For the
21 NCs studied, we observe significant heterogeneity in single-NC radiative lifetimes
(47 to 179 ns), while simultaneously measuring a near-zero biexciton quantum yield
across the sample.

Finally, we perform single-NC spectroscopy on a new generation of CdSe/CdS
nanocrystals and extract kinetic rates of recombination for both neutral and charged
excitons, which we assign to the bright and grey state respectively. By correlating the
instantaneous PL lifetime with the PL intensity using fluorescence-lifetime-intensity-
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distribution (FLID) plots, we assess the prospects of alternative blinking mechanisms
in 2-monolayer and 7-monolayer CdSe/CdS NCs, as well as QD Corp. NCs (QDC655),
and find little evidence for anomalous blinking (i.e. the recently proposed Type B
blinking) for all three NC systems.

Thesis Supervisor: Moungi G. Bawendi
Title: Professor of Chemistry
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Chapter 1

Introduction

Our continued understanding of nature is intimately linked to the measurements we

can make to probe its inner workings. Extending our reach across time and space,

from the ultrafast to the nanoscale, has forced us to acknowledge that discovery does

not saturate - rather, it evolves in sync with the contents of our scientific toolbox.

Moreover, combining the strengths of individual fields often allows one to answer

fundamental questions that could not even be asked previously. It is our hope that

the work contained in this thesis in some small way succeeds at this task.

Over the past thirty years, colloidal semiconductor nanocrystal quantum dots

(NCs) have evolved from a scientific curiosity to a robust material system, well-

suited to the demands of bioimaging [114], solid-state lighting [128], and display

technology [63]. These gains have mostly been realized for nanocrystals composed of

cadmium selenide (CdSe), whose range of optical activity spans the visible portion of

the electromagnetic spectrum. As a result CdSe NCs have become the workhorse of

nanocrystal physics, creating a detailed picture of how excitations behave and interact

with one another when confined to nanometer-sized ‘boxes’. A revolution was sparked

when scientists first began to interrogate CdSe nanocrystals one at a time [98] - this

experiment and ones that soon followed [30, 31, 97, 89] unveiled new and unexpected

phenomena that was at once complex and compelling.

While visible-emitting nanocrystals continue to hold center stage in the practical

applicability arena, a new hotbed of research is developing for materials with opti-
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cal activity in the shortwave-infrared (SWIR, λ = 1-3 µm). This has largely been

fueled by the promise of solution-processable photovoltaics that are cost-effective

from a manufacturing perspective. Colloidal nanocrystals synthesized from the lead

chalcogenides (PbS, PbSe, PbTe) and indium pnictogenides (InAs, InSb) have exotic

physical properties that in theory could be exploited in SWIR optoelectronics, but

our rudimentary understanding of fundamental SWIR-nanocrystal optical properties

precludes the rational design of high-efficiency functioning devices as we might do

with CdSe.

This thesis explores a new wavelength regime in optical microscopy, and details

our investigations of two prototypical SWIR nanomaterials at the single particle level.

To place our results in the right context, we equip the reader with the language and

relevant physics of semiconductors in the following section. Having familiarized them,

we then introduce the concept of quantum confinement as one finds in a nanometer-

sized semiconductor nanocrystal, closely paying attention to the species we are most

concerned with: excitons. We recount a few seminal experiments in single-NC spec-

troscopy towards the end, and hopefully launch the now-invigorated reader into the

details of our work.

1.1 Bulk semiconductor crystals

The optical and electronic properties of nanocrystals are of interest to us precisely

because they are unique from the bulk. However, the language we use to describe these

properties, especially that of excitons, is rooted in the physics of three-dimensional

solids (nanocrystals are commonly thought of as ‘zero-dimensional’ solids). In fact,

correlating our observations from the bulk to the nanoscale is a worthwhile exercise,

and provides a level of understanding that is most helpful.

1.1.1 Energy bands and effective mass

The electronic structure of semiconductors is of primary importance and defines the

interaction between photons, electrons, and holes. Each of the constituent atoms in
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Figure 1-1: a) Calculated dispersion relation for PbSe. The band gap is at the L
point (red circle) b) In the effective-mass approximation, the conduction and valence
band extrema can be represented by parabolas for small |k − q|.

the lattice has a defined number of electron states, the number of which is conserved as

the atoms are brought together to form a solid. To a chemist this concept is intuitive,

since this is precisely the case in the formation of diatomic molecules. However in

solids, the number of atoms is large, resulting not in discrete molecular orbitals but

in energy bands. The energy band diagram, or E-k dispersion relation, can be found

using a variety of methods, but the simplest uses an electronic wavefunction of the

form

Ψ(k, r) = Ub(k, r)eik·r (1.1)

where Ub is a Bloch function that assumes the periodicity of the semiconductor atomic

lattice. This was the remarkable insight of Felix Bloch who determined that electrons

in a solid are similar to free electrons but with a periodic modulation adopted from

the lattice [2]. Solving the Schrödinger equation ĤΨ = EΨ with a wavefunction of

the form above produces a band diagram like the one shown in Figure 1-1a. For a

semiconductor, the resulting dispersion relation contains a zone of forbidden energies,

the spread of which defines the band gap Ec−Ev = Eg. In the language of chemistry,

the highest occupied bonding state (HOMO) is the top of the valence band Ev, and

the lowest unoccupied antibonding state (LUMO) is the bottom of the conduction

band Ec. If we Taylor expand E(k) in this region near the band extrema (Figure
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1-1b),

Eb(k + q) ≈ Eg +
∂E

∂k
q +

1

2

∂2E

∂k2
q2 + . . . (1.2)

Using the tools of perturbation theory [2], we can relate the coefficients ∂E/∂k and

∂2E/∂k2 to important features of the dispersion relation. In particular, the second

differential is found to be

∂2E

∂k2
∝ ~2

2m
+

(
1

q2

)∑
b′ 6=b

|〈bk |k · p| b′k〉|2

εbk − εb′k
, (1.3)

where m is the mass of an electron in vacuum, p is the electron momentum, and εik is

the energy of the electron state i at position k in the dispersion relation. The second

term in Equation 1.3 is a sum over matrix elements that couple nearby electron states

(b± 1, 2, . . .) to the one we are interested in. With a little dimensional analysis, one

finds that ~−2∂2E/∂k2 has units of inverse mass, allowing us to recast our Taylor

expansion near the band edge as

Eb(k) ≈ Eg +
~2k2

2meff

(1.4)

with

meff =

(
1

2m
+

(
1

~2q2

)∑
b′ 6=b

|〈bk |k · p| b′k〉|2

εbk − εb′k

)−1

. (1.5)

In this ‘effective mass approximation’, we can think of meff as a way to lump all the

interactions the electron (or hole) feels when it is placed in a solid, rather than an

actual physical mass. Now, the broad range of electronic environments for different

semiconducting materials can be gauged, albeit crudely, by a single parameter.

1.1.2 Optical absorption and excitons

Having created a framework for how electrons behave in a solid, we now consider

their interaction with light. In the process of photon absorption such that an electron

is promoted from the valence (VB) to the conduction band (CB), an excited state

is produced. The transition probability, and therefore the light absorption intensity,
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is given by the matrix element |〈bk |µ · E| b′k〉|2. Since µ can be related back to the

momentum operator p, one immediately notices the similarity between this quantity

and the coupling elements used to calculate the effective mass. Physically, this means

that bands which perturb each other strongly are always connected by allowed optical

transitions for absorption (or emission) of a photon [65]. In our discussion, we limit

ourselves to direct, or vertical transitions for which kelectron + khole ≈ 0.

There is another way to make an excited state [2]. Suppose instead we created

a one-electron state in the conduction band that was a superposition of many levels

near the CB minimum, forming a localized wavepacket with energy slightly above Ec.

Doing the same for the hole states left behind also produces a wavepacket with average

energy slightly below Ev - the difference in energy between these two localized states

would be slightly larger than the band gap Eg. However, one must take into account

the non-negligible Coulombic attraction between the electron and hole; within the

effective mass approximation, this can be expressed as

H =
p2
e

2meff,e

+
p2
h

2meff,h

− e2

4πε |re − rh|
(1.6)
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with the Coulomb attraction screened by the dielectric constant ε of the semiconduc-

tor. If we use a reduced mass instead of the electron and hole effective masses, the

Hamiltonian above is remarkably similar to that for the hydrogen atom. This results

in a series of Rydberg-like bound states near Eg, which we call excitons (Figure 1-2a).

Far from a theoretical oddity, evidence for these states can be seen directly in the

low-temperature absorption spectrum for most bulk semiconductors (Figure 1-2b).

The total exciton wavefunction near k = 0 is

Ψn(r) = Fn(re − rh)Uc(re)Uv(rh) (1.7)

where Fn is an envelope function that assumes the shape of hydrogenic wavefunctions

with quantum number n (i.e. F1 produces an s-like envelope, F2 is p-like, etc), and

Uc,v are the Bloch functions for the CB and VB extrema. Finally, for the transition

probability from the ground state into an exciton state:

|〈Ψn(r) |p|Ψ0(r)〉|2 ≈ |〈Uc |p|Uv〉|2 |〈Fn|F0〉|2 . (1.8)

The electric dipole absorption is thus determined by the symmetry of both the en-

velope function F and the Bloch functions U - strictly, the envelope function part of

Equation 1.8 requires the ground and excited states to have the same symmetry.

1.2 Quantum confinement: nanocrystal quantum

dots

In the bulk, adding a Coulombic attraction between an electron and a hole introduces

spatial correlation, and produces a natural distance where the kinetic and potential

energies are balanced. This length is the exciton Bohr radius aB = 4πε~2

µ∗e2
, approxi-

mately 5 nm in CdSe, 18 nm in PbS, and 36 nm in InAs. An obvious question arises:

what happens to the electronic structure when the solid of interest has dimensions

on the order of, or smaller than, aB? To answer this, we follow the same prescription
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Figure 1-3: Evolution from bulk to quantum-confined electron and hole states. The
black dotted lines intersect k at specific points, highlighting the reduced number of
wavevectors that are now supported within the confines of a nanocrystal. Here, we
assume the hole effective mass is smaller than the electron effective mass, resulting
in more closely spaced hole states in the NC. The orange hydrogen-like wavefunction
densities reflect the symmetry of electron states.

as we did for the bulk - bringing together a few thousand atoms (instead of the 1023

found in 1 cm3 bulk crystal) and arranging them in a lattice structure identical to

their bulk counterpart, new states once again begin to appear due to the overlap

between adjacent atomic orbitals. Whereas the surface is neglected in the treatment

of bulk electronic properties (since it accounts for a negligible fraction of the overall

crystal) the reduced dimensionality of a nanometer-size crystal (‘nanocrystal’, NC)

introduces a dramatic spatial confinement on the internal electrons and holes. Since

the number of initial (atomic) and final (NC) states is conserved, the reduced number

of atoms results in an electronic structure with a reduced density of states, especially

near the band edge. Another way to see the effect of confinement on the electronic

structure is with the Hamiltonian itself. Since the kinetic Tkin and Coulomb potential

Vcoul energy terms are proportional to 1/r2 and 1/r respectively, shrinking the size of

the crystal to r → 0 results in a Hamiltonian that is dominated by Tkin, producing

electronic wavefunctions that are similar to particle-in-a-sphere states (Figure 1-3).

Beyond this intuitive picture of quantum confinement, more precise treatments
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of nanocrystal electronic structure exist but they are beyond the scope of this intro-

ductory chapter. However, we indulge in a few defining characteristics of quantum

confinement that bear repeating - we trade detail for understanding, with the hope

that our incomplete description spurs the interested reader to the primary literature

[27, 28, 100, 67].

1. The Coulomb interaction is no longer the cause of spatial correlation. When

nanocrystals are synthesized to be much smaller than the bulk exciton Bohr

radius aB, NC electrons and holes no longer ‘follow’ each other spatially as

they would in the bulk since the exciton often delocalizes over the entire NC

core. Rather, their correlation in a sense comes from the small volume both

carriers are forced to occupy. Mathematically the overall wavefunction can

be simplified to reflect this feature: Fex(re − rh) → Fe(re)Fh(rh). Since the

absorption of an above-band-gap photon promotes an electron from the valence

to the conduction band instead of a Coulombically-bound exciton state, it is

somewhat of a misnomer to refer to this excitation as an ‘exciton’.

2. The Coulomb interaction is still large in nanocrystals. It is common to solve

for the eigensystem of nanocrystals by neglecting the Coulomb term, and then

adding it’s contribution later as a perturbation [17]. However, as was pointed

out by Efros, the Coulomb interaction between the optically created electron

and hole strongly affects the nanocrystal optical spectra [27]. The attractive

potential Vcoul scales as 1/r and in small nanocrystals, Coulomb-mediated pro-

cesses such as Auger recombination are oftentimes enhanced [93]. Auger re-

combination is detrimental to the optical activity of semiconductor NCs (both

in light emission and photovoltaics) since it is fast exciton-quenching pathway,

spurring research to both understand [140, 116, 59] and negate [22, 43, 20] its

effects.

3. The wavevector k is no longer a good quantum number, especially near the band

edge. Having reduced the dimensionality of our solid, it is incorrect to frame the

energy structure in terms of E-k dispersion relations, or band diagrams. Instead
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of a continuous set of wavevectors, only discrete k are now supported within

the confines of the nanocrystal. The eigenspectrum E = ~2k2/2meff reflects

this near the band edge. Since the NC states that arise are admixtures of spin

(~S), angular (~L) and overall ( ~J) momentum projections, the quantum number

that best describes the state of interest depends on the depth of interactions

accounted for. For example, the electron states of CdSe are adequately described

by ~L quantum numbers (1S, 1P, 1D), while the hole states require ~J due to

nonzero spin-orbit coupling. Away from the band edge, the eigenspectrum is

much more dense and resembles the bulk density of states. One should be

aware that this transition from discrete to bulk-like is not that high in energy,

oftentimes just 0.8-1 eV above the band gap.

4. The exchange interaction is a critical component of NC exciton fine structure.

In general, the total exchange interaction is a combination of both short-range

(SR, exponential decay over the length of a lattice constant) and long-range

(LR, power law decay over many lattice constants) components [39]. In the

effective-mass approximation, the LR contribution is assumed to vanish under

certain simplifying conditions, leaving the SR contribution as a perturbation to

the overall exciton Hamiltonian. In CdSe, this produces a five-level splitting and

the characteristic optically dark exciton ground state which has been experimen-

tally confirmed [28, 99]. However, psuedopotential calculations emphasize the

importance of the LR interaction which can be as large as the SR term. In the

bulk, the LR term has its origin in dipole-dipole coupling between unit cells,

but in NCs it switches to majority monopole-monopole coupling, a uniquely

quantum-confined phenomenon [39]. A balanced situation where both the SR

and the LR parts contribute to the exchange integral should be the predomi-

nating viewpoint, with the total exchange energy as well as the SR component

increasing for smaller NC radii [79]. Zunger and co-workers are quick to point

out that the degree of wavefunction localization cannot solely explain the SR-

LR balance - calculations on epitaxial QDs with a smaller degree of quantum
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confinement than colloidal NCs (but made of the same semiconductor material)

exhibit significantly larger SR exchange [79].

1.3 Spectroscopy at the nanoscale

It is apparent that the electronic structure of semiconductor nanocrystals is distinct

from their bulk counterparts, having seen above the fate of bulk states in the quantum

confinement regime [17]. As a result, the optical properties of NCs are significantly

modified. A redistribution of bulk oscillator strength towards the lowest exciton state

for smaller NCs suggests that spectroscopy near the band-edge will be a powerful tool

for observing uniquely nanoscale phenomena.

While nanocrystals have divulged a great deal of information when probed at

the ensemble level (most notably, in NC size-dependent PL excitation spectroscopy

[101, 5]), interrogating individual nanocrystals one at a time has allowed us to ‘see

the forest for the trees’. What is intriguing is that single-NC experiments have both

reinforced and discounted the full artificial-atom-like picture of the band-edge states -

in certain circumstances, it can be treated as an isolated two-level system [15, 4], while

in others a more sophisticated approach is needed to explain the data [11, 98, 36].

This thesis is primarily concerned with the optical properties of single nanocrys-

tals in the shortwave-infrared, probing material systems that have to date only been

studied at the ensemble level. In this section, we recount a few pioneering experi-

ments conducted on individual CdSe NCs to highlight both the atomic and ‘atomic

plus’ pictures, and set the stage for our own investigations in a previously unexplored

wavelength regime.

1.3.1 Nature of the band edge states in nanocrystals

As theory posits, nanocrystal electron states near the band edge are discrete and adopt

symmetries according to their angular momentum quantum number ~L [27, 5]. Using a

scanning tunneling microscope (STM), Banin and co-workers interrogated individual

InAs nanocrystals at low temperature, and experimentally confirmed the atom-like

20



state sparsity as well as s and p-like symmetries for the electron wavefunction density

[4, 6]. On the other hand, single CdSe NC fluorescence measured as a function of

applied magnetic field confirmed the complex interaction between electron and hole

states that comprise the band edge exciton fine structure [11]; this was in some ways

predicated by earlier experiments that probed CdSe dark-bright exciton coupling at

the ensemble level [99]. For nanocrystals with a small band gap, strong coupling

between the conduction and valence band states is expected, especially in materials

where Eg is comparable to the spin-orbit coupling energy (e.g. InSb).

1.3.2 PL intermittency from single NC emitters

In single atoms, it was predicted by Bohr and experimentally confirmed by others that

under cw excitation, fluorescence intermittency could occur due to ‘quantum jumps’

between a bright excited state and a dark metastable state [3]. When the fluorescence

from single nanocrystals was first measured, a similar intermittency was observed [98].

One could naively attribute the off state in nanocrystals to a metastable state, say

a spin-disallowed one in analogy to the atom picture, but this is erroneous. Instead,

detailed fluorescence blinking experiments have implicated carrier trapping, surface

ligand rearrangement, Coulomb-enhanced Auger recombination and a host of other

mechanisms in switching the nanocrystal off [125, 23, 40]. Each of these mechanisms

advance the ‘atom plus’ viewpoint, requiring direct interaction between the emissive

state and its quantum-confined environment. Unfortunately, a model that correctly

accounts for all the experimental evidence has yet to be produced, although advances

in synthesis have more or less suppressed blinking in CdSe-based NCs [54, 20, 80].

In a similar vein, it came as a surprise that the PL emission linewidth of single

CdSe emitters was broader than the lifetime-limited value of a few neV, even at

low temperature [30, 32]. The spectral jumps appear to be reversible, implying that

irreversible photochemistry is probably not the cause, but instead might be due to a

fluctuating charge environment that alters the electronic structure through the Stark

effect [34, 82]. Once again, these observations deviate from the isolated atom-like

picture.
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1.3.3 Multi-exciton quantum yield

As was mentioned above, quantum confinement enhances Coulomb-mediated pro-

cesses since the interaction scales as 1/r. If an individual CdSe nanocrystal is doubly

excited within the lifetime of the neutral exciton, Auger recombination can efficiently

quench the biexciton and leave the single exciton to recombine radiatively. This

results in the near-deterministic preparation of a single emitting state - if one was

to measure the probability of CdSe two-photon emission as a function of time-delay

between subsequent emission events, a dip near time-zero would be observed (‘an-

tibunching’) [15]. Nair et al. demonstrated that an intimate connection exists be-

tween the biexciton quantum yield (ηBX) and the extent of antibunching for single

nanocrystals [96], making the antibunching experiment a suitable probe for multi-

exciton physics at the single NC level. Single molecules [75] and atoms [64] also

exhibit strong antibunching but the mechanisms responsible are different.

More recently, synthetic advances have made it possible to tune the Coulomb

interaction in nanocrystals [54]. By growing a cadmium sulfide (CdS) shell on a

CdSe NC, the band edge electron states delocalize into the shell, thereby reducing

the electron-hole overlap. Park et al. recently showed that for thick-shell CdSe/CdS

NCs, a broad distribution in ηBX can be observed, some as large as 80% [106]. The

potential to rationally design systems that exhibit well-defined multiparticle processes

is exciting from a fundamental perspective, bringing new physics to light especially

at the single nanocrystal level.

1.4 Thesis overview

This introductory chapter has attempted to sufficiently expose the reader to the fun-

damental properties of colloidal nanocrystals. In particular, it is our hope that a

compelling case for extending the power of single NC interrogation to SWIR-active

nanocrystals was made. Since optical microscopy plays an integral role in our ex-

periments, Chapter 2 provides a theoretical perspective on the salient features of an

imaging system. In there we also detail the experimental realization of our SWIR
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microscope, highlighting the unique superconducting nanowire single photon detec-

tors that enabled our investigations. With all the tools on hand, we successfully

interrogate single PbS nanocrystals - Chapter 3 describes these results, as well as our

ability to perform photon correlation experiments on weak SWIR emitters. In Chap-

ter 4, we use pulsed excitation and study the photophysics of individual InAs/CdZnS

nanocrystals, discovering two types of blinking dynamics and extracting the distri-

bution of radiative lifetimes from the studied sample. We switch wavelength regimes

in Chapter 5, and investigate single CdSe/CdS nanocrystals that emit in the visible,

assessing the prospect of multiple blinking mechanisms in a new generation of CdSe-

based nanomaterials. Chapter 6 summarizes our findings across the three NC systems,

and provides an outlook on future directions in SWIR-active NC spectroscopy.
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Chapter 2

Experimental Methods

In looking for a suitable probe of dynamics at the nanoscale, the scientist is presented

with a range of sophisticated experimental tools, each of which has proven its mettle

across the fields of chemistry, materials science, physics and biology [21, 91, 136]. This

has been especially true of techniques that localize and interrogate single systems,

allowing us to study more closely heterogeneous observables rather than just the

average. A simple analogy helps motivate why the ’single molecule’ scientific approach

is a worthwhile endeavor: imagine an alien studying the human species. If, from many

miles away, it was to take an average of the entire population, what might it see? The

richness of our species, both stark (gender, race, age) and subtle (culture, language)

would be completely obscured - humanity’s ensemble average looks nothing like the

majority of us.

Ever since the first optical detection of single molecules almost 25 years ago [92,

103], fluorescence microscopy has firmly established itself in the scientific toolbox,

with a dizzying array of advances aimed at improving resolution [55], signal-to-noise,

and importantly, the ability to probe in native environments [83, 88] (arguably, this

has as much to do with the advances made in chemically synthesizing photostable

fluorescent probes).

The work in this thesis relies heavily on the use of optical microscopes, and the

purpose of this chapter is to highlight the essential components of our experimen-

tal apparatus. A number of excellent reviews on optical microscopy currently exist
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Figure 2-1: a) Focusing a plane wave with a lens. Einc, plane wave incident on the
lens. f , focal length. Eexc(ρ, ϕ, z), electric field profile in the focal plane. (x,y,z) is
the lab coordinate frame, and (ρ, ϕ, z) is the cylindrical coordinate frame in the focal
plane. b) Mapping the coordinate system before and after refraction. dA1 and dA2

are areas of constant intensity (see text).

[35, 91, 102]; here, we start with the theory of light microscopy, and end with our

experimental realization of a working infrared fluorescence confocal microscope.

2.1 Theoretical underpinnings of light microscopy

In this section, we will attempt to better understand the techniques used in this thesis

by placing them in a mathematical framework - in doing so, the salient features of

confocal microscopy will be made readily apparent. Extensive primary literature

exists, but we will rely heavily on the tools developed in Novotny and Hecht [102].

2.1.1 Focal fields

At the heart of fluorescence microscopy is the principle of refraction, using light and

lenses to both excite fluorophores and collect their emission. As is often the case, we

want a tightly focused beam and will employ a high-numerical-aperture (NA) lens

to produce it - this is depicted schematically in Figure 2-1a. For a monochromatic

field Einc incident on a perfectly transmissive lens, the field distribution in the focus

Eexc(ρ, ϕ, z) is our target of interest. Separating Einc into its s and p polarization

components, and mapping (ρ, φ) onto the refracted field coordinate system (θ, φ)
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(Figure 2-1b),

E
(s)
inc = [Eincnx · nφ] · nφ = −Eincsin(φ)nφ (2.1)

E
(p)
inc = [Eincnx · nρ] · nθ = Einccos(φ)nθ (2.2)

with Einc polarized along the x axis. The refracted field, which we call E∞ (the infinity

symbol signifies that this field is evaluated far from the focus (x, y, z) = (0, 0, 0), on

the lens’ reference sphere) must satisfy power conservation. For each ray of area dA,

I∞dA2 = IincdA1 (2.3)

1

2
cn2ε0 |E∞|2 dA2 =

1

2
cn1ε0 |Einc|2 dA1 (2.4)

n2 |E∞|2 dA2 = n1 |Einc|2 dA2cos(θ) (2.5)

E∞(θ, φ) = Einc(θ, φ)(cos(φ)nθ − sin(φ)nφ)

√
n1

n2

cos(θ). (2.6)

The incident field impinging on the lens is usually a Gaussian:

Einc(θ, φ) = E0e
−(x2

∞+y2
∞)/w2

0 = E0e
− 1

f2
0

sin2(θ)

sin2(θmax) (2.7)

where (x∞, y∞) are the lateral lens coordinates, w0 is the beam waist, f is the focal

length of the lens, and f0 = w0/fsin(θmax). The final equality in Equation 2.7 defines

the incident field in terms of a ‘fill factor’ f0; experimentally, this quantity is set by

the ratio of the incident beam waist to the back-aperture of the microscope objective

(the back-aperture of most high-NA objectives is 5-10 mm in diameter).

Now that we have an expression for E∞, geometrical optics allows us to calculate

the focal field Eexc(ρ, ϕ, z) directly, and subsequently |Eexc(ρ, ϕ, z)|2 as a function

of the fill factor f0. This is done using the angular spectrum representation, which

relates each ray of the far field E∞ to a particular plane wave of wavevector k at

the focus. It is this elegant theory that allows us to move seamlessly from E∞ to

Eexc(ρ, ϕ, z), with the following caveats: 1) we ignore the vector nature of the fields

(i.e. Einc polarization), and 2) make the paraxial approximation. Following Novotny’s
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Figure 2-2: Calculated focal intensity profile along the direction of laser polarization,
as a function of objective fill factor f0. As the incident field uses more of the objective
NA (i.e. as the fill factor increases), the focused intensity increases while the full width
at half-maximum (FWHM) decreases.

methodology [102], we find

Eexc(ρ, ϕ, z) ∝


I00 + I02cos(2ϕ)

I02sin(2ϕ)

−2iI01cos(ϕ)

 (2.8)

where Iij are the integral expressions given in Novotny - they are functions of f0, NA,

and Bessel functions that define the features of Einc. Taking the modulus squared of

Equation 2.8 and setting NA = 1.4, n2/n1 = 1.518, we calculate the focus intensity

profile and plot the results for different fill factors f0 (Figure 2-2. In the limit of

f0 → ∞, Einc becomes a plane wave and fully uses the NA of the lens (θmax ≈ 68◦),

giving the tightest focus. In an actual experiment, a fill factor of approximately one is

enough to generate an appropriately focused excitation spot. Novotny includes a full

calculation without the paraxial approximation and finds excellent agreement with

our approximated result - this suggests that even for a NA = 1.4 lens, small angle

approximations are still appropriate.
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2.1.2 Point-spread function

We will now use our understanding of focal fields to dive deeper into two key concepts

in fluorescence microscopy: image formation, and resolution. The quantity that best

conveys this connection is the point-spread function (PSF), a measure of the resolving

power of an optical system [102]. Physically, the PSF is the measured intensity profile

in the image plane for a delta-function emitter in the object plane - the sharper the

PSF, the finer the details that can be captured by the imaging system. The PSF can

also be cast in the Fourier domain, a composition of spatial frequencies k that are cou-

pled from the delta-function source to the image plane, with the maximum resolution

(smallest PSF full-width-half-maximum) given by the maximum k transmitted.

Here, we will compare the point-spread function for two excitation scenarios: uni-

form illumination and focused illumination. In both, a three step prescription is

followed: 1) calculation of the excitation PSF, 2) the excitation-dipole interaction,

and 3) the detection PSF, given by the response in image space. We assume the

source is a dipole aligned along the x-axis and that the paraxial approximation holds

(θmax � π/2, where NA = nsin(θmax)), but the results are essentially the same

for a full calculation. The excitation and detection point-spread function is well-

approximated by the intensity profile in the object and image plane, respectively; the

previous section’s results will be helpful in this regard.

Wide-field illumination:

The excitation field is a constant E0 in the object plane - the excitation-dipole in-

teraction is therefore µ ∝ E0µxnx. The radiation emitted from this dipole is collected

and eventually focused onto the image plane. As we did before with the excitation

focal field, we are now concerned with Edet(ρ, ϕ, z) in the image plane as this now

determines the detection PSF. This can be straightforwardly expressed using the

Green’s function formalism of Novotny,

Edet(ρ, ϕ, z) =
ω2

ε0c2

↔
GPSF (ρ, ϕ, z) · µ (2.9)

where ω is the emission frequency, and
↔
GPSF is a Green’s function that describes the
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entire imaging system, from source to image. In other words,
↔
GPSF tells us how the

electric field E responds to the presence of a source µ, precisely what we are interested

in. Making the approximations listed above, and setting z = 0, ϕ = π/2 (coordinates

of the image plane),
↔
GPSF is given by

↔
GPSF∝

k′

8πi

f

f ′
ei(kf−k

′f ′)


Ĩ00 0 0

0 Ĩ00 −2iĨ01

0 0 0

√n, (2.10)

Ĩ00 ∝
∫ θmax

0

θJ0(k′ρθf/f ′)dθ (2.11)

Ĩ01 ∝
∫ θmax

0

θ2J1(k′ρθf/f ′)dθ (2.12)

where f/f ′ is the ratio of object to image focal length, k (k′) is the wavevector for

a ray through the object (image) plane, n is the index of refraction in the object

field, and Jn are Bessel functions of order n. Solving for |Ew
det(ρ, ϕ, z)|2 gives us the

detection PSF in the image plane:

|Ew
det(ρ, ϕ, z)|2 ∝ µ2

xNA4

nλ6M2

[
J1(2πρ̃)

2πρ̃

]2

, ρ̃ =
NAρ

Mλ
,M = n

f ′

f
(2.13)

where M is the magnification of the imaging system, and λ is the emission wavelength.

Since the image plane is where we place our confocal pinhole or point detector, Equa-

tion 2.13 is also the overall wide-field illumination point-spread function.

Focused excitation:

The excitation field is now a tightly focused Gaussian in the object plane. Fortu-

nately, we already calculated this field profile in Section 2.1.1, and the excitation PSF

is simply the square of Eexc. The emitter dipole response µ = µxnx ·Eexc(ρ, ϕ, z) now

depends on the excitation focal field which we calculated in Equation 2.8. Assuming
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a similarly rigid dipole aligned along the x-axis in the excitation focal plane:

µ ∝


µx(I00 + I02cos(2ϕn)

0

0

 . (2.14)

The integral expressions Iij ≈ Ĩij in the small θ limit (paraxial approximation). Plug-

ging this expression into Equation 2.10 and taking the square gives us the detection

PSF
∣∣∣Ef

det(ρ, ϕ, z)
∣∣∣2:

∣∣∣Ef
det(ρ, ϕ, z)

∣∣∣2 ∝ (µx [J1(2πρ̃)

2πρ̃

]2
)2

. (2.15)

Once again, the intensity profile in Equation 2.15 is what we measure in the image

Wide�eld Confocal

Excitation PSF

Detection PSF

Overall PSF

z

r

Figure 2-3: Comparison of the excitation, detection and overall point-spread functions
at the focus of a high-NA lens for different excitation profiles. A small improvement
in the transverse FHWM is obtained for focused excitation, but the real improvement
comes in the z-axis. Adapted from Hell and Schönle [52].

plane with our point detector, so this is the overall focused excitation point-spread

function. Comparing Equation 2.15 with 2.13 is illustrative. By focusing the excita-

tion, ∣∣∣Ef
det(ρ, ϕ, z)

∣∣∣2 =
(
|Ew

det(ρ, ϕ, z)|2
)2
. (2.16)
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This results in a slightly smaller overall PSF in the transverse direction - we note

however that this improvement is oftentimes just a few percent. This can be seen

clearly in Figure 2-3, where the excitation, detection and overall PSFs are plotted for

the two situations considered here. More generally, we see that the overall PSF of the

system can be approximately regarded as the product of the excitation and detection

PSFs (here, the detection PSF is the one given in Equation 2.13):

Overall PSF ≈ Excitation PSF×Detection PSF. (2.17)

Experimentally the excitation focal field determines the former term, and the spatial

filtering done in the image plane (i.e. with a pinhole, small-area avalanche photodi-

ode, or the end of a fiber) controls the latter. This is a very nice result which the

microscopist should keep in mind whenever he or she is concerned with resolution.

2.1.3 Emitter radiation profile

Note: this section was produced in collaboration with G. Nair.

The ultimate task in single-molecule spectroscopy is to maximize the signal col-

lected from weakly-emitting species. A single CdSe nanocrystal (krad ≈ 40 MHz)

excited at 1 MHz with 〈nex〉 = 0.1 excitons on average will emit approximately

100,000 photons per second while it is on, translating to an optical power of about

30-40 fW. This light must be efficiently collected from the emitter and transported

to the single-photon detectors used in the experiment. What was shown theoretically

in a series of papers by Walter Lukosz and Rino Kunz is that the angular distribu-

tion of this emitted power is strongly affected by the presence of a dielectric surface

[77, 78, 76] - in our case, this would be the glass coverslip on which the NCs reside.

In this section, we investigate three common collection scenarios used in single NC

experiments: immersion imaging with an oil objective, air imaging, and through-glass

air imaging. We show how the orientation of the dipole alters the emission profile, as

well as the total collection efficiency as a function of lens numerical aperture (NA),

for these scenarios. The results are general, and are applicable for both visible and
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Figure 2-4: Three collection schemes commonly used in single NC experiments. Light
is collected in the direction of the vector shown, and the red dot is the dipole emitter.
a) Immersion imaging, typically with an oil that index-matches both the coverslip
and objective glass (n = 1.515). b) Air imaging, such as that usually done in low-
temperature experiments. b) Back-side air imaging, with the coverslip flipped and
light collected through the glass, but without an immersion oil. n is the index of
refraction, θ is the collection angle, and α is the ray angle with respect to the z
optical axis.

SWIR emitters.

General setup of the problem

The three scenarios we will investigate are depicted in Figure 2-4. The origin is at the

glass-air interface, with positive z pointing upwards (α = 0). In general, the dipole

emitter resides a distance d� λem from the interface between the glass substrate of

index n and air (or vacuum), and is circularly symmetric (no φ dependence). In the

case of a colloidal NC, d will be on the order of 1-2 nm, given by the surface ligand

length. The power dL emitted into a solid angle dΩα is

dL = Pemit(α)dΩα = Pemit(α)sin(α)dαdφ (2.18)

where Pemit(α) is the angular emission power distribution for the dipole. In a homo-

geneous environment, P⊥emit(α) = 3/8πsin2(α), producing the familiar donut profile.

P
‖
emit(α) = 0 since no power is radiated in the direction of dipole oscillation [56]. The

power dL collected by the microscope objective, whose angle of collection is defined

by θ, is also given by dL = Pcoll(α)sin(θ)dθdφ. Therefore, the emitted power that is
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Figure 2-5: a) Dipole (red) placed far away from the interface. Interference between
rays IR and II will determine power in the +z direction, while reflection and Snell’s
law will determine the angular distribution α2 into the glass (-z direction). b) Dipole
in close proximity to the interface. Evanescent waves of the dipole transmit as power-
carrying waves at refraction angles α2 > αcrit. Figure adapted from Ref. [77].

collected by the objective is

Pcoll(θ) = T (γ)Pemit(α)
sin(α)

sin(θ)

dα

dθ
(2.19)

with a transmission coefficient T to account for the air-glass interface in back-side

air imaging (Figure 2-4c). In general T will be different for s and p polarized light,

so Pcoll should be calculated for each polarization component separately, and then

summed.

Emitted power distributions, Pemit

The electric field produced by an oscillating dipole can be separated into two zones

of interest: the near-field (d � λem) and the far-field (d > λem). In a homogeneous

environment, the electric field in the near-field is static and cannot radiate power - the

emitted power P (emit) is fully determined by the far-field (see Jackson [56], Chapter

9 for an in-depth discussion). This would be the case if our emitter of interest was

placed far away from the glass-air interface; the power collected in the direction of the

objective would be determined by a mixture of constructive/destructive interference

as well as reflection losses. This is schematically depicted in Figure 2-5a. The rays

incident on the interface are subject to Snell’s law and cannot refract beyond αcrit =
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Figure 2-6: Radiation power Pemit for a dipole at an air-glass interface. a) Dipole
oriented perpendicular to the optical axis z. b) Dipole oriented parallel to the opti-
cal axis. A dramatic difference in radiation patterns is apparent between the total
interface-dipole power (black solid line) and the dipole in a homogeneous environment
(black dashed line). s and p components of the total parallel power are shown in red
and blue, respectively. The emitted power density can be calculated by multiplying
these functions by sin(α).

sin−1(1/n), where αcrit is the critical angle beyond which total internal reflection

occurs.

The situation is dramatically different once the dipole emitter is in close proximity

to the interface, such that the near-field evanescent modes can couple to those of

the substrate (Figure 2-5b). Now, in addition to the transmitted power mentioned

above, the dipole evanescent waves provide an additional contribution to the power

transported into the far-field! In other words, the dipole’s evanescent modes are

converted into power-carrying modes in the substrate at angles α > αcrit - this is an

important result, and is the fundamental cause for increased collection efficiency in

immersion imaging. Using the analytical results of Lukosz for P⊥emit, P
‖(s)
emit and P

‖(p)
emit

[77], we calculate the angular radiation pattern for an emitter at an air-glass interface

(n = 1.515) and plot the radiated power in Figure 2-6. Two important features are

immediately apparent:

1. Integrating Pemit from α = 0 → 90◦ shows that most of the power is radiated

into the glass (specifically, 86% and 84% for perpendicular and parallel dipoles,

respectively).
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Figure 2-7: Collection efficiency as a function of NA for the three scenarios commonly
used in single nanocrystal spectroscopy. The x-axes are chosen based on the highest
possible NA lens available for that collection scenario (left figure: oil-immersion ob-
jective, middle and right figures: air objective) The case is clearly made for immersion
imaging, with > 80% of the emitted light captured if a high-NA objective is used.
The solid black (dashed red) line is for a dipole oriented perpendicular (parallel) to
the observation plane.

2. The emission into the glass is concentrated near the critical angle αcrit = 41◦.

In fact, 79% (perpendicular dipole) and 66% (parallel) of the light emitted into

the glass propagates above the critical angle.

Collection efficiency

With the expressions for Pemit(α), we can determine Pcoll(θ) and integrate over the

range [−θmax, θmax] of collection angles set by the objective numerical aperture (NA).

For the three cases:

1. Immersion imaging: α = θ. There is no dielectric interface, so T = 1.

Pcoll = Pemit.

2. Air imaging: α = π−θ since emission is collected in the -z direction. Similarly

no interface, so T = 1. Pcoll(θ) = Pemit(π − α).

3. Through-glass air imaging: The dipole emits into the glass like the im-
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mersion case, except now the top glass-air interface refracts rays according to

Snell’s law. So nsinγ = nsinα = sinθ, giving

dα

dθ
=

cosθ

ncosα
. (2.20)

T = T (α) and can be determined from the Fresnel equations. Therefore,

Pcoll(θ) = Pemit(α)T (α)
cosθ

n2cos(α)
. (2.21)

We plot Pcoll as a function of NA for these three scenarios in Figure 2-7. Here,

efficiency is defined as the ratio of power emitted into the angle subtended by the

collection objective to the total emitted power, i.e.

Coll. efficiency =

∫ θmax

0

dθsin(α)Pcoll(θ)/

∫ π

0

dθsin(α)Pemit(α). (2.22)

Comparing the three plots, the case is clearly made for immersion imaging - almost

85% of the light is extracted from the emitter if an NA = 1.4 objective is used. This is

a common lens and is widely used by us in the visible. Accessing the near-field modes

of the dipole is critical to improving the overall signal of the experiment, especially

if the emitter radiative rate is slow due to intrinsic material properties.

2.2 Experimental realization of SWIR microscopy

Having discussed the theoretical aspects of microscopy in the previous section, we

now turn to our experimental implementation of SWIR microscopy. We highlight

the salient features of the setup (collection and detection methodology), and dis-

cuss the challenges inherent to pursuing single-molecule investigations under ambient

conditions.
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Figure 2-8: Schematic of the sample-scanned SWIR confocal microscope used in this
thesis. A 15 cm focusing lens (FL) is used to correct for the chromatic aberration
between excitation and emission wavelengths in the focal plane of the immersion
objective. Light is collected after the beamsplitter (BS), passed through two > 700
nm longpass (LP) filters, and focused onto the core of a 1500 single-mode (SM) fiber.
Photons are detected by the four-channel superconducting nanowire single photon
detector (SNSPD). Inset is a raster scan of a dilute InAs NC sample. Excitation is
shown in red, and emission in grey.
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2.2.1 Collection: the SWIR microscope

Measuring the fluorescent optical properties of an individual nano-object is demand-

ing, but technological advances in photon-counting hardware and high-quality objec-

tives have made the task somewhat routine in the visible. However, the shortwave-

infrared portion of the spectrum (SWIR, λ = 1 − 3µm) has yet to fully experience

these gains and sensitive measurements in this wavelength regime are limited in scope

because of this [29]. The recent surge of interest in experimental quantum informa-

tion and communication over the last two decades has begun to bridge the gap, at

least on the detection front [49].

To interrogate single SWIR-emitting nanocrystals, we built a custom sample-

scanned optical microscope as shown in Figure 2-8. Given the potentially low signal-

to-noise, silver-coated mirrors were used for the excitation path and gold-coated mir-

rors for reflecting the emission. Initially, an uncoated 2-inch pellicle (Thorlabs, 90%

T, 10% R) was used as the beamsplitter (BS), but this was switched to a dichroic

(Thorlabs, DMLP900L) due to airflow issues in the laboratory that distorted the pel-

licle. The excitation was either a 632 nm cw HeNe laser or a 633 nm pulsed diode

laser with variable repetition rate (Picoquant, LDH-P-635). We filtered both excita-

tion sources through a 633 nm single-mode fiber (Thorlabs, P1-630A-FC) to generate

a clean TEM00 beam profile prior to entering the SWIR microscope. An infinity-

corrected achromatic air objective (Mitutoyo Plan Apo NIR, 5× magnification, NA

= 0.14) with high transmission in the SWIR was used to focus the excitation onto

the entrance of a 1260-1620 nm single-mode fiber (Thorlabs, P1-SMF28E-FC). It is

important that the NA of the detection objective and fiber are matched, as well as

the emission beam diameter to the back aperture of the detection objective, to ensure

maximum coupling from free-space into the fiber core.

As we saw in Figures 2-3 and 2-7, the collection objective plays a critical role

in the success of single-molecule experiments. While readily available in the visible,

commercial immersion objectives that are chromatically corrected from 600-1500 nm

are not available. That is, the excitation- and emission-wavelength focal planes are
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displaced from each other along the optical axis when the field incident on the back

aperture is collimated. In principle, we could minimize the extent of aberration by

exciting at an energy closer to the NC band gap, but the low absorption cross-section

of 1200-nm-emitting PbS nanocrystals in this region (r ≈ 2 nm) restricted us to

visible excitation.

If we treat the immersion objective as a simple lens, one can correct for the

∆zfocal = f1550 − f633 by introducing a defocusing lens in the excitation path. We

determined f632 and f1550 by carefully measuring the retroreflected 633 nm and 1550

nm power through our candidate immersion objective (Nikon, 100× magnification,

NA = 1.25) off a gold-coated microscope coverslip, optimizing for the maximum

power. Once we determined ∆zfocal ≈ 18 − 20µm, we used the thin lens equation

z−1
o + z−1

i = f−1
633 to determine where the defocusing lens focal plane needed to be

(z−1
o ):

1

zi
+

1

zo
=

1

f633

(2.23)

zi =

(
1

2 mm
− 1

2 + ∆zfocal mm

)−1

(2.24)

⇒ zi ≈ 202− 224 mm. (2.25)

Since it is important that the back aperture of the immersion objective be filled to

fully utilize the NA (Figure 2-2), we chose a 15 cm convex lens and adjusted its

z−1
o position along an optical rail. There is certainly some trial-and-error involved in

this step since in principle z−1
o depends on the emission wavelength, but we found

that there was enough tolerance in the optical system that major adjustment from

NC-to-NC was not required.

2.2.2 Detection: single photons in the shortwave-infrared

An ideal single-photon detector, at any wavelength, would satisfy the following con-

ditions: a 100% probability that an incident photon is detected (detection efficiency,

d.e.), zero detector ‘clicks’ in the absence of incident photons (dark-count rate, DCR),
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instant detector recovery after recording an incident photon (dead time), zero tempo-

ral variation between photon detection and electrical output response (timing jitter),

energy resolution, and the ability to count the number of photons in an incident pulse

[29]. In reality, trade-offs between these parameters are made in accordance with the

needs of the experiment at hand. In single-molecule spectroscopy, a high d.e. and low

DCR are prized above all - if time-resolved dynamics are of interest, then detector

timing jitter is important too. Here, we review a few competing technologies for single

photon detection in the shortwave-infrared, and highlight their overall ‘usefulness’ to

a microscopist using the three critical features listed above.

The most obvious choice for SWIR photon detection would be an avalanche pho-

todiode (APD) fabricated from a semiconductor that can absorb 1 − 3µm light -

silicon APDs are currently the champion detectors in the visible. Indium gallium

arsenide (InGaAs) and germanium (Ge) are candidate materials and have been used

successfully to study individual epitaxial quantum dots [142], but current implemen-

tations produce too high a DCR to make ambient single-molecule experiments feasible

[112]. Another option relying on conventional technology is frequency upconversion,

whereby SWIR light is shifted into the visible and detected using high-efficiency sili-

con APDs [113]. This is only feasible for narrow-band sources like epitaxial quantum

dots due to limited phase-matching bandwidth within the non-linear medium (typi-

cally a periodically poled LiNbO3 waveguide); at room temperature, a CdSe colloidal

nanocrystal has a 20-30 nm emission FWHM, and this is quite likely broader for PbS

and other SWIR materials. In parallel, a new detection methodology based on super-

conductivity in niobium nitride (NbN) nanowires was proposed and experimentally

realized by Gol’tsman et al. in 2001 [44]. Spurred on by the demands of optical com-

munication and quantum information, these superconducting nanowire single photon

detectors (SNSPDs) have demonstrated > 60% system detection efficiency (from in-

put to detection), sub-kHz DCR and 50 ps timing jitter, making them the superior

method for detecting weak SWIR emission. Recently, a tungsten silicide transition-

edge sensor based on an SNSPD design was fabricated and exhibited 93% d.e. with

low DCR and small timing jitter [84], but the system needed to be cooled to sub-
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a) b)
5 µm

Figure 2-9: a) A phenomenological model for SNSPD operation: (I) photon absorp-
tion by a superconducting nanowire biased near the critical current Icrit. (II) Creation
of a small resistive hotspot, forcing the supercurrent (blue arrows) to flow along the
periphery. (III) The hotspot grows quickly, increasing the local current density around
the hotspot above Icrit. (IV) Eventually, the hotspot spans the width of the nanowire
(< 100 nm) and blocks current flow, transiently switching off superconductivity in
the detector and producing an electrical ‘click’ that can be counted. b) False-color
SEM image of a representative 4-channel interleaved SNSPD. Each color indicates a
uniquely biased nanowire, acting as an independent detector. Figure a) from Ref.
[61], Figure b) courtesy of E. A. Dauler.

Kelvin temperatures for optimum operation. The difficulties inherent in operating a

detector at 100 mK, even for a specialist, makes this system a daunting prospect.

2.2.3 Superconducting nanowire single photon detectors

For the SWIR portion of this thesis, we used highly efficient SNSPDs fabricated by

Lincoln Laboratory to detect our weak NC luminescence. Here, we briefly outline our

current understanding of their operation, and make a few observations concerning the

implementation of these detectors for confocal microscopy.

While a comprehensive understanding of detector operation still eludes the SNSPD

community, a working phenomenological model has been proposed by a few groups

including the MIT-Lincoln Laboratory collaboration [44, 62]. Upon cryogenically

cooling the NbN nanowire to ca. 2.5 K the detector becomes superconducting. The

nanowire is biased near its critical current Icrit, above which the nanowire switches to

a normal metal conducting state. When a photon impinges on the nanowire, a small

resistive hotspot is formed which rapidly grows to span the width (< 100 nm). This
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Figure 2-10: Detector parameters as a function of bias current. a) Total system detec-
tion efficiency, summed across all four SNSPD channels (variation between channels
is minimal). b) Dark count rate for individual (dotted blue lines) and the sum (solid
red line) of the four channels. c) Full-width-half-maximum timing resolution for each
channel. Inset is the experimentally measured jitter (red) and fit (orange) time for
one of the channels. Figure adapted from [117].

forces the supercurrent to ‘bunch’ near the periphery of the hotspot until eventually

Icrit is exceeded, instantly switching the nanowire to the normal state. Eventually

(within a few ns, for our SNSPD) the nanowire dissipates the thermal load, and

resets back to the superconducting state. The transient change from essentially zero

to some finite resistance is measured by an external readout circuit, providing us

with a suitable way to count photon detection events. This mechanism is depicted

schematically in Figure 2-9a.

In our experiments, we use a 4-channel interleaved SNSPD and operate with a

total system detection efficiency of ca. 60% at 1550 nm and sub-kHz DCR across all

four channels (Figure 2-10a-c, [117]). The detector chip looks similar to that in Figure

2-9b - the chip is placed in a Gifford-McMahon closed-loop cryocooler with optical

access provided by a single-mode fiber. The advantage of the interleaved detector is

that a beamsplitter is not required for correlation experiments, a key measurement

we pursue in later chapters, since the signal photon’s spatial mode overlaps with all

four detectors yet only one can absorb it. Each nanowire is biased independently,

with minimal crosstalk between adjacent nanowires.

A few drawbacks exist when coupling the SWIR microscope to SNSPDs. First,
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as we saw in Figure 2-6 the radiated power from a single nanocrystal at the glass/air

interface is concentrated near the critical angle αcrit. This means that the emission

spatial mode we eventually focus onto the single-mode detection fiber is not Gaussian,

but more like a ring [70]. We believe this to be the cause of fairly large signal loss

at the objective-fiber interface, since only a fraction of this shaped emission light is

likely to enter the TEM00 allowed fiber mode. Switching to a multi-mode fiber would

mediate this problem somewhat, however the larger number of accepted modes would

also result in a higher DCR due to blackbody radiation coupling into the detection

fiber. Second, single NC experiments often monitor the PL intensity as a function

of time as a way to probe the statistics of fluorescence intermittency (see Chapter

3). Since the emission intensity is likely to fluctuate with time, the SNSPD d.e.

must remain constant with time so that any variations can be attributed to the NC.

However, other groups report that Gifford-McMahon-cooled SNSPDs experience a

slow 1-2 Hz temperature variation due to the pumping of helium through the cooling

system, resulting in an oscillating count rate [126]. We found that this behavior was

current bias-dependent, i.e. if we set the detector bias too close to Icrit the 2 Hz

oscillation would appear in our intensity trace. In our NC experiments, we set the

bias just below the threshold for 2 Hz noise, and still operate with ca. 60% d.e.
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Chapter 3

Continuous-wave exciton dynamics

in single PbS nanocrystals

When a semiconductor nanocrystal (NC) is optically excited with energy E > Eg, an

electron-hole pair is instantaneously created and delocalizes within the confines of the

NC. This excited species - a hot exciton - undergoes a flurry of activity as it relaxes

to the band edge before finally recombining radiatively or nonradiatively. What has

captivated a legion of scientists, ever since the first interrogation of single NCs [98],

is the precise nature of this activity prior to recombination; it plays a critical role

in determining whether fluorescence is produced or not [59]. The stochastic switch-

ing between a radiative on state and a non-radiative off state, colloquially termed

‘blinking’, is probably the most striking example of the complexity contained within

the exciton lifecycle and has been studied extensively in visible-emitting systems

[54, 23, 125, 115].

Light emission is a fitting probe of nanoscale exciton dynamics: as revealed in

single cadmium selenide (CdSe) NC fluorescence studies [68, 123, 11, 106], much can

be learned about the microscopic phenomena governing recombination of ground-state

and highly-excited excitons. However, very little is known about the optical properties

of single SWIR-active colloidal NCs (Eg ≈ 0.6−1.2 eV) such as the lead chalcogenides

(PbX, X = S, Se). Exotic phenomena that occur in PbX NCs like the process of carrier

multiplication [94, 87], or the remarkably slow rate of radiative recombination [121],
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would be better understood if probed beyond the ensemble average.

Previous attempts have been made by others to localize and study the lumines-

cence from individual SWIR-emitting nanocrystals, but conventional single-photon

detector technologies do not have the sensitivity to measure their weak emission with

adequate signal to noise [49]. For example, the authors of Ref. [112] attempted sin-

gle PbS NC spectroscopy with InGaAs avalanche photodiodes but were unable to

locate individual nanocrystals, concluding that their approach was insufficient given

the prohibitively large background detector noise and low detection quantum effi-

ciency. Another recent experiment utilized frequency upconversion to detect single

1300-nm-wavelength photons from self-assembled epitaxial quantum dots (SAQDs)

by shifting them into the visible, but limited phase-matching bandwidth in the non-

linear medium restricts the applicability to narrow linewidth systems [113]. Direct

SWIR photon detection with SNSPDs, the detector of our choice, circumvents this

problem and has been used in the past to study the optical properties of SAQDs, as

well as single plasmon excitations in gold waveguides [142, 50, 135]. In these reports,

the low system detection efficiency (ca. 5-10%) of the SNSPD was compensated for

by the extreme photostability and fast radiative rate of the SAQD emitter, providing

an adequate signal to noise ratio to perform sophisticated correlation experiments.

Infrared colloidal nanocrystals on the other hand produce a lower emission photon

flux compared to their epitaxial counterparts; the excitation pumping rate is usu-

ally much higher for SAQDs due to the larger absorption cross-section when excited

nonresonantly, as is the single exciton radiative rate [142, 50]. Since nanocrystals

photobleach after a finite amount of time, single SWIR wavelength NC experiments

demand efficient collection and detection of the weak luminescence.

In this chapter, we marry confocal microscopy with SNSPD detection to construct

an apparatus that provides an unobstructed view of single PbS NC fluorescence dy-

namics. Section 3.1 explores luminescence blinking in overcoated PbS nanocrystals,

while Section 3.2 details the g(2) intensity autocorrelation measured on both individ-

ual and clusters of NCs.
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3.1 Two-state intermittency

Lead sulfide nanocrystals were chemically synthesized following literature guidelines,

as part of a scale-up preparation [141]. After precipitating the core particles in iso-

propanol and redissolving in hexanes, a large excess of cadmium oleate dissolved in

toluene was added and the resulting mixture was heated at 100 ◦C for a few hours.

The Cd2+ ions undergo a cation exchange with surface Pb2+ ions, passivating the

most reactive facets of the core NCs. This strategy is beneficial as it boosts the

luminescence quantum yield (PL QY) of the final NC solution as measured with an

integrating sphere - in our experience, an increase from < 20% to 35-40% is com-

mon. The surface of PbS NCs is extremely susceptible to PL-quenching oxidation,

even after the Cd2+ treatment - therefore, we almost always performed the single NC

measurements within 24 hours of the shell growth. Nanocrystals were transported to

Lincoln Laboratory, the site of our SWIR confocal microscope, in a nitrogen environ-

ment - occasionally, the sample was precipitated once and redissolved in hexanes to

purify the PbS/CdS NCs but this was not found to be necessary. The NC solution

was diluted to a ≈ 10−10M solution with 9:1 hexane:octane, and this was dropcast

onto glass microscope coverslip (Electron Microscopy Sciences, No. 1) before being

loaded face-down in our SWIR microscope. The final batch of core/shell nanocrystals

had a bandgap of ≈ 1.1 eV, as determined from the ensemble emission spectrum (Fig-

ure 3-1a). We remind the reader that for the experiments in this chapter, the 36%

d.e. four-channel SNSPD on sapphire was used for luminescence detection, necessi-

tating long-pass excitation filters to remove laser scatter from the detected signal. In

subsequent experiments performed on InAs nanocrystals (Chapter 4), the 60% d.e.

silicon-backed SNSPD was utilized.

When excited using 633 nm continuous-wave light at a moderate flux of ≈ 1.1

kW/cm2, single PbS/CdS nanocrystals clearly exhibited fluorescence intermittency,

stochastically switching between a fluorescent on state and a nonfluorescent off state

(Figure 3-1b). We verified that the off state count rate in all measurements was equal

to the dark count rate measured from a pristine coverslip under identical experimental
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Figure 3-1: a) Normalized ensemble emission spectrum for PbS/CdS NCs used in this
chapter, with Eg ≈ 1.1 eV. b) Representative blinking trace for a single PbS/CdS NC
excited with continuous-wave 633 nm light, showing strong two-state intermittency.

conditions, supporting our assignment of binary blinking. Similar dynamics were

observed across the handful of PbS/CdS NCs we were able to optically detect - to

highlight this behavior, representative blinking traces for three different nanocrystals

from the same synthetic batch are shown in Figure 3-2a. Curiously, the data suggests

that the PbS/CdS NCs we studied spend a remarkably short amount of time in the

on state, and when an individual NC randomly switches from off → on it only does

so for a few seconds at most. This is in stark contrast to the dynamics commonly

seen in modern CdSe-based NCs, where a high-quality shell can almost completely

suppress blinking [20, 54]. The low ‘on-fraction’ makes single NC detection even

more challenging, given the other experimental restrictions on both the collection and

detection of weak SWIR emission (see Chapter 2 for more details on the experimental

setup).

The single NC fluorescence trace is a valuable asset, and greatly informs on exciton

physics when examined through the lens of statistics [7]. For example, we can quantify

the initial observation made above regarding on and off times and directly measure

the probability density P (ton) of observing an on period of time ton, having defined

a fluorescence intensity threshold that demarcates an on and off state. In Figure

3-2a, this is indicated by the dotted blue line. For two-state dynamics this threshold

setting is relatively straightforward, but it remains somewhat of an open question for

more complex behavior, especially since the intermittency statistics vary considerably
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depending on the threshold used [25, 138]. In any case, the functional form of the

probability density distributions P (ton/off) is of primary interest to us, since the nature

of carrier relaxation as well as any stochastic process responsible for switching single

NCs on and off is encoded in these distributions [134, 41, 40]. If a single trap or

quenching process (such as Auger recombination) with a well-defined rate constant

ktrap was responsible for the on→ off transition, the probability density P (ton) would

have an exponential form:

P (τ) = − d

dτ
Non,off(τ) = − d

dτ
e−ktrapτ = ktrape

−ktrapτ (3.1)

where τ represents either the on or off times. This simple model describes the oft-

studied singlet-triplet dynamics in single organic molecule spectroscopy [8], nanodia-

mond PL intermittency [13], and was first used as the ‘quantum jump’ model in atoms

[3]. However, studies have shown that nearly all nanocrystal systems to date exhibit

power-law-distributed on and off periods (ton/off) of emission, indicative of a highly

distributed mechanism for quenching and reviving the luminescence. Both theory

and experiments on CdSe-based NCs suggest the following functionality [40, 23]:

P (ton) ∝ t−αon
on exp (−ton/τsat) (3.2)

P (toff) ∝ t−αoff
off . (3.3)

To extract on- and off-time probability density distributions from the PbS/CdS data,

on and off event frequency histograms H(ton/off) (i.e. H(ton,i) is equal to the num-

ber of times an on period of length ton,i is measured) are first generated, and then

weighted by a factory of 0.5(ton/off,i+1 − ton/off,i−1) for each ith value. The weighting

only necessary when the frequency of events, especially long-time ones, is very small,

and serves to extend the temporal dynamic range of the histogrammed datasets [53].

In Figure 3-2b, raw H(ton/off) histograms are plotted on double logarithm axes for

the three nanocrystals shown adjacently, with both the on- and off-time distributions

exhibiting very similar power-law dynamics. The black dotted lines in Figure 3-2b
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are power law functions with αon,off = −1.5, and match the slopes of H(ton/off) well.
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Figure 3-2: a) Representative blinking traces from three different PbS/CdS NCs,
interrogated under the same conditions. The on state is brightest in the lowest panel,
suggesting that this NC has the fastest radiative rate, or is somehow coupled better to
the collection optics of the microscope. The blue dotted line indicates the threshold
used to differentiate between on and off states. b) Blinking statistics for the three
NCs shown in a) display similar trends; both on and off-time probabilities fit power
laws with coefficients very close to 1.5 (black dotted lines are calculated using power
laws with αon,off = −1.5).

We combined the histograms from all the PbS/CdS data we collected, and plot-

ted the probability density distributions P (ton,off) in Figure 3-3. Most intriguing is

that the power-law exponents α are essentially the same as every other colloidal NC

nanomaterial studied to date [40], with a few notable exceptions [42, 20]. Fitting the

distributions to the power-law equations above gives exponents αon = 1.46 ± 0.05,

αoff = 1.51 ± 0.05 and a cutoff time τsat = 1.3 ± 0.1 s, and excepting for the low-

probability data in the off-time plot (Figure 3-3b), the majority of the dataset suggests

excellent fits.

It is both complex and compelling to observe similar blinking power-law exponent
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Figure 3-3: On and off-time probability densities for PbS/CdS NCs, plotted on double
logarithmic axes. a) The on-time probability density (open squares) follows a power-
law with an exponential cutoff at longer times. b) The off-times (open diamonds) are
similarly power-law distributed but do not display an appreciable exponential cutoff
at longer waiting times. The rarity of extremely long off-times (toff > 30 s) skews
the data away from the power-law fit (Equation 3), but does not justify the use of an
exponential cutoff (see main text).

values in PbS NCs to those found in visible emitting NCs (1 < αon/off < 2). On the

one hand, it frustrates those who believe blinking is intimately tied to the intrinsic

properties of the nanocrystal: PbS and CdSe have vastly different crystal structures

(rock salt vs. wurtzite), dielectric constants (εCdSe,∞ = 6.2, εPbS,∞ = 17.2), and elec-

tronic structure [1, 28]. However, it furthers the theory that the processes governing

stochastic blinking in colloidal nanocrystals are universal, seemingly insensitive to mi-

croscopic material properties and perhaps better characterized by physical properties

like shape, surface passivation and the local chemical environment. A number of the-

ories have invoked mechanisms that do not rely on intrinsic chemical properties such

as the material’s band gap, electron/hole effective masses or the dielectric constant

[41, 134]. Recently, statistical analysis of another peculiarity in colloidal nanocrys-

tals, luminescence spectral diffusion, was conducted using a bath of environmental

two-level systems in the same way Ref. [41] analyzed single NC blinking statistics,

with both approaches finding anomalous power-law distributions of the experimental
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observables [109]. It is our hope that the experiments contained in this section con-

tribute to the ongoing debate regarding intermittency in single NCs, and help guide

future theoretical efforts to explain the phenomenon.

3.2 Statistical properties of light

As we highlighted in the previous section, there is much to be learned about the

exciton lifecycle by analyzing the statistics of luminescence intermittency. However,

to fully realize the potency of statistical analysis in the light emission process, we

must set aside the binned fluorescence traces and look directly at the photon stream.

The results below highlight both classical and quantum interpretations of light, and

reveal both theoretical and experimental situations that show the quantized nature

of photons, for which no classical analog exists. An excellent introduction to this

topic can be found in Fox’s book [38]; the more rigorously inclined reader is pointed

to Loudon’s monograph [73].

3.2.1 Light statistics: Poissonian

The first key point to understand is that even for a light source (a laser, a light bulb,

the sun) with constant intensity I (i.e. constant photon flux), the way in which these

photons are distributed in subsegments of time can be quite different:

1 second 1 second

vs.

with the red dots identifying the position of an individual photon in a subsegment

of time. Both light beams have a flux of 3 photons/second. More generally, the photon

flux for a monochromatic light field with constant I can be expressed as IA/~ω = Φ,

where A is the cross-sectional area of the beam. Therefore the average number of
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photons in a beam of length L is

n̄ =
ΦL

c
,with n̄ = integer for large L. (3.4)

What we would like is a quantity that characterizes the statistical distribution of

photons throughout the beam. In other words, what is the probability P (n) of finding

n photons in a beam of length L with N subsegments? Defining p = n̄/N as the

probability of finding a photon in one of the subsegments, P (n) follows the binomial

distribution:

P (n) ∝ pn(1− p)N−n =
N !

n!(N − n)!
pn(1− p)N−n (3.5)

where we have assumed that N is large enough that the probability of finding two

photons in the same subsegment is negligible. Substituting our definition for p into

Equation 3.5, and taking the limit of N →∞ gives

P (n) =
1

n!

(
N !

(N − n)!Nn

)
︸ ︷︷ ︸

as N→∞, ≈1

n̄n
(

1− n̄

N

)N−n
︸ ︷︷ ︸

≈e−n̄

(3.6)

P (n) =
n̄n

n!
exp(−n̄) (3.7)

using Stirling’s approximation lnN ! = NlnN − N to simplify the first bracketed

term, and a series expansion to obtain the exponential. P (n) is then described by a

Poisson distribution that states, for a given n̄ (or photon flux Φ), the probability of

measuring n 6= n̄ photons is non-zero. Continuous-wave laser light is well-described

by Poissonian statistics - what Equation 3.7 tells us experimentally is that even for

extremely faint laser light (Φ < 1), the probability of measuring more than one photon

at a time is non-zero.

3.2.2 Light statistics: sub-Poissonian

If instead of a laser, a single molecule or nanocrystal was the source of light, what

distribution would P (n) adopt? In the case of a Poissonian light source, we made the
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assumption that photons could be randomly distributed among the N subsegments,

and then counted the number of ways in which these photons could be arranged

without two overlapping in the same segment. For a perfect single emitter with unity

quantum yield [73],

P (n) =

1, n = n̄

0, n 6= n̄.

(3.8)

Physically, this means that the number of photons produced by a perfect single emitter

is deterministic - in fact, they are also equally spaced in time (with some jitter due to

the lifetime of the excited state). This equal spacing, or “antibunching”, is a beautiful

result that occurs due to the finite time it takes for a molecule to be excited after the

first excitation [8]. It is this unique statistical property that we can experimentally

measure using a g(2)(τ) intensity autocorrelation (vide infra), to determine whether we

have indeed optically interrogating a single nanocrystal. The g(2)(τ) measurement can

be simply thought of as mapping the probability of detecting two photons for a given

time delay τ between photons 1 and 2 - as discussed above, this temporal distribution

between subsequent photons is unique for a single emitter. The parameter of interest

is the value of g(2) at time-zero: if a perfect single emitter with negligible two-photon

emission probability is being investigated, g(2)(0) = 0. More realistically, g(2)(0) <

0.5 after accounting for spurious coincidence counts. If the number of emitters in

the collection focal volume q = 2, 3, 4..., the extent of antibunching decreases until

g(2) looks just like that for a Poissonian source (vide infra). A cartoon highlighting

the differences between Poissonian (classical) and sub-Poissonian (non-classical) light

is shown in Figure 3-4a, alongside the corresponding g(2) (3-4b). In the following

section, we will use the g(2) autocorrelation to determine whether we truly are studying

individual NCs, and show how it reports on other intrinsic excitonic properties within

a NC, such as the radiative lifetime.
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COHERENT (e.g. laser)

NON-CLASSICAL (e.g. single emitter)

time

g 
   

(τ
)

delay between detection events, τ

Poissonian
sub-Poissonian

(2
)

τ = 0

1

antibunching

b)a)

Figure 3-4: Statistical properties of light. a) Classical cw light is randomly distributed
in time, while emission from a perfect single emitter is deterministically spaced in
time. b) A g(2) measurement can be used to identify the presence of a single emitter,
by looking for antibunching near τ = 0 (red curve). A Poissonian light source has a
constant g(2) for all τ (black dotted line). The rise time of the dip (red curve) can be
fit to extract the excited state lifetime of the single emitter.

3.3 Sub-Poissonian emission statistics from a sin-

gle PbS NC

While two-state blinking is a signature of single NC localization [98], we strengthened

the assertion by measuring the statistical nature of the emission photon stream with

the second-order intensity autocorrelation g(2)(τ):

g(2)(τ) =
〈I1(t)I2(t+ τ)〉
〈I1(t)〉 〈I2(t+ τ)〉

=
q − 1

q
+

1

q
(1− exp (−ktot |τ |)) (3.9)

where q is the number of emitters in the focal volume, ktot = γ + kL, γ = Iexσ/~ω is

the excitation pumping rate, kL is the single exciton radiative rate, σ is the absorption

cross-section at 633 nm and Iex is the excitation intensity [73]. In our experiment, the

photon arrival times recorded on each superconducting nanowire were correlated with

the other three channels, achieving a 50% increase in coincidence counts compared to

a two-channel setup. We emphasize that even in the correlation measurements, each

emission photon has a 36% chance of detection (rather than 9% if only one channel

was active); this is because the photon’s spatial mode overlaps with all four nanowire

channels on the interleaved SNSPD chip, increasing the probability of detection to

that of all four elements combined. One can readily make the analogy between our
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method and a Hanbury Brown-Twiss (HBT) setup that splits the emission photon

stream to four independent detectors, each with a detection efficiency of 36%. Figure
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Figure 3-5: Unnormalized intensity autocorrelations for PbS/CdS nanocrystals. a)
Strong antibunching from a single blinking SWIR nanocrystal, characteristic of non-
classical luminescence. After accounting for the uncorrelated background, the nor-
malized g

(2)
0 ≈ 0.19. The solid red line is a double-sided single exponential fit, which,

after accounting for the excitation pumping rate γ, gives an extracted excited state
lifetime of ca. 115 ns (see text). b) The same measurement on a cluster of nanocrys-
tals displayed no dip at zero time delay as expected from a group of independent
emitters.

3-5a depicts an unnormalized g(2) measurement for a single PbS/CdS nanocrystal -

the 0-time dip was found to be g
(2)
0 = 0.415 when normalized by the coincidence count

value at longer times, strong evidence that the SWIR emission is non-classical and is

composed primarily of single photons. The full extent of antibunching is reduced due

to the accumulation of uncorrelated background-background and signal-background

coincidence counts during the integration period, obscuring the intrinsic NC g
(2)
0 . For
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four detection channels the uncorrelated coincidence counts can be calculated using

Cuc(τ) =
4∑
i=1

4∑
j>i

(NiNj +NiSj +NjSi)wT, (3.10)

where Ni (Si) is the average dark (signal) count rate on channel i, w is the bin time

for g(2)(τ), and T is the integration time (note that S + N = IPL, the average count

rate measured on each channel). For this experiment Ni = 280 counts/s, Si = 266

counts/s, w = 40 ns, and T = 1200 s, giving Cuc(τ) = 65. Subtracting this value

from the unnormalized 0-time dip and recalculating the extent of antibunching gives

g
(2)
0 ≈ 0.19, a much stronger indicator of single emitter localization.

It has been shown in CdSe nanocrystals that multi-exciton radiative emission can

corrupt the single photon stream even in the limit of low excitation fluence, due to

a small but finite biexciton quantum yield [106, 96]. However, one would expect the

biexciton quantum yield to be low based on ensemble kBX,rad and kBX,non-rad measure-

ments for PbS (ca. 107 s−1 and 1010 s−1, respectively) [87, 95]. While the probability

of a secondary adjacent nanocrystal emitting into the collection volume (q = 2) is

very low (the blinking trace exhibits clear two-state instead of three-state blinking),

we note that our calculation of C(τ) accounts for this by using the off-state inten-

sity rather than the detector dark count rate for Ni. We also collected fluorescence

from a cluster of nanocrystals (q > 3) that did not blink but exhibited continuous

intensity fluctuations, and extracted the resulting g(2)(τ). No 0-time antibunching

was seen (Figure 3-5b), confirming that the observed single NC antibunching was not

an artifact of the experiment.

Even though this experiment was performed with cw excitation, we can still ex-

tract dynamical information about the exciton from the g(2) data. Fitting the an-

tibunching dip to a double-sided exponential gives k−1
tot = 82 ns - estimating γ ≤(

1100 W/cm2 × 1× 10−15 cm2
)
/ (3.14× 10−19 W) = 3.5× 106 s−1, the excited state

lifetime for this particular PbS/CdS nanocrystal was k−1
L ≤ 115 ns. The absorption

cross-section at the excitation wavelength was obtained by scaling σband-edge by the

optical density at 633 nm, using band-edge values from Ref. [18]. Given the uncer-
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tainties in accurately determining γ (i.e. most likely underestimating the excitation

spot size), we can at most provide an upper bound to the excited state lifetime, but

this value is still considerably shorter than the ensemble photoluminescence lifetime

in solution (ca. 500-1000 ns). In CdSe NCs, the extracted time constant k−1
tot varies at

most by a factor of 2-5, over a wide range of excitation fluences [74]. Since the k−1
tot we

measure is more than an order of magnitude faster than previously measured ensem-

ble lifetimes, we believe it reflects an intrinsic property of this particular nanocrystal,

rather than an extreme pumping rate γ.

3.4 Conclusion

In summary, we have experimentally realized a platform to count single infrared pho-

tons from individual quantum systems under ambient conditions, directly probing the

excitonic lifecycle in single SWIR nanocrystals. The data in this chapter highlights

both new and surprising features in the fluorescence from PbS/CdS nanocrystals,

discussing the statistics of blinking and the quantum nature of light emission (an-

tibunching). The ability to perform sophisticated photon correlation measurements

like g(2) is exciting: in the next chapter, we will extend its use by switching to pulsed

excitation, in order to probe more deeply the dynamics of single and multiple excitons

within single SWIR NCs.
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Chapter 4

Time-evolution of excitons in

single InAs colloidal nanocrystals

Excitons form the basis of light-matter interactions in semiconductor nanocrystals

(NCs) [99, 11, 59, 27], as well as in a host of other nanoscale materials [124]. These

excitations have proven to be extremely useful intermediaries when converting be-

tween different forms of energy - for example, turning solar radiation into electric

power in a photovoltaic device [120], or producing light under current injection as is

done in an LED [128]. In fact, the creation, time-evolution and subsequent recombi-

nation (or ionization) of excitons are central processes that govern the efficiency of

devices that use NCs; a detailed understanding of this “excitonic lifecycle” is crucial

if we are to experimentally realize the full potential of solution-processed devices.

Single-molecule spectroscopy has played a central role in probing nanocrystal

physics, providing us with experimental observables that directly report on the be-

havior of excitons in confined systems [34, 45, 23]. In particular, time-resolved mea-

surements have allowed us to dissect two key steps in the lifecycle outlined above: the

time evolution, and subsequent recombination, of both single and multiple excitons

within an individual NC [123, 69, 129, 36, 96, 106]. These results and others like

them have helped build a causal link between the observed dynamics and chemical

properties of nanocrystals (for example, the nature of the shell used to coat the sur-

face), steering synthetic efforts to chemically synthesize brighter, more photostable
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fluorescent nanomaterials in the visible portion of the spectrum that are of real use

in today’s applications [128, 63, 114]. Ideally, one would like to realize these gains for

NCs whose optical activity extend beyond the visible and into the shortwave-infrared

(Pb chalcogenides, InAs, HgTe). Given their dramatically different optical and elec-

tronic properties [1, 137, 71], there is much to learn if we can interrogate SWIR

nanocrystals individually. Here, we classify a nanocrystal as being SWIR-active if it

absorbs or emits light between 1-3 µm.

The peculiar properties of InAs - a large exciton Bohr radius of 34 nm, an ex-

tremely light electron effective mass of 0.023m0 - along with its faster radiative rate

compared to PbS NCs make it a prototypical system for single NC interrogation

in the shortwave-infrared. Until recently [24], the only experimental tool that suc-

cessfully probed individual InAs NCs was the scanning tunneling microscope (STM)

[6, 72, 47]. Using tunneling spectroscopy, Banin and co-workers observed discrete

energy level structure and atomic-like states in single InAs NCs [4], and subsequently

extended this work to chemically doped nanocrystals [90]. However, while these mea-

surements are not subject to the transition selection rules that optical experiments

must obey, they are static in nature; conventional STM does not allow us to study

non-equilibrium exciton dynamics in the same way optical experiments do. Transient

photoluminescence (PL) [122], transient absorption [10] and terahertz spectroscopy

[107, 108] have been employed to investigate ultrafast phenomena near the band edge

of InAs NCs, but these experiments were conducted at the ensemble level and there-

fore only report the average of observable distributions.

In this chapter, we describe the first optical experiments on individual colloidal

InAs/CdZnS nanocrystals and their fluorescence dynamics under ambient conditions.

Upon correlating the luminescence intensity to the PL decay lifetime, we discover

that InAs NCs blink in one of two ways, either with the PL decay rate fluctuating

simultaneously with the PL intensity or remaining constant for all PL intensities

other than the off state. We also find that nearly every InAs/CdZnS NC in this

experiment had a near-zero biexciton quantum yield under pulsed illumination, a

surprising observation given the broad distribution in radiative rates extracted from
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Figure 4-1: Representative blinking dynamics from single InAs/CdZnS NCs. a) Three
blinking traces with corresponding intensity histograms in c). The frequency dis-
tributions in b) for on and off times are fit to pure power laws and power laws
with exponential cutoffs; the extracted power exponents were αon = −1.1 ± 0.1 and
αoff = −1.2±0.1, with an apparent exponential cutoff near τ = 3-6 s. The exponents
are slightly smaller than the αon,off = −1.5 measured in conventional CdSe-based
nanomaterials.

on state PL lifetimes.

4.1 Observation of a grey emissive state in InAs

NCs

The experimental apparatus used in this experiment is identical to the one used in

the previous chapter, with the exception of a new detector that was grown on silicon

instead of sapphire [117]. The collected SWIR luminescence from single 1295-nm-

emitting InAs/CdZnS (90% Cd, 10% Zn) NCs is detected by illuminating cryo-cooled

superconducting nanowire single photon detectors through the silicon substrate, act-

ing as an additional longpass filter in the optical path (at 3 K, the silicon bandgap is

61



0 50 100 150 200 250 300

100

200

300

300 350 400 450 500 550 600

100

200

300

Time (s)

PL
 C

ou
nt

s 
/ 5

0 
m

s

Figure 4-2: Emergence of a grey state in InAs NC 3, over the course of minutes. The
timescale of appearance suggests a slow photoinduced chemical oxidation, or gradual
buildup of molecular species that perform chemistry on the surface.

≈1.17 eV [12]). The nanocrystals were provided by QD Vision, and synthetic details

are provided in Ref. [60]. Briefly, the InAs cores are 3.5 nm in diameter as deter-

mined from a sizing curve, with a nominal CdZnS shell thickness of 2 monolayers

(2.3 Angstroms/monolayer) [51]. The concentrated NC-hexanes solution was diluted

with a 9:1 hexane:octane mixture, and dropcast in air onto a No. 1 glass microscope

coverslip. Pulsed excitation at 633 nm (instrument-response function ca. 200 ps) was

used for all of the experiments below, with the power adjusted to be in the linear

excitation intensity regime as confirmed by saturation of the fluorescence intensity.

Photon arrival times were recorded in a time-tagged time-resolved mode (TTTR) us-

ing a Picoquant Hydraharp. In total, 21 individual InAs nanocrystals were studied.

The three blinking traces in Figure 4-1a exemplify the range of behavior we observe

across the sample. NC 1 spends most of its time in the off state, experiencing short

sojourns to an emissive state with varying amounts of non-radiative recombination,

while NC 2 is more binary in nature with discrete switching between on and off.

However, the range of intensities observed in the on state for NC 3 is broad, indicative

of fast switching between a bright and grey state (Ibright ≈ 225 counts/50 ms, Igrey ≈

70 counts/50 ms). These dynamics are more clearly seen in the intensity histograms
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(Figure 4-1b). What is intriguing about NC 3 is that the first few minutes of optical

interrogation produced blinking that looked more like NC 2, with the grey state

gradually emerging over the course of a minute (Figure 4-2). Grey-state emission has

been observed before, most prominently in thick-shell CdSe/CdS nanocrystals, with

trions (i.e. a single exciton with an additional charge carrier) being implicated as

the cause [46, 129, 80]. In Gomez et al. the grey state in CdSe/CdS is attributed

to oxidation of the nanocrystal surface [46] - here, the timescale of appearance for

the new emissive state in NC 3 implies either a slow photoinduced oxidation process

that is cumulative (multiple reaction events occurring on the surface with time), or

a gradual buildup of molecular species that perform chemistry on the reactive facets

of the NC. The PL lifetime measurements (discussed below) suggest that the shell

thickness varies from NC to NC, and may lead to an increased surface reactivity for

some nanocrystals over others.

Setting a dark count rate threshold of approximately 30 counts/50 ms, we extract

frequency histograms for on and off waiting times between switching events. These are

summarized in Figure 4-1c along with pure power-law and power-law/exponential cut-

off fits to the data. Best fits are obtained with power law exponents αon = −1.1± 0.1

and αoff = −1.2 ± 0.1, with an apparent exponential cutoff near τ = 3-6 s. The

exponents are nearly equal, similar to the blinking dynamics seen in most other NC

systems [40]. The CdSe/CdS nanocrystals recently synthesized by Chen et al. [20]

are an exception; a statistically significant difference between on and off-state waiting

time distributions has been measured, with αoff > αon.

If the excitons involved in bright and intermediate emission, as observed in NC 3,

are unique species (i.e. neutral and charged excitons, respectively), measuring the PL

lifetime as a function of fluorescence intensity would allow us to probe these states

individually and extract the associated recombination rate. We construct single NC

PL lifetimes using photon detection events that, when binned, fall within a particular

range of luminescence intensity - since we have access to the photon arrival times,

this is a relatively straightforward process (see Brent Fisher’s thesis for a detailed

explanation of how one goes from the arrival time data to the intensity-dependent
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Figure 4-3: PL-intensity-dependent single NC lifetimes and corresponding blinking
traces. Two types of emission are observed - in a) and b), an increasing non-radiative
decay component grows in at lower PL intensity (type I, blue panels); in c) and d),
the lifetime does not fluctuate with PL intensity (type II, red panels). Lifetime decays
are displaced vertically for clarity, with temporal bin size of 1.024 ns.
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PL decay traces). The generated lifetimes are color coded according to the intensity

range used, and plotted for four different NCs (Figure 4-3). We note that while the

adjacent blinking traces in Figure 4-3 are often just subsections of a longer acquisition,

the PL lifetime decays are only constructed from photons in the section shown. The

data suggest that single InAs/CdZnS nanocrystals exhibit two types of blinking -

type I (Figures 4-3a,b), where a fast non-radiative component grows in the PL decay

for lower intensity periods, and type II (Figures 4-3c,d), where the lifetime remains

constant for all intensity values other than the off state. Of the 21 nanocrystals

we studied, 13 were definitively type I, 5 of them type II, and 3 showed some mix

of the two. Type I dynamics are characteristic of most visible nanocrystals studied

to date, and has been assigned to a fluctuating non-radiative rate knr based on the

observation that the PL lifetime trace becomes more monoexponential as the PL

intensity increases [37, 123]. Galland et al. first reported a new kind of blinking

where some thick-shell CdSe/CdS NCs experienced no change in PL lifetime even as

the NC switched off (“Type B” in their paper) [42]. The type II dynamics we observe

are somewhat similar to the anomalous “Type B” blinking in that the lifetime appears

independent of the PL intensity, except for the off state which in our case has a fast

decay time reflective of the instrument-response function. We also find that type I

and II nanocrystals have very similar on and off waiting-time statistics - in Figure

4-4, blinking statistics are shown for three different nanocrystals along with power

laws that bound the data (αon = −1.1, αoff = −1.2). This is unlike the qualitative

differences in blinking statistics seen by Galland et al. between their two types of

intermittency.

Notably, the grey and bright-state PL decay times in NC 3 are the same, with τ ≈

114 ns (Figure 4-3d). This is in contrast to the observed dynamics in CdSe/CdS where

the ratio of grey to bright PL lifetimes varies between 2-8, often as a function of shell

thickness [46, 129, 42]. As a result, the grey emission has been attributed to charged

exciton (i.e trion) emission - a statistical scaling of radiative rates would suggest

kTrad = 2kXrad, just by counting the number of available recombination pathways. While

a direct measurement of charged exciton recombination rates has not been made on

66



InAs/CdZnS nanocrystals, recent theoretical work on InAs/CdSe NCs found Auger

non-radiative rates on the order of 10-100 ps for both positive and negative trions [19].

PL lifetimes are sensitive to both radiative and non-radiative decay, but we see no

signature of fast Auger decay in NC 3, within the time-resolution of our experiment.

If the grey state we observe in NC 3 is indeed due to trion emission, a mechanism

for charging the NC core prior to the subsequent excitation event (upon which the

trion species is created) must exist. One possibility is electron trapping, leaving the

NC positively charged. Due to the small conduction band offset between bulk InAs

and CdZnS, single electron states in the conduction band of InAs/CdZnS delocalize

into the shell - the extremely light electron effective mass of InAs (m∗e = 0.023m0,

m∗h = 0.41m0 at the bulk Γ point), enhances this delocalization. As a result, access

to trapping surface states could positively charge the NC, producing a grey state in

the intermittency trace. We note that our experiment cannot differentiate between a

positive or negative trion. Recently, hole trapping and subsequent surface oxidation

was implicated as the dominant cause of the off state in CdSe/CdS NCs, whose band

offsets are similar to InAs/CdZnS with a core-shell delocalized electron, and a core-

confined hole [111]. In Ref. [133], the authors synthesize a PbS-tipped CdSe/CdS

nanorod, artificially adding a hole trap that they use to probe blinking. The striking

similarity between their PL traces and those exemplified by NC 3 in our experiment

is fascinating - both exhibit a wide distribution of on state intensities that they assign

to negative charging of the nanocrystal core.

4.2 Direct measurement of InAs radiative rates

The neutral exciton radiative rate is particularly sensitive to the chemical structure

of a nanocrystal, and more importantly, one that we can measure directly in this

experiment. By constructing PL decay curves from photons that, when binned, have

a PL intensity of at least 0.7IPL,max, we obtained strictly mono-exponential ‘maximum

lifetime’ decays (Figure 4-5a). We rely on the assumption that photons emitted

for I > 0.7IPL,max only come from the neutral exciton state with QYon ≈ 1 [14,
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Figure 4-5: a) Three single NC maximum lifetimes, calculated using photon detections
that have a binned intensity of at least 0.7IPL,max. b) A histogram of extracted
maximum lifetimes, which we interpret as the neutral exciton radiative lifetime. The
variation most likely stems from shell-thickness heterogeneity in the sample (see text).

37], and extract the distribution of radiative lifetimes across our sample (Figure 4-

5b). Figure 4-5a shows the full range of timescales that we observe from single

InAs/CdZnS NCs, a spread of >100 ns. This heterogeneous behavior most likely

reflects a variation in shell thickness, with the thicker-shelled InAs/CdZnS NCs having

a longer radiative lifetime due to the reduced spatial overlap between electron and

hole states [16]. An alternative hypothesis could be that the core radii or aspect ratio

are nonuniform instead, altering the order of s-like and p-like valence-band-maximum

states and resulting in different optical selection rules with the 1Se conduction-band-

minimum state [110] - the radiative rate we measure will depend on how strongly the

band-edge radiative transition is allowed.

4.3 Negligible biexciton radiative yields

Having investigated single exciton dynamics in individual InAs NCs, we finally turn

our attention to multi-excitons (MX). Measuring the optical properties of MX states

is challenging, even at the ensemble level, for SWIR-active nanomaterials that are
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known to degrade under strong illumination [95, 87]. In addition, the weak emission

is difficult to detect, requiring sophisticated hardware such as the SNSPD to unam-

biguously measure the observable of interest [118]. Recent work done by our group

and others has shown how g(2) intensity autocorrelations, measured with much lower

excitation fluences, can be used to connect nanocrystal MX radiative yields to the

ratio of center to side peaks in a pulsed experiment [96, 106]. This deep connection

has its origins in work done on epitaxial quantum dots [119], and was extended by

Nair et al. [96] to account for subtleties in the NC exciton lifecycle.

We measure g(2) for all 21 InAs/CdZnS nanocrystals studied in this experiment,

and plot three representative traces in Figure 4-6 along with a schematic that high-

lights the features of a typical pulsed antibunching measurement. Surprisingly, all but

one NC exhibits a negligible biexciton (BX) quantum yield, revealed by the near-zero

ratio of center/side peak area for each NC (the one NC that produced BX emission has

a center/side peak area ratio of ≈ 0.18). In CdSe/CdS nanocrystals, a high-quality

shell can dramatically suppress non-radiative MX recombination and produce very

high BX quantum yields under relatively low excitation fluence, in some cases > 80%

[106]. A weak correlation exists between the on-fraction and the BX quantum yield

for a single nanocrystal [139]; in this experiment all of our NCs had low on-fractions,

implying that the exciton quenching processes responsible may also affect biexcitons

negatively.

4.4 Conclusion

In this chapter, we investigated the lifecycle of single excitons across a broad range

of timescales in individual InAs/CdSe nanocrystals, under ambient conditions. Using

our newfound ability to measure time-resolved PL lifetimes, we revealed two types

of blinking by correlating the decay time to the PL intensity, and, most surprisingly,

find an emissive grey state with an identical PL lifetime to the bright state. As far

as we are aware of, this has not been observed in nanocrystals studied to date. In

parallel, we pushed the limits of collection and detection of single SWIR photons
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and measured pulsed g(2) data with a minimal biexciton radiative signature for the

same batch of NCs. As improvements are made to synthetic protocols for SWIR

nanomaterials, it might become possible to chemically tune the observables probed

in this study with great precision, much like we can in the visible. The analogous

behavior between InAs/CdZnS and CdSe/CdS nanocrystals is intriguing, and holds

great promise for the former system given the dramatic strides we have made with

the latter.
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Chapter 5

Photophysics of single CdSe/CdS

nanocrystals

Cadmium selenide has firmly established itself as the semiconductor material of choice

from which high-quality colloidal nanocrystals are chemically synthesized. With a

tunable band gap throughout the visible portion of the spectrum, CdSe NCs are well-

suited for applications that require bright luminescence with the added benefit of

solution-processability [63, 128]. By virtue of being one of the first colloidal nanoma-

terials to undergo single NC interrogation [98], the photophysics of CdSe NCs have

been thoroughly investigated across a range of temperatures [69, 16], magnetic [11]

and electric fields [111, 58].

Of the dynamics observed, none has received more attention than fluorescence

intermittency since it appears to be a universal process that affects not just nanocrys-

tals but organic molecules [9], fluorescent proteins [26], nanodiamonds [13], and even

epitaxially grown quantum dots [131, 105]. It is clear now that for nanocrystals,

a high-quality shell that both insulates the core from the atmosphere and passi-

vates the interfacial region is critical to suppressed blinking [40]. Recently, better

synthetic protocols for growing crystalline cadmium sulfide shells on CdSe have pro-

duced a new generation of visible emitters that, when studied individually, rarely

switch off [22, 20, 80]. This has renewed efforts to understand the nature of the off

state [57, 129, 139] - what does this peculiar CdS shell provide to the NC that other
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shells did not? In some experiments the fraction of time spent in the on state seems

to increase with CdS shell-thickness [81], adding another dimension to the blinking

puzzle.

The unique electronic structure of CdSe/CdS may clue us in on recombination

processes taking place within the nanocrystal. The conduction band offset between

core and shell is small, allowing the electron states to delocalize into CdS, while the

hole remains confined to the core due to a large valence band offset barrier. This de-

localization has the effect of reducing electron-hole overlap especially for thick-shelled

CdSe/CdS NCs [16] - since the Coulomb potential Vcoul mediating non-radiative Auger

recombination (AR) scales as 1/r, a larger effective NC size due to delocalization re-

sults in a decreased AR rate [43]. It is worth noting that most reports use the

bulk CB and VB offsets for heterostructured nanocrystals band alignment, quan-

tities which are not necessarily conserved for nanometer-sized core/shell particles.

Pandey et al. have taken steps to measure the band offsets directly in II-IV semi-

conductor nanocrystals using intraband absorption spectroscopy, and found that the

delocalized-electron/localized-hole picture for CdSe/CdS holds for certain CdSe core

sizes [104]. Experimentally, a slowdown in AR for CdSe/CdS NCs is seen at the

individual nanocrystal level as well, with high biexciton quantum yields ηBX under

low excitation intensity as measured by g(2) autocorrelation [106]. However, there

seems to be a weak correlation between on-fraction and ηBX, with the thickest shelled

CdSe/CdS NCs exhibiting a broad distribution of ηBX across nominally similar NCs

from the same synthetic batch [139].

A surprising observation was made by Galland and co-workers recently when they

studied individual CdSe/8CdS NCs in an electrochemical cell (the prefixed number

indicates the number of nominal CdS shell monolayers) [42]. By correlating the PL

intensity with the instantaneous PL lifetime for a particular bin time, they discovered

that under certain conditions the nanocrystal PL would switch off without changing

the PL lifetime. This behavior was substantially different from previous reports on

CdSe/ZnS and CdSe/CdS NCs that found an increasing nonradiative component to

the lifetime for lower PL intensities [37, 123, 129, 116]. In fact, they found that
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CdSe/8CdS NC blinking could be switched between this anomalous form (‘Type B’

in their paper) and the correlated PL intensity-lifetime form (‘Type A’) as a function

of applied voltage. At zero bias, both A and B blinking was observed within the same

nanocrystal.

Given the mechanism proposed by Galland et al. to explain Type B blinking (see

below), a few hypotheses are immediately testable. In the rest of this chapter, we

detail our assessment of Type B blinking in CdSe/7CdS and CdSe/2CdS NCs, and

compare these results to conventional NCs (QD Corp. 655). We find a signature for

type B blinking in CdSe/2CdS NCs, but attribute it to an artifact of the lifetime-

fitting algorithm. CdSe/7CdS and QDC655 NCs both exhibit the well-understood

type A blinking mechanism.

5.1 Grey state dynamics: trion-like behavior

5.1.1 Experimental methods

Colloidal CdSe/CdS nanocrystals were synthesized by O. Chen following Ref. [20].

All samples were carefully precipitated three times from the growth solution using

a methanol/butanol mixture, and redissolved in toluene. After diluting the purified

NCs further with toluene, the solution was spincoated in air onto clean glass coverslips

(Electron Microscopy Sciences, No. 1) and loaded into a home-built visible confocal

microscope. The microscope was identical to the one used in Ref. [139], with appro-

priate longpass filters used depending on the center emission wavelength of the NC

sample. CdSe/2CdS NCs (2ML) has a center emission at 605 nm, CdSe/7CdS NCs

(7ML) at 628 nm, and QD Corp NCs at 655 nm (QDC). Single NCs were excited with

100 nW of pulsed 414 nm laser light (IRF ≈ 300 ps) at 2.5 MHz repetition rate, an

excitation intensity of 90-100 W/cm2. Photon detection arrival times were recorded

on a Picoquant Picoharp in time-tagged-time-resolved (TTTR) mode. We did not

encounter a nanocrystal with g(2)(0) > 0.5, and so used g(2) to identify if single NCs

had been isolated.
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Figure 5-1: a) Representative blinking trace for a CdSe/7CdS nanocrystal with strong
grey-state character. The colored bars indicate the intensity section used to generate
the PL decays in the adjacent plot (see Chapter 2 for details); green indicates the
bright state, while red demarcates the grey state. b) Time-averaged PL lifetime decays
for the bright (green) and grey (red) state. The bright state has a monoexponential
decay time of 43 ns, while the grey state is dominated (91% of the overall PL decay
weight) by a fast decay of 4 ns. The temporal bin size is set to 128 ps.

5.1.2 Time-averaged PL lifetimes for single 2ML and 7 ML

NCs

Upon localizing a single NC, we measure PL blinking traces and construct PL lifetimes

that are time-averaged over the entire blinking trace (Figure 5-1). As was done in

our work on single InAs/CdZnS nanocrystals (Chapter 4), PL intensity slices were

used to generate PL lifetimes that correspond to the bright, grey, and in the case

of 2ML NCs, off state. Figure 5-1a is a representative example of the PL blinking

dynamics we observe from 7ML NCs - rapid switching between a bright and grey

state with rare excursions to the off state. Two experimental parameters distinguish

this experiment from previous studies on the same system where grey-state emission

was not as frequent [139, 20]: 1) we excite NCs with a higher intensity (factor of 8-10

higher), and 2) our samples are not packaged in a polymer matrix. The grey state is

not wholly unexpected, however - a larger effective NC volume by virtue of electron

delocalization would slow down Auger recombination versus radiative trion emission

for the reasons described above [58]. Using photon detections from the green and red

portions of the PL blinking trace, we construct PL lifetimes and fit them to mono-
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(bright state) and bi-exponentials (grey state) as shown in Figure 5-1b. While the

green-colored PL decay has a single time constant of 43 ns, the red-colored decay is

dominated by a fast time constant (91% of the overall PL decay weight) of 4 ns. The

slow component for both red and green-colored decays is approximately the same,

indicative of bright state emission.

Table 5.1: Summary of PL lifetime fit parameters for single CdSe/7CdS and
CdSe/2CdS nanocrystals.

Bright state Grey state
Nanocrystal τslow (ns) Afast τfast (ns) Aslow τslow (ns)
7ML NC 1 39 0.99 3.3 0.01 40
7ML NC 2 33 0.97 2.5 0.03 30
2ML NC 3 31 0.68 1.3 0.32 24
2ML NC 4 31 0.76 1.2 0.24 26

We repeated this measurement on many individual 2ML and 7ML nanocrystals,

and compare two representative examples from each system in Figure 5-2 and Table

5.1. Both samples exhibit a fast component in the grey-state PL decay (colored red),

with A7ML
fast > 95% and A2ML

fast ≈ 70− 75%, across all the NCs studied. Similarly, 7ML

and 2ML NCs both emit grey-state photons at a faster rate than their corresponding

bright state - on average, τ 7ML
slow ≈ 12τ 7ML

fast and τ 2ML
slow ≈ 24τ 2ML

fast . The 2ML nanocrystals

switched completely off on occasion, and the corresponding lifetime is plotted in yellow

in Figure 5-2, b and d. The decay time here was close to the instrument-response

function.

Magnetic-field-dependent experiments by the groups of Hermier [57] and Lounis

[33] have produced considerable evidence that the grey state in CdSe/CdS NCs is due

to trion emission, although they differ as to the whether it is a positive or negative

trion. In our experiment, if we assume the on state has a near-unity quantum yield

[14], we can estimate the trion quantum yield from Igrey
PL /Ibright

PL ≈ 0.2 for the 7ML NC

1 (Igrey,bright
PL are the PL intensity values measured in the blinking trace). Since g(2) is

low for this nanocrystal when averaged over the entire PL trace (i.e. single photons

are being emitted for the majority of the trace), and A7ML
fast > 95% for the grey state

(i.e. one state is emitting the majority of the time during the grey period), we can
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Figure 5-2: Comparison of a)-b) 7ML and c)-d) 2ML blinking and PL-intensity-
sectioned decay dynamics. Thick-shelled CdSe/CdS nanocrystals have a slower trion
emission rate than their thin-shell counterparts, but do not switch off as frequently.
The off state of 2ML NCs is nearly equal to the detector dark count rate, and the
decay (yellow) is IRF limited. Fits to mono- and bi-exponentials are shown as black
dashed lines in b) and d). Lifetime fit parameters for all eight NCs are summarized
in Table 5.1.
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use the ratio of intensities to determine the trion QY [129]. If we further assume that

for well-passivated 7ML nanocrystals a single process dominates trion non-radiative

recombination kTnr (e.g. Auger recombination), then

QYT =
kTrad

kTrad + kTnr

≈ 0.2, (5.1)

⇒ 4kTrad = kTnr. (5.2)

From the extracted decay times in Table 5.1,

12τTtot ≈ τXtot (5.3)

12

kTrad + kTnr

=
1

kXrad + kXnr

≈ 1

kXrad

(5.4)

⇒ kTrad = 12/5kXrad = 2.4kXrad. (5.5)

A similar calculation for 7ML NC 2 gives kTrad ≈ 1.9kXrad. A statistical scaling of

trion radiative recombination pathways gives kTrad = 2kXrad, in close agreement with

our experimentally determined relationship. This suggests that the approximations

made above are not wholly unreasonable - in particular, it indicates that Auger re-

combination may indeed be the dominant quenching pathway for trions. It is difficult

to speculate whether the dynamics we measure are for the positive or negative trion

since our data cannot distinguish between the two - given that more sophisticated

approaches [57, 33] on nominally similar samples remain contentious, we think it

prudent to hold judgement on this issue for now.

From the rates above, we estimate τTAuger ≈ 4 ns for 7ML NC 1. The AR decay

time is much slower than that measured in conventional CdSe-based NCs [66], but

perhaps reflects the reduced Coulomb coupling in thick-shelled nanocrystals. Indeed,

if the rates we extract reflect the true dynamics of CdSe/7CdS, rational shell synthesis

may give us an exquisite handle on multiparticle interactions, dialing in the strength

of Coulomb-mediated processes in a deterministic way.
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5.2 An assessment of Type B blinking in CdSe

NCs

Having characterized the grey state dynamics of individual CdSe/CdS NCs, we are

better positioned to assess the prospects of anomalous blinking in both CdS and

conventional-shell nanocrystals. As was reported by Galland and co-workers, thick-

shell CdSe/CdS NCs exhibit both type A and type B blinking at zero bias in their

electrochemical cell, with very short off periods ([42], supplementary information).

They proposed the following mechanism to explain off state dynamics in type B

blinking: upon exciting a single CdSe/CdS NC with above-band-gap excitation, the

hot electron is trapped with a rate ktrap � kcool, preventing the exciton from cooling

to the band edge and radiatively recombining. This also requires that ktrap is the

dominant quenching mechanism, with no competing non-radiative process at the band

edge. They propose that the hot-electron trap is due to a surface state. In type A

blinking, the opposite is true - competing kinetics are set up between a non-radiative

process (surface trapping, Auger recombination, etc) and radiative emission.

To explain the differences between their data and others [37, 140, 116], Galland

et al. make two testable hypotheses. First, they posit the emergence of type B must

be shell-thickness-dependent, with thinner-shelled NCs more susceptible than thick-

shell NCs. This is because of the surface state they assign to fast electron-trapping.

Second, they suggest that while our group’s results challenging the charging model

for blinking in conventional CdSe/ZnS NCs are not consistent with type A blinking,

they could be rationalized if these NCs exhibited type B blinking.

Since A and B blinking are supposed to occur in the same NC, measuring time-

averaged lifetimes across the entire PL trace as a function of intensity is inadequate.

Instead, we must calculate the instantaneous PL lifetime from photon detections

in each time bin of the PL trace and look for correlated or uncorrelated fluctua-

tions. Figure 5-3 depicts three hypothetical blinking scenarios and their correspond-

ing fluorescence-lifetime-intensity distributions (FLIDs, shown in the inset). To deter-

mine which scenario best reflects CdSe/CdS NCs, we produce FLID data for individ-
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Figure 5-3: Hypothetical data for type A and B blinking. a), b) The PL intensity
and instantaneous PL lifetime are correlated in type A. c) Type B blinking, with no
change in PL lifetime as the NC switches between on and off states. Correspond-
ing fluorescence-lifetime-intensity distributions (FLIDs) are shown as insets. Figure
adapted from Ref. [42].

ual 2ML and 7ML NCs and test the first hypothesis outlined above. Next, we compare

our CdSe/CdS data to that obtained from single conventional-CdSe nanocrystals,

similar to the sample used in Zhao et al. [140].

5.2.1 Maximum-likelihood lifetime fitting

We briefly mention how instantaneous PL lifetimes were calculated both in Galland’s

and our FLID data. Due to the large number of bins in each PL trace (a 300 s

intensity trace with 50 ms time-spacing has 6000 bins), it is impractical to use a

leastsquares fitting approach for each bin of data. Instead, we rely on the maximum

likelihood estimator (MLE) to estimate the PL lifetime [86, 132]. If we make the

important assumption that the instantaneous lifetime can be approximated by a single

exponential, the likelihood function is

L(τ) =
m∏
i=1

1

τ
exp(−ti/τ). (5.6)

The quantity of interest is the average lifetime, τ . We maximize L(τ) by solving

∂L(τ)
∂τ

= 0, giving

1 +
1

exp(T/τ)− 1
− m

exp(mT/τ)
=

1

N

m∑
i=1

iNi. (5.7)
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Figure 5-4: Representative PL lifetime (red) and intensity (black) traces for individual
CdSe/7CdS nanocrystals. NC 4 (a, top three traces) and NC 3 (b, bottom three
traces) both exhibit grey-state emission, with rare sojourns to the full off state. PL
lifetime and intensity fluctuate in sync for both nanocrystals shown.

In our experiment, the average lifetime is usually longer than the time-resolution

(T � τ), and the lifetime decay is fully resolved within our observation time window

(mT � τ), allowing us to simplify Equation 5.7 and produce an expression for the

average lifetime:

τ̂ =
1

N

m∑
i=1

(i− 1)TNi. (5.8)

Here, we use τ̂ to indicate the maximum-likelihood estimate, and τ to indicate the

true instantaneous lifetime. In practice, Equation 5.8 greatly speeds up the lifetime

calculation - it is a simple average of the number of counts Ni that are detected in

each lifetime bin i. In our calculations, we use 50 ms bin times to calculate τ̂ , with a

resolution of 1 ns

5.2.2 Thin and thick-shell CdSe/CdS nanocrystals

We collect photon arrival times from individual CdSe/7CdS (7ML) and CdSe/2CdS

(2ML) nanocrystals and plot their PL intensity (black) and instantaneous PL lifetime

(red) in Figure 5-4. Three 10-second subsections of the overall trace are shown for
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Figure 5-5: Fluorescence-lifetime-intensity distribution (FLID) plots for three repre-
sentative CdSe/7CdS nanocrystals. Data for all three NCs (a-c) exhibits correlation
reflective of type A flickering. NC 4 (c) exhibits less smearing, but this is due to
majority emission from the bright state, with infrequent switching to the grey state.

ML7 NC 3 and 4. On average, the on state lifetime is approximately 35-40 ns for all

ML7 NCs studied, in good agreement with our time-averaged data from the previous

section (Table 5.1). Close inspection of the black and red traces shows fairly strong

correlation between PL lifetime and PL intensity fluctuations, with the grey-state

lifetime varying by a factor of two (≈ 9-20 ns). To visualize the correlation for the

entire PL trace (on average, we collected 300 s of photon arrival data for each NC

studied), we construct FLIDs for three representative 7ML nanocrystals and show

the results in Figure 5-5a-c. Referring back to the hypothetical scenarios outlined

in Figure 5-3, the data from ML7 nanocrystals looks like it originated from type

A ‘flickering’ NCs. In the case of ML NC 4 (Figure 5-5c, Figure 5-4a), infrequent

switching to the grey state results in less smearing in the FLID data - for the most

part, this NC emits from the bright state. We contrast these dynamics to the

ones we measure for single CdSe/2CdS nanocrystals (Figure 5-6). Surprisingly, the

FLID data for the NCs shown shows less correlation between PL intensity and the

instantaneous lifetime - at first glance, this is suggestive of type B blinking as shown

in the hypothetical data above (Figure 5-3c). However, examining the PL lifetime-PL

intensity traces in Figure 5-7a suggests an alternative explanation. Figure 5-7 shows

the blinking and lifetime trace, along with six PL lifetimes extracted at times given

in the top-right portion of the plot (the light blue boxes in Figure 5-7a indicate which
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Figure 5-6: FLID plots for two representative CdSe/2CdS nanocrystals (a-b). Both
sets of data look qualitatively different from our 7ML results shown above.

bins were used to calculate the six decays). At t = 119 s, the nanocrystal has a high

PL intensity value (black trace) and the PL lifetime (Figure 5-7b, t = 119 s plot)

reflects a realistic luminescence decay time of ca. 30 ns (red trace value in Figure 5-

7a). However, a troubling issue arises for low PL intensity regions, presumably where

the lifetime should not change from the on state value if type B blinking is occuring.

The PL intensity at t = 122.7 s and t = 125.3 s (Figure 5-7a) is approximately the

same (≈ 500 counts/50 ms) - if both these events originated from type B blinking,

their PL lifetime would be close to 30 ns (unchanged from the on state value), and the

decays should look like the t = 119 s decay. Instead, both decays exhibit fast kinetics

that are qualitatively different from real on state luminescence decay (Figure 5-7b).

Moreover, the calculated MLE lifetimes for these two traces differ by 10 ns, 30% of the

neutral exciton lifetime. This, in our opinion, results in an erroneously long lifetime

being assigned to the t = 125.3 s point. We confirm that this incorrect lifetime

estimation occurs throughout the PL intensity trace - when this data is subsequently

correlated in the FLID shown in Figure 5-6b, one is led to believe that 2ML NC 4

exhibits type B blinking.

What leads to this experimental artifact in our 2ML data? Looking back at the

assumptions made in Section 5.2.1, we see that the condition T � τ is not true

for the fast decays that occur at t = 122.7 s and t = 125.3 s - the time resolution

T is on the order of the true lifetime decay τ . As a result, the MLE calculation

considers the uncorrelated background counts that occur at longer times part of a
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Figure 5-7: a) PL intensity (black) and PL lifetime (red) traces for 2ML NC 4. b) Six
instantaneous PL lifetimes extracted from the single NC trace above, taken at times
in the blinking trace indicated by the top-right number. The PL lifetime at t = 119
s resembles real luminescence. However, while the MLE-calculated PL lifetimes for
t = 122.7 s and t = 125.3 s differ by 10 ns (ca. 30% of the neutral exciton lifetime),
the difference in PL intensity negligible. This suggests that the MLE fitting method
is not adequately capturing the true PL decay rate (see text).
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Figure 5-8: FLID data for three representative QD Corp. nanocrystals - all three
show strong correlation between PL intensity and PL lifetime.

‘long lifetime’ decay, and depending on the distribution of detection events within

the lifetime window, produces a τ̂ that oftentimes does not reflect the true lifetime τ .

In fact, in the limit of low signal (S/N → 0), τ̂ > τ , biasing the estimated lifetime.

5.2.3 Comparison to QD Corp nanocrystals

To test the second hypothesis suggested by the Galland work, we perform the same

experiment on QD Corp 655 nanocrystals and calculate FLID data for a number of

single NCs studied (Figure 5-8). QDC NCs were the workhorse of single NC experi-

ments due to their exceptional photostability and high ensemble PL quantum yield,

allowing different research groups to study nominally similar samples. These NCs

were also used in Ref. [140], specifically cited by Galland et al. as a material system

likely to exhibit type B blinking. The calculated FLID data for representative QDC

NCs shows otherwise - all three datasets shown in Figure 5-8 show a strong correla-

tion between PL intensity and instantaneous lifetime. QDC NCs, unlike CdSe/CdS

NCs, are more likely to switch completely off for long periods of time [127]. This

is seen in the FLID data - at very low PL intensities (0-100 PL Counts/50ms), no

fluorescence is detected from the off state. As a result, the PL lifetime decay is flat,

giving an average lifetime τ̂ that is larger than the IRF-limited lifetime. This results

in a smearing of PL lifetime values in the FLID. Comparing the PL intensity and

lifetime traces directly to each other as was done for 2ML nanocrystals (Figure 5-7)

reveals no artifacts in the lifetime fitting - as far as we can tell, QDC NCs exhibit
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type A blinking.

5.2.4 Interpretation of PL blinking mechanisms

Starting with the first observation of fluorescence from single CdSe nanocrystals [98],

the blinking puzzle has rallied a legion of scientists to understand the microscopic

processes responsible for on-off switching. Each new experiment has added to our

knowledge of what may or may not be occuring to quantum-confined excitons upon

photoexcitation of a single NC, and has advanced the state of the field considerably

over the past 17 years. Therefore, when a new and unexpected phenomenon is dis-

covered at the single NC level, it is greeted with wonderment [48]. This is especially

the case for blinking.

In our experiments, we sought to test the hypotheses put forward by the new

results of Galland et al. [42], and looked to see if type B blinking was a general

process that occurs under neutral conditions. The FLID data for all three material

systems studied here (2ML, 7ML and QDC NCs) instead suggests that conventional

type A blinking dominates. While it is not known whether the Galland data suffers

from similar artifacts as seen by us in the 2ML FLIDs, it does warrant a closer

inspection of how lifetimes are calculated by the commercial software used in their

paper. For example, if a threshold was set to discount fast decay, or if the assumptions

made about MLE fitting were not true for off-state decays (see Section 5.2.2 for

more details), this could lead to concerns analogous to our own. However, we do not

completely discount the possibility of a new blinking mechanism a priori : now, what is

required is more experiments to fully disentangle the photophysics of NCs that exhibit

type B blinking, especially under neutral conditions. The electrochemical charging

experiments of Galland et al. are a refreshing direction for single NC investigations,

and will surely provide the nanoscience community with more information to pore

over.

The blinking dynamics we observe in the new generation of CdSe/CdS NCs are

intriguing in their own right. For thick-shell CdSe/7CdS, an off state equal to the

detector dark count rate is rarely, if at all, seen. Instead, 7ML NCs exhibit high
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on-fractions with radiation most likely from single neutral exciton recombination.

Switching to a grey state, which our kinetic analysis suggests is a trion, occurs infre-

quently. Our observations are consistent with the hypothesis that a thick CdS shell

can slow down Auger recombination - for the 7ML NC we investigated in detail, we

extract an AR time constant on the order of nanoseconds, versus the few hundred pi-

coseconds usually measured for conventional NCs like QDCorp 655. This grey-state

is reduced in intensity when we study thinner shelled CdSe/2CdS NCs - here, the

nanocrystal PL trace has off periods equal in intensity to the detector dark count

rate, occasionally emitting from a grey state. Comparing 2ML and 7ML NCs, having

a thicker shell does seem to suppress the fully off state. If we assume the quality of

the core-shell interface is roughly the same for these two samples, this implicates a

potential surface-mediated effect for the off state in CdSe/2CdS NCs. The lifetime we

measure from the low PL period is very fast, and therefore is unlikely caused by the

same kind of surface state Galland et al. call upon to explain type B blinking, where

no change in lifetime occurs. The fast off-state kinetics from CdSe/2CdS suggest

that whatever the quenching mechanism is, it competes efficiently with band edge

recombination and sets up the branching kinetics seen in other NCs exhibiting type

A behavior.
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Chapter 6

Concluding remarks

The overriding concern of this thesis is the study of excitons in quantum-confined

colloidal nanostructures, with a heavy emphasis on new materials that display op-

tical activity in the shortwave-infrared (SWIR). Key to these studies was new tool

development: by combining our expertise in optical microscopy with very efficient

superconducting nanowire single photon detectors, we successfully realized a working

SWIR fluorescence microscope that operates under ambient conditions [24]. So what

have we learned?

6.1 Conclusions of this thesis work

In our first experiments on individual lead sulfide nanocrystals, we discovered that the

process of fluorescence intermittency is present in PbS/CdS NCs. This observation

was somewhat expected - almost every fluorophore studied to date has exhibited

PL blinking in one form or another [40]. What intrigues us is that the on and off

waiting-time statistics measured from single PbS nanocrystals is identical to those

seen in conventional CdSe-based nanomaterials. The electronic structure of PbS is

dramatically different from CdSe - a much larger dielectric constant, a smaller band

gap originated from L-point as opposed to the Γ-point (CdSe), even a different crystal

structure (rock salt versus wurtzite or zinc blende). Our results suggest that the

blinking mechanism in PbS/CdS is likely tied to surface or defect states that trap
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and quench the exciton emission rapidly, rather than intrinsic electronic properties.

Second, we find that the statistics of light emission from PbS nanocrystals is sub-

Poissonian, demonstrated by a deep antibunching in the g(2) intensity autocorrelation

data. This experiment confirmed that we were indeed interrogating single nanocrys-

tals - while two-state blinking is a strong indicator for single NC localization, also

measuring a g(2) < 0.5 strengthens the assertion.

Encouraged by our ability to measure g(2) autocorrelations from a single SWIR

emitter, we investigated single InAs/CdZnS nanocrystals with pulsed excitation. We

discovered complex blinking dynamics, oftentimes analogous to the behavior reported

from single CdSe/CdS NCs. Having found a previously unmeasured grey state in InAs

NCs, we measured the kinetics of emission and discovered to our surprise that the

bright and grey states emit at the same rate. In fact, all InAs/CdZnS NCs we studied

exhibited one of two types of blinking: PL blinking where the lifetime was faster for

lower-PL intensity periods (type I), and PL blinking where the lifetime remained

constant for all intensities other than the off state (type II).

We quantified the distribution of ‘maximum’ lifetimes across our sample and found

it to be quite broad, a feature we attribute to varying shell thickness. Interestingly,

measuring g(2) on the same NCs revealed a near-zero biexciton quantum yield for

all but one NC. The low biexciton quantum yield reflects an efficient multi-exciton

quenching mechanism within InAs nanocrystals - this is in contrast to experiments

conducted in the visible, where within a single batch of core-shell nanocrystals (i.e.

CdSe/CdS, or CdSe/ZnS), a distribution in biexciton yields is commonly measured.

In the visible portion of this thesis, we determined that CdSe/7CdS NCs (7ML)

can on occasion produce fast grey-state emission, which our kinetic analysis suggests is

due to trion radiative recombination. Based on this analysis, we found a surprisingly

slow Auger recombination time in a 7ML NC, on the order of a few nanoseconds.

In conventional CdSe/ZnS nanocrystals, this decay time is usually a few hundred

picoseconds. Preliminary studies on thick and thin-shell CdSe/CdS NCs, as well as

on QD Corp 655 nanocrystals, indicate that all three material systems exhibit type A

blinking (type I in our terminology, type A in Galland et al. [42]). Nanocrystals that
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switch completely off have a corresponding lifetime that is very fast - one must be

careful that the algorithm used to fit the lifetimes accounts for this fast decay. The

FLID analysis is a useful way to correlate PL intensity and lifetime dynamics, and

we recommend its use when the occasion arises.

6.2 An outlook on the future

Even from the limited data presented in this thesis, it is clear that single nanocrystal

spectroscopy is still a rich and vibrant topic of research. We conclude this chapter with

an outlook on future directions in single NC investigations, with a special emphasis

on the shortwave-infrared:

1. The data we present has carefully studied the intensity dynamics of single SWIR

NCs, a crucial first step. We envision true single NC spectroscopy as the next

grand challenge. Measuring the spectral properties of single lead chalco-

genide NCs will almost certainly reveal new physics - the ensemble linewidths

of PbS NCs are much broader than PbSe, and preliminary studies cannot solely

attribute the difference to greater size polydispersity in PbS synthesis. The

dephasing time for band edge excitons in PbS NCs has been measured and it is

very fast, on the order of hundreds of femtoseconds [85]. This hints at a rather

large homogeneous linewidth, one which we might be able to measure using

photon-correlation Fourier spectroscopy (PCFS) [83].

2. Performing single NC experiments with a SNSPD array would be most bene-

ficial, especially if the detector has >100 detection elements. Spectrally dispers-

ing the emission from a single NC and performing single photon counting as a

function of energy would allow us to watch cascading energy flow - for example,

monitoring multi- and single-exciton emission at the same time, from the same

NC, as has been done with streak cameras in the visible [35].

3. It would be prudent to extend the range of SWIR-active systems studied

using our unique apparatus. For example, carbon nanotubes can be synthe-
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sized to produce SWIR emission, and have undergone single tube interrogation

in the visible. One barrier is the low quantum yield of these materials com-

pared to SWIR nanocrystals, but this has mostly been attributed to bundling

of quenching metallic and emitting semiconducting nanotubes. Improvements

in synthetic protocols and purification methods should be able to solve this

problem, if it has not already. In a similar vein, the low radiative rate of PbS

NCs has hampered our efforts to pursue pulsed excitation experiments on the

lead chalcogenide NCs. Colloidal nanoplatelets have been shown to have very

fast radiative rates, on the order of a few hundred picoseconds - synthesizing

platelets out of SWIR-active materials would be most exciting. Reports do ex-

ist of 2D PbS ‘nanosheets’, but it is unclear if these exhibit the same optical

properties as platelets. One strategy might be to attempt platelet synthesis

from a cation-labile material like copper sulfide, and perform an ion exchange

to produce PbS platelets, as is commonly done for PbS nanorod synthesis.

4. Moving beyond single NCs (gasp), combining SWIR spectroscopy with function-

ing nanocrystal photovoltaic or light-emitting devices is an exciting direction

our group has already begun. More of this is necessary, especially with time-

resolved PL. One could ask the question: can we correlate features in a

photovoltaic J-V curve to intrinsic nanocrystal film photophysics? If

this turns out to be true, we will finally be able to move beyond the trial-and-

error that currently limits device improvement.

Finally, we encourage a bridge between single and mesoscopic NC experiments.

With synthetic advances bringing the problem of visible-NC blinking to an empirical

end, the time is right to start probing the photophysics of well-defined arrays, or

clusters of nanocrystals. This is a challenging task. It requires deterministic ma-

nipulation of nanometer-sized crystals. It requires new photonic methods to couple

excitation light to one NC and watch the emission from its neighbor. It requires new

theory to move beyond single NC electronic structure and consider nearest-neighbor

interactions. It requires new nanocrystals, new ligands, and new ideas. This is a
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challenging task. But isn’t this why we are here?
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[129] P. Spinicelli, S. Buil, X. Quélin, B. Mahler, B. Dubertret, and J.-P. Hermier.
Bright and grey states in cdse-cds nanocrystals exhibiting strongly reduced
blinking. Phys. Rev. Lett., 102:136801, 2009.

[130] M. D. Sturge. Optical absorption of gallium arsenide between 0.6 and 2.75 ev.
Phys. Rev., 127:768–773, 1962.

[131] M. Sugisaki, H-W. Ren, K. Nishi, and Y. Masumoto. Fluorescence intermittency
in self-assembled inp quantum dots. Phys. Rev. Lett., 86:4883–4886, 2001.

[132] J. Tellinghuisen and C. W. Wilkerson. Bias and precision in the estimation of
exponential decay parameters from sparse data. Anal. Chem., 65:1240–1246,
1993.

[133] R. Tenne, A. Teitelboim, P. Rukenstein, M. Dyshel, T. Mokari, and D. Oron.
Studying quantum dot blinking through the addition of an engineered inorganic
hole trap. ACS Nano, 7:5084–5090, 2013.

[134] Rogier Verberk, Antoine M. van Oijen, and Michael Orrit. Simple model for
the power-law blinking of single semiconductor nanocrystals. Phys. Rev. B,
66:233202, 2002.

[135] Heeres R. W., Dorenbos S. N., B. Koene, G. S. Solomon, L. P. Kouwenhoven,
and V. Zwiller. On-chip single plasmon detection. Nano Lett., 10:661–664, 2010.

[136] S. Weiss. Fluorescence spectroscopy of single biomolecules. Science, 283:1676–
1683, 1999.

[137] P. R. Yu, M. C. Beard, R. J. Ellingson, S. Ferrere, C. Curtis, J. Drexler,
F. Luiszer, and A. J. Nozik. Absorption cross-section and related optical prop-
erties of colloidal inas quantum dots. J. Phys. Chem. B, 109(15):7084–7087,
2005.

[138] K. Zhang, H. Chang, A. Fu, A. P. Alivisatos, and H. Yang. Continuous dis-
tribution of emission states from single cdse/zns quantum dots. Nano Lett.,
6:843–847, 2006.

105



[139] J. Zhao, O. Chen, D. B. Strasfeld, and M. G. Bawendi. Biexciton quantum yield
heterogeneities in single cdse (cds) core (shell) nanocrystals and its correlation
to exciton blinking. Nano Lett., 12:4477–4483, 2012.

[140] J. Zhao, G. Nair, B. R. Fisher, and M. G. Bawendi. Challenge to the charging
model of semiconductor-nanocrystal fluorescence intermittency from off-state
quantum yields and multiexciton blinking. Phys. Rev. Lett., 104:157403, 2010.

[141] N. Zhao, T. P. Osedach, L. Y. Chang, S. G. Geyer, D. Wanger, M. T. Binda,
A. C. Arango, M. G. Bawendi, and V. Bulovic. Colloidal pbs quantum dot solar
cells with high fill factor. ACS Nano, 4:3743–3752, 2010.

[142] C. Zinoni, B. Alloing, C. Monat, V. Zwiller, L. H. Li, A. Fiore, L. Lunghi,
A. Gerardino, H. de Riedmatten, H. Zbinden, and N. Gisin. Time-resolved and
antibunching experiments on single quantum dots at 1300nm. Appl. Phys. Lett.,
88:131102, 2006.

106


