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Abstract

The formation and decay of a Bose-Einstein condensate (BEC) in atomic hydrogen is
studied. Magnetically trapped hydrogen atoms were evaporatively cooled close to the
onset of Bose-Einstein condensation and then suddenly quenched below the transition
temperature. The subsequent condensate formation and decay were observed using
time-resolved laser spectrascopy of the two-photon 1S — 2S transition.

Theory is developed to quantitatively describe the formation and decay of the con-
densate using a modified version of the time-dependent theory developed previously
by Bijlsma, Zaremba and Stoof [Phys. Rev. A 62, 063609 (2000)]. The modifications
consist of properly including dipolar spin-relaxation processes that occur in a doubly
spin-polarized atomic gas and the experimental evaporative cooling procedure used
to quench the gas below the critical temperature. The modifications are essential for
understanding the hydrogen condensate formation experiments, and our simulations
are in good quantitative agreement with experiment.

In our comparison between theory and experiment, we find that a condensate
of atomic hydrogen has the same collisional frequency shift of the two-photon 1.5 —
25 resonance as a noncondensed gas at the same density. This finding contradicts
theoretical predictions of the collisional shift for trapped samples with a homogeneous
density. We suggest that elastic collisions occuring during the laser excitation process
destroy correlations between the excited 25 atom and the 1S background, leading to
a collisional frequency shift for the noncondensed gas half as large as predicted.
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Chapter 1

Introduction

In the period immediately preceding the 1995 observation of Bose-Einstein conden-
sation (BEC) in trapped atomic gases [2, 13, 21|, experimentalists in laboratories
scattered around the world struggled to observe the second-order phase transition
predicted by Einstein in 1925 [28]. Meanwhile, an intense debate raged among the-
orists concerning the likely rate of formation. Predictions for the time scale of for-
mation ranged from infinite [75] to very short [113]. The experimental observation
of condensates in Rb [2], Na [21], and Li [13] proved that condensates form in a rel-
atively short time. The excitement surrounding the discovery of BEC shifted most
activity into the investigation of the equilibrium properties of these novel systems,
and a substantial body of experimental and theoretical information is now available
(see for example [19]).

In 1998 our laboratory achieved a BEC in atomic hydrogen [31], culminating a
twenty year search. Hydrogen condensates share many characteristics with conden-
sates of alkali metal atoms, but there are several notable differences. Among these
is the anomalously small s-wave scattering length, a. Consequences of the small
scattering length include large condensate densities and a low elastic scattering rate.
The low scattering rate retards evaporative cooling and complicates the production
of H condensates, but it also increases the time scale for formation of the condensate,

simplifying the task of studying condensate growth in detail.
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The dynamics of a system near a second-order phase transition is of interest
for many areas of physics. The study of critical dynamics has a long history, but
in recent years interest has been renewed due to the growing number of systems
displaying signatures of a quantum phase transition [103]. In addition to BEC in
trapped atomic gases [60, 75, 76, 109, 112, 113, 115], the general problem of second-
order phase transitions is relevant to problems ranging from superfluidity in *He [48]
to cosmology [43, 64, 77, 137]. Until recently there has been little experimental data
that could be compared directly with theory.

In this thesis we report detailed experimental observations of the formation and
decay of a Bose-Einstein condensate in trapped atomic hydrogen. Other experimental
studies of condensate growth have been performed: in “Li [38], in **Na [83], and in
8"Rb [72]. Interestingly, the physics of condensate growth is different in each of the
four atomic species. Atomic 7Li is a Bose gas with effectively attractive interactions,
whereas atomic H, 2?Na, and 8’Rb have effectively repulsive interactions. In the case of
"Li, Bose-Einstein condensation competes with ordinary (classical) condensation; the
condensate population is limited to a relatively small number [5, 12, 54, 101, 102] and
undergoes growth and collapse cycles [104, 105]. Consequently, the "Li experiment
provides experimental data that is particularly suited for studying the initial stage
of condensate growth when the mean field interaction is still small compared to the
energy-level spacing of the harmonic trapping potential. This is known as the weak-

coupling or single-mode regime and is dominated by incoherent, i.e. kinetic, processes.

For a gas with repulsive interactions, there is no limit to the condensate number,
and subsequent stages of condensate growth can be studied experimentally. In these
stages the mean-field interaction energy becomes much larger than the energy-level
spacing in the harmonic trap. This is the strong-coupling or multi-mode regime in
which both coherent and incoherent processes lead to a further growth of the con-
densate [20, 60, 113, 114, 116]. In the case of atomic hydrogen, decay of the trapped
gas due to inelastic two-body collisions has a significant influence on the formation

of the condensate and must be included for quantitative comparison of theory with
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experiment. Previous theoretical work was devoted primarily to understanding the
23Na experiment and did not require a description of the decay of the gas [7, 22, 37].
In collaboration with Professor Henk Stoof,! we have extended the work of Bijlsma
et al. [7] to include decay processes and the effects of rf evaporation on the thermal
cloud. The theory presented in this thesis is of a mean-field nature. As a result it
cannot immediately be applied to the recent ®Rb experiment [72] that appears to
investigate the intermediate coherent stage of condensate growth. For that stage we
need a theory that also includes the effect of density and phase fluctuations of the
condensate, for example by solving an appropriate stochastic nonlinear Schrodinger
equation [118].

This thesis presents detailed experimental and theoretical studies of the formation
and decay of a Bose-Einstein condensate of atomic hydrogen. The thesis is organized
as follows. Chapter 2 discusses the fundamental aspects of condensation of a gas
of bosons and introduces concepts and quantities that will be used throughout the
thesis. Chapter 3 describes the techniques and apparatus used to trap and cool
atomic hydrogen to degeneracy. The cryogenic aspects of the hydrogen experiment
lead to unique challenges in the design of the trapping apparatus. Chapter 4 covers
the design and construction of the trapping cell used in these experiments. Near the
degenerate regime, hydrogen is probed using high-resolution two-photon spectroscopy
of the 15-25 transition. Spectroscopy of the trapped sample is described in Chapter 5,
and techniques for observing and understanding the condensate contribution to the
15-2S spectrum are described in Chapter 6. The experimental observations of the
formation and decay of the hydrogen condensate are presented in Chapter 7. Finally,
the theory describing the growth and decay of the hydrogen condensate is developed
in Chapter 8, and a quantitative comparison is made between experiment and theory

in Chapter 9.

!Institute for Theoretical Physics, University of Utrecht, The Netherlands
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Chapter 2

Elementary Theory of

Bose-Einstein Condensation

This chapter gives a brief overview of the physics of Bose-Einstein condensation. Its
purpose is to review concepts that are necessary for understanding the work in this
thesis and to define quantities that will be used later in describing the growth and
decay of a hydrogen condensate. Two much more extensive reviews of BEC theory

are [14, 19].

2.1 Bosons and Bose Statistics

Classical statistical mechanics no longer applies when a collection of identical parti-
cles is brought to a regime where quantum effects become important. In the quan-
tum regime, particles are described by wavepackets or wavefunctions. A quantum-
mechanical description of a system of N identical particles consists of wavefunctions
that are either symmetric or anti-symmetric under the exchange of two particles.
Particles described by symmetric wavefunctions obey Bose-Einstein statistics and are
called bosons. Anti-symmetric wavefunctions, on the other hand, describe fermions
which obey Fermi-Dirac statistics.

Using relativistic quantum field theory, one can show an intimate connection be-
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tween the statistics governing the behavior of particles and their intrinsic spin [89)].
Bosons are particles with integer (in units of 7) quantum-mechanical spin, while
fermions have half-integer spin. Some examples of bosons include photons, phonons,
4He atoms, and hydrogen atoms. Fermions include electrons, protons, neutrons, and
SHe atoms.

Consider a gas of N identical noninteracting bosons in a box of volume V in the
thermodynamic limit (N,V — oo with N/V = constant). The occupation function

for single particle energy eigenstates is given by

1
fBE(E) = e(f“/-t)/kBT 1 (21)

The Lagrange multipliers x and T constrain the system to have the correct total

population and total energy through [55]

N = /dep(e)fBE(e) (2.2)

and

E= / de ep(e) for(€) , (2.3)

where p(e) is the density of single particle states as a function of energy. The physical
interpretation of the Lagrange multipliers is that p represents the chemical potential

and T the temperature of the system.

2.2 What is Bose-Einstein Condensation?

In 1925 Einstein considered N noninteracting, nonrelativistic bosonic particles in a
cubic box of volume L? with periodic boundary conditions [28]. In the thermodynamic

limit, a phase transition occurs at a temperature T, defined by:

nX\35(T,) = ((3/2) =2.612... (2.4)
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where n is the number density of the particles. The de Broglie wavelength is a function

of temperature

21 h? )1/2

Aap(T) = (kaT

(2.5)

and ((a) = Y 7o, 1/k* is the Riemann Zeta function. In other words, Bose-Einstein
condensation is a phase transition that occurs when a collection of identical bosons
is cooled to the point that their quantum mechanical de Broglie waves overlap. This
phase transition takes place in the absence of interactions between the bosons; it is

completely statistical in nature.

The single particle ground state of this system is a plane wave with momentum
p = 0. If we denote the number of particles in the ground state by N, the order
parameter of this phase transition is the fraction Ny /N of particles in the ground state.
For temperatures above the critical temperature, T > T, the fraction of particles in

the ground state is in effect zero. In contrast for T < T,

N, T\%?
FO =1- (T) . (2.6)

and a macroscopic fraction of the particles occupy the ground state. In other words,
a Bose-Einstein condensate in p = 0 has formed. The macroscopic occupation of a

single quantum state is the key feature of a Bose-Einstein condensate.

2.3 Ideal Bose Gas in a Harmonic Trap

In this section we consider Bose-Einstein condensation of a noninteracting gas in a
harmonic trap. Although interactions play an important role in our experiments, a
quick study of the noninteracting gas points to important length and energy scales in

the problem.
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2.3.1 Noninteracting Condensate

The magnetic trapping potential in most BEC experiments can be safely approxi-
mated by an anisotropic harmonic oscillator potential

Uexi (1) = %—(wixQ + w2y 4+ wiz?). (2.7)

The single particle eigenvalues for the eigenstates of this potential are given by

1 1 1
Enznynz = (nz + 5) h(Uz + (ny + 5) h(JJy =+ (T'Lz =+ 5) hwz, (28)

where {n,,n,,n,} are nonnegative integers. If N noninteracting bosons are confined
by the potential in Eq. (2.7), the ground state can be obtained by putting all of the
particles in the lowest single particle state (ny =n,=n,=0). That is, ¢(r1,...,rn5) =

11, ¢(x;), where

ma 3/ m
po(r) = (ﬁ) exp [—ﬁ (wmczz2 +cuyy2 + wzzg)] ) (2.9)
The geometric average of the harmonic oscillator frequencies has been introduced as
@ = (wpwyw,)/?. This single parameter characterizes the magnetic trap both in this
simple theory and in the more complicated interacting, nonequilibrium theory that

is discussed in Chapter 8.

In the absence of interactions, the ground state density distribution for particles
in the trap at T = 0 grows with N, n(r) = N|po(r)[?, but the size of the cloud is
fixed by the harmonic oscillator length

0= (i)l/z, (2.10)

mow

independent of V. This introduces the first length scale in the problem and can be
understood as the mean half width of the Gaussian ground state (Eq. 2.9). For typical
hydrogen condensates in this thesis, @ ~ 27 x 245 Hz giving £ = 6.4 pm.

30



As we saw above, at finite temperatures only a fraction of the atoms occupy the
ground state of the potential, while the remaining atoms are thermally distributed
throughout the excited states. We will restrict our discussion to the interesting regime
kgT > hi. Here Bose-Einstein statistics allow the accumulation of many particles
in the lowest quantum state while having the system in contact with a thermal bath
at a temperature much greater than the average level spacing in the trap Aw - a
result completely at odds with classical Boltzmann statistics. In the opposite regime,
kT < hw, even Boltzmann statistics would allow large occupation of the ground

state.

A crude estimate of the radius of the thermal cloud can be made by assuming
that the density of the thermal cloud is given by a classical Boltzmann distribution,
nen(r) o exp [~Uext(r)/kpT]. Using Ue = (1/2)m@?r? gives the half width of the
Gaussian thermal cloud, Ry, = £(kgT/h@)'/?. For a typical hydrogen condensate at
T ~ 40 pK in a trap where hiw = 12 nK, Ry, = 374 pm which is much larger than £.

Momentum space distribution

We can also find the momentum space distribution of the condensate by the taking
the Fourier transform of the ground state wavefunction. Since the position space
wavefunction is a Gaussian, the momentum space distribution is also a Gaussian
centered at zero momentum with a width proportional to 1/¢. Again assuming a
classical distribution function for the thermal cloud, one finds a momentum distribu-
tion proportional to (kgT)'/2. We will see this again in Sec. 5.5.2. For an ideal gas
in a harmonic trap, the momentum distributions of the condensed and noncondensed

particles are exactly the same as the density distributions ny and ng,.

The discussion above illustrates that condensation in a trap manifests itself as a
narrow peak in both position and momentum space. This is in contrast to the uniform
gas where condensation takes place only in momentum space. In our experiment both

manifestations are detected.
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2.4 Trapped Bosons at 7" > 0

At finite temperatures the grand canonical ensemble is used to describe the trapped

Bose gas. In particular, the total number of particles at a temperature 7' is given by

1
N - Z eﬂ(enmnynz —/—L) _ 1’ (211)

Mg My,Nz

where 8 = 1/kgT and p is the chemical potential. The energy of the lowest state is
given by 3/2 fiwayg, Where wyy, = (wg + wy +w,)/3. As T is lowered, p, which starts
out negative, increases in order to maintain the value of the sum at V. At some tem-
perature T, this process brings x4 up to the energy of the single particle ground state,
3/2 hwayg. At that point the mean occupation number of the ground state becomes
undefined (i.e. infinite). For T" = T, and all lower temperatures, Eq. (2.11) must
be supplemented by a separate expression for the occupation of the single particle
ground state. The occupation will be macroscopic, that is a finite fraction of all the
atoms in the gas. For T' < T, u remains pinned at the single particle ground state
energy. The macroscopic occupation of the single particle ground state corresponds

to the onset of Bose-Einstein condensation.

Transition temperature

We can calculate the temperature at which condensation occurs for trapped bosons
in the absence of interactions. The usual approach is to separate the contribution due
to the ground state from the sum in Eq. (2.11) and replace the sum over harmonic
oscillator states by an integral over energy, making use of Eq. (2.8). This semiclas-
sical approximation is excellent in our case since kg1 >> hw, i.e. the characteristic
excitation energy of particles in the trap is much larger than the harmonic oscillator

level spacing. It yields

[ ple)de
N - N, _/0 G0 T (2.12)
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where we have introduced the energy density of states p(e¢) and taken the ground
state single particle energy to be zero. For the anisotropic harmonic oscillator p(e) =

(1/2)(hw)~3€?, and using this result one finds

keT\°
N — Ny =((3) (%) , (2.13)
where ((n) is the Riemann Zeta function. Finally, we can find the critical temperature

by requiring that Ny — 0 at the transition:

N O\ /3
kT, = h (—) = 0.94 hoN'/3 (2.14)
¢(3)

Equation (2.14) points out two energy scales in the trapped boson system: the
transition temperature kg7, and the average oscillator spacing Aw. In current exper-
iments N ranges from ~ 103 — 10!, indicating that kgT, is typically 20 to 4600 times
larger than Adw. The trapping potential sets the scale for the oscillator spacing, and

for many of the condensate experiments in this thesis iw/kp = 12 nK. Condensation

occurs at T, ~ 35 pK, indicating N = 3.25 x 10'°, consistent with our observations.

Condensate fraction

The thermodynamic limit is obtained by taking N — oo and @ — 0 while keeping
N&? constant. Applying this limit to (2.14) and inserting the result into (2.13) yields

the temperature dependence of the condensate fraction in a harmonic trap:

No T\?
~=1- (T) , (2.15)

which can be compared to Eq. (2.6). Note that the condensate fraction grows more
rapidly with decreasing temperature in the harmonic potential than in a uniform
potential. For small excursions below T; in the harmonic trap No/N =~ 3(AT/T.).
Although the number of atoms in present day traps is certainly finite, both (2.14)

and (2.15) closely reproduce experimental results. At the very least these expressions
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can be used to guide the experimenter’s intuition.

Density of thermal particles

The total density in the trap is the sum of the condensate and thermal particle
densities, n(r) = n¢(r) + nu(r). The condensate density is again given by n.(r) =
N¢|po(r)|?, and the thermal density is found by integrating the distribution function

over momentum space. The result is:
nen(r) = Agpgaya(1) [ePU=®] (2.16)

where \gp is the de Broglie or thermal wavelength defined in Eq. (2.5), and g3/2(1) =
2.612... [565]. For completeness we note that the distribution of thermal particles in

momentum space can be obtained in a similar way:

nn(p) = (Aagm@) g3/ [e_ﬁpz/m] - (2.17)

2.5 Ground State with Interactions

In our experiments atoms interact with one another, and the behavior of the con-
densate cannot be understood without taking into account these interactions. This
is accomplished through quantum many-body theory. An enormous amount of work
has gone into the development of the theory, but we discuss only the results critical

to understanding our system.
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2.5.1 Gross-Pitaevskii Equation

In second quantization the Hamiltonian describing the many-body system of NV in-

teracting bosons confined in an external potential Uy, is

H = / drir (r) [—%W + Uext] () + % / drde" T (2) B () V (x — ) () (x)

(2.18)
where U'(r) and \il(r) are boson field operators that respectively create and destroy
a particle at position r. The two-body interaction potential is given by V(r —r'). In
principle one could solve this equation and get exact results, but this is generally im-
practical for systems such as ours which have a large number of particles (N > 108).
Instead, mean field approaches have been developed that avoid these calculational
difficulties and allow the system of interacting bosons to be understood in terms of a
few parameters with a clear physical meaning. In fact, mean field theory has been re-
markably successful in quantitatively describing static, dynamic, and thermodynamic

properties of trapped bosons [19].

In 1947, Bogoliubov formulated the mean field description of a dilute Bose gas [11]
found in standard many-body theory textbooks. The salient feature is the separation
of the condensate contribution from the bosonic field operator. The generalization of
Bogoliubov’s method to describe a nonuniform, time-dependent system is given by

replacing the field operator by

A -

U(r,t) = &(r,t) + V'(r, ). (2.19)

The function ®(r,t) is usually called the wave function of the condensate but is more
correctly a classical field with the meaning of an order parameter. The condensate
density is given by the modulus, n.(r,t) = |®(r,t)|%.

The wave function for the condensate is found using the Heisenberg equation of
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motion, and the Hamiltonian given in Eq. (2.18):

.0 - - Ve
zha\ll(r,t) =[V,H]= |- 5

+ Une(r) + / b () V(- )b (1) B, 1),

(2.20)
In what follows we make the assumption that ¥’ = 0 in Eq. (2.19). This is strictly
true only in the limit of zero temperature when all particles are in the condensate,
but the results we derive under this assumption remain valid as long as ¥’ is small,
i.e. the condensate is not significantly depleted by thermal excitations. Under this

assumption the operator U is replaced with the classical field ®.

In the cold, dilute gases that concern us only low energy, two-body collisions are
important. These collisions involve only a single partial wave and are completely
characterized by a single parameter, the s-wave scattering length, a. In this case, one
can replace the actual interaction V(r' —r) in Eq. (2.20) with an effective interaction
V(r' —r) = Upd(x' —r) where the pseudopotential Uy is proportional to the scattering

length a through
_ 4nh’a

m

Us (2.21)

In the method of pseudopotentials, the actual Hamiltonian which contains a real
potential is replaced by an effective Hamiltonian which contains a “pseudopotential”
such that the ground state and low-lying energy levels of the system are given equally
well by the new Hamiltonian. This replacement leads to mathematical simplification
because the pseudopotential is not concerned with the details of the real potential; it
tries only to reproduce the key parameters of the problem, e.g. the scattering length.

An excellent discussion of the method of pseudopotentials can be found in [88].

The use of the pseudopotential yields the following equation for the condensate

wavefunction:

12000 = (Y 4 U () + oo, )2 ) 0, 1) (2.22)
? 8t r, - om ext 1] r, yUJ- .

This is the famous Gross-Pitaevskii (GP) equation which was derived independently
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by Gross [41, 42] and Pitaevskii [93]. As long as the distance between particles is
much greater than the s-wave scattering length and the number of condensate atoms
is large, the GP equation may be used to study the macroscopic behavior of the
system at low temperature. In other words, the product of the average gas density
n and the scattering volume |a|* should be small. For hydrogen 7 ~ 10 ¢m? and
a1s—15 = 0.0648 nm, so that nads_,5 = 2.7 x 10710,

As Dalfovo [19] points out, however, the smallness of 7i|a|® guarantees that the
system is “weakly interacting”, but it does not mean that the interactions are unim-
portant, especially for the large hydrogen condensates. We can see the importance of
interactions by comparing the kinetic energy of atoms in the trap, Fi,, with the in-
teraction energy, Fin,. As an approximation we will consider a single particle ground
state of the harmonic oscillator. The interaction energy is N.Uy7i where the average
density is proportional to N./£3 so that Eiy oc N2|a|/€3, while the kinetic energy is
approximately N h@ so that Ei, o< N.£=2. The ratio is then

Eint o Nc|a'|
Exin ¢

(2.23)

which indicates the relative importance of interactions to the kinetic energy and shows
that the single particle ground state would be a very poor approximation to ®(r,t).
For hydrogen, with N, = 10° and @ = 27 x 245 Hz, N.|a|/¢f = 10%. This result
suggests that the inclusion of the interaction term is vital to Eq. (2.22), and the
kinetic or “quantum pressure” term in Eq. (2.22) may be neglected. This is what is

known as the Thomas-Fermi approximation.

2.5.2 Ground State in the Thomas-Fermi Approximation

In this section we obtain an explicit expression for the condensate wavefunction in
the presence of interactions. We begin by writing the condensate wavefunction as
®(r,t) = é(r)exp(—iut/h), where p is the chemical potential and ¢(r) is a real
function that is normalized to the total number of particles, [ dr¢? = N, = N. The
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GP equation then becomes

(- + U + U0 (5) ) 6(0) = ). (229

m

from which it is apparent that the mean-field interaction term is proportional to
the condensate density n(r) = ¢?(r). One should notice that in the absence of
interactions, this equation reduces to the ordinary Schrodinger equation for harmonic

confinement where the energy eigenvalue has been replaced by the chemical potential.

In the previous section we discussed the effect of increasing the ratio Nc.a/¢. Specif-
ically, as this ratio increases, the kinetic term becomes unimportant compared to the
interaction energy except at the condensate boundary. As a result, we can completely
neglect the kinetic term in Eq. (2.24) and find the density profile of the condensate
where g > Ueg:

# (:U’ - Uext) > Uext

ne(r) = ¢*(r) = (2.25)

0 elsewhere
The approximation of neglecting the kinetic energy term relative to the interaction
term is known as the Thomas-Fermi (TF) approzimation. The density profile de-
scribed by Eq. (2.25) is referred to as the Thomas-Fermi profile, and we will make
frequent reference to it later in this thesis. The same expression can be obtained by
using a hydrodynamic approach to the weakly interacting Bose gas and applying the
principal of hydrostatic equilibrium to the gas. We can define the peak condensate

density n, = u/Uy as the largest density which occurs at the center of the trap.

The normalization of n(r) ([ drn(r) = N.) determines a relation between the
chemical potential and the number of particles in terms of the dimensionless param-
eter Nea/l:

(2.26)

K@ (15Nca)2/5

=\

Using this expression we can find a convenient relation between the peak condensate
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density and the condensate population:

1 (¢ [2n,U,]%2

This relation between N, and n, will play an important role in the interpretation of
experiments in this thesis because our ability to determine np through spectroscopy

will in turn affect our knowledge of V..

2.6 Dipolar Spin-Relaxation in the Condensate

Until now we have said nothing about loss processes in the condensate. In hydrogen,
the major loss process in the condensate is due to two-body dipolar spin-relaxation
(see also Sec. 3.2.2). For the moment, we will consider only dipolar spin-relaxation
involving two condensate atoms. We will return to the subject in Chapter 8 when we
also consider dipolar relaxation involving noncondensed atoms.

Dipolar spin-relaxation involves weak dipole-dipole collisions between two atoms
that result in transitions to other spin states. This two-body process takes place

locally and obeys the equation

dn

7= —gn? . (2.28)

dip

To calculate the rate at which atoms are lost from the condensate due to dipolar

decay, we integrate over the square of the density distribution given in Eq. (2.25):

ch_ g [FBrr
a 2,

dr [n.(r)]?, (2.29)

where g = 1.1 x 10715 ¢m3/s [120] (see the discussion in Sec. 3.2.2), and we have
introduced in the Integration limits the Thomas-Ferm; radius Rrp = \/W,
where n(r) — 0 (see Eq. (2.25)). Note that Ry depends on N, through u. The factor
of 2l in Eq. (2.29) accounts for the two-body coherence of the condensate [59, 119).
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Carrying out the integration we obtain

dN, 16 2
=0y (ﬂ> Ry (2.30)

dt 1057 \ Uy

The introduction of Ryt provides another convenient way to express the condensate

population
— 8m H RS

N, =R
15U, F

(2.31)

In anticipation of our need to express dN./dt in terms of N, we introduce the ratio

of lengths Rrp/l = /2u/hw and write

dN, 1 [15N.a]™®
=9 [ a] . (2.32)

dt — 420ma2l | ¢

Taking the ratio of Eq. (2.32) to Eq. (2.31) allows us to identify the characteristic
decay rate for atoms in a harmonic potential
N, 2

For a peak density of n, = 2 x 10! cm™3 the characteristic decay rate is 0.63 s™'.

2.7 loffe-Pritchard Potential

The results presented to this point in the chapter assume that the BEC is confined in
an anisotropic harmonic potential. For samples with 7' < 200 K, the anharmonicity
of the trap shape can be described by the “Toffe-Pritchard” (IP) potential [79, 95].
The Ioffe-Pritchard potential is cylindrically symmetric and has the form

Vie(p, 2) = V/(ap)? + (B2 +6)* — 0 (2.34)

where p is the radial coordinate and z is the axial coordinate. The potential is

completely specified by three parameters: the radial potential energy gradient o (with
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units energy/length), the axial potential energy curvature 23 (units energy/length?),
and the bias potential energy 6. As we will see below, our previous results for the
condensate are still valid since the minimum of the IP potential is well approximated

by a harmonic potential.

2.7.1 Harmonic Approximation

For energies much smaller than the bias potential energy (ap < #), the Ioffe-Pritchard
potential given by Eq. (2.34) may be expanded in powers of (ap)?/(2%+ 6)? yielding
1 o? 1 ot

Vi =Bt et . 2.35

IP(paz) 62 +2ﬁz2+0p 8(622"_0)3/) + ( )
By comparison with Eq. (2.7) it is easy to see that the IP potential is harmonic in
the p and z directions provided that the third term is much smaller than the second
term. By setting the third term equal to the second term, we can define a radius at
which the potential ceases to be harmonic:

Bz +6

Panharm = 2 o . (236)

Physically, the IP potential varies linearly with radial distance far from the center
but is curved in a parabolic fashion near the minimum. The “anharmonic radius”

identifies the distance at which the functional behavior of the potential changes.

Near the origin the trap appears harmonic in all directions. For short samples, and
especially for the condensate, the radial oscillation frequency is essentially constant
along the length of the sample. From Eq. (2.7) and Eq. (2.35) we can identify the

axial oscillation frequency

w, =1/ = (2.37)



L || Trap A Trap B

a (mK/cm) 15.9 9.5
B (uK/cm?) 25 25
6 (uK) 65-190 123-132
Dlmo 57 x 1860 Hz (0 = 154 uK) | 27 x 1200 Hz (0 = 132 pK)
Wy 2m x 10.3 Hz 2m x 10.3 Hz
Penrarmleco (um) | 193 (6 = 154 1K) 275 (0 = 132 uK)

Table 2.1: Parameters describing the two magnetic traps used to confine condensates
in this thesis. The parameters «, (3, 6 characterize the Ioffe-Pritchard potential
according to Eq. (2.34). Parameters o and 8 are calculated from the known magnet
geometry, and @ is measured. Typical values for w, and w, are given.

and the radial oscillation frequency

1 ao?

Wy, = —————.
i m Bz%+ 6

(2.38)
By equating the thermal energy with the radial potential energy, we can identify a
temperature below which atoms experience a harmonic potential: T' < 20/kg.
Table 2.1 summarizes the parameters describing the magnetic traps used to confine
condensates in this thesis. The two traps are referred to as “Trap A” and “Irap B.”
The larger value of « for Trap A indicates that this trap is more tightly confining and
is used to produce condensates which are more dense and warmer than condensates
produced in Trap B. In both traps § was varied between experimental runs. Its value

was always measured prior to a run. The range of 6 used is reported in the table.

Higher-order terms

Although the low energy approximation of the Ioffe-Pritchard potential by a harmonic
potential simplifies calculations involving the condensate, a truly harmonic potential
is separable and prevents exchange of motional energy in the p and z directions. In
the IP trap, the dependence of w, on z (see Eq. (2.38)) permits coupling of the p and

z motion. Mixing of motional degrees of freedom is important for cooling the trapped
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gas using “magnetic saddlepoint evaporation” (see Sec. 3.3.1).

The strength of mixing can be characterized by the rate at which the radial oscil-
lation frequency changes as the atom moves along the z axis. Strong mixing occurs
when the “adiabaticity parameter” is close to unity:

“o o1 (2.39)
Wp
For a typical hydrogen sample confined in Trap A at T = 100 pK, w,/w, ~ 1073 [32].
As a result, mixing is very slow and magnetic saddlepoint evaporation becomes ineffi-
cient below T' ~ 200 pK. This required us to implement radio frequency evaporation
for hydrogen — a technique that does not require mixing of motional degrees of freedom
(see Sec. 3.3.2).

For T' > 200 pK, Eq. (2.34) is only an approximation to the true magnetic poten-
tial. In reality there are small, higher-order contributions involving products of the p
and z coordinates that break the cylindrical symmetry and lead to strong coupling of
the motional degrees of freedom. In this regime saddlepoint evaporation regains its

efficiency. Additional information can be found in [79, 123].

2.8 Summary

The main purpose of this chapter was to introduce concepts and quantities useful for
understanding the remainder of this thesis. In particular, length and energy scales
that appear frequently in the problem of BEC in a harmonic potential were defined.

For convenience they are summarized in Table 2.2.
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Length Scales

L= \/h/mw Harmonic oscillator length

a s-wave scattering length
Rrr = /2u/hw Thomas-Fermi radius

Ry, = € (kgT/hw)"/*  Thermal radius

Energy Scales

ho Average oscillator energy
kT Thermal energy
npUo = Mean-field energy (chemical potential)

Table 2.2: Summary of important length and energy scales in the problem of BEC in
a harmonic potential. These quantities appear frequently in descriptions of trapped
Bose gases.
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Chapter 3

Apparatus and Methods

The techniques used to produce and study a Bose-Einstein condensate (BEC) of
atomic hydrogen differ significantly from techniques used in alkali atom experiments.
This chapter provides an overview of the current hydrogen trapping, cooling, and
spectroscopy techniques that have been developed and refined since the group began
studying spin-polarized hydrogen in 1976.

The suggestion that observation of BEC in hydrogen might be possible is due to
Hecht [47]. Using a quantum theory of corresponding states, Hecht argued that spin-
polarized hydrogen should remain a gas down to absolute zero. This argument was
strengthened in 1976 by Stwalley and Nosanow with the publication of a many-body
calculation confirming that the ground state of spin-polarized hydrogen was indeed
a gas [121]. Following a 1978 session of the American Physical Society dedicated to
spin-polarized hydrogen, experimental work began in Amsterdam, British Columbia,
Cornell, MIT, Moscow and Turku.

The attraction of BEC in dilute atomic gases was clear: weak interactions. Al-
though London had connected the macroscopic occupation of a single ground state
with superfluidity in 1938 [78], superfluid helium with its strong interactions behaves
quite differently from the ideal gas discussed by Einstein the mid 1920s. Hydrogen
was the leading candidate because of its light mass and corresponding high transition

temperature for a given atomic density. In fact, it was the only candidate before laser
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cooling was invented.

3.1 Cryogenic Confinement of Spin-Polarized Hy-
drogen

The initial approach for stabilizing spin-polarized hydrogen was to confine atoms in
a region of high magnetic field against a cryogenically cooled surface of superfluid
helium. The low binding energy of hydrogen to liquid helium, ~ 1 K, permitted
the creation of high densities and long sample lifetimes. The closest approach to the
degenerate regime was by the MIT group at a temperature of 0.55 K and a density
of 4.5 x 10 cm™3. At these densities, three-body recombination limits the lifetime
of the sample to a fraction of a second; BEC was not realized. An alternate method

was needed. 1.

3.1.1 Hydrogen in a Magnetic Field

When a neutral atom with a magnetic moment u enters a magnetic field B, it experi-
ences a force F = V(u-B), since —u- B is the interaction energy of a magnetic dipole
with an external magnetic field. The spins of the proton and electron in hydrogen
interact through the hyperfine interaction resulting in four hyperfine states: a - d.
States a and b are the high-field seeking states and are attracted to regions of high
magnetic field, while the low-field seeking states ¢ and d are expelled from high-field
regions. This behavior is shown in Fig. 3-1.

In 1986, Hess suggested that hydrogen atoms in the low-field seeking states could
be confined away from walls in the local minimum of a magnetic field and cooled
using forced evaporation [50]. High-field seekers can not be confined in this way since
a local maximum of magnetic field in a source free region is forbidden [134]. The first

demonstrations of trapping in an IToffe-Pritchard potential and of evaporative cooling

IFor reviews of this early work see [40, 111, 129]
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Figure 3-1: The four hyperfine states of hydrogen show different behaviors in the
presence of a magnetic field. States c and d are low-field seeking states that are cap-
tured in the magnetic trap. Only d atoms survive because spin-relaxation processes
quickly remove ¢ atoms from the trapped sample.
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followed quickly [49, 82].

3.1.2 Trapping Cell

The characteristic energy for hydrogen in a magnetic field, upB, where ug is the
Bohr magneton, corresponds to a temperature 7" = pugB/kg. For a 1 Tesla magnetic
field, 7" = 0.6 K. Since trapping requires 7' < 1", for practical hydrogen traps, the
atoms must be precooled to a fraction of a Kelvin by cryogenic cooling. In contrast,
alkali atoms are typically loaded from magneto-optic traps where they have been laser
cooled to microkelvin temperatures. Such laser cooling techniques are not practical
for hydrogen since the cooling transition, 125, — 22P;5, at 121.57 nm is difficult to
access. Instead atoms are cooled through cryogenic techniques.

The trapping cell in which the atoms are magnetically confined is shown in Fig. 3-2.
The cell is cylindrically symmetric and consists of two G-10 tubes [33] approximately
65 cm in length in a double-walled design. The volume between walls is filled with
superfluid *He for efficient thermal transport along the length of the cell. The inner
cell wall is coated with a thin layer of Cu (see Sec. 4.1.3 ) and covered with a slightly
sub-saturated film of *He to reduce the binding energy of hydrogen atoms to the wall
during the initial loading, before the atoms are magnetically confined. The bottom of
the cell consists of a MgF, window and a mirror used for spectroscopy of the trapped
atoms (see Sec. 4.2.3). At the top of the cell is a cryogenic dissociator for producing
atomic hydrogen. The dissociator is anchored to the mixing chamber of a 3He - “He

dilution refrigerator.

3.1.3 Magnetic Trap

The magnetic trap is cylindrically symmetric and is produced using superconducting
magnets. The magnets and the resulting field profile on axis are shown in Fig. 3-3.
The largest field (4 T) is due to the source magnet, a large superconducting solenoid

operated in persistent current mode. The large field created in the region of the
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Figure 3-2: Cutaway view of the cylindrically symmetric trapping cell and dissociator.
The approximate location of trapped atoms is shown. Not shown is the cylindrical
vacuum can that surrounds the trapping cell and separates it from the 4 K He bath.
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dissociator expels the low-field seeking ¢ and d state atoms while drawing in the high-
field seeking a and b states. Radial confinement in the trapping region is provided by
a quadrupole magnet whose field increases linearly with increasing radial coordinate,
p. Two large “pinch” solenoids provide confinement in the axial direction. A smaller
“bias” solenoid in between the pinch magnets assures that |B| never vanishes and
prevents nonadiabatic spin flips due to the atom’s motion. The low-field seekers are

confined in the approximately uniform field region about 20 cm in length.

3.2 Trap Loading

Molecular hydrogen is frozen onto the walls of the dissociator during the initial
cooldown of the cell. Enough *He is introduced into the cell to create a slightly
sub-saturated superfluid *He film covering the cell walls and the dissociator. The film
is self-healing and covers all surfaces accessible to the atoms.

Loading the trap begins by driving the dissociator (a cryogenic radio frequency
(xf) discharge) in a pulsed mode with rf at about 298 MHz. The resonant /4 helical
coil inside the copper dissociator body evaporates the helium film and vaporizes and
dissociates some of the hydrogen molecules. The resulting gas cloud expands into
the trapping region below. The helium serves as a buffer gas to help transport the
hydrogen and assist in thermalization with the 250 - 300 mK cell walls. The presence
of the “He film reduces the wall-H binding energy to about 1 K. The temperature
of the cell walls is maintained high enough so that hydrogen atoms that happen to
stick to the cell walls equilibrate and desorb before having a chance to recombine into

molecules.

3.2.1 Collisions and Spin Polarization

Hydrogen atoms are produced in the dissociator in all four hyperfine states. The
pressure of the gas puff is sufficient to drive the high-field seekers (states a and b)
out of the high-field region of the dissociator. Subsequent collisions with the cell
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Figure 3-3: The trapping cell is shown surrounded by the large superconducting
magnets that form the magnetic trap. Two field profiles are shown. The Long Trap
profile indicates the field configuration along the z-axis immediately after the loading
magnet is ramped down. The BEC Trap profile indicates the final magnetic trap in
which a BEC is confined. Note the difference in scales of the ordinates.
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walls allow the high-field seeking atoms to dissipate energy before being pulled to the
cell walls and back into the dissociator by the magnetic field gradient. The low-field
seekers (states ¢ and d) remain in the trapping volume and settle into the magnetic
field minimum through atom-atom collisions. The helium recondenses on the cell

walls.

Collisions between atoms in the trapping region are essential for loading the trap.
Without collisions, atoms emerging from the source region would accelerate down the
magnetic hill, traverse the trapping region and be lost over the trap threshold near
the bottom of the cell to stick to a wall. There they would equilibrate, desorb, and
again traverse the trapping region to stick to another wall. Radially, atoms would
simply bounce back and forth between the cell walls. Due to collisions, however, a
fraction of the atoms end up with sufficiently low energy to become trapped. The
high energy collision partner reaches the cell wall where it can dissipate its excess

energy.

Nuclear spin polarization occurs due to spin-exchange collisions such as c+c¢ —
b+ d. The ¢ atoms are eliminated from the sample and the b atoms return to the
source region. After about three seconds the remaining atoms are all in the d state —

doubly spin-polarized.

3.2.2 Loss Processes

The maximum density of d state atoms that one can attain in the trap during loading
is fundamentally determined by the balance of input flux from the dissociator and loss
due to dipolar spin-relaxation. In dipolar spin-relaxation weak dipole-dipole collisions
between two atoms in the gas result in a finite probability of making a transition to
another spin state. Since this process involves two bodies and takes place locally, it
obeys the equation

Naip = —gn’ (3.1)
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where 7 is the local density. The loss rate constant, ¢ = 2(Gag—ec + Gad—aa + Gdd—ad),
is the sum of the dominant decay channels governing doubly spin-polarized samples.
The rates for all decay channels have been calculated [120] as a function of magnetic
field and temperature. Below 500 pK and 1072 T, the rate constants change by only
a few percent from their B = 0, T' = 0 values. During a dipolar decay event in this
experiment both atoms are lost since the trap depth is less than half the hyperfine
energy (68 mK, see Fig. 3-1) liberated; hence the factor of two in the expression for g.
Although an experimental value for g has been measured [128], the theoretical value is
believed to be very reliable so we take its B = 0, T' = 0 value, g = 1.1 x 1071 cm?/s.
The measured value agrees with 17% uncertainty. Since dipolar relaxation is a two-
body process, it takes place preferentially where the density of atoms is the highést.
As a result, atoms with the least energy are lost, leading to heating of the trapped
sample.

Although the fundamental limit of achievable loading density is set by the balance
between input flux and dipolar relaxation, atoms can also be lost through relaxation
processes on the wall surface. During loading atoms in the bulk gas are in equilibrium
with the surface. While on the surface an atom may spin relax due to small magnetic
impurities on the wall. Typically the relaxation would proceed d — ¢ — b. The
relaxed atoms either recombine quickly or are drawn toward the source region. In
addition a small surface density of a and b state atoms is present on the wall in the
trapping region. While on the wall a d state atom can recombine to form a hydrogen
molecule with either of the a or b states since the interaction is through the singlet

potential and the wall allows for conservation of energy and momentum.

3.2.3 Thermal Disconnect from the Cell Wall

To maintain equilibrium during loading, the wall temperature is kept sufficiently high
(> 250 mK) that an atom bound to the surface will likely desorb and return to the
trapped sample before suffering either a magnetic impurity induced spin flip or a

surface recombination. After loading is complete, the cell wall temperature is lowered
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as quickly as possible to < 100 mK. At this lower temperature the cell wall becomes
“sticky”; the residence time of an atom on the wall becomes long compared to the
characteristic H + H — H, recombination time. Thus, atoms that escape the trap
and reach the wall recombine and do not return to heat the trapped sample. Soon all
atoms with energy greater than the trap depth are lost to the walls, and the trapped
atoms come to a quasi-equilibrium. Through further collisions the trapped atoms
redistribute their energy; the atoms in the high energy tail of the distribution escape
and the remaining atoms equilibrate to a lower temperature and settle deeper into
the trap. This “spontaneous” evaporation is very similar to the evaporation from a
cup of coffee; the “hottest” water molecules leave the cup, allowing the remaining
liquid to cool. After thermal disconnect from the walls, typically a few times 10

atoms remain in the trap at a temperature of about 40 mK.

3.3 Cooling

Evaporative cooling is the principal technique used to reach BEC in atomic gases. The
technique is based on preferential removal of atoms having an energy greater than the
average energy of the confined sample, followed by rethermalization of the remaining
sample by elastic collisions. Even though the technique results in the removal of
some atoms from the trap, those that remain have a lower temperature and occupy a
smaller volume at the bottom of the trap, thereby increasing their density [25, 50, 63].

Initially, evaporative cooling occurs spontaneously when the sample disconnects
from the cell wall and settles into the trap. If the trap depth is denoted by €irap,
then we can define a quantity 7 = €yqp/kgT, the ratio between trap depth and
sample temperature. In the 40 mK deep trap n = 13 [32]. The peak density at

—3. The spatial density is then given

the magnetic field minimum is ny ~ 10! cm
by n(r) = np exp(—Uext(r)/ksT), where Ue(r) is the magnetic trapping potential.
Table 3.1 summarizes the trapped sample parameters just prior to forced evaporation.

To sustain the cooling process, Ei.p can be continuously lowered, resulting in a
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hyperfine state d

number of atoms 2 x 10
density on axis 2 x 103 ¢cm—3
temperature 40 mK
lifetime 200 sec

Table 3.1: Trapped sample after filling and thermal disconnect from the cell wall.

continuous decrease in sample temperature. This technique is known as forced evap-
oration. Several models have been developed to describe this process, the simplest of
which is due to Davis et al. [21] and is useful for developing one’s intuition. In this
model the trap depth is lowered in a single step and the effect on thermodynamic
quantities such as temperature, density, and volume is calculated. By repeating the
procedure for many successive steps, the true evaporation process can be approxi-

mated. The simple model makes several basic assumptions:

1. The distribution of atoms in phase space depends only on the total energy of

the atoms. This is the assumption of sufficient ergodicity.
2. The gas obeys classical statistics and is far from the BEC transition.

3. Only s-wave scattering takes place, with a cross section given by ¢ = 8ma?,
where a is the scattering length. (Elastic collisions are assumed to dominate

over inelastic.)

4. The distribution of atoms is never far from thermal. That is, the thermalization

rate is faster than the cooling rate.

5. Atoms that escape from the trap do not collide or exchange energy with the

remaining atoms.

In the first part of the cooling process these assumptions are all valid for our
system. As discussed below, however, assumptions 1 and 5 can be violated in the hy-
drogen experiment. Actually, it was the violation of these assumptions that prevented

the attainment of BEC in atomic hydrogen until 1998.
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Although the simple model describes many aspects of the evaporation process,
it does not provide information about the time scale. Experimental results have
shown that ~ 2.7 elastic collisions are necessary to effectively thermalize the gas [84].
Luiten et al. [79] have described the process using the Boltzmann equation to cal-
culate evolution of the phase space density p(r,p). Their calculations show that
assumption 4 remains valid since the energy distribution remains close to Maxwell-
Boltzmann. They find, however, that the high-energy tail takes many more than 2.7
collisions to relax to equilibrium, arguing therefore that there is a difference between

evaporation and thermalization.

Finally, an important question to ask is: how fast should the evaporation process
be carried out? The canonical extreme example is to assume a very large n such
that one simply has to wait for a single particle to possess the entire energy of the
sample and evaporate, cooling the sample to zero temperature [63]. Not only would
such a strategy require an impractibal length of time but inelastic processes leading tb
losses would likely make it impossible. Realistically, one must lower Ei.,;, sufficiently
quickly so that inelastic collisions do not dominate. At the same time, lowering Fir,p
too quickly will prevent thermalization from taking place, leading to inefficiencies in

the cooling process and the spilling of atoms from the trap.

The principle of detailed balance can be used to find the speed of evaporation [63].
Atoms with energy larger than nkgT are produced at a rate given by the number of
atoms with energy larger than this divided by their collision time. The fraction of
atoms in the Maxwell-Boltzmann distribution with energy e > 7 for large n is given
by

fle>mn)=eT"/3n/2 (3.2)

The elastic collision rate is I'y; = nov, where v = /2nkgT /M = ©1/3n/2 and 7 is

the average velocity for a given temperature. Thus the rate of evaporated atoms is

% = —Nf(e > 77)1"6, = —naﬁne_"N = PevN (33)
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Since the average collision rate per atom is given by v2not o« VT (the V2 is due
to the atom’s relative velocity), the ratio of evaporation time to elastic collision time

becomes
ev 2 n
Tew _ V2 (3.4)
Tel n

which increases exponentially with 7.

On the other hand, the inelastic collision rate of dipolar relaxation, gn, becomes a
constant at low temperatures. One can define a characteristic temperature at which
the probability for an elastic (good) collision equals the probability for an inelastic
(bad) collision [79]. For hydrogen “bad collisions” are due to dipolar relaxation, and

we find the characteristic limiting temperature to be:

M g?

W . (3-5)

kB Te'ua,p =

For hydrogen, using g = 1.1 X 107 c¢m?®/s and a = 0.0648 nm, T,,,, ~ 3 nK. In
practice, the cooling limit is about 10® times higher [63]. Luiten et al. [79] have studied
the problem carefully for atomic hydrogen and found the minimum temperature at
which the density ng reaches its maximum value, 7' ~ 20 K with n ~ 4. This is in

good agreement with experiments performed in this thesis.

3.3.1 Magnetic Saddlepoint Evaporation

After the trapped gas has thermally disconnected from the cell walls, the first stage of
forced evaporative cooling is realized by lowering the magnetic field saddlepoint that
defines the depth of the trap, ¢;. This technique was first demonstrated in the current
experiment by Masuhara et al. [82]. The saddlepoint is lowered continuously for 260
- 300 seconds during which the magnetic field is reduced from 0.8 T to 15-20x107*T.
The peak density of the sample increases to nearly 10'4cm~32, the temperature is
reduced from 40 mK to about 200 pK, and the atom number is reduced from a few
times 10' to a few times 10'. This process is illustrated in Fig. 3-4. The quadrupole

field providing confinement in the radial direction is also lowered during saddlepoint
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Figure 3-4: Diagram illustrating magnetic saddlepoint evaporation. The magnetic
field profile shown describes the field on axis prior to the beginning of forced evapora-
tion. The rate at which the barrier is lowered is determined by the competing effects
of efficient thermalization of the sample and dipolar spin-relaxation losses.

evaporation. Otherwise, tight confinement in the radial direction would lead to large
densities and increased dipolar relaxation losses.

Below ~200 K magnetic saddlepoint evaporation becomes inefficient. Our group
observed the inefficiency and had a crude explanation for its origin, but a detailed
explanation of the problem was given by the hydrogen group in Amsterdam in the
context of a similar experiment [92]. Subsequently, our group confirmed their ex-
planation [32]. An important concept to understand is the “effective dimension of
evaporation” [124]. Ergodic evaporation (evaporation in which all atoms acquiring a

total energy in excess of the trap depth are quickly lost) is “three dimensional” (3D)
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since the criterion for escape from a trap is based on the total energy of the atom.
Ergodic evaporation says nothing about the direction of motion of the atoms, but
whether collisionless motion of the atoms is regular or stochastic can affect the effec-
tive dimension of evaporation. When the motional degrees of freedom of the atom
are uncoupled and the motional energy of the atom in only one dimension determines
the escape, the evaporation is said to be “one dimensional” (1D).

In magnetic saddlepoint evaporation the effective dimension of evaporation be-
comes 1D as the trapped sample cools. Atoms escape from only one end of the trap.
However, the evaporation is still efficient when the sample has low density and is
relatively warm. The mean free path between collisions is long, allowing energetic
atoms to reach the end of the trap where the atoms access anharmonic regions of the
Ioffe-Pritchard potential, causing motional degrees of freedom to mix. As the sample
cools and becomes more dense, atoms settle into the harmonic region of the trap,
where the radial and axial degrees of freedom are effectively uncoupled. An atom
with radial energy greater than ¢, will likely suffer a collision before it can escape
(due to its reduced mean free path) and redistribute its energy so that neither it nor
its colliding partner have sufficient energy to escape. Because only atoms with axial
energy greater than e, have a reasonable probability of escaping, the evaporation is
said to be 1D and inefficient. In fact, all else being equal, the rate of 1D evaporation is
slower than that of 3D evaporation by a factor approximately four times 7 [124]. Near
the BEC transition in hydrogen n ~ 7 implying that 1D evaporation is ~ 30 times
less efficient than 3D evaporation. Ultimately, it was loss of evaporation efficiency
that prevented both our group and the Amsterdam hydrogen group from attaining

BEC using magnetic saddlepoint evaporation.

3.3.2 RF Evaporation

Radio frequency (rf) evaporation was introduced into our cryogenic apparatus to
restore efficiency to the evaporative cooling process. An rf magnetic field is used

to transfer atoms from a trapped to an untrapped state in an energy-selective way.
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Figure 3-5: An applied rf magnetic field is used to transfer atoms from the trapped
d-state to the untrapped ¢ and b states. RF evaporation is carried out by reducing
the rf frequency.

Energy selectivity is possible since there is a one-to-one correspondence between the
atom’s Zeeman shift and potential energy in a magnetic trap. The rf frequency,
wyt, defines a resonance surface where the magnetic field has constant magnitude,
B =~ hwyt/pp. Atoms with sufficient energy in any motional direction can climb the
magnetic potential, enter the resonance region, and be ejected from the trap. By
gradually reducing the rf frequency (subject to the previous constraints regarding

speed of evaporation), evaporation is forced. This process is illustrated in Fig. 3-5.

The original suggestion of rf evaporation is due Pritchard et al. [96], and the use
of rf-induced evaporation was first reported at the 1993 OSA meeting [62]. It is the
standard technique for the final cooling of laser-cooled atoms and has been used to
cool Rb [2], Na [21], Li [13, 12], metastable *He* [108, 100], as well as H [31] to

Bose-Einstein condensation. It is also an important technique in the sympathetic
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Figure 3-6: Evaporative cooling path for preparing samples of Bose-condensed hydro-
gen. The majority of the cooling is performed by magnetic saddlepoint evaporation
but rf evaporation is necessary to reach degeneracy.

7

cooling of fermions ®Li [126] and *°K [23] below the Fermi temperature. Recently,
an experiment utilizing a crossed optical dipole trap has succeeded in reaching BEC

without rf techniques [3].

In our experiment a typical rf evaporation begins at a frequency of 35 MHz,
corresponding to a trap depth of 1.7 mK and a sample temperature of about 200 uK.
In 50 seconds we lower the frequency to 5 MHz, producing a trap depth of 240 pK
and a sample temperature of about 40 uK. The full cooling path from loading to BEC
is shown in Fig. 3-6. By sweeping the rf frequency much faster, we can violate the
conditions for efficient evaporation and produce a sample out of thermal equilibrium.
This technique has been used extensively in the work reported in this thesis and will

be discussed in detail in Chapters 7 and 8.

The introduction of rf magnetic fields into our cryogenic apparatus required sub-
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stantial changes to the trapping cell in order to eliminate metal components suscep-
tible to rf eddy current heating [32]. As little as 100 W deposited near the trapping
region could raise the temperature of the cell, leading to an increased “He vapor pres-
sure within the trapping region, and a substantially reduced sample lifetime. Details

of the construction of the non-metallic cell can be found in Chapter 4 and in [32].

Dimension of rf-induced Evaporation

Spin-flips due to rf magnetic fields occur on a resonant shell surrounding the trapped
atoms. RF-induced evaporation can be considered 3D evaporation as long as the shells
with constant |B| are equipotential surfaces. This is true in dc magnetic traps pro-
vided that gravity is neglected. Gravity, however, pulls the trapped cloud downward
and causes the bottom of the cloud to experience a higher magnetic field. Evapo-
rating atoms typically have about (n + 1)kgT of energy. Thus, evaporation occurs
mainly at the bottom of the trapped cloud when the energy due to gravity varies by
more than £kpT over the equipotential surface U = nkgT [63].

In our experiment at low temperatures, the atoms experience a harmonic poten-
tial along the z-axis (shown in the inset of Fig. 3-3) U = U"2z?/2 where U” is the
curvature of the potential. The equipotential surface is at z ~ \/W . Setting
MGgravz = kpT', we can find a characteristic temperature below which evaporative

cooling becomes one-dimensional

2n(MGgrav)*

k‘BTlp < U

(3.6)

where m is the mass of the atom and g,y is the gravitational constant. Defining the
magnetic field gradient that counterbalances gravity By,,, = mg/up (0.18 G/cm for
the d state of hydrogen) and the magnetic field curvature B’ along the z-axis, allows
us to express Eq. 3.6 as

2nppBL

kgTip < __B”—grav (37)

For hydrogen in our magnetic trap with BY = 0.37 G/cm? and 7 = 6, the char-
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acteristic temperature is T;p = 67 pK. Since we routinely reach temperatures in the
20 — 40 pK range, it is likely that our rf evaporation is losing its 3D character. This
is mostly due to weak confinement along the z-axis. One solution to this problem is
to orient the long axis of the Ioffe-Pritchard trap perpendicular to the gravitational
axis. Unfortunately, this would require a major redesign of the current cryogenic
system. A more practical, immediate solution is to simply increase BY. A scheme for

accomplishing this is discussed in Sec. 4.1.2.

3.4 Bolometry of the Trapped Gas

When hydrogen atoms leave the trap they undergo molecular recombination on the
cell walls, liberating energy that can be detected by a sensitive bolometer [25, 135].
By lowering the magnetic barrier and allowing atoms to escape from the trap, the
bolometer can be used reliably to measure the temperature [24] and density [82] of
the hydrogen sample. It can also be used to monitor the evaporative cooling process

and is an essential component of rf-ejection spectroscopy.

3.4.1 Bolometric Temperature and Density Measurements

As the magnetic barrier defining the trap depth is lowered, atoms escape, stick to
a wall, recombine, and deposit energy on the bolometer. The detection process is
described in detail in [25], but the essential point is that the energy deposited on the
bolometer is proportional to the number of atoms that escaped from the trap. If the
time to release the atoms is shorter than the thermalization time of the sample, the
energy distribution will not change much, and the bolometer signal can be combined
with knowledge of the magnetic field configuration to deduce the sample temperature.
Bolometric determination of the temperature is reliable for samples with temperatures
between 100 K and 5 mK and densities below 10 cm™2.

The sample density can be measured using the bolometer by releasing the atoms

from the trap after holding them for different times ¢ following the forced evaporation.
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Figure 3-7: Dipolar spin-relaxation of a trapped hydrogen sample. The sample is held
for various times following evaporative cooling before the sample is released from the
trap. The number of escaping atoms is inferred from the bolometer signal. The data
is fit to a straight line according to Eq. (3.8), allowing us to extract n¢(0).
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The total recombination energy deposited on the bolometer is proportional to N(¢),
the number of atoms remaining in the trap at time t. N(¢) decreases with time
due to dipolar spin-relaxation, which removes atoms from the sample at a density-
dependent rate (Fig. 3-7). This process obeys Eq. 3.1. When averaged over the
density distribution in the trap, this implies that N(¢) obeys [82]

MO _ 1+ kgno(0)t (3.8)

Here, no(t) is the maximum density in the sample at time ¢, and & is a numerical
factor which depends on the trap geometry. Computations show that x is typically in
the range 0.2 — 0.3. For a given geometry, the uncertainty in « is about 10%, arising
from imperfect knowledge of the trapping fields. The ratio of N(0)/N(t) changes
linearly with time according to Eq. (3.8). Figure 3-7 shows measurements made at
five different times fit to a straight line. The fit allows us to extract nq(0).

For temperatures below about 100 K, the trapping fields are quite small in mag-
nitude, and contributions from magnetic materials and trapped fluxes in the su-
perconducting magnets distort the trap and make bolometric measurements of ng

unreliable.
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Chapter 4

Cell Design and Improvements

A significant portion of this thesis involved design and construction of a cryogenic
cell to trap and study Bose-Einstein condensates of atomic hydrogen. This chapter
discusses important considerations in the design of the cell as well as construction
techniques. The original superfluid *He jacket design is due to Fried [32]. A number
of improvements to the original design have been made and include: better cell tem-
perature control due to relocation of the rf antennas for evaporation and improved
spectroscopy due to screening of stray electric fields with a thin Cu film. These
and other improvements are discussed in detail, and measurements characterizing the

improved cell are presented.

4.1 Source Region

Figure 4-1 shows a detailed view of the cryogenic dissociator and cell top region. Two
principal concerns dictate the mechanical design of this region: thermal conductivity
from cell to mixing chamber of the dilution refrigerator and superfluid leak-tight
joints. The cell top, dissociator body, and anchor to the mixing chamber are all made
from OFHC copper to ensure good thermal conductivity. Connections between these
components are made with large overlap areas and are held in place securely with

titanium screws. Titanium screws were chosen for their strength and non-magnetic
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Figure 4-1: The dissociator and cell top are shown in detail. The inlet tube used for
loading gas into the dissociator is not shown.

properties since the dissociator is located in a 4 T magnetic field. The large magnetic
field quenches the superconductivity of the indium seals and allows them to become
good thermal conductors. Thermal conductivity from the bottom to the top of the
cell is provided by superfluid helium in a jacket surrounding the cell. Silver sintered
copper fins extending from the cell top into the superfluid “He jacket provide a large

effective surface area for heat transport across the metal - superfluid boundary.

Outside the dissociator and cell walls is a vacuum space that thermally isolates
the cell and refrigerator from a 4 K liquid helium bath. To maintain the vacuum it
is imperative that the cell and the dissociator are superfluid leak-tight. Indium wire
seals are well known to be leak-tight to superfluid. One such seal joins the copper
cell top and dissociator body. The second seals the lens used during spectroscopy at
the top of the dissociator. These seals are extremely reliable when made properly.
Epoxy joints between the G-10 tubes and metal and glass surfaces, as well as some

wire feed-throughs are made using Stycast 2850FT cured with 24LV catalyst [122].
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We have performed extensive studies to characterize the dissociator. Typically
the dissociator and cell are held at 250 - 300 mK while pulses of 800 us length at
a repetition rate of 50 Hz are applied for 8 seconds. The flux from the dissociator

1. In general great care is taken to make sure that none of

is greater than 10 s~
the surfaces in the discharge become too warm, producing spots bare of helium film
where accelerated molecular recombination can take place. This is accomplished by
good thermal anchoring of all surfaces and operating the dissociator in a pulsed, i.e.
low average power, mode. A full discussion of the characterization of the dissociator

is given in the thesis of Landhuis [73].

4.1.1 RF Antennas

The introduction of rf into the cryogenic environment proved to be a significant
challenge but one whose successful solution led to the observation of BEC. The original
rf antennas were composed of several loops of superconducting wire wrapped on the
outside of the inner cell tube and cooled by the superfluid *He in the cell jacket [32].
The antennas were carefully arranged to maximize the rf magnetic field strength in
the vicinity of the trapped atoms while minimizing eddy current heating in metal
components connected to the dilution refrigerator. In addition to the geometry of
the antennas, serious thought was given to the design of coaxial conductors used to
transport the rf power from 300 K to the ~ 100 mK cell. Good electrical conductivity
was required without introducing a significant heat leak. Short coaxial segments with
low thermal conductivity but significant electrical losses were spliced into the high
thermal conductivity, low loss coaxial cable leading out of the cryostat.

Although the initial design was a success, it possessed several limitations. First,
rf evaporation could not be started above ~ 23 MHz due to heating of the cell
and refrigerator. Some of this heating was probably due to eddy currents, but it is
likely that most of the heating took place at the splicing joints in the coaxial cable
leading to the cell. The impedance mismatch between the two types of cable led

to heating. Second, because of the proximity of the rf antennas in the jacket to
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the electrical leads from the thermometers and bolometer at the cell bottom, it was
difficult to monitor the cell temperature and the flux of atoms to the bolometer during
rf evaporation. This presented a signal to noise limitation for using the bolometer to
observe rf ejection [32] and eliminated the possibility of detecting a condensate using
the bolometer (instead of by 15-2.5 optical excitation: all non-optical BEC). Finally,
the location of the antennas inside the superfluid jacket made repairs or adjustments

difficult and risky to the entire cell assembly.

To circumvent all of these limitations, we relocated the rf antennas to the vacuum
can that isolates the cell from the 4 K “He bath. This placement has the advantage
that the antennas and the accompanying leads are completely separate from the
refrigerator. Heat is deposited in the large heat capacity helium bath. The vacuum
can is a 1/32 inch thick brass tube with an outer diameter of 5.08 cm and an overall
length of 86.6 cm. It fits snugly inside the bore of the quadrupole magnet assembly.
To avoid screening of the rf fields by this metallic tube, a section 19 cm in length
was removed and replaced by an epoxy coated G-10 tube 1 15/16 inch id, 1/32 inch
wall thickness, and 22 cm in length. The rf antennas were glued on the inside of
this G-10 segment to maximize the distance between the antenna conductors and the

brass bore of the quadrupole assembly.

The antenna was wound in a four turn helix pattern on a wax paper covered
tube with a diameter slightly less than 4.73 cm using superconducting wire (Cu clad
NbTi wire). The configuration of the 19 cm long, 4.73 cm diameter antenna is shown
in Fig. 4-2. Small dots of Stycast 1266 epoxy were placed at the points where the
wire crossed itself. After curing the epoxy, the tube was slid out from the wax paper,
allowing the antenna and paper to be gently folded. The folded antenna was carefully
placed inside the G-10 segment coated sparingly with additional 1266 epoxy. The
epoxy was allowed to cure, and the wax paper was peeled away leaving the antenna

securely attached to the inside of the G-10 segment.

The G-10 segment was then glued inside the upper and lower portions of the brass

vacuum tube using Stycast 2850FT epoxy overlap joints. Great care was taken to
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Figure 4-2: The helix-shaped rf antenna is located on the inside of a G-10 section of
the inner vacuum can. The antenna extends 19 cm along the z-axis of the trap and
has a diameter of 4.73 cm.
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insure that the assembly was not kinked. Thermal contraction is always a concern in
such cryogenic assemblies, but we found the brass/G-10 overlap joints to be reliable

and superfluid leak-tight.

Constricted superfluid jacket

Before the insertion of the G-10 segment, the separation between the brass vacuum
can and the outer cell was a comfortable 2.4 mm. This allowed for some misalignment
of the 66 cm cell and the 86 cm brass can. The smaller diameter of the G-10 segment
reduced this spacing to a mere 1.4 mm. To reduce the danger of thermal contact
between the 100 mK cell and the 4 K vacuum can, we also reduced the diameter of
a segment of the outer cell tube. A 23.7 cm long segment of G-10 tube of 42.8 mm
outer diameter was inserted into the outer cell using 5 mm long 2850FT epoxy overlap
joints. These overlap joints are separated vertically from the brass/G-10 overlap joints
by 4 cm to allow for differential thermal contraction between the G-10 cell and the
brass/G-10 vacuum can. The lower pair of 1 cm overlap joints can be seen near the
top of Fig. 4-9.

The constriction in the superfluid jacket was a concern because of its reduced
thermal conductivity. In superfluid *He, heat transport is due to phonons, and the
heat carried by a material of cross section A and length L with a thermal conductivity

coefficient x is given (for small AT') by
S=-—"=— (4.1)

The thermal conductivity of a tube of superfluid “He below 0.4 K is k = (20 W/K* c¢m?)dT™
where d is the diameter of the tube and T the temperature of the liquid [94].

For sensitive bolometric detection Fried estimated that the conductivity must be at
least S = 10 W /10 K for temperatures below 100 mK so that /73 = 2 W/K* [32].
For a similar cell without the constricted jacket S/T*® was measured to be 4 W /K* [32].

Using Eq. 4.1 we estimate that the constriction in the superfluid jacket will reduce
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the thermal conductivity by a factor of 0.8.

The value of k given above assumes diffuse reflection of the phonons from the
walls of the tube. Specular reflection of the phonons from the walls of the jacket
can dramatically improve the thermal transport. Since the characteristic phonon
wavelength at 100 mK is 300 nm [30], a surface that appears “shiny” at optical
wavelengths will specularly reflect phonons. For this reason, great care was taken to
give the G-10 tubes comprising the cell a smooth, shiny surface using epoxy coating

techniques. The technique developed is described in Appendix A.

4.1.2 Z-axis Compression Coils

In addition to the rf antennas, the G-10 section of the vacuum can carries three new
solenoid magnets. The purpose of these coils is to produce a “dimple” in the magnetic
potential to increase the z-axis oscillation frequency w,. The 2 mm long main coil
is wound from 16 turns of 3 mil superconducting wire centered at z = +1.4 cm and
has a diameter of 4.93 cm.! The other coils are compensation coils and consist of 6
turns of wire wound in the opposite direction. They are located £2.1 ¢cm away from
the main coil. The three coils are wound from the same strand of wire whose ends
run along a shallow groove machined along the length of the brass vacuum tube. The
fragile leads are fixed in the groove with Stycast 1266 epoxy for protection.

The magnetic potential along the z-axis is shown in Fig. 4-3 for various z-axis
compression currents Igimple- 1he solid line shows the magnetic field of our “standard”
trap with Igimple = 0.0 A, giving a curvature of § = 25 uK/cm? The open circles
(o) are a calculation of the same potential with Iympe = 0.5 A. A harmonic potential
with a curvature of 8 = 55 uK/cm? is fit to the calculation, but it is clear that the
potential away from the minimum is anharmonic. Finally, a trap with high bias field

and Jgimple = 4.0 A (near the maximum current for the coil) is shown with open boxes

(). The curvature near the minimum is 8 = 350 pK/cm?. Since w, = 1/28/m, the

!The z = 0 point is defined in terms of the magnet forms shown in Fig. 3-3.
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Figure 4-3: The magnetic field due to the z-axis compression coils is shown. The solid
line shows the magnetic field without the z-axis compression coils. The open circles

(o) indicate the field with 0.5 A in the coils, and the open boxes (O) indicate the field
with 4.0 A in the coils.
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z-axis oscillator frequency can be varied by a factor of ~ 4. When combined with a
decrease in the stiffness of the trapping potential in the radial direction, the aspect

ratio of the trapped cloud w,/w, can be changed by a factor of 20.

4.1.3 Thin Metallic Coating

A significant improvement over the previous G-10 trapping cell was achieved by re-
ducing the stray electric fields in the vicinity of the trapped atoms. By itself G-10 is
an excellent electric insulator, and patches of charge can build up leading to stray elec-
tric fields. The low temperatures of the cryogenic environment immobilize the charge
on the timescale of hours. The exact source of these patch charges is unknown, but
the hydrogen dissociator is a likely source.

Stray electric fields have no observed effect on the trapping of atoms, but they
strongly affect the 1.5 — 25 spectroscopy used to probe the hydrogen sample (see
Chapter 5). One of the attractions of spectroscopy involving the 2S5 state is its
metastability. Unperturbed, the 25 — 1S radiative decay channel [127] is via two
photons at a rate of y,5 = 8.23 ™! [70], giving a lifetime of 795 = 121.5 ms. In the
presence of a dc electric field €, however, the short-lived 2P state is mixed with the

25 state shortening its lifetime according to [6]

1 1 1 (6 cm)2
Tos(€)  T9s  Top

(4.2)
where 7p = 1.6 ns is the 2P lifetime. Accelerated decay in the presence of dc elec-
tric fields is known as “Stark quenching.” In previous spectroscopy experiments [15]
conducted in a metallic trapping cell, the observed 2S lifetime was comparable to
the theoretical value of 121.5 ms. In the previous G-10 cell, however, the 2S life-
time was typically a few milliseconds, indicating the presence of stray fields of about
0.5 V/cm. There were occasions when the stray fields were large enough to prevent
the observation of a clean spectroscopic signal.

'To overcome the problem of stray electric fields, we coated the inside of the trap-
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ping cell with a thin Cu film. This conductive layer prevents the accumulation of
charges but allows the penetration of rf fields used for evaporation. Details of the
coating process are found in Appendix B. Three issues are important for our experi-
ment: dc conductivity of the film to reduce stray fields; heating of the cell by the rf
fields; and attenuation of the rf field by the film. We can characterize the Cu film

through its resistivity and attenuation of rf magnetic fields.

Properties of the Cu film

The resistance of a cylindrical conducting shell is related to its thickness by

= P
"~ 27rR

(4.3)

where t is the thickness of the film, L the length of the cylinder, r the radius of the
cylinder, and R the resistance along the length of the cylinder of resistivity p. We
measured R = 3.5 Q for the tube of L = 81 cm and r = 1.8 cm. Using the bulk
resistivity for Cu, pgp = 1.6 x 1076 Q-cm, ¢t = 3.4 x 107% cm. This is a crude estimate
of the film thickness.

As the thickness of a metal film becomes comparable in magnitude with the mean
free path (mfp) of conduction electrons in the metal, the film boundaries impose a
geometrical limitation on the movement of the conduction electrons and thus the
effective value of the mfp. Physical effects arising from the geometrical limitation of
the mfp are known as “mean-free-path” or “size” effects. There are more complicated
theories that describe how the measured resistance can be used to determine the film
thickness (e.g. [17]), but these theories apply to continuous films. The Cu film of the
cell is discontinuous in some places and is mesh-like in others. This is due to the
difficulty of the fabrication process. All large Cu regions were joined together and
small bare spots covered up by applying a conductive graphite colloid (Aerodag [1]).

Another way to characterize the Cu film is to measure the attenuation of rf fields

through the film. The results of measuring the attenuation at 60 MHz and 100 MHz
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Figure 4-4: The attenuation of an rf magnetic field by the Cu coated cell tube at
room temperature. The location of the rf coils is also shown. The Cu film was not
slit along its length for these measurements.
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Figure 4-5: The reduction of rf attenuation is shown for three cases: an unslit tube
with a thick Cu coating, the same tube with one slit, and the same tube with two
slits.

at various locations along the cell tube at room temperature are shown in Fig. 4-
4. The location of the rf antennas for evaporation is indicated in the figure along
with the coordinate system of magnetic trapping (see Fig. 3-3). The location of the
antennas coincides with the minimum attenuation, ensuring that the rf field seen by
the atoms will be a maximum while the heating due to absorption of rf power will be

a minimum.

Attenuation of rf fields in the cell is further reduced by slitting the Cu film along
the length of the cylinder. Fig. 4-5 shows the effect of one and two slits on the
attenuation of a thickly coated Cu tube. Without slits an applied rf field induces
a current in the film around the circumference of the cylinder that tends to cancel
the driving field inside the tube. Slits along the length of the cylinder interrupt the

current and dramatically reduce the attenuation.
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RF heating

We have measured the heating of the cell due to applied rf power. An rf power
of +27 dBm outside the cryostat was applied to the rf antennas for 60 s, and the
temperatures of the cell bottom and cell top were monitored using two resistance
thermometers. The steady-state temperature of the cell for various applied frequen-
cies is shown in Fig. 4-6. A resonance is apparent around 30 MHz where the cell
bottom temperature rises above 200 mK. Above 35 MHz, the typical rf evaporation
starting frequency, cell heating increases. This is consistent with the rf attenuation
measurements shown in Fig. 4-4; increased rf attenuation and increased cell heating
go hand in hand. For this reason, we believe that most of the heating is due to rf
eddy currents in the Cu film. When the applied rf power is switched off, the cell cools
rapidly, indicating that the heat capacity of the heated object is small. Again, this
is consistent with absorption of rf power in the Cu film.

The cell bottom temperature is consistently higher than the cell top since rf heat-
ing occurs predominantly near the middle of the cell, and heat can only be removed
through the cell top. In practice, the applied rf power used for evaporation and di-
agnostics of the trapped sample is much lower, meaning that bolometric detection of
atoms remains possible even during rf evaporation. For example, +8 dBm applied
outside the cryostat at 10 MHz (typical for coupling atoms out of the trap for di-
agnostic purposes) results in a cell bottom temperature of 70 mK; a temperature at
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