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Abstract

On your one-minute walk from the coffee machine to your desk each morning, you pass by
dozens of scenes - a kitchen, an elevator, your office - and you effortlessly recognize them
and perceive their 3D structure. But this one-minute scene-understanding problem has been
an open challenge in computer vision since the field was first established 50 years ago. In
this dissertation, we aim to rethink the path researchers took over these years, challenge the
standard practices and implicit assumptions in the current research, and redefine several
basic principles in computational scene understanding.

The key idea of this dissertation is that learning from rich data under natural setting
is crucial for finding the right representation for scene understanding. First of all, to over-
come the limitations of object-centric datasets, we built the Scene Understanding (SUN)
Database, a large collection of real-world images that exhaustively spans all scene cate-
gories. This scene-centric dataset provides a more natural sample of human visual world,
and establishes a realistic benchmark for standard 2D recognition tasks. However, while
an image is a 2D array, the world is 3D and our eyes see it from a viewpoint, but this is not
traditionally modeled. To obtain a 3D understanding at high-level, we reintroduce geomet-
ric figures using modern machinery. To model scene viewpoint, we propose a panoramic
place representation to go beyond aperture computer vision and use data that is close to
natural input for human visual system. This paradigm shift toward rich representation also
opens up new challenges that require a new kind of big data - data with extra descriptions,
namely rich data. Specifically, we focus on a highly valuable kind of rich data - multiple
viewpoints in 3D - and we build the SUN3D database to obtain an integrated place-centric
representation of scenes. We argue for the great importance of modeling the computer's
role as an agent in a 3D scene, and demonstrate the power of place-centric scene represen-
tation.

Thesis Supervisor: Antonio Torralba
Title: Associate Professor
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Chapter 1

Introduction

The ability to understand a 3D scene depicted in a static 2D image goes to the very heart of

the computer vision problem. By "scene" we mean a place within which a person can act,

or a place to which a person could navigate. Scene understanding is the gateway to many

of our most valued behaviors, such as navigation, recognition, manipulation, and reasoning

about the world around us. Therefore, it is of great value to build computer systems that

understand visual scenes, both inferring the semantics and extracting 3D structure for a

large variety of environments. Scene understanding is the holy grail of computer vision

and has been a central topic of research since the field was first established 50 years ago

[138].

In this thesis, I summarize my contributions to scene understanding. In Chapter 2, we

will talk about the Scene Understanding (SUN) database, a large collection of images that

exhaustively spans most scene categories. In Chapter 4, we discuss 3D scene understand-

ing, using predefined geometric primitives. Furthermore, while the world is 3D, our eyes

see it from a particular viewpoint. In Chapter 3, we discuss about viewpoint variation in

3D scenes. In Chapter 5, we will talk about the novel "place-centric" representation that

integrates scene understanding over space using multiple views.

There are ten statements of the philosophy that have motivated my research in this

thesis. In the rest of this chapter, I will present these statements, each in one section, in an

order that is easy to understand. But these statements are logically independent dimensions

for the thesis, and they provide different perspectives for big thinking behind.
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1.1 Turing test: basic level scene understanding

What does it mean to understand a scene? There is no universal answer since it heavily

depends on the task involved, and this seemingly simple question hides a lot of complexity.

The most popular view in the current computer vision literature is to name the scene and

objects present in an image. However, this level of understanding is rather superficial. If

we can reason about a larger variety of semantic properties and structures of scenes it will

enable many important applications. Furthermore, working on an over-simplified task may

distract us from exploiting the natural structures of the problem (e.g. relationships between

objects and 3D surfaces or the relationship between scene attributes and object presence),

which may be critical to solving the scene understanding problem.

What is the ultimate goal of computational scene understanding? A natural goal is to

pass the Turing test for scene understanding: Given an image depicting a static scene,

a human judge will ask a human or a machine questions about the picture. If the judge

cannot reliably tell the machine from the human, the machine is said to have passed the

test. This task is beyond the current state of the art as humans could ask a huge variety of

meaningful visual questions about an image, e.g. Is it safe to cross this road? Who ate the

last cupcake? Is this a fun place to vacation? Are these people frustrated? Where can I set

these groceries? etc.

Therefore, we propose a set of goals that are suitable for the current state of research in

computer vision. They should be neither too simplistic nor too challenging and should lead

to a natural representation of scenes. Based on these considerations, we define the task of

scene understanding as predicting the scene category, scene attributes, the 3D enclosure of

the space, and all the objects in the images. For each object, we want to know its category

and 3D bounding box, as well as its 3D orientation relative to the scene. Since an image is

a viewer-centric observation of the space, we also want to recover the camera parameters,

such as observer viewpoint and field of view. Beyond an individual snapshot, we also need

to be able to link the current snapshot to the entire environment in a nearby area. We call

this set of tasks basic level scene understanding, with analogy to basic level in cognitive

categorization [142]. It has practical applications for providing sufficient information for
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simple interaction with the scene, such as navigation, object manipulation, and intuitive

physics reasoning.

In this thesis we discuss several aspects of basic level scene understanding, including

semantics (Chapter 2), 3D structure (Chapter 4), viewpoint (Chapter 3), and space under-

standing for the entire place aggregated from multiple views (Chapter 5).

1.2 Big data vs. rich data

Ubiquitous access to image datasets has been responsible for much of the re-

cent progress in object recognition [134] after decades of proverbial wander-

ing in the desert.

- Torralba and Efros [170]

Traditionally, researchers focused on developing better, more powerful algorithms, while

the data used by these algorithms was considered to be relatively unimportant. Recently,

this view has reversed: researchers have come to realize that the data, not the algorithm,

is the key [134, 170]. Data has been responsible for recent progress in visual recognition

[170]. For example, face detection has been a great success for computer vision, but it was

the availability of face training data - more than the perceived advances in algorithm design

- that produced the first breakthrough [170]. As a community, what we have learned is that

instead of starting with a model, we should start with the data and find a model that can

realistically represent the data.

Meanwhile, we are in the midst of a big data revolution, especially big visual data.

Every minute, 48 hours of video are uploaded to YouTube, and streaming video accounts

for 45% of total Internet traffic. Furthermore, bigger visual data is coming. In the near

future, every person will wear a camera (e.g. Google Glass) recording every minute of

their lives. Every autonomous car will have a camera recording the street, and inside every

home there will be a Kinect-style camera supporting touch-less interaction with digital

devices. We are going to have a lot more visual data, far more than what a person sees in a

lifetime through their eyes.
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Big visual data had brought a revolution to computer vision research, such as scene

completion using Flickr images [65] or deep learning algorithms trained on YouTube videos

[29]. But what is next? Beyond the number of data points, this thesis argues for another

dimension of big data: the richness of data. By "rich data", we mean data that has a rich

description, such as annotation and extra sensor input associated with it. For example,

while websites like Google, Flickr and Facebook have billions of images, these images are

not rich because they have very little extra information associated with them. The poorness

of the disconnected data makes computer vision still mostly unsolvable.

A picture is worth a thousand words, not just one word. In the current stage, researchers

typically regard visual recognition as an image classification process (either on the whole

image or a region of an image). But there is something very wrong with this image classi-

fication framework. The goal of computer vision is not just to guess for an integer number,

the category label, or just a single word. Over-simplifying the problem just means that we

are not researching towards the right direction. Instead, the major goal of computer vision

is to study the right representation [77], and the associated algorithm to convert images into

this representation of the world. Note that it is the representation of the world. It is not to

study the representation for an image. Some people call scene recognition as image under-

standing. But "image understanding" is very a misleading name. An image is just a 2D

array. Computer vision is not about how to understand that boring 2D array. But is about

how to understand the beautiful world out there through the image. The representation of

the world is very rich. While an image is a 2D array, the world is 3D and our eyes see it

from a viewpoint, but this is not traditionally modeled in the current recognition pipeline.

The 3D issue and the viewpoint issues require a much richer representation for the 3D

world. But rich representation needs rich data for training. The kind of data directly con-

strains the kind of representation that we can use. For example, for children to develop a

visual understanding of the world, they don't just sit still and keep watching, but instead,

they keep actively exploring everywhere. James Gibson proposed the popular "actively

exploring organism" theory [58]: The world of the babies is not an imagined world, con-

structed out of his ideas and physical stimuli, but a livable world, made up of interesting

objects; It is a habitat to be seen and explored, in which even a child can learn about what
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things are like, not a world that stimulates him to react and then forces him to infer what

things must be like. Essentially, active exploration provides very rich and connected data

to learn a rich representation of the world.

In this thesis, we study how to construct rich visual dataset and how to use these rich

visual data for scene understanding. The underlying principle is that exploring and learning

from these rich descriptions of data will be crucial for finding the right representation to

close the performance gap between computer and human vision systems.

1.3 Object-centric vs. scene-centric dataset

Our visual world is extraordinarily complex, and this makes it difficult for computers to

understand scenes. For example, one of the most basic tasks of scene understanding is to

classify a natural image into one of many semantic categories. What are these scene cat-

egories? From a human-centric perspective, scene categories should capture the richness

and diversity of environments that make up our daily experiences. Although the visual

world is continuous, most environmental scenes are visual entities that can be organized

in functional and semantic groups. Particular scenes or places may allow for specific ac-

tions, such as eating in a restaurant or sleeping in a bedroom. To capture this diversity,

we constructed an exhaustive taxonomy of scene categories and a dataset representing the

diversity of scenes that are encountered in the real world. We used an English dictionary

and manually selected all of the terms that *describe scenes, places, and environments. We

collected images belonging to each scene category in the above list using various image

search engines, manually checked them for accuracy, and named this large image collec-

tion the SUN (Scene UNderstanding) database [184]. To provide data for research and

natural statistics of objects in scenes, we have also labeled objects in a large portion of

the image collection with polygon outlines and object category names. To date, there are

326,582 manually segmented objects for the 5,650 object categories labeled. This database

allows us to systematically study the space of visual scenes commonly encountered by

humans as well as to establish a benchmark for both scene and object recognition.

Note that the way we construct the SUN database determines that it is a scene-centric
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Object centric dataset

Typical Chairs from Image-net

Scene centric dataset

Typical Chairs from SUN Database

Figure 1-1: An example to highlight the difference between an object-centric dataset and a
scene-centric dataset.

dataset. Alternatively, an object-centric dataset, e.g. Image-net [32], constructed by query-

ing object category names from image search engine usually produces images with very

different statistics. Querying object category names tend to return product-like images

from the Internet, as shown in Figure 1-1. The images from an object-centric database are

typically biased in the following ways that a scene-centric database wouldn't suffer from:

" Location Bias: The object is usually at the center of the image.

" Size Bias: The object mostly covers the whole image.

" Number Bias: Usually there is one instance only (or one pair of shoes).

" Context Bias: Only one object in the image, and there is not context relationship with

other objects, such as a person sitting on a chair.

" Occlusion Bias: There is no occlusion, except self-occlusion.

" Background Bias: A lot of pictures have single color background or very synthetic

background from photo studio.

" Lighting Bias: To have an attractive photo for a product, they tend to have certain

lighting restrictions.

" Viewpoint Bias: The canonical view of the object is typically used.

The object-centric database could be very useful for training systems to automatically

recognize products for online shopping business. But it is naturally ill suited for real-world
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Traditional Name Reconstruction Recognition

High Level Shape Understanding Semantic Perception

Low Level Depth Measurement Pixel Color

Figure 1-2: The gap between low-level depth measurement and high-level shape under-
standing, is just as huge as the gap between low-level pixel-color and high level semantic
percetpion.

object recognition and scene understanding. A scene-centric database is definitely not bias-

free, but it is likely less biased in all of these ways, thanks to avoiding direct query of object

categories.

Obsessive focus on research using only individual objects outside scene context may

also hinder the progress of computer visioni, because it is not a natural way that human

and animal use to develop their biological system during evolution. There is no known

working biological vision system that can evolve (analogous to parameter learning in com-

puter vision) from only seeing individual objects. It is important to use data that is closer to

the natural input that biological vision systems have, and ensure that there actually exists a

working solution for the vision learning process.

1.4 3D reconstruction is not just a low-level task

Although an image is a 2D array, we live in a 3D world where scenes have volume, affor-

dances, and are spatially arranged with objects occluding each other. The ability to reason

about these 3D properties would be useful for tasks such as navigation and object manip-

ulation. The dominant research focus for 3D reconstruction is in obtaining more accurate

depth maps or 3D point clouds. However, even with a depth map, we are still unable to

manipulate an object because there is no high-level representation of the 3D world. Es-
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Figure 1-3: 50 years of 3D Reconstructions (from 1963-2013).

sentially, 3D reconstruction is not just a low-level task. Obtaining a depth map to capture

a distance at each pixel is analogous to inventing a digital camera that captures the color

value at each pixel. The gap between low-level depth measurements and high-level shape

understanding is just as large as the gap between pixel colors and high-level semantic per-

ception. Moving forward, we need a higher-level intelligence for 3D reconstruction.

Historical perspective Physics (radiometry, optics, and sensor design) and computer

graphics study the forward models about how light reflects off objects' surfaces, is scat-

tered by the atmosphere, refracted through camera lenses (or human eyes), and finally pro-

jected onto a 2D image plane. In computer vision, we are trying to do the inverse [165], i.e.

to describe the world that we see in one or more images and to reconstruct its properties,

such as shape. In fact, the desire to recover the three-dimensional structure of the world

from images and to use this as a stepping stone towards full scene understanding is what

distinguished computer vision from the already existing field of digital image processing

50 years ago [138, 165].

Early attempts at 3D reconstruction involved extracting edges and then inferring the 3D

structure of an object or a "blocks world" from the topological structure of the 2D lines

[138]. Staring from late 70s, more quantitative approaches to 3D were starting to emerge,

including the first of many feature-based stereo correspondence algorithms [33, 115, 63,

116], and simultaneously recovering 3D structure and camera motion [174, 175, 112], i.e.

structure from motion. After three decades of active research, nowadays, we can achieve
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very good performance with high accuracy and robustness, for both stereo matching [148,

150, 186] and structure from motion [159, 160, 189, 166].

However, there is a significant difference between these two groups of approaches. The

first group represented by "block world", focuses on high-level reconstruction of objects

and scenes. The second group, i.e. stereo correspondence and structure from motion,

targets on very low-level 3D reconstruction. For example, the introduction of structure

from motion was inspired by "the remarkable fact that this interpretation requires neither

familiarity with, nor recognition of, the viewed objects" from [175]. It was totally aware

that this kind of 3D reconstruction at low level is just a milestone towards higher-level 3D

understanding, and is not the end goal.

However, this message somehow got mostly lost in the course of developing better-

performing systems. In the past three decades, there are a lot more success we achieve

for the low-level 3D reconstruction for stereo correspondence and structure from motion,

than for the high level 3D understanding. For low-level 3D reconstruction, thanks to the

better understanding of geometry, more realistic image features, more sophisticated opti-

mization routines and faster computers, we can obtain a reliable depth map or 3D point

cloud together with camera poses. In contrast, for higher-level 3D interpretation, because

the line-based approaches hardly work for real images, this field diminished after a short

burst. Nowadays, the research for 3D reconstruction almost exclusively focuses on only

low-level reconstruction, in obtaining better accuracy and improving robustness for stereo

matching and structure from motion. Most researchers seems to have forgotten the end

goal of such low-level reconstruction, i.e. to reach a full interpretation of the scenes and

objects . Given that we can obtain very good result on low-level reconstruction now, it is

important to put greater emphasis on mid-level and high-level 3D understanding.

We should consider an algorithm and a task that an algorithm is solving separately. The

failure of line-based approach for high-level 3D understanding should only indicate that

we need a better algorithm. It shouldn't mean that higher-level 3D understanding is not

important and we can stop working on it. In other words, we should focus on designing

better approaches for high-level 3D understanding, which is independent of the fact that

line based approach is less successful than key-point and feature based approach.
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In fact, the term "reconstruction" is very misleading. "Reconstruction" makes 3D un-

derstanding sound like reconstructing a signal from sources in engineering, which is in

general closer to low-level computer vision 2. In long term, this name misled researchers'

thinking subconsciously, and I suggest to abandon this name completely, replaced by more

reasonable names, e.g. "spatial scene understanding".

1.5 Semantic vs. spatial scene understanding

There are roughly two kind of understanding in scene recognition process: semantic un-

derstanding and spatial understanding. Traditionally, the semantic scene understanding has

been mostly formulated as scene categorization, object detection and segmentation. The

spatial scene understanding is mostly limited to mostly about a point cloud or surface re-

construction. Recently, the volumetric 3D reasoning of indoor layout marked the beginning

of 3D reconstruction beyond low level. Yu et al. [198] inferred the 3D spatial layout from

a single 2D image by grouping: edges are grouped into lines, quadrilaterals, and finally

depth-ordered planes. Because it aimed to infer the layout of a room, it is forced to reason

about the 3D structure beyond low level. Since then, several groups independently started

working on 3D geometric reasoning.

In parallel to the computer vision researchers' effort to develop engineering solutions

for recovering the three-dimensional shape of objects in imagery, perceptual psychologists

have spent centuries trying to understand how the human visual system works. The two-

streams hypothesis is a widely accepted and influential model of the neural processing

of vision [46]. The hypothesis, given its most popular characterization in [59], argues

that humans possess two distinct visual systems. As visual information exits the occipital

lobe, it follows two main pathways, or "streams". The ventral stream (also known as the

"what pathway") travels to the temporal lobe and is involved with object identification and

recognition. The dorsal stream (or, "how pathway") terminates in the parietal lobe and is

involved with processing the objects spatial location relevant to the viewer.

2i.e. image in and image out (e.g. image debluring and denoising), or images in and point cloud out
(stereo depth map).
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Human vision Computer vision Low Level Mid Level High Level

Ventral stream Recognition Color value Grouping & Alignment Semantic -+ Context

Dorsal stream Reconstruction Distance value Grouping & Alignment Shape -+ Structure
Question to answer at each level How to process signal? Which are together? What is where?

Table 1.1: Different levels and different streams for both human and computer vision sys-
tems.

The two-streams hypothesis remarkably matched well with the two major branches of

computer vision - recognition and reconstruction. The ventral stream is associated with ob-

ject recognition and form representation, which is the major research topic for recognition

in computer vision. On the other hand, the dorsal stream is proposed to be involved in the

guidance of actions and recognizing where objects are in space. Also known as the parietal

stream, the "where" stream, this pathway seems to be a great counterpart of reconstruction

in computer vision.

The two-steams hypothesis in human vision is the result of study of human brain. But

the distinction of recognition and reconstruction in computer vision rise automatically from

the researchers in the field without much awareness. The computer vision researchers

naturally separate the vision task into such two major branches, based on the nature of the

tasks, at the computational theory level.

This interesting coincidence enables us to make further analysis of the research focuses

in computer vision. For recognition, i.e. counterpart of ventral stream, it is widely accepted

that the task can be divided into three levels, as shown in Table 1.1. However, there is not

separation of the three levels for reconstruction, simply because the current research of

reconstruction exclusively focus on the low level part only. The mid level and high level

for 3D reconstruction are mostly ignored. A large portion of researchers is not aware of the

existing of the problem.

Now, with this analogy between human vision and computer vision, we can now try

to answer what are the core tasks of three different levels of reconstruction. Since both

ventral and dorsal stream start from the primary visual cortex (V1), we can expect that the

low level task for reconstruction should be signal processing and basic feature extraction,

such as V 1-like features and convolution of Gabor-like filter bank, or time-sensitive filter

bank for motion detection to infer the structure. The mid level focuses on grouping and
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alignment. By grouping, we mean the grouping of pixels within the current frame for ei-

ther color of depth value, i.e. the segmentation of the image plane into meaningful areas.

This can happen in both 2D and 3D [196, 185]. By alignment, we mean the matching of

the current input with previous exposed visual experience, e.g. as matching of a local patch

with patches in a training set [155]. The grouping happens within the current frame, and

the alignment happens between the current frame and previous visual experience. In both

cases, the fundamental computational task for this level is to answer "which are together?"

For the high level of recognition, the task is to infer the semantic meaning, i.e. the cat-

egories of objects, and furthermore, the context of multiple objects in the scene. For the

high level of reconstruction, the task is to recognize the shape of individual objects, and

to understand the 3D structure of the scene, i.e. the spatial relationship of objects in the

scene (a shape is on top of another shape). At the end of computation, together with both

recognition and reconstruction, or ventral stream and dorsal stream, the vision system will

produce answers for "what is where?"

1.6 Reintroducing geometric figures using modern machin-

ery

Since the very beginning of computer vision, geometric figures started to play an important

role. Around 1956, Marvin Minsky and John McCarthy started computer vision with a

simplification of the world3, the so-called "block world", so that the mathematical mod-

els can apply rigorously and to solve the resulting recognition problem completely before

proceeding to more difficult situations. Roberts's PhD thesis [138] represented the most

complete and powerful recognition system of the blocks world during the stage, by careful

consideration of how polyhedra project into perspective images and established a generic

library of polyhedral components that could be assembled into a composite structure.

The next major advance in representations for recognition was the generalized cylinder

3 According to one well-known story [165], in 1966, Marvin Minsky at MIT asked his undergraduate
student Gerald Jay Sussman to "spend the summer linking a camera to a computer and getting the computer
to describe what it saw".
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(GC) originated by Thomas Binford [6]. The key insight is that many curved shapes can

be expressed as a sweep of a variable cross section along a curved axis. The generalized

cylinder theory is then followed up by Biederman's Recognition-By-Components theory

[17]. In his theory, geons are the simple 2D or 3D forms such as cylinders, bricks, wedges,

cones, circles and rectangles corresponding to the simple parts of an object. The theory

proposes that the visual input is matched against structural representations of objects. These

structural representations consist of geons and their relations, and only a modest number of

geons are assumed. When combined in different relations to each other (e.g. , on-top-of,

larger-than, end-to-end, end-to-middle) and coarse metric variation such as aspect ratio and

2D orientation, billions of possible 2- and 3-geon objects can be generated. While these

approaches have achieved notable early successes, they could not be scaled-up due to their

heavy dependence on reliable contour extraction from natural images. And the field is

mostly abandoned after three decades.

This thesis aims to reintroduce geometric figures into computer vision using modem

machinery. To make the problem simpler, we focus on the most common and simplest

geometric figure: a 3D rectangular cuboid.

First of all, we use modem appearance learning and part-based models to build a 3D

cuboid detector (Section 4.1) to recognize rectangular cuboids and localize their corners

from a single, real-world photograph. This algorithm can also be naturally extended to

cylinders, pyramids, and other shapes. Beyond a single cuboid, we propose a context

model to reason about the interaction between multiple cuboids in 3D (Section 4.2). To

obtain a global optimal solution of cuboid selection configuration, a branch and bound

algorithm is used to solve the formulated mixed integer linear programming. Beyond one

view and one cuboid, we also make use of a combination of several 3D cuboids to represent

the complete 3D shape of the environment from the observations aggregated from multiple

views. Therefore, we propose an algorithm called "InverseCSG" (Section 5.7) to greedily

add or subtract a 3D cuboid from the current solution to approximate the shape of the entire

space.
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Figure 1-4: Scene Viewpoint [187].

1.7 View-based vs. place-centric scene understanding

Besides 3D, another key issue for scene understanding is the viewpoint of the observers.

Within a particular scene, the meaning and functions vary considerably with viewpoint. For

instance, as shown in Figure 1-4, a theater has a distinct distribution of objects - a stage on

one side and seats on the other - which define unique views at different orientations. Just as

observers will choose a view of a television that allows them to see the screen, observers in

a theater will sit facing the stage when watching a show. In [187], we propose an algorithm

for the problem of scene viewpoint recognition, the goal of which is to classify the type of

place shown in a photo, and also to recognize the observer's viewpoint within that place,

e.g. facing the theater's stage.

Besides different viewpoints, there may also be several sub-scenes in a given view. For

example, as shown in Figure 1-5 (a) and (b), there can be very different levels of scene

understanding even for a single image. As shown in Figure 1-5 (b), in contrast to a holistic

scene categorization on the left or a detailed object segmentation on the right, we propose

an intermediate sub-scene detector [195] to localize bounded regions of the environment

that have a distinct functionality with respect to the rest, such as for identifying the river in

order to go swimming.

Furthermore, when a human being navigates an environment, the visual input is basi-

cally a video. But humans do not understand the scene as many individual disconnected

snapshots from a video. We understand the environment as an integrated space. Essentially,
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(a) These scenes of a beach, a village, and a river (b) There are many complementary levels of image un-
are all from a single image. They have totally dif- derstanding.
ferent semantic meanings and functions

Figure 1-5: Scene Detection [195].

to jointly reason about 3D structure and viewpoint in space, we should have a "place-

centric" representation of the 3D space around the observer. However, the SUN database is

view-based, in the sense that it only contains snapshots that capture particular views but not

the full 3D extent of a place. We desire a "place-centric" representation, i.e. one that has a

comprehensive model of the entire 3D space as its representation rather than a limited set

of views. To study this kind of representation, we need a database that allows us to model

the 3D context of objects in space, to reason about mechanics and intuitive physics, and to

answer questions such as: "what does this object look like from behind?".

A place-centric description of a scene is more complete and largely resembles the real

world, providing the strong advantage of being more invariant to viewpoint changes. There-

fore, we introduced the SUN3D database of full environments that were scanned with an

RGBD sensor, by a person who walked and mimicked human exploration, thoroughly cov-

ering natural viewpoints. We designed a robust structure-from-motion pipeline for long

RGBD sequences to produce full 3D models of entire houses, offices, etc. However, ex-

isting methods of structure from motion that use RGBD cameras often fail when trying to

reconstruct large places. Therefore, we introduce a bundle adjustment algorithm that incor-

porates semantic labels introduced by user to obtain an accurate 3D reconstruction of large

places scanned with an RGBD camera, and to provide object segmentations and labels for

all the objects in the environment. The user only needs to label some frames from the video

using a LabelMe [144] style annotation tool. The method will propagate the labels to all

the other frames and use the annotations to help constraint the 3D reconstruction.

Going beyond a view to a whole environment, not only can reconstruction improve

recognition, but recognition can also improve reconstruction. We designed a 3D recon-
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struction algorithm [191] that represents a complete environment by a combination of vol-

umetric primitives, which are recognized jointly by a bottom-up and top-down inference.

This new place-centric representation goes beyond low-level 3D reconstruction and im-

poses powerful global regularization constraints that exploit structural regularities. This

representation can be used to produce photorealistic maps for large indoor environments.

We used our system to create human navigation tools for various museums, including the

Metropolitan Museum of Art in New York City - one of the biggest art galleries in the

world.

1.8 Don't forget the "computer" in "computer vision"

The vast quantity of experimental research in the textbooks and handbooks is

concerned with snapshot vision, fixed eye vision, or aperture vision and it is

not relevant.

- James J. Gibson [58]

Currently, most computer vision researchers tend to forget about the role of "computer"

in computer vision, in the sense that they only use computer as a computational device, but

forgetting about the role of computer as an agent in the scene. Just like James Gibson

criticized the human vision research in the 80s, when psychologists study human vision,

they just let the human sit there and keep watching a lot of snapshot pictures. But this is

not a natural setting that the way human vision is developed, and we are suffering from

exactly the same problem now in computer vision. Almost all research in computer vision

is devoted into understanding snapshot pictures from the Internet and forgets about the role

that computer should play. We just show the computer a set of random pictures and force

the computer to make sense of it. For example, we don't consider the viewpoint or allow

them to move, and there is no place centric representation of the space. We are simply too

harsh to the poor computer. Gibson proposed the ecological approach [58], which is valued

by many famous psychologists as the Newton theory in human vision [136]. If we want a

rich representation of the scene for computer vision, we need to change our data gathering
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method to make computer become an active explorer and provide continuous multiple view

information as well.

Note that I am not arguing that a real-time online robotics vision system is the only way

to support this claim and save computer vision. I am saying that we should be aware of

this problem, and consider more about the implications of this problem. We should model

the viewpoint of the observer and change the underlaying scene representation from view-

based 2D snapshots to place-entric integrated representation. Real-time online robotics

vision is interesting. But it adds a lot overhead and extra constraints for research and pro-

totype engineering, which may require unrealistic amount of computation at the current

stage, and hence force the research to go towards a different path - acceleration or simpli-

fication of exisiting algorithms 4, while I am talking about designing new algorithms. But

in the future, I am optimistic that we will find the right trade-off to do this effectively.

1.9 Going beyond aperture computer vision

The approximate field of view of an individual human eye is 95' away from the nose,

75' downward, 60' toward the nose, and 60' upward, allowing humans to have an al-

most 180-degree forward-facing horizontal field of view. With eyeball rotation of about

90' (head rotation excluded, peripheral vision included), horizontal field of view is as high

as 2700.

However, the available field of view for the digital cameras commonly used in computer

vision is typically 54.4' horizontally and 37.8' vertically (full-frame 35mm digital camera

with focal length 35mm), which is significantly smaller than human eyes.

On the other hand, Ehinger [40] shows that peripheral vision is a very important part

of scene reorientation. More specifically, human behavioral study [40] shows that it is

actually easier for human to reorient in a scene with only peripheral visual information

than it is with only central visual information. This demonstrates the great importance of

having a large field of view for human vision system.

41n the current robotic research community, time and energy are hard constraints for robots, and they are
very popular research topics.
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Therefore, the very small field of view of cameras is very likely to be one of the main

reasons for poor performance computer vision system. It is unfair to compare human vision

and computer vision performance while they are having a significantly different field of

view. Again, we are too harsh to the poor computer. Moving forward, we need to go

beyond aperture computer vision, to make larger field of view images to be the main images

used in computer vision systems. To this end, in this thesis, we constructed a 3600 full-

view panorama database for training computer vision systems (Section 3) to recognize

scene viewpoint and dramatically extrapolate the available field of view.

1.10 Post-Internet computer vision

In the past decade, the Internet has become an increasingly massive, interesting, and use-

ful source of imagery for computer vision research. Image available on the Internet has

become a major driven-force for computer vision algorithms. For example, Snavely et al.

[159] is one of the first to use distributed images available online to produce a massive 3D

reconstruction of the world's popular sites. Furthermore, many computer vision datasets

are constructed from Internet images, such as PASCAL VOC [44], Tiny Image [168] and

Image-Net, as well as SUN database. Many unsupervised object recognition systems are

also developed to automatically segment, co-segment and recognize common objects from

massive online image collection. Very recently, deep-learning algorithms (e.g. [29]) has

been demonstrated to be particularly suitable for using images from the Internet.

However, as mentioned in the previous sections, there are many limitations to use Inter-

net photos and videos, which are not captured for the purpose of training computer vision

algorithms. On the other hand, great popularity of affordable depth sensors, such as Mi-

crosoft Kinect, Asus Xtion and PrimeSense, makes depth acquisition very easy. More and

more datasets, such as the SUN3D database (Chapter 2) and the NYU dataset [154], are

captured by computer vision researchers. As the field progresses, the limitation of Internet

images are going to become the major bottleneck. The post-Internet computer vision is

emerging. The sensor capturing and vision algorithms are going to get closer and closer.
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Chapter 2

Scene Understanding Database

Scene understanding is the gateway to many of our most valued behaviors, such as

navigation, recognition, and reasoning with the world around us. By "scene" we mean a

place within which a person can act, or a place to which a person could navigate. How many

kinds of scenes are there? In this chapter we hope to address many questions about the

"space of scenes" such as: How can scene categories be organized? Are some exemplars

better than others? Do scenes co-occur in images? How do the current state-of-the-art

scene models perform on hundreds of scene categories encountered by humans, and how

do computational models compare to human judgments about scenes?

Given that most of the places we interact in are built by and for people, the number of

scene classes or partitions one can make of the world is in constant evolution: there may

be finer-grained categories emerging from economical or functional constraints (e.g., com-

pact apartment) or categories with only one exemplar (e.g., a specific space station) [22].

Despite this variability, there are a core number of places that most people encounter in the

world, that form the basis of categorical knowledge for the field of scene understanding.

The list proposed here represents a lower bound on the number of places that can be named.

*Whereas most computational work on scene and place recognition has used a limited

number of semantic categories, representing typical indoor and outdoor settings [104, 48,

The materials presented in this chaper are based on [184, 188] in collaboration with Antonio Torralba,
Aude Oliva, Krista A. Ehinger, and James Hays.
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Figure 2-1: Examples of scene categories in our dataset.

137, 179, 126, 14, 169], access to large quantities of images on the Internet now makes

it possible to build comprehensive datasets of images organized in categories [60, 168,

32] in order to capture the richness and diversity of environments that make up our daily

experience.

Although the visual world is continuous, most environmental scenes, like objects, are

visual entities that can be organized in functional and semantic groups. Like objects, par-

ticular environments will trigger specific actions, such as eating in a restaurant, drinking

in a pub, reading in a library, and sleeping in a bedroom. However, when faced with en-

vironments from a given basic-level semantic category (e.g. kitchen), people may behave

differently and have different expectations depending on the specifics of the place (e.g. a

house kitchen, a restaurant kitchen, an industrial kitchen). Therefore, it is critical for artifi-

cial vision systems to discriminate the type of environments at the same level of specificity

as humans. Here, we provide a quasi-exhaustive taxonomy and dataset representing the
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diversity of visual scene categories that can be encountered in the world and we provide

computational benchmarks for large-scale scene categorization tasks.

This chapter has the following four objectives. First, we propose a method to quasi-

exhaustively determine the number of different scene categories. We identify all the scenes

and places that are important enough to have unique identities in discourse, and build a

large-scale dataset of scene image categories. Second, we perform experiments to measure

how accurately humans can classify exemplars of scenes into hundreds of categories, how

"typical" particular scenes are of their assigned scene category, and how scene categories

relate in terms of high-level semantic properties. Third, we evaluate the scene recognition

and indoor vs outdoor classification on this large-scale scene database using a combination

of many image features. Finally, we introduce the scene detection task with the goal of

determining which scene categories are present in local image regions. Where appropriate,

we explore the relationship between human experiments and machine performance.
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2.1 Building the SUN database

In this section we describe our procedure to build a large-scale database of scenes. We

provide a rough estimate of the number of common scene types that exist in the visual

world and build an extensive image database to cover as many of these as possible. We

refer to this dataset as the SUN (Scene UNderstanding) database' [184].

In order to define a list of scene categories, we follow a procedure similar to Bieder-

man's [17] process for determining the number of objects by counting object names in

dictionary. Here, we used WordNet [49], an electronic dictionary of the English language

containing more than 100,000 words. We first selected the 70,000 words that correspond to

non-abstract terms and that are available in the tiny images dataset [168] . We then manu-

ally selected all of the terms that described scenes, places. and environments (any concrete

noun which could reasonably complete the phrase "I am in a place", or "Let's go to the

place"). Most of the terms referred to basic and entry level places [173, 140, 141, 91].

In reference to visual scenes, these entry-level terms would refer to a set of environments

that share visual similarities and objects, which may lead to similar motor interactions and

intended actions. We did not include specific place names (like Grand Canyon or New

York) or terms that did not seem to evoke a specific visual identity (territory, workplace,

outdoors). Non-navigable scenes (such as desktop) were not included, nor were vehicles

(except for views of the inside of vehicles) or scenes with mature content. We included spe-

cific types of buildings (skyscraper, house, hangar), because, although these can be seen as

objects, they are known to activate scene-processing-related areas in the human brain. [43].

We also maintained a high tolerance for vocabulary terms that may convey significance to

experts in particular domains (e.g. a baseball field contains specialized subregions such

the pitcher's mound, dugout, and bullpen; a wooded area could be identified as a broadleaf

forest, rainforest, or orchard, depending upon its layout and the particular types of plants it

contains). To the WordNet collection we added a few categories that seemed like plausible

scenes but were missing from WordNet, such as jewelry store and mission.

This gave about 2500 initial scene words, and after manually combining synonyms

1All the images and scene definitions are available at http: / / sundatabase . mit . edu.
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Figure 2-2: (a) Sorted distribution of scene classes in the SUN database. (b) Sorted dis-
tribution of scene classes encountered while recording daily visual experience. (c) Sorted
distribution of object counts. The dashed line corresponds to the function A/rank, where
the constant A is the max of each curve.

(provided by WordNet) and separating scenes with different visual identities (such as in-

door and outdoor views of churches), the final dataset reaches 908 categories.

It is possible to use a similar procedure to get an estimate of the number of object words

in the WordNet database. As with the scenes, we started with the 70,000 non-abstract terms

from WordNet. We then selected a random 2% of the words and determined what propor-

tion of these were objects. Including synonyms, there are about 2,500 scene words and

about 27,000 object words; that is to say, there are about 10 times as many object words as

there are scene words. This difference reflects the fact that there are more subordinate-level

terms in the object domain (e.g., names for each individual species of plant and animal) and

more synonyms for the same object (an individual species has both a scientific name and

one or more common names). What this analysis makes clear is that there are far more

words for objects than scenes, and likely more distinct categories of objects than there are

distinct categories of scene. Although we can think of scenes as distinct combinations

of objects, there are far fewer scene categories than there are possible configurations of

objects. This is because not all distinct object configurations give rise to different scene

categories, and most scene categories are flexible in terms of their constituent objects (e.g.,

living rooms can contain many different types of objects in various configurations).

Once we have a list of scenes, the next task is to collect images belonging to each

scene category. Since one of our goals is to create a very large collection of images with

variability in visual appearance, we collected images available on the Internet using online

53



SUN
I -I I

outdoor natural outdoor manmade indoor

water & snow mountains & desert forest & field

transportation historical place parks industrial houses & gardens commer markets

i, - .M s

sho in & dining work lace home & hotel vehicle interior s rts & leisure cultural

Full hierarchy available at http://groups.csail.mit.edu/vision/SUN/hierarchy.html

Figure 2-3: The first two levels of a hierarchy of scene categories.

search engines for each scene category term. Similar procedures have been used to create

object databases such as Caltech 101 [47], Caltech 256 [60], 80 million images [168] and

ImageNet [32].

For each scene category, images were retrieved using a WordNet term from various

search engines on the web. When a category had synonyms, images for each term were

retrieved and then the images were combined. Only color images of 200 x 200 pixels or

larger were kept. For similar scene categories (e.g. "abbey", "church", and "cathedral")

explicit rules were formed to avoid overlapping definitions. Images that were low quality

(very blurry or noisy, black-and-white), clearly manipulated (distorted colors, added text or

borders, or computer-generated elements) or otherwise unusual (aerial views, incorrectly

rotated) were removed. Duplicate images, within and between categories, were removed.

Then, a group of participants (N=9, including some of the authors) manually removed all

the images that did not correspond to the definition of the scene category.

For many of the 908 SUN categories an image search returns relatively few unique

photographs. The success of each search depends upon how common the category is (it

is easier to find photographs of living rooms than it is to find pictures of the inside of
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Figure 2-4: Visualization of the scene categories based on the number of images in each
category. Bigger font size corresponds to larger number of images in the corresponding
categories.

airplanes), how common the category name is and how many synonyms exist (even when

people take pictures of the inside of an airplane, they may not label them as "airplane cabin"

when posting them on the Internet). As a result, it is more difficult to find images for some

scene categories than for others and the distribution of images across scene categories is not

uniform. Examples of scene categories with more images are living room, bedroom, and

bookstore. Examples of under-sampled categories include airlock, editing room, grotto,

launchpad, naval base, oasis, ossuary, salt plain, signal box, sinkhole, sunken garden, and

winners circle.

The final dataset contains 908 categories and 131,072 images. Estimating the number

of categories that compose a set of items from a finite sample is a challenging task (see [22]

for a review). In the case of scene categories, this number might be infinite as there might

always be a new, very rare, category with a specific function not considered before. Our

dataset is not an exhaustive list of all scene categories, but we expect that the coverage is

large enough as to contain most of the categories encountered in everyday life.

Fig. 2-2(a) shows the distribution of the number of images collected for each scene

category in the SUN database. The categories are sorted in decreasing order of available

images. For the scene classification and detection experiments in this chapter we use only
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Figure 2-5: Examples from 19,503 fully annotated images in SUN.

the 397 categories for which there are at least 100 unique photographs.

It is important to acknowledge that the procedure used here is not the only way to

create a list of scene categories and collect images. There are different ways to define

and categorize "scenes", which would generate different organizations of the images, and

different categories, than the one used here. For instance, an alternate strategy would be

to record the visual experience of an observer and to count the number of different scene

categories viewed. We had 7 participants (including 2 of the authors) write down, every

30 minutes, the name of the scene category in which they were located, for a total of

284 hours across participants. During that time, the participants reported a total of 54

distinct places. All the scenes provided were already part of the previous list produced

from WordNet which we take as an indication of the completeness of the list provided by

WordNet. This procedure is unlikely to produce a complete list of all scene categories, as

many scene categories are only viewed on rare occasions (e.g., cloister, corn field, etc.)

and would be dependent on the individual daily activities. However, this method would

have the advantage of producing a list that would also provide information about the real

frequency of environments encountered under normal viewing conditions.

Fig. 2-2(b) shows the sorted distribution of scenes obtained in this way. In this plot, the

vertical axis corresponds to the percentage of time spent in each scene type (which is an

indication of the number of images that would be collected if we recorded video). Note that

the distribution looks quite different from the one in Fig. 2-2(a). For comparison, we also
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in Fig. 2-2(b) and Fig. 2-2(c) look similar and can be approximated by a Zipf law with

the form A/rank, where A is a constant and the number of instances of any category is

inversely proportional to its rank in the sorted list.

There are also different ways to sample the visual world in order to create a collection

of images for each category. For example, one might decide that different views of the same

place qualify as different scenes, or one might choose to subdivide scenes based on spatial

layout or surface features (e.g., forests with or without snow). Our goal here is to propose

an initial list that is extensive enough as to cover most of plausible scene categories. The

list is also limited to scene categories for which a name exists in English. Like estimating

the number of visual object categories, counting the number of scene categories is an open

problem and here we are providing a first estimate.

By modem standards, the SUN database is not especially large, containing on the order

of one hundred thousand scenes. But the SUN database is, instead, richly annotated

with scene categories, scene attributes [128], "memorability" measurements [86, 95], and

object polygon-based annotation. To date, there are 326,582 manually segmented objects

for the 5,650 object categories labeled. Object categories are visualized in Figure 2-7 and
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Figure 2-7: Object categories in the SUN database. The area of each word is proportional
to the frequency of that object category.

annotated objects are shown in Figures 2-5, 2-8, 2-9 and 2-6. We believe the SUN database

is the largest database from which one can learn the relationship among these object and

scene properties. This combination of scene diversity and rich annotation is important for

scaling scene understanding algorithms to work in the real world.
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Figure 2-9: Samples of person in the SUN database.
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Figure 2-10: Graphical User Interface of Amazon's Mechanical Turk task for 397-category
Alternative Forced Choice.

2.2 Behavioral studies using the SUN database

In this section, we study (1) human scene classification performance on the SUN database,

(2) human estimates of the "typicality" of every image with respect to its scene category,

and (3) human estimates of various high level "spatial envelope" properties of each scene

category.

2.2.1 Scene categorization

We ask human participants to classify images from the database into one of 397 scene

categories in an alternative forced choice setting. For this experiment, we have two goals:

1) to show that our database is constructed consistently and with minimal overlap between

categories 2) to give an intuition about the difficulty of 397-way scene classification and to

provide a point of comparison for computational experiments (Section 2.3.2).

Measuring human classification accuracy with 397 categories is challenging. We don't

want to penalize humans for being unfamiliar with our specific scene taxonomy, nor do

we want to train people on the particular category definitions and boundaries used in our

database (however, such training was given to those who built the database). To help par-

ticipants know which labels are available, we provide the interface shown in Fig. 2-10.

Participants navigate through an over complete three-level hierarchy to arrive at a specific
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Figure 2-11: Histogram of the scene recognition performances of all AMT workers. Per-
formance is measured at the intermediate (level 2) and leaf (level 3) levels of our hierarchy.

scene type (e.g. "bedroom") by making relatively easy choices (e.g., "indoor" versus "out-

door natural" versus "outdoor man-made" at the first level). The 3-level tree contains then

397 leaf nodes (SUN categories) connected to 15 parent nodes at the second level that are

in turn connected to 3 nodes at the first level (super-ordinate categories). The mid-level

categories were selected to be easily interpreted by workers, have minimal overlap, and

provide a fairly even split of the images in each super-ordinate category. When there was

any confusion about the best super-ordinate category for a category (e.g., "hayfield" could

be considered natural or man-made), the category was included in both super-ordinate cat-

egories. This hierarchy is used strictly as a human organizational tool, and plays no roll

in the experimental evaluations. For each leaf-level SUN category the interface shows a

prototypical image from that category.

We measure human scene classification accuracy using Amazon's Mechanical Turk

(AMT). For each SUN category we measure human accuracy on 20 test scenes, for a total

of 397 x 20 = 7940 trials. We restricted these HITs to participants in the U.S. to help avoid

vocabulary confusion.

The accuracy of all AMT workers is shown in Fig. 2-11. On average, workers took 61

seconds per HIT and achieved 58.6% accuracy at the leaf level. This is quite high con-

sidering that chance is 0.25% and numerous categories are closely related (e.g., "church",

"cathedral", "abbey", and "basilica"). However, a significant number of workers have 0%
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Figure 2-12: SUN categories with the highest human recognition rate.

accuracy - they do not appear to have performed the experiment rigorously. If we instead

focus on the "good workers" who performed at least 100 HITs and have accuracy greater

than 95% on the relatively easy first level of the hierarchy the leaf-level accuracy rises to

68.5%. These 13 "good workers" accounted for just over 50% of all HITs. For reference, an

author involved in the construction of the database achieved 97.5% first-level accuracy and

70.6% leaf-level accuracy. In the remainder of the chapter, all evaluations and comparisons

of human performance utilize only the data from the good AMT workers.

Fig. 2-12 and 2-13 show the SUN categories for which the good workers were most and

least accurate, respectively. For the least accurate categories, Fig. 2-13 also shows the most

frequently confused categories. The confused scenes are semantically similar - e.g. abbey

and church, bayou and river, and sandbar and beach. Within the hierarchy, indoor sports

and leisure scenes are the most accurately classified (78.8%) while outdoor cultural and

historical scenes were least accurately classified (49.6%). Even though humans perform

poorly on some categories, the confusions are typically restricted to just a few classes

(Fig. 2-22).

Human and computer performance are compared extensively in Section 2.3.2. It is

important to keep in mind that the human and computer tasks are not completely equiva-

lent. The "training data" for AMT workers was a text label, a single prototypical image,

and their past visual experience with each category (which could be extensive for every-
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Figure 2-13: Top row: SUN categories with the lowest human recognition rate. Below
each of these categories, in the remaining three rows, are the most confusing classes for
that category.

day categories like "bedroom" but limited for others). The computational model had 50

training examples per category. It is also likely that human and computer failures are qual-

itatively different - human misclassifications are between semantically similar categories

(e.g. "food court" to "fastfood restaurant"), while computational confusions are more likely

to include semantically unrelated scenes due to spurious visual matches (e.g., "skatepark"

to "van interior"). In Fig. 2-23 we analyze the degree to which human and computational

confusions are similar. The implication is that the human confusions are the most rea-

sonable possible confusions, having the shortest possible semantic distance. But human

performance isn't necessarily an upper bound - in fact, for many categories the humans are

less accurate than the best computational methods (Fig. 2-21).
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Figure 2-14: The display seen by participants in the typicality rating task.

2.2.2 Typicality of scenes

In the computer vision literature, the organization of visual phenomena such as scenes

into categories is ubiquitous. Each particular instance is assumed to be an equally good

representative of the category. This is a useful high level model for many computational

experiments, but most theories of categorization and concepts agree that category member-

ship is graded - some items are more typical examples of their category than others [173].

The most typical examples of a category show many advantages in cognitive tasks: for

example, typical examples are more readily named when people are asked to list examples

of a category, and response times are faster for typical examples when people are asked to

verify category membership [140].

To study the typicality of scenes, we ran a task on Amazon's Mechanical Turk to ask

human annotators to choose most and least typical examples from a list of images [39].

Participants were told that the goal of the experiment was to select illustrations for a dic-

tionary. Each trial consisted of three parts. First, participants were given the name of a

scene category from the database, a short definition of the scene category, and four images.

Workers were asked to select which of the four images matched the category name and def-

inition (one of the four images was drawn from the target category and the other three were
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Figure 2-15: Example images rated as the most and least typical by participants from Ama-
zon's Mechanical Turk.

randomly selected from other categories). The purpose of this task was to ensure that par-

ticipants read the category name and definition before proceeding to the rating task. Next,

participants were shown 20 images in a 4 x 5 array. These images were drawn randomly

from the target category, and did not include the image which had served as the target in the

previous task. Images were shown at a size of 100 x 100 pixels, but holding the mouse over

any image caused a larger 300 x 300 pixel version of that image to appear. An example

of this display is shown in Fig. 2-14. Workers were asked to select, by clicking with the

mouse, three images that best illustrated the scene category. In the third part of the task,

workers were shown the same 20 images (but with their array positions shuffled) and were

asked to select the three worst examples of the target scene category.

For this experiment we used the 706 scene categories from our SUN database that con-

tained at least 22 exemplars 2 . On each trial, the set of 20 images was drawn randomly from

the set of images in the target category. These random draws were such that each image

appeared at least 12 times, and no more than 15 times over the course of the experiment.

This resulted in 77,331 experimental trials. Each trial was completed by a single partic-

ipant. 935 people participated in the experiment3 . Participants could complete as many

trials as they wished; the average number of trials completed per participant was 82.7 trials

(median 7 trials).

2Category size ranged from 22 images in the smallest categories to 2360 in the largest. A total of 124,901
images were used in the experiment.

3 All workers were located in the United States and had a good performance record with the service (at
least 100 HITs completed with an acceptance rate of 95% or better). Workers were paid $0.03 per trial.
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Figure 2-16: Organization of the scene categories along the spatial envelope properties.

Participants' performance was evaluated using two measures: 1) performance on the

4AFC task, and 2) whether they selected different images as the best and worst examples

on a single trial. In general, participants performed well on the 4AFC task, with an average

correct response rate of 97% (s.d. 0.13%). Participants also reliably selected different

images as the best and worst examples of their category: participants marked an image as

both best and worst on only 2% of trials (s.d. 0.10%); the likelihood of re-selecting an

image by chance is 40%. We identified 19 participants (2% of total participants) who re-

selected the same images as both best and worst on at least 25% of trials, which suggests

that they were selecting images at random with no regard for the task. Together these

participants had submitted 872 trials (1.13% of trials), which were dropped from further

analysis.

A typicality score was obtained for each image in the dataset. The typicality score was

calculated as the number of times the image had been selected as the best example of its

category, minus a fraction (0.9) of the number of times it was selected as the worst example,

divided by the number of times the image appeared throughout the experiment:

a # of "best" votes - 0.9 x # of "worst" votes
typicality = number of appearances
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How would you describe the function of this place (pick the
one that fits best)?

Home & garden

How would you describe the textures/surfaces of this place
(pick the one that fits best)?

Grass. trees, plants

Figure 2-17: Graphical User Interface for the Amazon Mechanical Turk scene properties
rating task.

Taking a fraction of the worst votes allows the number of best votes to be used as a tie-

breaker for images that performed similarly. A typicality score near 1 means an image is

extremely typical (it was selected as the best example of its category nearly every time it

appeared in the experiment), and a typicality score near -1 means an image is extremely

atypical (it was nearly always selected as a worst example). Examples of the most and least

typical images from various categories are shown in Fig. 2-15.

2.2.3 High-level properties of scene categories

To further characterize the database, we asked human observers to rank each category on

the primary "scene spatial envelope" axes of [126]: indoor versus outdoor, natural versus

manmade, openness, roughness, and expansion. We also asked them to classify the cate-

gories according to surface texture and social functions. Eight workers rated each scene

category in a task on Amazon Mechanical Turk. Workers were shown a set of twenty

highly-typical exemplars from the category and were asked to apply a rating to the image

set; they were not given the category name. Workers rated the spatial envelope attributes

on a 5-value scale, classified surface texture into one of 5 categories (water/ice, dirt/stone,

vegetation, manmade outdoor, or indoor) and classified the social function of the place

into one of 9 categories (home, sports/outdoors, commerce, art, education, religion, histor-
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ical/cultural, industry, and transportation).

Responses on the indoor/outdoor and natural/man-made scales tended to be bimodal,

suggesting that most scene categories fell into only one of the three top-level categories

from the scene hierarchy (indoor, outdoor natural, or outdoor manmade), although there

was more of a continuum between the natural and manmade categories than between the

indoor and outdoor categories. Ratings on the spatial envelope properties were more nor-

mally distributed. Fig. 2-16 shows the distribution of all SUN categories on the indoor

verse natural and roughness verse openness axes. In general, the correlation between hu-

man ratings and our classification of scenes into the 3-level hierarchy was quite high: the

correlation between our indoor/outdoor sorting and human ratings was 0.97 and the corre-

lation between our man-made/natural sorting and human ratings was 0.87. At the second

level of the hierarchy, the correlation between our classification and the human ratings

ranged from 0.52 to 0.86.

Most of the spatial envelope properties were correlated with each other. As might be

expected, the indoor-outdoor property was negatively correlated (-0.45) with naturalness:

indoor scenes are more likely to be man-made and outdoor scenes are more likely to be

natural. Openness was correlated with high outdoor ratings (0.72) and high naturalness

(0.48). Roughness was correlated with high indoor ratings (0.59) and high naturalness

(0.41), and was negatively correlated with openness (0.63). Expansion was the only spatial

envelope property tested that did not correlate well with any other spatial envelope property.

The social functions of scenes were not strongly correlated with their spatial envelope

properties, with the exception of the "sports & outdoors" function, which was correlated

with naturalness (0.60). Surface textures were primarily correlated with the indoor-outdoor

and naturalness properties: the indoor texture was strongly correlated with the indoor-

outdoor property (0.96) and negatively correlated with naturalness (-0.45), while the water,

grass, and dirt textures were positively correlated with naturalness (0.52, 0.47, and 0.45,

respectively). While these experiments examine high level properties of scene categories,

there is naturally intra-category variation as well. The SUN attribute database [128] collects

per-image scene attributes to examine such variations.
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Figure 2-18: (a) Classification accuracy on the 15 scene dataset[126, 104, 48]. (b) Classifi-
cation accuracy on the 397 well-sampled categories from SUN database. (c) Classification
accuracy for indoor-vs-outdoor task using SUN database.

2.3 Computational semantic recognition

In this section we explore how discriminable the SUN categories and exemplars are with a

variety of image features and kernels paired with I vs. all support vector machines.

2.3.1 Scene features

We selected or designed several state-of-the-art features that are potentially useful for scene

classification: GIST, SIFT, and HOG (which are all locai gradient-based approaches),

SSIM (which relates images using their internal layout of local self-similarities), and Berke-

ley textons. As a baseline, we aiso include Tiny Images [168], color histograms and straight

line histograms. To make our color and texton histograms more invariant to scene layout,

we also build histograms for specific geometric classes as determined by [76]. The geo-

metric classification of a scene is then itself used as a feature, hopefully being invariant to

appearance but responsive to layout.

GIST: The GIST descriptor [ 126] computes a wavelet image decomposition. Each im-

age location is represented by the output of filters tuned to different orientations and scales.

We use a Gabor-like filters steerable pyramid with 8 orientations and 4 scales applied to the

intensity (monochrome) image. To capture global image properties while keeping some

spatial information, we take the mean value of the magnitude of the local features averaged
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(a) Outdoor images mis-classified as indoor (b) Indoor images mis-classified as outdoor scenes.
scenes.

Figure 2-19: Typical errors for the indoor-vs-outdoor classification.

over large spatial regions. The square output of each filter is averaged on a 4 x 4 grid. This

results in an image descriptor of 8 x 4 x 16 = 512 dimensions. GIST features [126] are

computed using the code available online and we use a Gaussian RBF kernel.

HOG2 x 2: The histogram of oriented edges (HOG) descriptors is widely use for pedes-

trian and object detection. HOG decomposes an image into small squared cells (typically

8 x 8 pixels), computes an histogram of oriented gradients in each cell, normalizes the result

using a block-wise pattern (with 2 x 2 square HOG blocks for normalization), and return a

descriptor for each cell. HOG exists in two major variants: the original Dalal-Triggs variant

[27] and the UoCTTI variant [52]. Dalal-Triggs HOG [27] works with undirected gradi-

ents only and does not do any compression, for a total of 36 dimensions. UoCTTI HOG

[52] computes instead both directed and undirected gradients as well as a four-dimensional

texture-energy feature, but projects the result down to 31 dimensions. In many applications,

UoCTTI HOG tends to perform better than Dalal-Triggs HOG. Therefore, we use UoCTTI

HOG in our experiments, computed using the code available online provided by [52]. In

[184], we argue that stacking the features from multiple HOG cells into one feature is very

important, because the higher feature dimensionality provides more descriptive power, and

significantly improve the performance in our experiments. In our experiment, we tried dif-

ferent sizes of windows for stacking the HOG features, and only report the best performing

one. 2 x 2 neighboring HOG descriptors are stacked together to form a 124 dimensional

descriptor. The stacked descriptors spatially overlap. The descriptors are quantized into

300 visual words by k-means. With this visual word representation, three-level spatial his-

tograms are computed on grids of 1 x 1, 2 x 2 and 4 x 4. Histogram intersection [104]

is used to define the similarity of two histograms at the same pyramid level for two im-
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Figure 2-20: Pattern of confusion across categories. The classes have been ordered to
reveal the blocky structure. For clarity, the elements in the diagonal have been set to zero
in order to increase the contrast of the off-diagonal elements. On the Y axis we show a
sample of the scene categories. Confusions seem to be coherent with semantic similarities
across classes. The scenes seem to be organized as indoor (top), urban (center) and nature
(bottom).

ages. The kernel matrices at the three levels are normalized by their respective means, and

linearly combined together using equal weights.

Dense SIFT: As with HOG2x2, SIFT descriptors are densely extracted [104] using a

flat rather than Gaussian window at two scales (4 and 8 pixel radii) on a regular grid at steps

of 1 pixels. First, a set of orientation histograms are created on 4 x 4 pixel neighborhoods

with 8 bins each. These histograms are computed from magnitude and orientation values of

samples in a 16 x 16 neighboring region such that each histogram contains samples from a

4 x 4 subregion of the original neighborhood region. The magnitudes are further weighted

by a Gaussian function with equal to one half the width of the descriptor window. The
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descriptor then becomes a vector of all the values of these histograms. Since there are 4 x 4

histograms each with 8 bins the vector has 128 elements. This vector is then normalized

to unit length in order to enhance invariance to affine changes in illumination. To reduce

the effects of non-linear illumination a threshold of 0.2 is applied and the vector is again

normalized. The three descriptors are stacked together for each HSV color channels, and

quantized into 300 visual words by k-means. Next, kernels are computed from spatial pyra-

mid histograms at three levels by the same method above for HOG2 x 2. SIFT descriptors

are computed using the VLFeat library [177].

LBP: Local Binary Patterns (LBP) [124] is a multiresolution approach to gray-scale and

rotation invariant texture classification based on local binary patterns and nonparametric

discrimination of sample and prototype distributions. The method is based on recognizing

that certain local binary patterns are fundamental properties of local image texture, and

their occurrence histogram has proven to be a powerful texture feature. We can regard the

scene recognition as a texture classification problem and therefore apply this model to our

problem. Timo et al. also extended this approach to be a rotation invariant image descriptor,

called Local Binary Pattern Histogram Fourier (LBP-HF)[7]. We try this descriptor to

examine whether rotation invariance is suitable for scene recognition.

Texton Histograms: A traditional and powerful local image descriptor is to convolve

the image with gabor-like filter bank [152]. Therefore, we use eight oriented even and odd

symmetric Gaussian derivative filters and a center surround (difference of Gaussians) filter,

as the popular image segmentation framework [8, 9]. We use a filterbank containing 8 even

and odd-symmetric filters and one center-surround filter at 2 scales. The even-symmetric

filter is a Gaussian second derivative, and the odd-symmetric filter is its Hilbert transform.

We build a 512-entry universal texton dictionary [117] by clustering responses to the filter

bank. For each image we then build a 512-dimensional histogram by assigning each pixel's

set of filter responses to the nearest texton dictionary entry. We compute kernels from

normalized X2 distances.

Sparse SIFT histograms: As in "Video Google" [157], we build SIFT features at

Hessian-affine and MSER [118] interest points. We cluster each set of SIFTs, indepen-

dently, into dictionaries of 1,000 visual words using k-means. An image is represented by
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Figure 2-21: Categories with similar and disparate performance in human and "all fea-
tures" SVM scene classification. Human accuracy is the left percentage and computer
performance is the right percentage. From top to bottom, the rows are 1) categories for
which both humans and computational methods perform well, 2) categories for which both
perform poorly, 3) categories for which humans perform better, and 4) categories for which
computational methods perform better. The "all features" SVM tended to outperform hu-
mans on categories for which there are semantically similar yet visually distinct confusing
categories, e.g., sandbar and beach, baseball stadium and baseball field, landfill and garbage
dump.

two histograms counting the number of sparse SIFTs that fall into each bin. An image is

represented by two 1,000 dimension histograms where each SIFT is soft-assigned, as in

[132], to its nearest cluster centers. Kernels are computed with X2 distance.

SSIM: Self-similarity descriptors [154] are computed on a regular grid at steps of five

pixels. Each descriptor is obtained by computing the correlation map of a patch of 5 x 5 in

a window with radius equal to 40 pixels, then quantizing it in 3 radial bins and 10 angular

bins, obtaining 30 dimensional descriptor vectors. The descriptors are then quantized into

300 visual words by k-means. After that, kernels are computed from spatial histograms at

three levels using X2 distance.
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Figure 2-22: The cumulative sum of the n largest entries in each row of the confusion
matrix. The box indicates the 25th to 75th percentiles at each n.

Tiny Images: The most trivial way to match scenes is to compare them directly in color

image space. Reducing the image dimensions drastically makes this approach more com-

putationally feasible and less sensitive to exact alignment. This method of image matching

has been examined thoroughly by Torralba et al. [168] for the purpose of object recognition

and scene classification. Inspired by this work we use 32 by 32 color images as one of our

features. Images are compared with an RBF kernel.

Line Features: We find straight lines from Canny edges using the method described

in Video Compass [99]. For each image we build two histograms based on the statistics of

detected lines- one with bins corresponding to line angles and one with bins corresponding

to line lengths. We use an RBF kernel to compare these unnormalized histograms. This

feature was used in [66].

Color Histograms: We build joint histograms of color in CIE L*a*b* color space for

each image. Our histograms have 4, 14, and 14 bins in L, a, and b respectively for a total

of 784 dimensions. We compute distances between these histograms using X2 distance on

the normalized histograms.

Geometric Probability Map: We compute the geometric class probabilities for image

regions using the method of Hoiem et al. [76]. We use only the ground, vertical, porous,
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Figure 2-23: For each feature, we plot the proportion of categories for which the largest
incorrect (off-diagonal) confusion is the same category as the largest human confusion.

and sky classes because they are more reliably classified. We reduce the probability maps

for each class to 8x8 and use an RBF kernel. This feature was used in [66].

Geometry Specific Histograms: Inspired by "Illumination Context" [103], we build

color and texton histograms for each geometric class (ground, vertical, porous, and sky).

Specifically, for each color and texture sample, we weight its contribution to each his-

togram by the probability that it belongs to that geometric class. These eight histograms

are compared withX 2 distance after normalization.

2.3.2 Scene categorization

For comparison with previous papers, we show results on the 15-scene categories dataset

[126, 104, 48] in Fig. 2-18(a). The performance on the 397-category SUN database is

shown in Fig. 2-18(b). For each feature, we use the same set of training and testing splits.

For trials with fewer training examples, the testing sets are kept unchanged while the train-

ing sets are decreased. The "all features" classifier is built from a weighted sum of the

kernels of the individual features. The weight of each constituent kernel is proportional to

the fourth power of its individual accuracy. As an additional baseline, we plot the perfor-

mance of the "all features" kernel using one-nearest-neighbor classification. The 1-vs-all
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Figure 2-24: Most confused categories for the 397 categories classification task.

SVM has nearly three times higher accuracy. It is interesting to note that with increas-

ing amounts of training data, the performance increase is more pronounced with the SUN

dataset than the 15 scene dataset. The confusion matrix of the "all features" combined

classifier is shown in Fig. 2-20. Classification results for selected categories are shown in

Fig. 2-25. The best scene classification performance with all features, 38%, is still well

below the human performance of 68%. In Fig. 2-21 we examine the categories for which

human and machine accuracy is most similar and most dissimilar.

Also, humans have less confusion than any of the descriptors (the errors concentrate

among fewer confusing categories). This is shown in Fig. 2-22. The plot shows the median

value of the 397 cumulative sums of the n largest entries in each row of the confusion

matrix. For n=1, the value corresponds to the median of the largest value of each row of

the confusion matrix. For n=2, the value corresponds to the median of the sums of the

two largest values of each row, and so on. Humans have far fewer confusing categories
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Figure 2-26: Performance of the SVM classifier as a function of image typicality. Images
are sorted according to their typicality score from least typical (4th quartile) to most typical
(1st quartile).

than the best performing descriptor. For humans, the 3 largest entries in each row of the

confusion matrix sum to 95%, while the "all feature" SVM needs 11 entries to reach 95%.

Note that this analysis does not relate directly to accuracy - a method might have relatively

few entries in its confusion matrix, but they could all be wrong. In Fig. 2-23 we examine

the similarity in scene classification confusions between humans and machines. The better

performing features not only tend to agree with humans on correct classifications, they also

tend to make the same mistakes that humans make.

To study indoor-vs-outdoor classification, we use the scene hierarchy (Section 4.1.2

and Fig. 3-14) to divide the 397 scene categories into two classes: indoor and outdoor.

Then, we evaluate the same set of features and report their performance in Fig. 2-18(c).

There are two categories, promenade deck and ticket booth, that are considered to be both

indoor and outdoor in our scene hierarchy. Therefore, we exclude these two categories in

our evaluation. We can see that the order of performance for different features are quite

different, probably due to the great difference of the task compared to 397-way scene clas-
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Figure 2-27: Confidence of the SVM classifier as a function of image typicality. Images
are sorted according to their typicality score from least typical (4th quartile) to most typical
(1st quartile).

sification. The overall performance is 92.2%, which suggests that this task is nearly solved.

Fig. 2-19 shows some errors made by the classifier. We can see that the definition of indoor-

vs-outdoor is ambiguous in some places, such as images which show both indoor elements

and outdoor scenes through a window or a door. Therefore, the accuracy on this task might

be actually higher than what the evaluation suggests.

2.3.3 Recognition and typicality of scenes

What is the scene classification performance as a function of scene typicality? Fig. 2-

26 shows that classification performance for individual images varies with their typicality

scores, using the combined kernel with all features: the most typical images were classified

correctly about 50% of the time, and the least typical images were classified correctly only

23% of the time. Images were divided into four groups corresponding to the four quartiles

of the distribution of typicality scores across the database. These groups contained 5020,
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Figure 2-28: These scenes of a beach, a village, and a river are all from a single image
(Fig. 5-19).

4287, 5655, and 4908 images (groups are listed in order from fourth quartile - lowest

typicality - to first quartile). A one-way ANOVA comparing these quartile groups shows

a significant effect of image typicality quartile on classification accuracy 4; Bonferroni-

corrected post-hoc tests show that the differences between each quartile are significant.

Image typicality is also related to the confidence of the SVM classifier. The confi-

dence reflects how well the classifier believes the image matches its assigned category5

Fig. 2-27 shows the SVM confidence as a function of image typicality for correctly- and

incorrectly-classified images. Confidence increases with increasing typicality, but this pat-

tern is stronger in correctly-classified images. 6

In summary, scenes which people rate as more typical examples of their category are

more likely to be correctly classified by the algorithms based on global image descriptors.

Although we cannot claim that the features used in these algorithms are the same features

which humans use to perform the same classification task, this nevertheless indicates that

more typical examples of a scene category contain more of the diagnostic visual features

that are relevant for scene categorization. It also shows that typical images of scene cate-

gories can be reliably identified by state of the art computer vision algorithms.

4 F(3, 19846) = 278, p < .001.
5Due to the difficulty of the one-versus-all classification task, confidence was low across all classifications,

and even correctly-classified images had average confidence scores below zero.
6 A 4 x 2 ANOVA gives significant main effects of image typicality (F(3, 19842) = 79.8,p < .001) and

correct vs. incorrect classification (F(1, 19842) = 6006, p < .00 1) and a significant interaction between these
factors (F(3, 19842) = 43.5,p < .001).
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Figure 2-29: There are many complementary levels of image understanding. One can
understand images on a continuum from the global scene level (left) to the local object
level (right). Here, we introduce the intermediate concept of local subscenes (middle), and
define a task called Scene Detection.

2.3.4 Scene detection

Imagine that you are walking in a street: scene recognition will tell you that you are in

the street, and object recognition will allow you to localize people, cars, tables, etc. But

there are additional detection tasks that lie in between objects and scenes. For instance, we

want to detect restaurant terraces, or markets, or parking lots. These concepts also define

localized regions, but they lack the structure of objects (a collection of parts in a stable

geometric arrangement) and they are more organized than textures.

Here, we refer to these scenes within scenes as "subscenes" to distinguish that them

from global scene labels. A single image might contain multiple scenes, where a scene is a

bounded region of the environment that has a distinct functionality with respect to the rest.

For instance, a street scene can be composed of store fronts, a restaurant terrace, and a park.

To be clear, we are not describing a part-based model of scenes - subscenes are full-fledged,

potentially independent scenes that create their own context. The objects and the actions

that happen within subscenes have to be interpreted in the framework created by each local

scene, and they might be only weakly related to the global scene that encompasses them.

However, the dominant view in the literature is that one image depicts one scene category

(with some exceptions [178, 19]). Also, while our approach takes scene representations and

makes them more local, complementary work from [145] comes from the other direction

and detects object arrangements called "visual phrases". Furthermore, scene detection is

also related to scene viewpoint recognition [187].

As scenes are more flexible than objects, it is unclear what the right representation
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Figure 2-30: Masks generated from the labels of Mechanical Turk workers. The brightness
of each region is proportional to the degree of consistency in annotations.

will be in order to detect them in complex images. Here, we use the scene classification

framework to directly classify image crops into subscene categories. We refer to this task

as "scene detection". Our terminology is consistent with the object detection literature [44]

where object classification or recognition involves classifying entire images, while object

detection requires localizing objects within an image.

We choose a set of 47 scene categories that commonly co-occur within images (e.g.

ocean with coast, alley with crosswalk, shelving with office area, river with harbor, village

with plaza, etc.), and use our SUN database as training examples. It may seem odd to train

a localized detector from entire images, but we do not expect global scenes and subscenes

to vary significantly in appearance, only in image scale. To test scene detection, we create

a database of 1000 images that have spatially localized subscenes (called the Scene De-

tection database). We use pairs of category related keywords to search for relevant images

from online sources such as Flickr, Picasa, Google, and Bing. We manually filter the results

to ensure that images 1) are large enough such that crops are still of sufficient resolution

2) depict relevant scenes and 3) are not distorted with respect to lighting, viewpoint, or

post-processing. Unlike objects, scenes have unspecified spatial extent. The key idea to

reliably annotate ground truth subscenes is to examine only the local image region with-

out distraction from the surrounding context (for instance "sibling" or "parent" scenes of

different categories). We do this by cropping out image regions at 3 different scales and

assigning scene labels to those crops in isolation. We use a somewhat sparse set of 30

partially overlapped crops for each image in the Subscene Database. For each crop, we

annotate its categories using Amazon's Mechanical Turk with three different workers. The

annotators are presented with visual examples and text guidelines for all 47 categories, as
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Figure 2-31: Scene detection results for some classes and their recall precision curves.
Green boxes indicate correct detection, and red boxes indicate wrong detection.

well as a "none of the above" option for crops that do not fit any category or are not scenes.

Fig. 2-30 visualizes the annotations.

We use the same algorithms as scene classification to train a detector. All testing is

done on the scene detection dataset. To evaluate the detection performance, we use a simple

criterion to plot the precision-recall curves: a detection is considered correct if the predicted

label matches the human label. To generate testing images, we use sparse sliding windows

because there usually aren't exact boundaries for subscenes. We uniformly generate about

30 crops at 3 different scales - the same windows that we have ground truth annotations

for. We do not perform non-maximum suppression as in the object domain. Therefore, for

each crop, there are 47 class prediction scores. We take the negative of the minimum score

among all 47 class prediction scores as the score for the "non-scene" class, i.e. the 48th

class.
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In order to evaluate the detection performance, we use a simple criteria. As we have

human labels for all the possible crops that we will consider during the detection stage,

we consider a detection correct if the predicted label matches the human label. This task is

harder than the recognition task as many crops are not considered to contain clearly defined

scenes. In the test set there are a total of 26,626 crops, and 12,145 of those correspond to

non-scenes. To report the performance, we use precision-recall curves: for each class and

for each decision threshold we compute how many of the crops labeled according to each

category are retrieved and with what precision. Fig. 2-31 shows examples of few precision-

recall curves for a few selected classes (performances are typical). The average precision

over all classes for the combined model is 19.224.

2.4 Conclusion

To advance the field of scene understanding, we need datasets that encompass the rich-

ness and variety of environmental scenes and knowledge about how scene categories are

organized and distinguished from each other. In this work, we propose a quasi-exhaustive

dataset of 908 scene categories. We evaluate state-of-the-art algorithms, and study several

questions related to scene understanding. All images, object labels, scene definitions, and

other data, as well as the source code, are available at http: / /sundat abase .mit .

edu/.
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Chapter 3

Understanding Scene Viewpoint

The pose of an object carries crucial semantic meaning for object manipulation and

usage (e.g., grabbing a mug, watching a television). Just as pose estimation is part of

object recognition, viewpoint recognition is a necessary and fundamental component of

scene recognition. For instance, as shown in Figure 5-19, a theater has a clear distinct

distributions of objects - a stage on one side and seats on the other - that defines unique

views in different orientations. Just as observers will choose a view of a television that

allows them to see the screen, observers in a theater will sit facing the stage when watching

a show.

Although the viewpoint recognition problem has been well studied in objects [127],

most research in scene recognition has focused exclusively on the classification of views.

There are many works that emphasize different aspects of scene understanding [61, 68, 78,

75, 120, 122], but none of them make a clear distinction between views and places. In fact,

current scene recognition benchmarks [104, 184] define categories that are only relevant

to the classification of single views. However, recent evidence [125, 85] suggests that

humans have a world-centered representation of the surrounding space, which is used to

integrate views into a larger spatial context and make predictions about what exists beyond

the available field of view.

The materials presented in this chaper are based on [187, 200] in collaboration with Antonio Torralba,
Aude Oliva, Krista A. Ehinger, James Hays, Ping Tan, and Yinda Zhang.
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(a) Despite belonging to the same place category (e.g., theater), the photos taken by an observer inside a place
look very different from different viewpoints. This is because typical photos have a limited visual field of view
and only capture a single scene viewpoint (e.g., the stage) at a time.

(b) We use panoramas for training place categorization and viewpoint recognition models, because they densely
cover all possible views within a place.

-_W 30

-12D0 120

-1s -1 :so 0

(c) Given a limited-field-of-view photo as testing input (left), our model recognizes the place category, and
produces a compass-like prediction (center) of the observers viewpoint. Superimposing the photo on an aver-
aged panorama of many theaters (right), we can automatically predict the possible layout that extends beyond
the available field of view.

Figure 3- 1: Scene viewpoint recognition within a place.
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views are different

0

Figure 3-2: Illustration of viewpoint homogeneity scenes and objects.

The goal of this chapter is to study the viewpoint recognition problem in scenes. We

aim to design a model which, given a photo, can classify the place category to which it

belongs (e.g., a theater), and predict the direction in which the observer is facing within

that place (e.g., towards the stage). Our model learns the typical arrangement of visual

features in a 36 0 'panoramic representation of a place, and learns to map individual views

of a place to that representation. Now, given an input photo, we will be able to place that

picture within a larger panoramic picture, as if we were to rotate the camera all around the

observer.

We also study the symmetry property of places. Like objects, certain places exhibit

rotational symmetry. For example, an observer standing in an open field can turn and see

a nearly-identical view in every direction (isotropic symmetry). Similarly, a cup presents

similar views when it is rotated. Other objects (e.g. sofa) and places (e.g. theaters) do not

have rotational symmetry, but present some views that are mirror images of each other (left

and right sides of the sofa, left and right views of the theater). Still other objects and places

have no similar views (asymmetry). We design an algorithm to automatically discover

the symmetry type of place categories and incorporate this information into its panoramic

representation.
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3.1 Overview

We aim to train a model to predict place category and viewpoint for a photo. We use 360-

degree full-view panoramas for training, because they unbiasedly cover all views in a place.

The training data are 26 categories of placesi, each of which contains many panoramas

without annotation. We design a two-stage algorithm to first train and predict the place

category, and then the viewpoint. We first generate a set of limited-field-of-view photos

from panoramas to train a 26-way classifier to predict the place category (Section 3.2).

Then, for each place category, we automatically align the panoramas and learn a model

to predict the scene viewpoint (Section 3.3). We model the viewpoint prediction as a m-

way classification problem to assign a given photo into one of the m viewpoints, uniformly

sampled from different orientations on the 00-pitch line. Simultaneously with the alignment

and classification, we automatically discover the symmetry type of each place category

(Section 3.4). We test our model on two sets of photos: a set of views generated from

our panoramas, and scene photos from the SUN database [184]. For the later dataset, we

obtain viewpoint annotation from human raters, and illustrate the viewpoint biases that

people display when taking photos of scenes (Section 3.5).

We will use the term photo to refer to a standard limited-field-of-view image as taken

with a normal camera (Figure 3-5), and the term panorama to denote a 360-degree full-

view panoramic image (Figure 5-19(b)). We use the term place to refer to panoramic

image categories, and use the term scene category to refer to semantic categories of photos.

We make this distinction because a single panoramic place category can contain views

corresponding to many different scene categories (for example, street and shopfront are

treated as two different scene categories in [184], but they are just different views of a

single place category, street).

1 The panorama dataset covers 15 indoor categories: church, hotel room, subway station, theater, train
interior, corridor, living room, shop, restaurant, lobby atrium, museum, expo showroom, old building, cave
and workshop; and 11 outdoor categories: beach, street, wharf, coast, lawn, plaza courtyard, field, mountain,
forest, park, and ruin.
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Iteration: 2. add the most confident prediction

3. re-train SVM

Figure 3-3: Incremental algorithm for simultaneous panorama alignment and viewpoint
classifier training. Each long rectangle denotes a panorama, and each smaller rectangle
inside the panorama denotes a limited-field-of-view photo generated from the panorama.

3.2 Place category classifier

We use a non-linear kernel Support Vector Machine (SVM) to train a 26-way classifier to

predict the place category of a photo. The training data are the 12 limited-field-of-view

photos generated from each panorama in each category. Although we regard all different

viewpoints from the same category as the same class in this stage, the kernel SVM with

non-linear decision boundary nevertheless gives very good partition of positives and neg-

atives. Refer to Section 3.8.6 for details on the dataset construction, features, kernels and

classifiers that we used.

3.3 Panorama alignment & viewpoint classifier

For each place category, we align the panoramas for training, and train the viewpoint recog-

nition model. For each category, if we know the alignment of panoramas, we can train a
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m-way classifier for m viewpoints, using the limited-field-of-view photos for each view-

point sampled from the panoramas. However, the alignment is unknown and we need to

simultaneously align the panoramas and train the classifier. Here, we propose a very sim-

ple but powerful algorithm, which starts by training the viewpoint classifier using only one

panorama, and then incrementally adds a new panorama into the training set with each

iteration.

At the first iteration, training with only one panorama requires no alignment at all,

and we can learn a meaningful viewpoint classifier easily. In each subsequent iteration, as

illustrated in Figure 5-23, we use the current classifier to predict the viewpoint for the rest of

the photos sampled from unused panoramas. We pick the panorama with the highest overall

confidence in the classifier prediction, add all its generated photos into the training set of the

classifier, and retrain the classifier again. The same process continues until all panoramas

have been used for training. This produces a viewpoint classifier and an alignment for all

panoramas at the same time.

This process exploits the fact that the most confident prediction of a nonlinear kernel

SVM classifier is usually correct, and therefore we maintain a high-quality alignment for

re-training a good viewpoint classifier at each iteration. Of course, starting with a different

panorama results in a different alignment and model. Therefore, we exhaustively try each

panorama as the starting point and use cross validation to pick the best model.

In each iteration, the viewpoint classifier predicts results for all m limited-field-of-view

photos generated from the same panorama, which have known relative viewpoints. Hence,

we can use this relative viewpoint as a hard constraint to help choose the most confident

prediction and assign new photos into different viewpoints for re-training. Furthermore,

in each iteration, we also adjust all the previously used training panoramas according to

the current viewpoint classifier's predictions. In this way, the algorithm is able to correct

mistakes made in earlier iterations during the incremental assignment.

When selecting the most confident prediction, we use the viewpoint classifier to predict

on both the original panorama and a horizontally-flipped version of the same image, and

pick the one with higher confidence 2. This allows the algorithm to handle places which

2In order to avoid adding an artificial symmetry structure to the data, only one of the original panorama
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Type I Type II Type III Type IV

Figure 3-4: Four types of symmetry structure found in place categories: Type 1 (Asym-
metry), Type 2 (Bilateral symmetry with one axis); Type 3 (Bilateral symmetry with two
axis); Type 4 (Isotropic symmetry). Each circle represents a panorama as seen from above,
arrows represent camera viewpoints that are similar, and red and blue lines denote symme-
try axes. The second row shows example images for each type of symmetry. See Section
3.4 for a detailed description.

have two types of layouts which are 3D mirror reflection of each other. (For example,

in a hotel room, the bed may be located to the left of the doorway or to the right of the

doorway - the spatial layout of the room is the same, only flipped.) Because we give the

algorithm the freedom to horizontally flip the panorama, these two types of layout can be

considered as just one layout to train a better model with better alignment. The accuracy

of the automatic panorama alignment procedure can be foreseen in Table 3.1 (see Sections

3.6 and 3.8.6, and Table 3.1 caption for details).

Testing Given a view of a place, our model can infer the semantic category of the place

and identify the observer's viewpoint within that place (see Sections 3.6 and 3.8.6 for Im-

plementation and Evaluation details, and Table 2).

We can even extrapolate the possible layout that extends beyond the available field

of view, as illustrated in Figure 5-19(c) and 3-8. We represent the extrapolated layout

using either the average panorama of the place category, or the nearest neighbour from the

training examples. We can clearly see how correct view alignment allows us to predict

visual information, such as edges, that extend beyond the boundaries of the test photo.

and the flipped panorama is allowed to participate in the alignment.
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Figure 3-5: Example images across different viewpoints. Each row shows typical photos
from 12 different viewpoints in a category: hotel room (Type I), beach (Type II), street
(Type III), field (Type IV). The grey compasses on the top indicate the viewpoint depicted
in each column. We can see how different views can share similar visual layouts due
to symmetry. For example, the two photos with orange frame are a pair with type II
symmetry, and the four photos with green frame are a group with type III symmetry.

3.4 Symmetry discovery and view sharing

Many places have a natural symmetry structure, and we would like to design the model

to automatically discover the symmetry structure of the place categories in the data set. A

description of place symmetry is a useful contribution to scene understanding in general,

and it also allows us to borrow views across the training set, increasing the effective training

set size. This does not solve the ambiguity inherent in recognizing views in places with

underlying symmetry, but it will reduce the model's errors to other, irrelevant views. This

is illustrated in Figure 3-9(c): the model trained with no sharing of training examples (top

figure) has more errors around 90', and hence less frequent detections on 0 and 180'.

With sharing of training examples (bottom figure), the errors at 90 are reduced, and the

frequency of detections on 0 and 1800 are increased, which means that the accuracy is

increased. Finally, understanding the symmetry structure of places allows us to train a

simpler model with fewer parameters, and a simpler model is generally preferred to explain

data with similar goodness of fit. Here, we consider four common types of symmetry

structure found in place categories, shown in Figure 3-4:

Type I: Asymmetry. There is no symmetry in the place. Every view is unique.

Type 11: Bilateral Symmetry with One Axis. Each view matches a horizontally-flipped

view that is mirrored with respect to an axis.
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Type III: Bilateral Symmetry with Two Axes. Same as Type III but with two axes that are

perpendicular to each other. This type of symmetry also implies 180' rotational symmetry.

Type IV: Isotropic Symmetry. Every view looks the same.

To allow view sharing with symmetry, we need to modify the alignment and viewpoint

classifier training process proposed in the previous section 4, for each type of symmetry as

follows:

Type I: The algorithm proposed in the previous section can be applied without any mod-

ification in this case.

Type II: Assuming we know the symmetric axis, we need to train a m-way classifier as

with Type I. But each pair of symmetric views can share the same set of training photos

for training, with the appropriate horizontal flips to align mirror-image views. Denote A

and B as symmetric views under a particular axis, and the photos {IA} and {IB} are their

respective training examples. And denote h(I) as a function to horizontally flip a photo

I. Then, we can train model of viewpoint A using not only {IA}, but also {h(IB)}. Same

for B which we will train model of viewpoint B using photos {h(IA),IB}. If the viewpoint

happens to be on the symmetric axis, i.e. A = B, we can train the model using photos

{IA,h(IA)}. However, all this assumes that the symmetric axis is known. Therefore, we

use exhaustive approach to learn one extra degree of freedom for the place category - the

location of the symmetry axis. In each iteration, for each of the m possible symmetric axes

(axes are assumed to align with one of the m viewpoints), we re-train the model based on

the new training set and the symmetric axes. We use the classifier to predict on the same

training set to obtain the confidence score, and choose the axis that produces the highest

confidence score from the trained viewpoint classifier in each iteration.

Type III: This type of place symmetry indicates that each view matches the opposite view

that is 1800 away. Therefore, instead of training a m-way viewpoint classifier, we only need

to train a (Z) -way viewpoint classifier. Denote that views A and B are symmetric under

one axis, A and C are symmetric under the other perpendicular axis, A and D are opposite
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beach church hotel room street subway station theater train interior wharf corridor living room coast lawn plaza courtyard shop
2

Figure 3-6: The first three rows show the average panoramas for the 26 place categories
in our dataset. At top are the Type IV categories (all views are similar, so no alignment
is needed). Below are the 14 categories with Symmetry Types I, II and III, aligned using
manual (top) or automatic (bottom) alignment. Discovered symmetry axes are drawn in red
and blue lines, corresponding to the red and blue lines of symmetry shown in Figure 3-4.
The 4th row shows the view distribution in the SUN dataset for each place category; the
top of each polar histogram plot corresponds to the center of the averaged panorama.

views that are 1800 away, and {IA}, {IB}, {IC}, {ID} are their respective training examples.

Then, we will train a viewpoint model for A using examples {IA, h(IB), h(IC), ID}. If the

view is on one of the symmetric axis, i.e. A = B, we have C = D, and we will train the

model for A using examples {IA, h(IA), h(ID),ID}. Because we know that the two axes of

symmetry are perpendicular, there is actually only one degree of freedom to learn for the

axes during training, which is the same as Type II and the same exhaustive approach for

symmetric axis identification is applied. But instead of possible symmetric axes, there

are only possibilities due to symmetry.

Type IV: The viewpoint cannot be identified given the isotropic symmetry, so there is

no need for alignment or a viewpoint classification model. The optimal prediction is just

random guessing.

To automatically decide which symmetry model to select for each place category, i.e.

discover the symmetry structure, we use cross validation on the training set to pick the

best symmetry structure. If there is a tie, we choose the model with higher symmetry

because it is simpler. We then train a model with that type of symmetry using all training

data. Results (see Sections 3.6 and 3.8.6 for implementation and estimation details) are

displayed in Tables 3.1 and 3.2. Discover which type of symmetry (I, II, III or IV) each

place category displays, allows to reduce the model's errors to irrelevant views.
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Figure 3-7: Prediction of SUN categories on different viewpoints. Each rectangle denotes a
view in the panorama and the text below gives the top five predictions of the SUN category
classifier, using [184] as training data. (The rectangles are purely for illustration - proper
image warping was used in the algorithm.)

3.5 Canonical view of scenes

It is well known that objects usually have a certain "canonical view" [127]. Recent work

also suggests that people also show preferences for particular views of places [38]. Here we

further study the canonical views of places. More specifically, we are interested in where

people take photos in a place, i.e. which viewpoint they choose for a scene when they want

to take a photo.

To study the preferred canonical viewpoint of scenes, we use the publicly available

SUN dataset for scene classification from [184], manually selecting scene categories that

corresponded to our panoramic scene categories. We obtain the viewpoint information for

each photo by running a view-matching task on Amazon Mechanical Turk. Workers were

shown a SUN photo and a representative panorama from the same general place category.
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Figure 3-8: Visualization of results. In each row, the first image is the input photo used to
test the model. The second figure visualizes of the scores from SVM indicating the most
likely orientation of the photo. The blue circle is the zero crossing point, and the red poly-
line is the predicted score for each orientation. The next two images illustrate the predicted
camera orientation and the extrapolated scene layout beyond the input view (the left im-
age extrapolates the layout using the average panorama from the place category; the right
image uses the nearest neighbor from the training set.) Please refer to the supplementary
materials for more results.

The panorama was projected in an Adobe Flash viewer which showed a 65.50 view of scene

(as it might appear through a standard camera), and workers could rotate the view within

the viewer to match the view shown in the SUN photo.

For each photo, we obtained votes from several different workers with quality control.

Specifically, turkers were asked to rotate the view in the Flash viewer to match the indi-

vidual image shown. Figure 3-5 shows examples of SUN database images which workers

mapped to each viewpoint of a corresponding panoramic place category. In each cate-

gory, some views were more common in the SUN database than others, and we visualize

this view bias in the 4th row of Figure 3-6. There are clearly biases specific to the place

category, such as a preference for views which show the bed in the hotel room category.
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To further illustrate how each view is correlated with specific scene categories, we train

a scene classifier using the SUN database from [184], which covers 397 common scene

categories. We use this 397-way classifier to predict on each viewpoint and get an average

response from all photos generated from our panorama dataset. We show some examples

in Figure 3-7. For instance, the beach views which show the sea are predicted to be beach-

related categories (sandbar, islet, beach, etc.), while the opposite views are predicted to be

non-beach categories (volleyball court and residential neighborhood).

3.6 Implementation details

Dataset construction We downloaded panoramas from [1], and selected 26 place cate-

gories for which there were many different exemplars available. The final dataset has a

total of 6161 panoramas. The panoramas have a resolution of 9104 x 4552 pixels and

cover a full 360' x 180' visual angle using equirectangular projection [161]. To obtain

viewpoint ground truth, panoramas from the 14-place category of symmetry types I, II, and

III were manually aligned by the authors, by selecting a consistent key object or region

for all the panoramas of the category. Row 2 of Figure 3-6 shows the resulting average

panorama for each place category after manual alignment. No alignment was needed for

the 4th symmetry type (row 1 of Figure 3-6). The averaged panoramas reveal some com-

mon key structures for each category, such as the aligned ocean in the beach panoramas

and the corridor structure in the subway station.

We tested the algorithm on two sets of limited-field-of-view photos. First, we generated

12 photos from each panorama, for a total of 73,932 photos. Each photo covers a horizontal

angle of 65.5', which corresponds to 28mm focal length for a full-frame Single-Lens Reflex

Camera (typical parameters for digital compact cameras). We also constructed a second

testing dataset using the photos from the SUN dataset [184] (Section 3.5).

Features and classifiers We select several popular state-of-art features used in scene

classification tasks, including GIST [126], dense SIFT [113, 104], HOG [27, 52, 184], tex-

ton [117], geometric map (GeoMap) and texton statistics (GeoTexton) [66], self-similarity
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(a) Training strategies. (b) Different symmetries. (c) Angle deviation.

Figure 3-9: Illustration for the algorithm behavior for the place category street. (a) com-
pares different training strategies: our proposed greedy incremental algorithm, a random
incremental algorithm that adds a random panorama, and a totally random algorithm that
adds everything at once. (b) illustrates the performance of algorithms with different sym-
metry assumptions. (c) shows that although incorporating symmetry does not resolve am-
biguity (0' and 180'), it does reduce random mistakes (e.g. 90').

(SSIM)[151], local binary pattern (LBP) [124], and 32 x 32 tiny image [168] as baseline.

For dense SIFT, HOG, texton and SSIM, we construct a visual words vocabulary of 300

centroids using k-means to have a 1 x 1, 2 x 2, and 4 x 4 spatial pyramid histogram [104]

as descriptor of the photo. Based on the benchmark of [184], we choose to use histogram

intersection kernel for HOG, dense SIFT and LBP, RBF kernel for GeoMap and TinyIm-

age, X2 kernel for texton, GeoTexton and SSIM, and ex kernel for GIST. We use a linear

weighted sum of the kernel matrices as the final combined kernel, using the weights sug-

gested by [184]. The same features and kernels are also used by the viewpoint prediction

classifier. We use One-versus-Rest SVM as our multi-class classifier for both place cat-

egory classification and viewpoint classification, because, empirically, it outperforms all

other popular classifiers and regressors in our experiments.

Algorithm behavior analysis Figure 3-9 shows an example run on the street place cate-

gory which characterizes the behavior of our algorithm. Figure 3-9(a) shows how different

strategies of iterative training affect the convergence results: incremental addition of train-

ing examples gives much better results than starting with all examples (Rand All), and

greedy adding the most confident examples (Greedy Incr) gives better performance than

adding examples in a random order (Rand Incr). Figure 3-9(b) compares the four types

of symmetry structure with respect to the testing accuracy. We can see that view sharing
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Evaluation HOG-S HOG-L Tiny HOG COM Final Chance
Accuracy 41.8 45.0 25.9 56.4 62.2 69.7 8.3
Deviation 65.60 62.50 73.4 48.0' 41.4' 34.5' 90.0'

Table 3.1: Performance of automatic panorama alignment. HOG-S and HOG-L are two
baseline algorithms for comparison (Section 3.7.2). Tiny, HOG and COM are the results
that do NOT make use of symmetry and view sharing (Section 3.3), using various features
presented in Section 3.6. Final is our complete model with symmetry and view sharing
(Section 3.4).

from symmetry structure is most beneficial when the number of training examples is low

(in early iterations), but as more training examples are introduced in later iterations, all

models converge to similar accuracy. Figure 3-9(c) shows the histogram of angle deviation

from the truth. We can clearly see the ambiguity due to the symmetry structure of the street

place category. Type I (top figure) performs slightly worse than Type II (bottom figure),

by making more errors on angles between 0' and 180'. Our algorithm is related to cur-

riculum learning, k-means and Expectation-Maximization (EM), and can be interpreted as

Latent Structural SVM with Concave-Convex Procedure. Please refer to the supplementary

materials for mathematical analyses and further discussions.

3.7 Evaluation

3.7.1 Evaluation methods

Place categorization performance is evaluated by determining the accuracy per category.

Viewpoint prediction can also be evaluated by classification accuracy if the panoramas are

manually aligned.

However, because we use unsupervised alignment of the panoramas to train the view-

point predictor from the aligned result, we cannot know which categories in the alignment

result correspond to which categories in the labelled truth for evaluation. Similar to Un-

supervised Object Discovery [172], we use an oracle to assign each aligned viewpoint to

one of the m view directions from the truth, and then evaluate the accuracy based on the

resultant direction-to-direction mapping. Due to circular constraints, the total number of

all possible solutions is only m, so we can try all of them to search for the best direction-

99



Manual Alignment Automatic Alignment
Test Set Accuracy 1 Accuracy 2 Accuracy Angle Deviation

Place Both Place Both Place Both I II III IV
Panorama 48.5 23.6 51.9 23.8 51.9 24.2 550 510 860 900
SUN[184] 22.2 13.5 24.1 13.0 24.1 13.9 290 300 380 900

Chance 3.8 0.3 3.8 0.3 3.8 0.3 900 90' 900 900

Table 3.2: Testing accuracy and average viewpoint deviation. We compare the performance
of our automatic alignment algorithm with manual alignment. For the manual alignment,
we design two algorithms for comparison (Section 3.7.3): a 1-step algorithm (Accuracy 1)
and a 2-step algorithm (Accuracy 2). For each algorithm, "Place" is the accuracy of place
classification, and "Both" is the accuracy requiring both correct place category prediction
and correct viewpoint prediction, and is the final result. We also show the average angle
deviation assuming different symmetry types.

to-direction mapping for evaluation.

Besides viewpoint prediction, another natural evaluation metric is the average view-

point deviation from the truth to the prediction. However, due to the symmetry structure

of certain types of places, the viewpoint may be ambiguous, and the average angle devi-

ation is not always a good metric. For example, in a street scene, there are usually two

reasonable interpretations for a given view, 180' apart, so the viewpoint deviations cluster

at 0' and 180'(as shown in Figure 3-9(c)). This means the average viewpoint deviation is

about 90', the expected value for chance performance. In addition to the prediction results,

we also need to evaluate the automatic alignment results during training. Again, we use the

accuracy with the oracle, and average viewpoint deviation for this evaluation.

3.7.2 Evaluation on training

We summarize the automatic alignment results obtained during training in Table 3.1. We

use the manual panorama alignment produced by an author as the ground truth for eval-

uation. We design a baseline algorithm of panorama alignment for comparison: For each

pair of panoramas, we try all m alignment possibilities. For each possibility, we extract

HOG features [27, 52], and use the sum of squared differences of the two feature maps

to look for the best alignment between these two panoramas. Then we use the panorama

with the minimum difference from all other panoramas as the centroid, and align the other

panoramas to this common panorama. We tried two different cell sizes for HOG - 8 pixels
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Figure 3-10: Viewpoint prediction accuracy assuming different symmetry types.
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and 40 pixels, labelled HOG-S and HOG-L in the table.

We also study the performance of different image features using our algorithm, includ-

ing TinyImage and HOG, and COM (the combined kernel from all features). Furthermore,

we compare the performance between no sharing of training views (i.e. always assuming

Type I symmetry), and sharing using the discovered symmetry type (i.e. algorithm decides

the symmetry type). We can see in Table 1 that our complete model (final) using all fea-

tures and automatic discovered symmetry performs the best (accuracy of 69.7 % vs. 62.2

% without symmetry). The average panoramas from the automatic alignment algorithm,

shown in the third row (result) of Figure 3-6, look very similar to the averages produced by

manual alignment in the second row (truth).

3.7.3 Evaluation on testing

We evaluate our testing result on two test sets: limited-field-of-view photos generated from

our panorama dataset, and real-world, camera-view photos from SUN dataset. The per-

formance is reported in Table 3.2, which shows accuracy and average viewpoint deviation.

We evaluate the place categorization accuracy without taking viewpoint into account in the
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table as "Place". "Both" is the accuracy requiring both correct place category prediction

and correct viewpoint prediction, and it is the final result. Note that we expect lower per-

formance when testing on the SUN photos [184], since the dataset statistics of the SUN

database may differ from the statistics of our panoramic dataset, and there is not an exact

correspondence between the SUN database categories and our panoramic place categories.

To see how unsupervised automatic alignment affects the prediction result, we compare

its performance to the models trained using manual alignment. There are two ways to do

this. The first way is an one-stage algorithm (denoted as "Accuracy 1" in the table), in

which we train a 26 x 12-way SVM to predict the place category and viewpoint at the same

time. The second way is a two-stage algorithm ("Accuracy 2") to first train a 26-way SVM

to predict the place category, and then, for each category, train a 12-way SVM to predict

the viewpoint. Compared to the models trained from manual alignment, our model trained

with unsupervised automatic alignment performs slightly better on our panorama dataset,

but slightly worse on the SUN dataset. Overall, our automatic alignment performs very

well, producing results comparable to manual alignment (see Table 2). Furthermore, we

can evaluate the view prediction accuracy assuming the place categorization is correct. We

compare the four types of symmetry structure for each place category in Figure 3-10. We

can see that imposing correct symmetry structure is usually helpful, even when the imposed

symmetry is incomplete. Imposing incorrect types of symmetry always hurts performance.
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3.8 Application: dramatic view extrapolation

Guide

d output

Figure 3-11: Our method can extrapolate an image of limited field of view (left) to a full
panoramic image (bottom right) with the guidance of a panorama image of the same scene
category (top right). The input image is roughly aligned with the guide image as shown
with the dashed red bounding box.

When presented with a narrow field of view image, humans can effortlessly imagine

the scene beyond the particular photographic frame. In fact, people confidently remember

seeing a greater expanse of a scene than was actually shown in a photograph, a phenom-

ena known as "boundary extension" [84]. In the computational domain, numerous tex-

ture synthesis and image completion techniques can modestly extend the apparent field of

view (FOV) of an image by propagating textures outward from the boundary. However,

no existing technique can significantly extrapolate a photo because this requires implicit

or explicit knowledge of scene layout. Recently, Xiao et al. [184] introduced the first

large-scale database of panoramic photographs and demonstrated the ability to align typ-

ical photographs with panoramic scene models. Inspired by this, we ask the question: is

it possible to dramatically extend the field of view of a photograph with the guidance of a

representative wide-angle photo with similar scene layout?

Specifically, we seek to extrapolate the FOV of an input image using a panoramic image

of the same scene category. An example is shown in Figure 3-11. The input to our system is

an image (Figure 3-11, left) roughly registered with a guide image (Figure 3-11, top). The

registration is indicated by the red dashed line. Our algorithm extrapolates the original input

image to a panorama as shown in the output image on the bottom right. The extrapolated

result keeps the scene specific structure of the guide image, e.g. the two vertical building

facades along the street, some cars parked on the side, clouds and sky on the top, etc. At

the same time, its visual elements should all come from the original input image so that it
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appears to be a panorama image captured at the same viewpoint. Essentially, we need to

learn the shared scene structure from the guide panorama and apply it to the input image to

create a novel panorama.

We approach this FOV extrapolation as a constrained texture synthesis problem and

address it under the framework of shift-map image editing [135]. We assume that panorama

images can be synthesized by combining multiple shifted versions of a small image region

with limited FOV. Under this model, a panorama is fully determined by that region and a

shift-map which defines a translation vector at each pixel. We learn such a shift map from a

guide panorama and then use it to constrain the extrapolation of a limited FOV input image.

Such a guided shift-map can capture scene structures that are not present in the small image

region, and ensures that the synthesized result adheres to the layout of the guide image.

Our approach relies on understanding and reusing the long range self-similarity of the

guide image. Because a panoramic scene typically contains surfaces, boundaries, and ob-

jects at multiple orientations and scales, it is difficult to sufficiently characterize the self-

similarity using only patch translations. Therefore we generalize the shift-map method to

optimize a general similarity transformation, including scale, rotation, and mirroring, at

each pixel. However, direct optimization of this "similarity-map" is computationally pro-

hibitive. We propose a hierarchical method to solve this optimization in two steps. In the

first step, we fix the rotation, scaling and reflection, and optimize for the best translation at

each pixel. Next, we combine these intermediate results together with a graph optimization

similar to photomontage [5].

3.8.1 Related work

Human vision. Intraub and Richardson [84] presented observers with pictures of scenes,

and found that when observers drew the scenes according to their memory, they system-

atically drew more of the space than was actually shown. Since this initial demonstra-

tion, much research has shown that this effect of "boundary extension" appears in many

circumstances beyond image sketching. Numerous studies have shown that people make

predictions about what may exist in the world beyond the image frame by using visual
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associations or context [13] and by combining the current scene with recent experience

in memory [114]. These predictions and extrapolations are important to build a coherent

percept of the world [74].

Environment map estimation from a single image. Rendering techniques rely on

panoramic environment maps to realistically illuminate objects in scenes. Techniques such

as [102, 88] estimate environment maps from single images in order to manipulate ma-

terial properties and insert synthetic objects in existing photographs. In both cases, the

synthesized environment maps are not very realistic, but they do create plausible models of

incident light. Our technique could be used to generate higher quality environment maps

for more demanding rendering scenarios (e.g. smooth and reflective objects).

Inpainting. Methods such as [16, 108, 15] solve a diffusion equation to fill in narrow

image holes. Because they do not model image texture in general, these methods cannot

convincingly synthesize large missing regions. Further, they are often applied to fill in

holes with known, closed boundaries and are less suitable for FOV extension.

Texture synthesis. Example based texture synthesis methods such as [37, 36] are in-

herently image extrapolation methods because they iteratively copy patches from known

regions to unknown areas. More sophisticated optimization methods [100] preserve texture

structure better and reduce seam artifacts. These techniques were applied for image com-

pletion with structure-based priority [25], hierarchical filtering [35] and iterative optimiza-

tion [182]. Hertzmann et al. [73] introduced a versatile "image analogies" framework to

transfer the stylization of an image pair to a new image. Shift-map image editing [135] for-

mulates image completion as a rearrangement of image patches. Kopf et al. [96] extrapolate

image boundaries by texture synthesis to fill the boundaries of panoramic mosaics. Poleg

and Peleg [133] extrapolate individual, non-overlapping photographs in order to compose

them into a panorama. These methods might extrapolate individual images by as much as

50% of their size, but we aim to synthesize outputs which have 500% the field of view of

input photos.

Hole-filling from image collections. Hays and Efros [65] fill holes in images by find-

ing similar scenes in a large image database. Whyte et al. [183] extend this idea by focus-

ing on instance-level image completion with more sophisticated geometric and photometric
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Figure 3-12: Baseline method. Left: we capture scene structure by the motion of indi-
vidual image patches according to self-similarity in the guide image. Right: the baseline
method applies these motions to the corresponding positions of the output image for view
extrapolation.

image alignment. Kaneva et al. [93, 92] can produce infinitely long panoramas by itera-

tively compositing matched scenes onto an initial seed. However, these panoramas exhibit

substantial semantic "drift" and do not typically create the impression of a coherent scene.

Like all of these methods, our approach relies on information from external images to guide

the image completion or extrapolation. However, our singular guide scene is provided as

input and we do not directly copy content from it, but rather learn and recreate its layout.

3.8.2 Overview

Our goal is to expand an input image Ii to I with larger FOV. Generally, this problem is

more difficult than filling small holes in images because it often involves more unknown

pixels. For example, when I is a full panorama, there are many more unknown pixels

than known ones. To address this challenging problem, we assume a guide image Ig with

desirable FOV is known, and It is roughly registered to I' (the "interior" region of Ig). We

simply reuse Ii as the interior region of the output image I. Our goal is to synthesize the

exterior of I according to Ii and Ig.
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a. Guide image b. Input image aligned c. Baseline method d. Our method
with the guide image

a. Guide image b. Input image aligned c. Baseline method d. Our method
with the guide image

Figure 3-13: Arch (the first row) and Theater example (the second row). (a) and (b) are the
guide image and the input image respectively. (c) and (d) are the results generated by the
baseline method and our guided shift-map method.

3.8.3 Baseline method

We first describe a baseline algorithm. Intuitively, we need to learn the transformation

between Ig and Ig, and apply it to It to synthesize I. This transformation can be modeled

as the motions of individual image patches. Following this idea, as illustrated in Figure 3-

12, for each pixel q in the exterior region of the guide image, we first find a pixel p in

the interior region, such that the two patches centered at q and p are most similar. To

facilitate matching, we can allow translation, scaling, rotation and reflection of these image

patches. This matching suggests that the pixel q in the guide image can be generated by

transferring p with a transformation M(q), i.e. Ig(q) = Ig(qoM(q)). Here, p = qoM(q) is

the pixel coordinate of q after transformed by a transformation M(q). We can find such a

transformation for each pixel of the guide image by brute force search. As the two images

Ii and Ig are registered, these transformations can be directly applied to Ii to generate the

image I as I(q) = Ii(q o M(q)).

To improve the synthesis quality, we can further adopt the texture optimization [100]
technique. Basically, we sample a set of grid points in the image I. For each grid point, we

copy a patch of pixels from Ii centered at its matched position, as the blue and green boxes

shown in Figure 3-12. Patches of neighboring grid points overlap with each other. Texture
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optimization iterates between two steps to synthesize the image I. First, it finds an optimal

matching source location for each grid point according to its current patch. Second, it

copies the matched patches over and averages the overlapped patches to update the image.

However, as shown in Figure 3-13 (c), this baseline does not generate appealing results.

The results typically show artifacts such as blurriness, incoherent seams, or semantically

incorrect content. This is largely because this baseline method is overly sensitive to the

registration between the input and the guide image. In most cases, we can only hope to have

a rough registration such that the alignment is semantically plausible but not geometrically

perfect. For example, in the theater example shown in Figure 3-13, the registration provides

a rough overlap between regions of chairs and regions of screen. However, precise pixel

level alignment is impossible because of the different number and style of chairs. Such

misalignment leads to improper results when the simple baseline method attempts to strictly

recreate the geometric relationships observed in the guide image.

3.8.4 Generalized shift-map

To handle the fact that registration is necessarily inexact, we do not directly copy transfor-

mations computed from Ig according to the registration of Ii and Ig. Instead, we formulate

a graph optimization to choose an optimal transformation at each pixel of I. Specifically,

this optimization is performed by minimizing the following energy,

E(M) = Ed(M(q))+ 1 Es(M(p),M(q)). (3.1)
q (p,q)EN

Here, q is an index for pixels, N is the set of all neighboring pixels. Ed(.) is the data

term to measure the consistency of the patch centered at q and q o M(q) in the guide image

Ig. In other words, when the data term is small, the pixel q in the guide image Ig can be

synthesized by copying the pixel at q o M(q). Since we expect I to have the same scene

structure as Ig (and It is registered with I'), it is therefore reasonable to apply the same

copy to synthesize q in I. Specifically,

Ed(M(q)) = ||R(q,Ig) - R(q oM(q),Ig)j|2. (3.2)
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R(x,I) denotes the vector formed by concatenating all pixels in a patch centered at the pixel

x of the image I.

Es(., ) is the smoothness term to measure the compatibility of two neighboring pixels

in the result image. The smoothness cost penalizes incoherent seams in the result image. It

is defined as the following,

Es(M(p),M(q)) - ||I(qoM(q))-I(qoM(p))||2

+ II(p o M(q)) - I(p o M(p)) 12. (3.3)

If M(q) is limited to translations, this optimization has been solved by the shift-map

method [135]. He et al. [67] further narrowed down M(q) to a small set of representa-

tive translations ,& obtained by analyzing the input image. Specifically, a translation M

will be present in the representative translation set only if many image patches can find a

good match by that translation. This set .4K captures the dominant statistical relationships

between scene structures. In our case, we cannot extract this set from the input image Ii,

because its FOV is limited and it does not capture all the useful structures. So we estimate

such a set from the guide image Ig, and apply it to synthesize the result I from the input It,

as shown in Figure 3-15. In this way, it ensures I to have the same structure as Ig. As our set

of representative translations -4 is computed from the guide image, we call our approach

the guided shift-map method.

However, in real images, it is often insufficient to just shift an image region to re-

synthesize another image. Darabi et al. [28] introduced more general transformations

such as rotation, scaling and reflection for image synthesis. So we also include rotation,

scaling and reflection which makes M(q) a general similarity transformation. This presents

a challenging optimization problem.

3.8.5 Hierarchical optimization

Direct optimization of Equation 3.1 for general similarity transformations is difficult. Pritch

et al. [135] introduced a multi-resolution method to start from a low resolution image and

gradually move to the high resolution result. Even with this multi-resolution scheme, the
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Figure 3-14: Pipeline of hierarchical optimization. We discretize a number of rotation,
scaling and reflection. For each of the discretizd transformation T1, we compute a best
translation at each pixel by the guided shift-map method to generate I These intermediate
results are combined in a way similar to the Interactive Digital Photomontage [5] to produce
the final output.

search space for M(q) is still too large for general similarity transformations. We propose

a hierarchical method to solve this problem in two steps. As shown in Figure 3-14, we first

fix the rotation, scaling and reflection parameters and solve an optimal translation map. In

the second step, we merge these intermediate results to obtain the final output in a way

similar to Interactive Digital Photomontage [5].

Guided shift-map at bottom level

We represent a transformation T by three parameters r, s, m for rotation, scaling, and reflec-

tion respectively. We uniformly sample 11 rotation angles from the interval of [-45o,45o1,

and 11 scales from [0.5,2.01. Vertical reflection is indicated by a binary variable. In total,

we have 11 * 11 * 2 242 discrete transformations. For each transformation T, we use

the guided shift-map to solve an optimal translation at each pixel. We still use M(q) to

denote the translation vector at a pixel q. For better efficiency, we further narrow down

the transformation T to 20 50 different choices. Specifically, we count the number of

matched patches (by translation) for each discretized T, and only consider those T with

larger number of matches.

Building representative translations As observed in [67], while applying shift-map

image editing, it is preferable to limit these shift vectors to a small set of predetermined

representative translations. So we use Ig to build a set of permissible translation vectors
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Figure 3-15: Left: in the guide image, the green patches vote for a common shift vector,
because they all can find a good match (blue ones) with this shift vector; Right: The red
rectangle is the output image canvas. The yellow rectangle represents the input image
shifted by a vector voted by the green patches in the guide image. The data cost within
these green patches is 0. The data cost is set to C for the other pixels within the yellow
rectangle, and set to infinity for pixels outside of the yellow rectangle.

and apply them to synthesize I from Ii.

For each pixel q in the exterior of Ig, we search for its K nearest neighbors from the inte-

rior Ij transformed by T, and choose only those whose distance is within a fixed threshold.

Each matched point p provides a shift vector p - q. We build a histogram of these vec-

tors from all pixels in Ig. After non-maximum suppression, we choose all local maximums

as candidate translations. For efficiency consideration, we choose the top 50 candidate

translations to form the set of representative translations &T. In most experiments, more

than 80% of the exterior pixels can find a good match according to at least one of these

translations.

For the K nearest neighbor search, we measure the similarity between two patches

according to color and gradient layout using 32 x 32 color patches and 31-dimensional

HOG [52] features, respectively. We normalize the distance computed by color and HOG

feature respectively according to the standard deviation of the observed distance.

Graph optimization We choose a translation vector at each pixel from the candidate set

.19T by minimizing the graph energy Equation 3.1 with the guidance condition M(q) E 'W6T

for any pixel q. We further redefine the data term in Equation 3.2 as illustrated in Figure 3-

15. For any translation M E 4, the input image Ii is first transformed by T (which is

111



not shown in Figure 3-15 for clarity), and then shifted according to M. For all the pixels

(marked in red in Figure 3-15) that cannot be covered by the transformed Ii (yellow bor-

der), we set their data cost to infinity. We further identify those pixels (marked in green in

Figure 3-15) that have voted for M when constructing the shift vector histogram, and set

their data cost to zero. For the other pixels that can be covered by the transformed Ii but

do not vote for M, we set their data cost to a constant C. C = 2 in our experiments. The

smoothness term in Equation 3.3 is kept unchanged. We then minimize Equation 3.1 by

alpha-expansion to find the optimal shift-map under the transformation T. This intermedi-

ate synthesis result is denoted by IT.

Photomontage at top level

Once we have an optimal shift-map resolved for each transformation T, we seek to combine

these results with another graph optimization. At each pixel, we need to choose an optimal

transformation T (and its associated shift vector computed by the guided shift-map). This

is solved by the following graph optimization

E(T)=Ead(T(q))+ 1: Es(T(p),T(q)). (3.4)
q (p,q)EN

Here, T(q) = (r, s, m) is the selected transformation at a pixel q. The data term at a pixel

q evaluates its synthesis quality under the transformation T(q). We take all data costs

and smoothness costs involving that pixel from Equation 3.1 as the data term Ed(T(q)).

Specifically,

Ed(T(q)) = E (MT (q))+ Es
pEN(q)

Here, MT (q) is the optimal translation vector selected for the pixel q under the transforma-

tion T. EJ(.) and Ef(-,-) are the data term and smoothness terms of the guide shift-map

method under the transformation T. N(q) is the set of pixels which neighbor q.
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(a)
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Figure 3-16: We evaluate our method with different registration between Ii and Ig. (a) and
(b) are the guide and input images. (c) shows five different registrations. The red dashed
line shows the manual registration. The others are generated by randomly shifting the
manual registration for 5%, 10%, 15% and 20% of the image width. (d)-(h) are the five
corresponding results. These results are framed in the same color as their corresponding
dashed line rectangles.

The smoothness term is defined similar to Equation 3.3,

Es(T(p), T(q)) = I IT(p)(q) - IT(q)(q) 12

+I|IT(p) (P) ~ IT(q)(P) 12-

We then minimize the objective function Equation 3.4 by alpha-expansion to determine

a transform T at each pixel. The final output at a pixel q is generated by transforming It

with T(q) and MT (q) and copying the pixel value at the overlapped position.

3.8.6 Experiments

We evaluate our method with a variety of real photographs. Given an input image It, we

find a suitable Ig from the SUN360 panorama database [187] of the same scene category as

Ii or we use an image search engine. We then provide a rough manual registration to align

Ii and Ig and run our algorithm to generate the results.

113

(N



Comparison with the baseline method Figure 3-13 shows two examples comparing our

method with the baseline method. Our method clearly outperforms the baseline method.

In the theater example, although rough registration aligns semantically similar regions to

the guide image Ig, directly applying the offset vectors computed in Ig to the I generates

poor results. In comparison, our method synthesizes correct regions of chair and wall by

accommodating the perspective-based scaling between exterior and interior in the WT. In

the Arch example, some parts of the tree in the exterior region of the guide image match

to patches in the sky in the interior region due to the similarity of patch feature (both HOG

and color). As a result, part of the tree region is synthesized with the color of sky in the

baseline method. Our method can avoid this problem by choosing the most representative

motion vectors in the guide image and thus avoid such outliers. Both examples show that

our method is more robust than the baseline method and does not require precise pixel level

alignment. We also tested PatchMatch with the baseline method described in Section 3.8.3.

While PatchMatch allows an almost perfect reconstruction of the guide image from its

interior region, the resulting self-similarity field does not produce plausible extrapolations

of the input image. In general, as more transformations are allowed, reconstruction of

the guide image itself strictly improves (Equation 3.1), but the likelihood that these best

transformations generalize to another scene decreases. In choosing which transformations

to allow, there is a trade-off between expressiveness and robustness, and the similarity

transforms we use seem to perform the best empirically. Typically, our method takes about

10 minutes to synthesize a 640 by 480 image. Most of the time is spent on K nearest

neighbor search, for which numerous acceleration techniques are available.

Robustness to registration errors Our method requires the input image to be registered

to a subregion of the guide image. Here, we evaluate the robustness of our method with

respect to registration errors. Figure 3-16 shows an example with deliberately added reg-

istration error. We randomly shift the manually registered input image for 5-20% of the

image width (600 pixels). The results from these different registrations are provided in the

Figure 3-16 (d)-(h). All results are still plausible, with more artifacts when the registration

error becomes larger. Generally, our method still works well for a registration error below
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5% of image width. In fact, for this dining car example and most scenes, the "best" reg-

istration is still quite poor because the tables, windows, and lights on the wall cannot be

aligned precisely. Our method is robust to moderate registration errors, as we optimize the

transformations with the graph optimization.

Matching with HOG features Unlike most texture transfer methods, our approach com-

pares image content with HOG features in addition to raw color patches. Figure 3-17 shows

an example of how the recognition-inspired HOG can help our image extrapolation. Some

patches in the foliage are matched to patches in the water in the guide image when the HOG

feature is not used. This causes some visual artifacts in the result as shown in Figure 3-17

(c). The result with HOG feature is free from such problems as shown in Figure 3-17 (d).

Please refer to the zoomed view in (b) for a clearer comparison.

Panorama Synthesis When Ig is a panoramic image, our method can synthesize Ii to a

panorama. However, synthesizing a whole panorama at once requires a large offset vector

space for voting to find representative translations. Also the size of .&T has to be much

larger in order to cover the whole panorama image domain. Both of these problems require

huge memory and computation. To solve this problem, we first divide the panoramic guide

image Ig into several sub-images with smaller but overlapping FOV. We denote these sub-

images as Igi,Ig2, ... Jgn. The input image is register to ONE of these sub-images, say Igr.

We then synthesize the output for each of these sub-image one by one. For example, for the

sub-image Igi, we find representative translations by matching patches in Igi to Igr. We then

solve the hierarchical graph optimization to generate I1 from the input image. Finally, we

combine all these intermediate results to a full panorama by photomontage, which involves

another graph cut optimization. This "divide and conquer" strategy generates good results

in our experiments. One such example is provided in Figure 3-11. The success of this

divide and conquer approach also demonstrates the robustness of our method, because it

requires that all the sub-images be synthesized correctly and consistently with each other.

Figure 3-18 shows more panorama results for outdoor, indoor, and street scenes. The first

column is the input image. On the right hand side of each input image are the guide image
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a. Input image aligned
with the guide image

b. Zoomed region in (c) and (d)

c. Synthesis with d. Synthesis with all features
only color feature

Figure 3-17: Synthesis with different patch feature. The result obtained with HOG feature
is often better than that from color features alone.

(upper image) and the synthesized result (lower image). In all the panorama synthesis

experiments, the 3600 of panorama is divided into 12 sub-images with uniformly sampled

viewing direction from 0' ~ 360'. The FOV of each sub-image is set to 65.5'. This ensures

sufficient overlapping between two nearby sub-images. The FOV of the input images are

around 400 65.50 degrees.
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Figure 3-18: Panorama synthesis result. The left column is the input image. On the right
are the guide image and the synthesized image.
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3.9 Conclusion

We introduce a new problem in scene recognition: inferring not only the semantic cate-

gory of a place, but also the observer's viewpoint within that place. We construct a new

panorama dataset, and design a new incremental algorithm for automatic panorama align-

ment. We introduce the concept of scene symmetry and demonstrate a method for automat-

ically determining the symmetry type of a place. We also study the view biases exhibited

by people taking photos of places, and show how different viewpoints of a single place

category may be classified into different semantic scene categories. All data and source

code will be publicly available to encourage further research in this problem.

Since this is a first attempt at a new problem, we are simplifying the question by con-

sidering only viewpoint and ignoring the observer's position within a place. However, the

principle ideas of this algorithm can be extended to address observer location and intra-

category variations for alignment, by modifying the algorithm from one alignment per

category to a mixture model.

By placing individual views within the context of a larger 3d place, our algorithm is

able to represent elements of a scene which are beyond the boundaries of the available view,

which has many useful applications. For example, if the objects in the training panoramas

are annotated, the extrapolated layout generated by our algorithm can serve as semantic

context priming model for object detections, even when those objects are outside the avail-

able field of view.
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Chapter 4

Understanding 3D Scene Structure

Although an image is a 2D array, we live in a 3D world where scenes have volume,

affordances, and are spatially arranged with objects occluding each other. The ability to

reason about these 3D properties would be useful for tasks such as navigation and object

manipulation. The dominant research focus for 3D reconstruction is in obtaining more

accurate depth maps or 3D point clouds. However, even with a depth map, we are still

unable to manipulate an object because there is no high-level representation of the 3D

world. Essentially, 3D reconstruction is not just a low-level task. Obtaining a depth map

to capture a distance at each pixel is analogous to inventing a digital camera to capture the

color value at each pixel. The gap between low-level depth measurements and high-level

shape understanding is just as large as the gap between pixel colors and high-level semantic

perception. Moving forward, we need a higher-level intelligence for 3D reconstruction.

For many objects, their 3D shape can be entirely explained by a simple geometric prim-

itive, such as a cuboid. In Section 4.1, we propose a 3D object detector that recovers a

parameterization of the object's 3D shape, along with the camera pose. Beyond a sin-

gle cuboid, we also propose a context model to reason multiple cuboid interactions in 3D

(Section 4.2). To obtain the ground truth for training and evaluation, we design a novel

web-based annotation tool to label 3D cuboids (Section 4.3).

The materials presented in this chaper are based on [194, 89, 195] in collaboration with Antonio Torralba,
Bryan C. Russell, and Hao Jiang.
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4.1 From 2D to 3D

Extracting a 3D representation from a single-view image depicting a 3D object has been a

long-standing goal of computer vision [138]. Traditional approaches have sought to recover

3D properties, such as creases, folds, and occlusions of surfaces, from a line representa-

tion extracted from the image [119]. Among these are works that have characterized and

detected geometric primitives, such as quadrics (or "geons") and surfaces of revolution,

which have been thought to form the components for many different object types [17].

While these approaches have achieved notable early successes, they. could not be scaled-up

due to their dependence on reliable contour extraction from natural images.

In this work we focus on the task of detecting rectangular cuboids, which are a basic

geometric primitive type and occur often in 3D scenes (e.g. indoor and outdoor man-made

scenes [189, 190, 191]). Moreover, we wish to recover the shape parameters of the detected

cuboids. The detection and recovery of shape parameters yield at least a partial geometric

description of the depicted scene, which allows a system to reason about the affordances

of a scene in an object-agnostic fashion [62, 83]. This is especially important when the

category of the object is ambiguous or unknown.

There have been several recent efforts that revisit this problem [62, 69, 70, 106, 130,

181, 195, 198, 201]. Although there are many technical differences amongst these works,

the main pipeline of these approaches is similar. Most of them estimate the camera pa-

rameters using three orthogonal vanishing points with a Manhattan world assumption of

a man-made scene. They detect line segments via Canny edges and recover surface ori-

entations [78] to form 3D cuboid hypotheses using bottom-up grouping of line and region

segments. Then, they score these hypotheses based on the image evidence for lines and

surface orientations [78].

In this section we look to take a different approach for this problem. As shown in

Figure 5-19, we aim to build a 3D cuboid detector to detect individual boxy volumetric

structures. We build a discriminative parts-based detector that models the appearance of

the corners and internal edges of cuboids while enforcing spatial consistency of the corners

and edges to a 3D cuboid model. Our model is trained in a similar fashion to recent work
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In ut im e 3D Cuboid Detector Out ut Detection Result Synthesized New Views

detect

Figure 4-1: Problem summary. Given a single-view input image, our goal is to detect
the 2D corner locations of the cuboids depicted in the image. With the output part loca-
tions we can subsequently recover information about the camera and 3D shape via camera
resectioning.

that detects articulated human body joints [197].

Our cuboid detector is trained across different 3D viewpoints and aspect ratios. This

is in contrast to view-based approaches for object detection that train separate models for

different viewpoints, e.g. [52]. Moreover, instead of relying on edge detection and grouping

to form an initial hypothesis of a cuboid [62, 106, 195, 201], we use a 2D sliding window

approach to exhaustively evaluate all possible detection windows. Also, our model does

not rely on any preprocessing step, such as computing surface orientations [78]. Instead,

we learn the parameters for our model using a structural SVM framework. This allows the

detector to adapt to the training data to identify the relative importance of corners, edges and

3D shape constraints by learning the weights for these terms. We introduce an annotated

database of images with geometric primitives labeled and validate our model by showing

qualitative and quantitative results on our collected database. We also compare to baseline

detectors that use 2D constraints alone on the tasks of geometric primitive detection and

part localization. We show improved performance on the part localization task.

4.1.1 Model for 3D cuboid localization

We represent the appearance of cuboids by a set of parts located at the corners of the cuboid

and a set of internal edges. We enforce spatial consistency among the corners and edges by

explicitly reasoning about its 3D shape. Let I be the image and pi = (xi,yi) be the 2D image

location of the ith corner on the cuboid. We define an undirected loopy graph 9 = (IV, (9)

over the corners of the cuboid, with vertices " and edges & connecting the corners of the

cuboid. We illustrate our loopy graph layout in Figure 4-2(a). We define a scoring function
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associated with the corner locations in the image:

S(Ip) = -w'- HOG(Ipi)+ w -Displacement 2D (P,)
i E 1 ij6e

+ E w* -Edge(I,pi,pj)+wS -Shape3 (Dp) (4.1)
ijE&

where HOG(I, pi) is a HOG descriptor [27] computed at image location pi and

Displacement 2D(Pipj) - ((Xi - -X 1,(y -yj)
2 ,yi-yj] (4.2)

is a 2D corner displacement term that is used in other pictorial parts-based models [52,

197]. By reasoning about the 3D shape, our model handles different 3D viewpoints and

aspect ratios, as illustrated in Figure 4-2. Notice that our model is linear in the weights w.

Moreover, the model is flexible as it adapts to the training data by automatically learning

weights that measure the relative importance of the appearance and spatial terms. We define

the Edge and Shape3D terms as follows.

Edge(I,pi,pj): The internal edge information on cuboids is informative and provides a

salient feature for the locations of the corners. For this, we include a term that models the

appearance of the internal edges, which is illustrated in Figure 4-3. For adjacent corners on

the cuboid, we identify the edge between the two corners and calculate the image evidence

to support the existence of such an edge. Given the corner locations pi and pj, we use

Chamfer matching to align the straight line between the two corners to edges extracted from

the image. We find image edges using Canny edge detection [23] and efficiently compute

the distance of each pixel along the line segment to the nearest edge via the truncated

distance transform. We use Bresenham's line algorithm [21] to efficiently find the 2D

image locations on the line between the two points. The final edge term is the negative

mean value of the Chamfer matching score for all pixels on the line. As there are usually 9

visible edges for a cuboid, we have 9 dimensions for the edge term.
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(a) Our Full Model. (b) 2D Tree Model. (c) Example Part Detections.

Figure 4-2: Model visualization. Corresponding model parts are colored consistently in
the figure. In (a) and (b) the displayed corner locations are the average 2D locations across
all viewpoints and aspect ratios in our database. In (a) the edge thickness corresponds to the
learned weight for the edge term. We can see that the bottom edge is significantly thicker,
which indicates that it is informative for detection, possibly due to shadows and contact
with a supporting plane.

Shape3D(p): The 3D shape of a cuboid constrains the layout of the parts and edges in

the image. We propose to define a shape term that measures how well the configuration

of corner locations respect the 3D shape. In other words, given the 2D locations p of the

corners, we define a term that tells us how likely this configuration of corner locations p

can be interpreted as the reprojection of a valid cuboid in 3D. When combined with the

weights ws, we get an overall evaluation of the goodness of the 2D locations with respect

to the 3D shape. Let X (written in homogeneous coordinates) be the 3D points on the

unit cube centered at the world origin. Then, X transforms as x = PLX, where L is a

matrix that transforms the shape of the unit cube and P is a 3 x 4 camera matrix. For

each corner, we use the other six 2D corner locations to estimate the product PL using

camera resectioning [64]. The estimated matrix is used to predict the corner location. We

use the negative L2 distance to the predicted corner location as a feature for the corner in

our model. As we model 7 corners on the cuboid, there are 7 dimensions in the feature

vector. When combined with the learned weights ws through dot-product, this represents a

weighted reprojection error score.

Inference

Our goal is to find the 2D corner locations p over the HOG grid of I that maximizes the

score given in Equation (4.1). Note that exact inference is hard due to the global shape

term. Therefore, we propose a spanning tree approximation to the graph to obtain multiple
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initial solutions for possible corner locations. Then we adjust the corner locations using

randomized simple hill climbing.

For the initialization, it is important for the computation to be efficient since we need to

evaluate all possible detection windows in the image. Therefore, for simplicity and speed,

we use a spanning tree J' to approximate the full graph 9, as shown in Figure 4-2(b).

In addition to the HOG feature as a unary term, we use a popular pairwise spring term

along the edges of the tree to establish weak spatial constraints on the corners. We use the

following scoring function for the initialization:

Sj (I, p) = wf -HOG(I, pi) + 1 wR -Displacement 2D(ppj) (4.3)
iEY7  ijE. 7

Note that the model used for obtaining initial solutions is similar to [52, 197], which is only

able to handle a fixed viewpoint and 2D aspect ratio. Nonetheless, we use it since it meets

our speed requirement via dynamic programming and the distance transform [50].

With the tree approximation, we pick the top 1000 possible configurations of corner

locations from each image and optimize our scoring function by adjusting the corner loca-

tions using randomized simple hill climbing. Given the initial corner locations for a single

configuration, we iteratively choose a random corner i with the goal of finding a new pixel

location ^i that increases the scoring function given in Equation (4.1) while holding the

other corner locations fixed. We compute the scores at neighboring pixel locations to the

current setting pi. We also consider the pixel location that the 3D rigid model predicts

when estimated from the other corner locations. We randomly choose one of the locations

and update pi if it yields a higher score. Otherwise, we choose another random corner and

location. The algorithm terminates when no corner can reach a location that improves the

score, which indicates that we have reached a local maxima.

During detection, since the edge and 3D shape terms are non-positive and the weights

are constrained to be positive, this allows us to upper-bound the scoring function and

quickly reject candidate locations without evaluating the entire function. Also, since only

one corner can change locations at each iteration, we can reuse the computed scoring func-

tion from previous iterations during hill climbing. Finally, we perform non-maximal sup-
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Dot-product is the Edge Term

Image Distance Transformed Edge Map Pixels Covered by Line Segment

Figure 4-3: Illustration of the edge term in our model. Given line endpoints, we compute
a Chamfer matching score for pixels that lie on the line using the response from a Canny
edge detector.

pression among the parts and then perform non-maximal suppression over the entire object

to get the final detection result.

Learning

For learning, we first note that our scoring function in Equation (4.1) is linear in the weights

w. This allows us to use existing structured prediction procedures for learning. To learn the

weights, we adapt the structural SVM framework of [90]. Given positive training images

with the 2D corner locations labeled {In, p,} and negative training images {I,}, we wish to

learn weights and bias term =3 (wH, wD WE, ws, b) that minimizes the following structured

prediction objective function:

1
min - #+C n (4.4)

pI 3>o 2 n

Vn e pos P -D (In,pn) > 1 - gn

Vn E neg,Vp E P A -D (Ip) < -1 + n

where all appearance and spatial feature vectors are concatenated into the vector (D(In,p)

and P is the set of all possible part locations. During training we constrain the weights

wD WE wS > 0.0001. We tried mining negatives from the wrong corner locations in the

positive examples but found that it did not improve the performance. We also tried latent

positive mining and empirically observed that it slightly helps. Since the latent positive

mining helped, we also tried an offset compensation as post-processing to obtain the offset
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of corner locations introduced during latent positive mining. For this, we ran the trained

detector on the training set to obtain the offsets and used the mean to compensate for the

location changes. However, we observed empirically that it did not help performance.

Discussion

Sliding window object detectors typically use a root filter that covers the entire object [27]

or a combination of root filter and part filters [52]. The use of a root filter is sufficient to

capture the appearance for many object categories since they have canonical 3D viewpoints

and aspect ratios. However, cuboids in general span a large number of object categories

and do not have a consistent 3D viewpoint or aspect ratio. The diversity of 3D viewpoints

and aspect ratios causes dramatic changes in the root filter response. However, we have

observed that the responses for the part filters are less affected.

Moreover, we argue that a purely view-based approach that trains separate models for

the different viewpoints and aspect ratios may not capture well this diversity. For example,

such a strategy would require dividing the training data to train each model. In contrast,

we train our model for all 3D viewpoints and aspect ratios. We illustrate this in Figure 4-2,

where detected parts are colored consistently in the figure. As our model handles different

viewpoints and aspect ratios, we are able to make use of the entire database during training.

Due to the diversity of cuboid appearance, our model is designed to capture the most

salient features, namely the corners and edges. While the corners and edges may be oc-

cluded (e.g. by self-occlusion, other objects in front, or cropping), for now we do not handle

these cases explicitly in our model. Furthermore, we do not make use of other appearance

cues, such as the appearance within the cuboid faces, since they have a larger variation

across the object categories (e.g. dice and fire alarm trigger) and may not generalize as

well. We also take into account the tractability of our model as adding additional appear-

ance cues will increase the complexity of our model and the detector needs to be evaluated

over a large number of possible sliding windows in an image.

Compared with recent approaches that detect cuboids by reasoning about the shape

of the entire scene [62, 69, 70, 106, 130, 201], one of the key differences is that we de-

tect cuboids directly without consideration of the global scene geometry. These prior ap-
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Figure 4-4: Illustration of the labeling tool and 3D viewpoint statistics. (a) A cuboid being
labeled through the tool (See Section 4.3 for details). (b) Scatter plot of 3D azimuth and
elevation angles for annotated cuboids with zenith angle close zero. We perform an image
left/right swap to limit the rotation range. (c) Crops of cuboids at different azimuth angles
for a fixed elevation, with the shown examples marked as red points in the scatter plot of
(b).

proaches rely heavily on the assumption that the camera is located inside a cuboid-like

room and held at human height, with the parameters of the room cuboid inferred through

vanishing points based on a Manhattan world assumption. Therefore, they cannot handle

outdoor scenes or close-up snapshots of an object (e.g. the boxes on a shelf in row 1, col-

umn 3 of Figure 4-6). As our detector is agnostic to the scene geometry, we are able to

detect cuboids even when these assumptions are violated.

While previous approaches reason over rigid cuboids, our model is flexible in that it

can adapt to deformations of the 3D shape. We observe that not all cuboid-like objects are

perfect cuboids in practice. Deformations of the shape may arise due to the design of the

object (e.g. the printer in Figure 5-19), natural deformation or degradation of the object

(e.g. a cardboard box), or a global transformation of the image (e.g. camera radial distor-

tion). We argue that modeling the deformations is important in practice since a violation

of the rigid constraints may make a 3D reconstruction-based approach numerically unsta-

ble. In our approach, we model the 3D deformation and allow the structural SVM to learn

based on the training data how to weight the importance of the 3D shape term. Moreover,

a rigid shape requires a perfect 3D reconstruction and it is usually done with non-linear

optimization [106], which is expensive to compute and becomes impractical in an exhaus-

tive sliding-window search in order to maintain a high recall rate. With our approach, if a

rigid cuboid is needed, we can recover the 3D shape parameters via camera resectioning,

as shown in Figure 4-9.
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4.1.2 Database of 3D cuboids

To develop and evaluate any models for 3D cuboid detection in real-world environments, it

is necessary to have a large database of images depicting everyday scenes with 3D cuboids

labeled. In this work, we seek to build a database by manually labeling point correspon-

dences between images and 3D cuboids. We have built a labeling tool that allows a user to

select and drag key points on a projected 3D cuboid model to its corresponding location in

the image (See Section 4.3 for details). For the database, we have harvested images from

four sources: (i) a subset of the SUN database [184], which contains images depicting a

large variety of different scene categories, (ii) ImageNet synsets [32] with objects having

one or more 3D cuboids depicted, (iii) images returned from an Internet search using key-

words for objects that are wholly or partially described by 3D cuboids, and (iv) a set of

images that we manually collected from our personal photographs. Given the corner corre-

spondences, the parameters for the 3D cuboids and camera are estimated. The cuboid and

camera parameters are estimated up to a similarity transformation via camera resectioning

using Levenberg-Marquardt optimization [64].

For our database, we have 785 images with 1269 cuboids annotated. We have also

collected a negative set containing 2746 images that do contain any cuboid like objects.

We perform an image left/right swap to limit the rotation range. As a result, the min/max

azimuth, elevation, and zenith angles are 0/45, -90/90, -180/180 degrees respectively. In

Figure 4-4(b) we show a scatter plot of the azimuth and elevation angles for all of the

labeled cuboids with zenith angle close to zero. Notice that the cuboids cover a large range

of azimuth angles for elevation angles between 0 (frontal view) and 45 degrees. We also

show a number of cropped examples for a fixed elevation angle in Figure 4-4(c), with their

corresponding azimuth angles indicated by the red points in the scatter plot. Figure 4-8(c)

shows the distribution of objects from the SUN database [184] that overlap with our cuboids

(there are 326 objects total from 114 unique classes). Compared with [70], our database

covers a larger set of object and scene categories, with images focusing on both objects

and scenes (all images in [70] are indoor scene images). Moreover, we annotate objects

closely resembling a 3D cuboid (in [70] there are many non-cuboids that are annotated
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Figure 4-5: Single top 3D cuboid detection in each image. Yellow: ground truth, green:
correct detection, red: false alarm. Bottom row - false positives. The false positives tend to
occur when a part fires on a "cuboid-like" corner region (e.g. row 3, column 5) or finds a
smaller cuboid (e.g. the Rubik's cube depicted in row 3, column 1).

with a bounding cuboid) and overall our cuboids are more accurately labeled.

4.1.3 Evaluation

In this section we show qualitative results of our model on the 3D cuboids database and

report quantitative results on two tasks: (i) 3D cuboid detection and (ii) corner localization

accuracy. For training and testing, we randomly split equally the positive and negative im-

ages. As discussed in Section 4.1.2, there is rotational symmetry in the 3D cuboids. During

training, we allow the image to mirror left-right and orient the 3D cuboid to minimize the

variation in rotational angle. During testing, we run the detector on left-right mirrors of

the image and select the output at each location with the highest detector response. For

the parts we extract HOG features [27] in a window centered at each corner with scale of

10% of the object bounding box size. Figure 4-5 shows the single top cuboid detection in

each image and Figure 4-6 shows all of the most confident detections in the image. Notice

that our model is able to handle partial occlusions (e.g. row 1, column 4 of Figure 4-6),

small objects, and a range of 3D viewpoints, aspect ratios, and object classes. Moreover,

the depicted scenes have varying amount of clutter. We note that our model fails when a

corner fires on a "cuboid-like" corner region (e.g. row 3, column 5 of Figure 4-5).

We compare the various components of our model against two baseline approaches.
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Figure 4-6: All 3D cuboid detections above a fixed threshold in each image. Notice
that our model is able to detect the presence of multiple cuboids in an image (e.g. row 1,
columns 2-5) and handles partial occlusions (e.g. row 1, column 4), small objects, and a
range of 3D viewpoints, aspect ratios, and object classes. Moreover, the depicted scenes
have varying amount of clutter. Yellow - ground truth. Green - correct prediction. Red -
false positive. Line thickness corresponds to detector confidence.

The first baseline is a root HOG template [27] trained over the appearance within a bound-

ing box covering the entire object. A single model using the root HOG template is trained

for all viewpoints and aspect ratios. During detection, output corner locations correspond-

ing to the average training corner locations relative to the bounding boxes are returned. The

second baseline is the 2D tree-based approximation of Equation (4.3), which corresponds to

existing 2D parts models used in object detection and articulated pose estimation [52, 197].

Figure 4-7 shows a qualitative comparison of our model against the 2D tree-based model.

Notice that our model localizes well and often provides a tighter fit to the image data than

the baseline model.

We evaluate geometric primitive detection accuracy using the bounding box overlap

criteria in the Pascal VOC [45]. We report precision recall in Figure 4-8(a). We have

observed that all of the corner-based models achieve almost identical detection accuracy

across all recall levels, and out-perform the root HOG template detector [27]. This is

expected as we initialize our full model with the output of the 2D tree-based model and it

generally does not drift too far from this initialization. This in effect does not allow us to

detect additional cuboids but allows for better part localization.

In addition to detection accuracy, we also measure corner localization accuracy for

correctly detected examples for a given model. A corner is deemed correct if its predicted
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(a)

(b)

(C)

Figure 4-7: Corner localization comparison for detected geometric primitives. (a) Input
image and ground truth annotation. (b) 2D tree-based initialization. (c) Our full model.
Notice that our model is able to better localize cuboid corners over the baseline 2D tree-
based model, which corresponds to 2D parts-based models used in object detection and
articulated pose estimation [52, 197]. The last column shows a failure case where a part
fires on a "cuboid-like" corner region in the image.

image location is within t pixels of the ground truth corner location. We set t to be 15% of

the square root of the area of the ground truth bounding box for the object. The reported

trends in the corner localization performance hold for nearby values of t. In Figure 4-8

we plot corner localization accuracy as a function of recall and compare our model against

the two baselines. Moreover, we report performance when either the edge term or the 3D

shape term is omitted from our model. Notice that our full model out-performs the other

baselines. Also, the additional edge and 3D shape terms provide a gain in performance over

using the appearance and 2D spatial terms alone. The edge term provides a slightly larger

gain in performance over the 3D shape term, but when integrated together consistently

provides the best performance on our database.

4.1.4 Conclusion

We have introduced a novel model that detects 3D cuboids and localizes their corners in

single-view images. Our 3D cuboid detector makes use of both corner and edge informa-

tion. Moreover, we have constructed a dataset with ground truth cuboid annotations. Our
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Figure 4-8: Cuboid detection (precision vs. recall) and corner localization accuracy (accu-
racy vs. recall). The area under the curve is reported in the plot legends. Notice that all of
the corner-based models achieve almost identical detection accuracy across all recall levels
and out-perform the root HOG template detector [27]. For the task of corner localization,
our full model out-performs the two baseline detectors or when either the Edge or Shape3D
terms are omitted from our model. (c) Distribution of objects from the SUN database [184]
that overlap with our cuboids. There are 326 objects total from 114 unique classes. The
first number within the parentheses indicates the number of instances in each object cate-
gory that overlaps with a labeled cuboid, while the second number is the total number of
labeled instances for the object category within our dataset.

detector handles different 3D viewpoints and aspect ratios and, in contrast to recent ap-

proaches for 3D cuboid detection, does not make any assumptions about the scene geome-

try and allows for deformation of the 3D cuboid shape. As HOG is not invariant to view-

point, we believe that part mixtures would allow the model to be invariant to viewpoint. We

believe our approach extends to other shapes, such as cylinders and pyramids. Our work

raises a number of (long-standing) issues that would be interesting to address. For instance,

which objects can be described by one or more geometric primitives and how to best repre-

sent the compositionality of objects in general? By detecting geometric primitives, what ap-
plications and systems can be developed to exploit this? Our dataset and source code is pub-

licly available at the project webpage: http: / /SUNprimit ive. cs a il . mit . edu.
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4.2 From individual to context

Finding three-dimensional structures and shapes from images is a key task in computer

vision. Nowadays, we can obtain reliable depth map using low cost RGBD cameras from

the digital consumer market, e.g. Microsoft Kinect, Asus Xtion and Primesense. Just like

digital cameras that capture raw RGB data, these devices capture raw depth maps along

with RGB color images. RGBD images provide a pointwise representation of a 3D space.

We would like to extract structures from such data.

Recently, there are a few heroic efforts in extracting structures in RGBD images, e.g.

[153, 97]. However, most of these approaches group pixels into surface segments, i.e. the

counterpart of image segmentation for RGB images. Although some noteworthy studies

[154] infer support relations in scenes, there is still very little volumetric reasoning used

in the 3D space, which should be even more important as the depth is available, than pure

image information with which volumetric reasoning is well studied [61, 106, 194, 201, 70].

In this section, we design an efficient algorithm to match cuboid structures in an indoor

scene using the RGBD images, as illustrated in Fig. 4-10. A cuboid detector has many

important applications. It is a key technique to enable a robot to manipulate box objects

[171]. Cuboids also often appear in man-made structures [194]. A cuboid detector thus

facilitates finding these structures. Detecting cuboids from RGBD images is challenging

due to heavy object occlusion, missing data and strong clutter. We propose an efficient and

reliable linear method to make a first step towards solving this problem.

Even though matching planes, spheres, cylinders and cones in point clouds has been

intensively studied [149], there have been few methods that are able to match multiple

cuboids simultaneously in 3D data. RANSAC has been combined with extra constraints

to reconstruct geometrical primitives on industry parts from relatively clean range data

[110]; this method assumes perfect geometric primitives. To recover cuboid-like objects in

cluttered scenes, we need a different method.

Local approaches have been proposed for fitting cuboids to point clouds. In [107],

shapes are modeled as superquadratics and detected in clutter-free range data. A gradient

descent method has been proposed in [171] to find multiple cuboids. Due to high complex-
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(a) (b)

(c) (d)

Figure 4-10: Given a color image and depth map we match cuboid-shaped objects in the
scene. (a) and (b): The color image and aligned depth map from Kinect. (c): The cuboids
detected by the proposed method and projected onto the color image. (d): The cuboids in
the scene viewed from another perspective. These cuboids reveal important structures of
the scene.

ity, this method has been used to find cuboids in simple scenes with clutter removed. In

contrast to these local methods, our proposed method is able to work on cluttered scenes,

does not need initialization and guarantees globally optimal result. Our method is also

much more efficient.

Cuboid detection has been intensively studied with 2D images as the input. In [106],

a method is proposed to reliably extract cuboids in 2D images of indoor scenes. This

method assumes that all the cuboids are aligned to three dominant orientations. In [61],

spatial reasoning is used to understand outdoor scenes in 2D images; object interactions

are modeled with a small set of 3D configurations. Sampling method has been proposed
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in [30] to extract 3D layout in 2D indoor images. Recently, a method [194] is proposed

to detect cuboids with flexible poses in 2D images. Finding 3D cuboids in 2D images

requires different domain knowledge to achieve reliable results. In contrast, our method

directly works on RGBD images and there is no restriction on the cuboid configuration:

cuboids may have arbitrary pose and they can interact in complex ways. By using a branch

and bound global optimization, our method is able to give more reliable results than 2D

approaches.

The proposed method is also related to 3D point cloud segmentation. In [97] and [153],

points in color point clouds are classified into a small number of categories. Supporting

relations between patches are further extracted in [154]. These point cloud or RGBD data

segmentation and classification methods do not explicitly extract "volumes" of objects. In

[34], range data are pre-segmented and local search is proposed to fit shape primitives. In

[18], a greedy scheme is proposed for spatial reasoning and segmenting a 3D scene from

stereo into object proposals enclosed in bounding boxes. This method is currently applied

to simple scenes and the result is dependent on the quality of object level segmentation. In

this section, instead of trying to segment a 3D scene into regions, we match cuboids to the

scene. Our method constructs reliable cuboid candidates by using pairs of planar patches

and globally optimizes the cuboid configuration in a novel linear framework.

Finding cuboids in cluttered RGBD images is still unsolved. No previous methods are

able to globally optimize the cuboid configuration when there is no restriction on the poses

and interactions among objects. In this section, we propose a linear method that works

on generic scenes. The proposed method first partitions the 3D point cloud into groups

of piecewise linear patches using the graph method [53]. These patches are then used to

generate a set of cuboid candidates, each of which has a cost. We globally optimize the

selection of the cuboids so that they have small total cost and satisfy the global constraints.

The optimal cuboid configuration has small intersection, and we prefer a large coverage of

the cuboids. At the same time, we make sure the cuboids satisfy the occlusion conditions.

The optimization is formulated as a mixed integer linear program and efficiently solved by

a branch and bound method.

Our contribution is a novel linear approach that efficiently optimizes multiple cuboid
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matching in RGBD images. The proposed method works on cluttered scenes in uncon-

strained settings. Our experiments on thousands of images in the NYU Kinect dataset

[154] and other images show that the proposed method is efficient and reliable.

4.2.1 Overview

We optimize the matching of multiple cuboids in a RGBD image from Kinect. Our goal

is to find a set of cuboids that match the RGBD image and at the same time satisfy the

spatial interaction constraint. We construct a set of cuboid candidates and select the optimal

subset. The cuboid configuration is denoted by x. We formulate cuboid matching into the

following optimization problem,

min{U(x) + )P(x) + AN(x) - yA(x) + c0(x)} (4.5)

s.t. Cuboid configuration x satisfies global constraints.

Here U(x) is the unary term that quantifies the local matching costs of the cuboids, P(x)

is a pairwise term that quantifies the intersection between pairs of cuboids, N(x) is the

number of matched cuboids in the scene, A(x) quantifies the covered area of the projected

cuboids on the image plane, and 0 penalizes the occlusions among the cuboids. X, A, y and

4 control the weight among different terms. In this section, At = 0.1, X = = 0.02 and

y = 1. By minimizing the objective, we prefer to find the multiple cuboid matching that

has low local matching cost, small object intersection and occlusion, and covers a large

area in the image with a small number of cuboids. Besides the soft constraints specified by

the objective function, we further enforce that the optimal cuboid configuration x satisfies

hard constraints on cuboid intersection and occlusion. This optimization is a combinatorial

search problem. In the following, we propose an efficient linear solution.

4.2.2 Cuboid candidates

We first construct a set of cuboid candidates using pairs of superpixels in the RGBD image.

Finding high quality cuboid candidates is critical; we propose a new method as follows.
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Partition 3D points into groups: We first use the graph method in [53] to find su-

perpixels on the RGBD image. With both color and surface normal images, we partition

the depth map into roughly piecewise planar patches. As shown in row one of Fig. 5-25,

we also use the superpixels from the normal image itself; this helps find textured planar

patches.

Constructing cuboids: We use each pair of neighboring 3D surface patches to con-

struct a cuboid candidate. We define that two surface patches are neighbors if their cor-

responding superpixels in the color or normal image have a distance less than a small

threshold, e.g. 20 pixels. The distance of two superpixels is defined as the shortest distance

between their boundaries. To remove outliers, we fit a plane to each 3D patch by RANSAC.

In the following process, we use only the inlier points.

We are ready to construct cuboid candidates from pairs of patches. We select one of

the two neighboring patches and rotate the 3D points in them so that the normal vector

of the chosen one is aligned with the z axis. We then rotate the 3D points again so that

the projected normal vector of the second 3D patch on the xy plane is aligned with y axis.

We then find two rectangles parallel to the xy and xz plane to fit the points on the two 3D

patches. The sizes of the two rectangles can be obtained by finding the truncated boundaries

of the point histograms in each axis direction. For the first plane the z coordinate is the mean

z of the points in the 3D patch, and for the second plane its y is the mean y of the points.

The cuboid is the smallest one that encloses both of the rectangles as shown in Fig. 5-

25 and Fig. 4-13 (a). Fig. 5-25 rows 2-4 illustrate some of the cuboids reconstructed from

neighboring superpixels. We change the red and blue channels of the color image to show

the neighboring superpixels. The projection of these cuboids in Fig. 5-25 row 2 shows that

the 3D cuboid estimation is accurate. Each candidate cuboid is represented by the lower

and upper bounds of x, y and z coordinates in the normalized pose and a matrix T that

transforms the cuboid back to the original pose. We also keep the inverse of T as F. Such

a representation facilitates the computation of cuboid space occupancy and intersection.

Local matching costs: The quality of the matching of a cuboid to the 3D data is deter-

mined by three factors.

Thefirst factor is the coverage area of the points in the two contact cuboid faces. To
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Figure 4-11: Row 1: From left to right are the color image, normal image with the three
channels containing the x,y and z components, the superpixels by using both the color and
normal images, and the superpixels by using the normal image only. The two superpixel
maps are extracted with fixed parameters in this section. Row 2: Left shows the cuboids
constructed using neighboring planar patches and projected on the image; right shows the
top 200 cuboid candidates. Row 3: 3D view of the cuboids in the color image in row 2.
The red and blue dots are the points from the neighboring surface patches. Row 4: The
normalized poses of these cuboids with three edges parallel to the xyz axises.
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plane .
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Figure 4-12: (a): We compute the solidness of a cuboid by discretizing the space in front
of and behind the scene surface into voxels. (b): We encourage cuboids to cover large area
of superpixels on an image.

simplify the computation, the coverage area of the surface points on a cuboid face is deter-

mined by the tightest bounding box as shown in Fig. 4-13 (a). We compute the ratio r of

the bounding box area to the area of the corresponding cuboid face. The smaller one of the

two ratios are used to quantify the cuboid local matching. A perfect cuboid matching has

the ratio r of 1.

The second factor is the solidness. We require that cuboids should mostly be behind

the 3D scene surface. To measure the solidness of cuboids, as shown in Fig. 4-12 (a),

we quantize the space into voxels, whose centers are located on the rays starting from the

origin point and passing through each image pixel. The space of interest is bounded in 1

to 10 meters from the camera. In the bounded space, 200 points are uniformly selected

along each ray. The points behind the scene surface have z coordinates less than the surface

z coordinates. To compute the solidness of cuboid i, we transform the points using the

cuboid matrix F defined before to bring the cuboid to the normalized position. We do not

need to transform all the points but only the points inside the bounding box of the cuboid

in the original pose; other points are irrelevant. The solidness is approximated by ns/na,

where n, is the number of solid space points in the cuboid and na is the number of all

the transformed points falling in the cuboid. We keep only the cuboid candidates whose

solidness is greater than 0.5.
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May coexist

(a) (b) (c)

Figure 4-13: (a): The cuboid matching ratio r is min(A/B,C/D), where A, B, C, D are
the areas of the rectangular regions. (b) and (c): The projection of cuboids and their depth
order determine the occlusion. Cuboid A and B may coexist, but C and D cannot.

The third factor is the cuboid boundary matching cost. When we project each cuboid

candidate to the target image, the candidate's projection silhouette should match the image

edges. We find the average distance between the projection silhouette boundary and the

edge pixels, which can be computed efficiently using the distance transform of the image

edge map. We keep only the cuboid candidates whose silhouettes to edge average distance

is less than 10 pixels.

We choose the top M cuboids ranked by the surface matching ratio r with the solidness

and average boundary error in specific ranges, e.g., solidness greater than 0.5 and boundary

error less than 10 pixels in this section. The costs of cuboids are ci 1 - ri, i - 1..M. In

this section, we keep at most top 200 cuboid candidates.

4.2.3 Formulation

Local matching is not enough to determine the optimal set of cuboids. Since their matching

costs are nonnegative, we would obtain a trivial all-zero solution if we simply minimize the

unary term. One method is to specify the number of objects to be included in the scene.

However, in practice, the number of cuboids is usually unknown. Another method is to

train an SVM cuboid classifier based on the features and the classification result would

have positive and negative values. Our experiment shows that the cuboid classifier has

quite low classification rate and the top 200 candidates are almost always classified into the

same category. We need to incorporate more global constraints and estimate the number of

the cuboid objects and their poses at the same time. We propose a linear formulation of the

optimization in Eq. (4.5).
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Unary term We define a binary variable xi to indicate whether cuboid candidate i is

selected. If candidate i is selected, xi = 1, and otherwise xi = 0. The unary term U is the

overall local cuboid matching cost, U = Yi cixi, where nonnegative coefficient ci is the cost

of choosing cuboid candidate i; ci is defined in section 4.2.2. There is a guarantee that

all the cuboid candidates are at least 50% solid and have projection silhouettes with the

average distance of less than 10 pixels to the image edges. Directly minimizing U would

give trivial all-zero results. We need extra constraints.

Volume exclusion Since each cuboid is solid, they tend to occupy non-overlapping space

in the scene. However, completely prohibiting the cuboid intersection is too strong a con-

dition due to the unavoidable errors in candidate pose estimation. We set a tolerance value

t for the cuboid intersection and in this section t = 0.1, which means cuboids may have

up to 10% intersection. Here the intersection ratio of two cuboids is defined as the ratio

of the volume intersection to the volume of the smaller cuboid. If one cuboid contains the

other, the ratio is 1. The intersection ratio from cuboid i to j is computed by projecting

the regularly sampled points in cuboid i in the normalized pose back to the original pose

using cuboid matrix T and then projecting to cuboid j's normalized pose by using matrix

Fj and finally computing the ratio of the inside points to all these projected points. The

intersection ratio between cuboid i and j is denoted as eij, which is the larger one of the

two possible intersection ratios.

The volume exclusion term has two parts, the first part is soft and the other is a hard

constraint. If two cuboid candidates have intersection less than t, we have the soft term in

the objective function, P= E{{i,iJ}:O<e,<t} ei,jxixj. When optimizing the objective function,

we try to minimize the intersection between cuboids. We linearize the quadratic term xixj

by introducing an auxiliary variable zi,] and letting zij < xi, zi,j < xj, zij > 0, and zi,j

xi + xj - 1. It can be verified that zij, is indeed the product of xi and xj.

Apart from the soft term, we prohibit any two cuboids from having intersection ratio

that is greater than or equals t. The hard constraint is thus xi +x < 1 for each pair of cuboid

candidates i and j that have volume intersection eij > t. The hard constraint ensures that

cuboid candidates whose intersection ratio is at least t do not coexist; the corresponding
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soft intersection penalty in the objective function is zero.

Surface coverage The volume exclusion constraint ensures the correct space occupancy

of the selected cuboids. However, it still does not solve the trivial all-zero solution problem,

i.e., if we simply minimize the unary and pairwise terms no cuboids will be selected. To

solve the problem, we introduce a surface coverage term to encourage the selected cuboids

to cover large surface area. We define that a cuboid covers the surface patches by which

we construct the cuboid. And, we say a cuboid covers a superpixel in an image, if it covers

the corresponding 3D scene patch, as illustrated in Fig. 4-12 (b). We define a variable yk,

which is 1 if superpixel k is covered by a selected cuboid, and otherwise 0. The surface

coverage term is A Ek akyk, where ak is the area of superpixel k. As we minimize the

objective function, a large coverage area is preferred.

Superpixel indicator variable Yk and the cuboid indicator variable are correlated by

Yk X xi, Y0 y k <.
cuboid i covers superpixel k

If all the cuboids that cover superpixel k are not selected, Yk = 0. If at least one cuboid that

covers superpixel k is selected, Yk 1 and the term A is maximized. Therefore, when the

objective is optimized, A is the covered area of the selected cuboids in the image.

Since cuboids may come from color-normal superpixels or normal superpixels, the su-

perpixels may overlap. We construct fine-grained superpixels, each of which is a sub-region

of a superpixel from the two superpixel sets. Variables Yk correspond to these fine-grained

superpixels. The surface coverage term thus encourages the selection of a set of cuboids

that not only have low local matching cost but also cover a large region in an image.

Smaller number of cuboids We prefer to use a small number of cuboids to explain the

scene. The number of cuboids, N = Lixi, is introduced into the objective function. With

the surface coverage term, the small number heuristic indicates that we tend to choose few

large cuboids instead of many small ones. The cuboid number term and the unary term are

merged in the objective function in Eq. (4.6).
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Figure 4-14: Top 200 cuboid candidates and the cuboids matched by the proposed method
and projected on the color images.

Occlusion constraints The selected cuboids should have small occlusion among each

other from the camera view. If a cuboid is completely occluded by another cuboid from

the camera view, one of them has to be a false detection. Apart from complete occlusion,

partial occlusion may indeed happen. We therefore introduce a soft term 0 to penalize the

partial occlusion among the chosen cuboids, and we use hard constraints to prohibit the

complete occlusion.

Occlusion happens if two cuboids' projection regions on the image plane overlap. The

occlusion can thus be defined as d(H n Q)/d(Q), where H is the projected region of the

closer cuboid and Q is the projected region of the farther cuboid, H n Q is the intersection

of the two projection regions, and d(.) extracts the area of a region. To test which cuboid

is closer, we first find the cuboid surface points corresponding to the common projected

region of both cuboids and then we compare their average distances to the camera center.

To count for the estimation errors, we define that there is a partial occlusion if the overlap

ratio is less than u, e.g. 0.75 in this section, and otherwise there is a complete occlusion.

The occlusion ratio between cuboid i and j is denoted as qij. The occlusion reasoning is

illustrated in Fig. 4-13 (b) and (c).

We introduce pairwise variable wij for cuboid candidates i and j that are partially oc-

cluded. We penalize the partial occlusion in the objective function, 0= E {i, j:<qij<u qijwi,

where qij is the occlusion ratio. Similarly to the pairwise cuboid intersection penalty

term, we let wij = xix1 . In an equivalent linear format, wij xi, wij x, wij 0, and

w, 1 > xi + x - 1. If there is a complete occlusion between cuboid candidates i and j, they

cannot coexist. We thus let xi + x1 1, if qij > u.
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4.2.4 Optimization

By combining these terms, we have a complete mixed integer linear optimization:

min{(ci + P)xi + ei,jzi,j - yYakyk+
i {i,j} k

E qjjwj} (4.6)
{i,i}

s.t. Zi,] xi, Zj,j xj, Zj,j xj±xJ - 1,

Vf i, j} that 0 < ei~j < t

Yk x, Yk < 1, V superpixel k
cuboid i covers superpixel k

wi,1 xi, wi,j 5 xJ, wij xi+x - 1,

V{i, j} that 0 < qi,j < u

xi+xi l,V{i, j} that eij > t or qi,j u

xi = 0 or 1. All variables are nonnegative.

We solve the mixed integer linear program efficiently by branch and bound. We use the

linear program relaxation that discards the integer constraints to obtain the lower bound.

The upper bound is initialized by sequentially picking up low cost cuboids that do not have

space or occlusion conflict with previous selections. A branch and bound search tree is

expanded at the branch with the lowest active lower bound on variable x whose value is the

closest to 0.5. In the two new branches, we set the chosen x to 0 and 1 respectively. We

update the lowest upper bound and the lowest active lower bound in each step. A branch is

pruned if there is no solution or if the lower bound by linear programming is greater than

the current upper bound. The lower bound can be efficiently computed using dual simplex

method since only one variable changes the value. The procedure converges quickly. With

200 cuboid candidates and a tolerance gap of 0.01, the optimization takes less than 1 second

in a 2.8GHz machine. There is in fact no need to set a tight tolerance gap between the upper

and lower bounds; a large gap such as 0.5 gives little performance degradation comparing

to a small one such as 0.01 and enables even faster convergence.
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Figure 4-15: Sample cuboid matching results with the proposed method on our captured
data.

4.2.5 Experiments

Qualitative evaluation

Fig. 4-14 shows two examples of the cuboid matching results from the proposed method.

More results on our captured data are shown in Fig. 4-15. We further apply the proposed

method to finding cuboids in the 1449 RGBD images from the NYU Kinect dataset [154].

Sample results of the proposed method on the NYU dataset are shown in Fig. 4-18. Com-

paring with a method [194] that uses only color images for cuboid detection, as shown in

Fig. 4-16, the proposed method gives more reliable results. The proposed method is able

to handle concave objects, objects with or without texture, large objects such as tables and

small ones such as books. It works well on cluttered scenes.

Quantitative evaluation

We compare the proposed method with its variation and competing methods using the NYU

dataset. We labeled 215 images from the 1449 images. These images are from different

scene categories. Sample images with the ground truth projection overlaid are shown in
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Figure 4-16: Comparison with 2D cuboid detection method [194]. The proposed method's
result (Row 1) is more reliable than the result from 2D images only (Row 2).

Figure 4-17: Sample images with ground truth cuboid labeling. The saliency of the labeled
cuboids are denoted by the color: the warmer the color, the more salient the object is. There
are 215 ground truth images and totally 476 labeled 3D cuboids.

Fig. 4-17. We extract the 3D corner coordinates of the cuboids in images using a semi-

automatic method. We choose two vertical planes of a cuboid by marking the regions

on the color image. The two-plane cuboid reconstruction method is used to extract the 8

corner coordinates of the cuboid. Note that we do not need to mark a complete rectangular

region in each cuboid face. Instead, we just need a patch that extends to the face's width

and height. The two-plane method reconstructs the cuboid automatically. Such a process

sometimes needs to iterate for a few times to obtain a satisfactory 3D labeling. During the

labeling, we also specify the sequence of the saliency of labeled cuboids. The object with

label one is the most salient and usually it is the biggest cuboid object in the scene. Ties

of saliency are broken randomly. Note that even though ground truth 2D segmentations

are available for the NYU Kinect dataset, they cannot be used directly for the evaluation

because our task is to match cuboids in the images.

Comparison with greedy method: We compare the proposed method with a greedy
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Figure 4-18: Randomly sampled results of the proposed method on the 1449 images from
the NYU Kinect dataset [154]. We show the projected cuboids in the images. Our method
gives reliable result in cluttered scenes.
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Figure 4-19: Comparing with greedy, local search [171] and MCMC [81] methods. We
show the rate of finding objects when the distance error threshold changes for (a) top one,
(b) top two, (c) top three and (d) top ten salient cuboids in each image.

method that chooses the top 20 cuboids with the smallest local matching costs. Our method

detects less than 20 objects and 6 on average per image in the ground truth test. To evaluate

the matching performance, we compute the average corner distance from each ground truth

cuboid to all the detections and find the minimum distance. There is no predefined order

for the 8 corners; we use bipartite matching to compute the best matching configuration for

each pair of cuboids. We further normalize the average distance by the longest diagonal

of the ground truth cuboid. We use the detection rate curve to quantify the performance.

The curves are shown in Fig. 4-19, which illustrate the detection rate for top saliency, top

two, top three and top ten objects in each image. The proposed method has much higher

detection rate than the greedy approach. Local matching costs themselves are not reliable.

We need to globally optimize all the cuboid matching together to achieve a reliable result.

Comparison with local search method [171] and MCMC [81]: These local search

methods need to initialize the cuboid location, size and orientation. We randomly initialize

these parameters. For each test image, we detect 50 cuboids with these competing methods.

Color is not used by these methods. As shown in Fig. 4-19, the proposed method has much

higher detection rate than these local methods. The complexity of the proposed method is
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Figure 4-20: Detection rate comparison with bottom-up methods. We detect (a) the most
salient object, (b) the top two, (c) the top three, and (d) the top ten objects in each image.
The 0.7 threshold, above which the detection is visually correct, is marked with a vertical
blue line.

also lower than these competing methods.

Comparing with bottom-up approaches: The above competing methods are top-

down. We would like to compare with potential bottom-up competing methods. The seg-

mentation method in [18] also generates object bounding boxes and thus can potentially

be used to find cuboids in RGBD images. This method relies on hierarchical superpixels.

If the object level segment is not available, the corresponding object cannot be detected.

Assuming that we can recover a cuboid perfectly from a superpixel, the chance that the

segmentation forms a complete object sets an upper bound that a bottom-up method can

achieve when finding cuboids. We compare the proposed method with this upper bound.

Here we use the region overlap ratio to quantify the quality of a detection. To obtain a

cuboid region in the target image for the proposed method, we project the cuboid's corners

to the image plane and find the convex hull. We use the method in [18] to obtain a large

set of superpixels using different parameters followed by merging neighbors progressively

based on the color similarity and coplanar degree. We check how the superpixels and our

cuboid projection overlap with the ground truth object foreground. The region overlap is
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quantified by the ratio of the region intersection to the region union. We plot the overlap

ratio threshold vs. detection rate curve in Fig. 4-20. The proposed method gives better re-

sults than the superpixel based approach. This is not a surprise. The hierarchical superpixel

method is not always able to merge two faces of a cuboid if they have very different color

and texture.

Another method to generate object level regions is by object class independent propos-

als [42]. The original region proposal method is for color images only. For fair comparison,

we include the 3D point coordinates into the superpixel detection. We adjust the weight

between the rgb and xyz vectors to achieve the best performance. The proposal regions

are more likely to match the cuboid objects than the superpixels as shown in Fig. 4-20.

However, the region proposal method also has a hard time to find many cuboid objects

especially large objects with complex textures. Above the region overlap threshold 70%,

the detection rate of the proposed method is always higher than that of the region proposal

method. The object independent proposal method has higher detection rate if the region

overlap threshold is less than 0.6 because it uses many more region detections - several

thousand, comparing to less than 20 detections of the proposed method. In fact, the low

threshold detection rate is not important because a detection that has less than 60% overlap

with the ground truth is most likely wrong and it will be hard to recover the 3D cuboid

object using such segments. The bottom-up region based method is also more complex.

There are often 5000 region candidates and it takes 5-10 minutes to find them in a 2.8GHz

machine. Our proposed method uses many fewer cuboid candidates; it is more efficient.

The optimization takes less than one second with the same machine. The whole process

that includes extracting candidates, computing intersection and occlusion takes less than

one minute per image.

4.2.6 Conclusion

We propose a novel method to match cuboids in RGBD images. The proposed linear

method guarantees the global optimization of cuboid matching. It also automatically de-

termines the number of cuboids in the scene. Our experiments on thousands of RGBD
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images of a variety of scenes show that the proposed method is accurate and it is robust

against strong clutter. We believe that this method is a useful component to help 3D scene

understanding.
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4.3 3D Annotation Tool
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Figure 4-21: User interface of the 3D online annotation tool.

To label different kinds of annotations in a consistent tool and file format, we design an

universal online annotation tool for images, panoramas and sequences in 3D, for different

kinds of annotations, e.g. 2D bounding box, 3D bounding cuboids, human body pose,

face landmarks, lines, polygons etc. Our tool is operated through a web browser and is

implemented using HTML5 and WebGL in Javascript.

A snapshot of our web-based annotation tool is shown in Figure 4-21. On the left, it

shows an image to be annotated. If it is a frame from a video with 3D reconstruction, it

will be shown with a 3D point cloud, using the camera pose estimated with structure from

motion. The user can choose to switch to another frame of the video by clicking the wanted

frame on the right panel (Figure 4-22(a)). The user can also choose to see the point cloud

and all the camera poses from a completely new viewpoint without being locked from a

frame.

The "Tools" panel on the top right (also Figure 4-22(b)) is the place where the user

can choose a tool to start labeling. We have tools for 2D geometric figures such as bound-
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(a) Frame selection (b) Annotation tool selection (c) Annotation in action

Figure 4-22: Panels of the annotation tool.

ing boxes, polygons, straight line segments, points, and even a face landmark and human

skeleton. as well as 3D bounding boxes as will be explained later. When a tool is selected,

the panel will become a guide to explain which point to click next to annotate the object,

based on their different properties. The user can now click on the image, or outside the

image (e.g. a corner of a table is outside the available field of view) to finish the annota-

tion. In such a way, the user can freely provide different annotation using the same unified

interface. After the annotation, the user can enter the name of an object, and also adjust the

keypoint location afterwards. The tool can also render a 360 ull view panoramic images as

a texture wrapped on a 3D sphere, and the user can drag the image to rotate and annotate.

Because we have a full 3D reconstruction, it is more natural to annotate 3D bound-

ing boxes around objects rather than the 2D bounding boxes for 2D images [44]. For this

purpose, we introduce a tool for labeling the bounding boxes of objects that have a rough

cuboid shape. To start annotating an object, the user chooses one of the viewpoints of

3D cuboids (Figure 4-23(a)). Then, the system shows a guide (Figure 4-23(c)) to indicate

which corner of the 3D bounding box the user should click on now. The annotation of the

object is complete when all the visible corners of the cuboids are annotated, and a popup

dialog bubble will appear querying for the object category name. We ask the annotator to

annotate the 3D bounding box to be as tight as possible and align with the major orienta-

tion of the object. When annotation finishes, the annotator is allowed to adjust the corner

locations. With the manual online annotation, the next step is to estimate the 3D geometry

from the annotation offline.

Note that the key novelty of our tool is to first ask the user to explicitly choose one of
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(a) choose a viewpoint. (b) labeling interface. (c) next corner to label.

Figure 4-23: 3D cuboid annotation. To annotate each 3D cuboid, the user pick on view
point in (a), and then click on the key points of the 3D bounding boxes on the image in (b).
While annotating, the screen display an indication about what is the next corner to click on,
as shown in (c).

nine possible viewpoints for the object they are labeling, and subsequently ask the user to

click each visible corner, as shown in Figure 4-22 (c). We found this approach to be much

easier to use than the keypoint-based approach of [194], where the viewpoint is implicit.

However, the user's clicks are in 2D, and we need to reconstruction a cuboid in 3D by

minimizing the sum of reprojection errors for the visible corners. We use a simple linear

factorization as initialization, and optimize the following objective function

minj: 11i - K [Rlt] Xilf , (4.7)

where Xi are the 3D locations of the bounding box corners, and ii are the pixel locations

annotated by the user. We solve this minimization using the Ceres Solver [3] to obtain the

reconstruction of the 3D bounding box, up to a scale.

If there is a depth map associated with the image (or frame of a video) available, we

can also make use of the depth to make the reconstruction more reliable. Therefore, we

recover the shape of the cuboid from the user's corner annotations by fitting planes to the

point cloud, defining an initialization using these planes, and finally optimize jointly using

both depth information and user annotation. In more details, first, we obtain the point cloud

consisting of points whose 2D projections are on each face of the 3D bounding box. We

then use RANSAC to fit a 3D plane for each face's point cloud. After that, we intersect the

3D planes and use the inliers' projections to obtain an initial estimate of the cuboid. Using
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this solution as initialization, we optimize the objective function

min i - K [Rt]Xi 12+ K2 Y d(Yk, P) 2 ,
i kE2D(j)

(4.8)

where Xi are the 3D locations of the bounding box corners, and ti are the pixel locations

annotated by the user. For the j-th face Pj, Yk is a 3D point cloud associated with the face,

and d(Yk, Pi) is the Euclidean distance from the 3D point Yk to the 3D plane P. Again,

we solve this minimization using the Ceres Solver [3] to obtain the final estimate. We use

this method to create an RGBD cuboid dataset with 669 images with 1106 3D cuboids1 .

1As part of the master thesis by Erika Lee under my supervision.

156



Chapter 5

Place-centric Scene Understanding

When a human being is navigating in an environment, the visual input is basically

a video. But humans are not understanding the scene as many individual disconnected

snapshots from a video. We understand the environment as an integrated space. Essentially,

to jointly reason about 3D structure and viewpoint in space, we should have a place-centric

representation of the 3D space around the observer.

However, the SUN database is view-based, in the sense that it only contains snapshots

that capture particular views but not the full 3D extent of a place. We desire a place-centric

representation, i.e. one that has a comprehensive model of the entire 3D space as its rep-

resentation rather than a limited set of views. To study this kind of representation, we

construct a database that allows us to model the 3D context of objects in space, to reason

about mechanics and intuitive physics, and to answer questions such as: "what does this

object look like from behind?". A place-centric description of a scene is more complete and

largely resembles the real world, providing the strong advantage of being more invariant

to viewpoint changes. Therefore, we introduced the SUN3D database of full environments

scanned with an RGBD sensor, while walking through the space mimicking human explo-

ration. We designed a robust structure-from-motion pipeline for long RGBD sequences

to produce full 3D models of entire houses, offices, etc. However, existing methods of

The materials presented in this chaper are based on [192, 191] in collaboration with Antonio Torralba,
Yasutaka Furukawa, and Andrew Owens.

157



structure from motion that use RGBD cameras often break with trying to reconstruct large

places. Therefore, we introduce a bundle adjustment algorithm that incorporates semantic

labels introduced by user to obtain an accurate 3D reconstruction of large places scanned

with an RGBD camera, and to provide object segmentations and labels for all the objects in

the environment. The user only needs to label some frames from the video using a LabelMe

[144] style annotation tool. The method will propagate the labels to all the other frames

and use the annotations to help constraint the 3D reconstruction.

This place-centric representation also has many applications such as obtaining a scene-

level 3D reconstruction of large environments. In the last section of this chapter, we will

discuss how to use this as a tool to organize big visual data to provide a photo-realistic map

for museum.
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5.1 Introduction

The popularity of the Microsoft Kinect and other depth-capturing devices [158] has led

to a renewed interest in 3D for recognition. Researchers have extended traditional object

and scene recognition datasets (e.g. [44, 184, 47, 105]) to incorporate 3D. For example,

[101, 163] are an evolution of popular 2D object datasets such as CaltechiOl [47] to 3D

objects captured by an RGBD camera. The NYU Depth dataset [154] and [87, 57] go

beyond objects by capturing RGBD videos of scenes and labeling the objects within. Such

datasets are a natural extension of scene-centered datasets such as PASCAL VOC [44] and

SUN database [184]. However, current 3D datasets still inherit many of the limitations of

traditional 2D datasets. That is, they are still view-based and consists of a collection of

short videos and snapshots that consist views but not the full 3D extent of a place.

We desire a dataset that has a full 3D model of a place (e.g., an entire apartment) rather

than a limited set of views (Fig. 5-19). Such a database would allows researchers to develop

and evaluate better 3D context models, to infer object affordances, and support the use of

quantitative geometry. This will allow us to ask questions like: "what does this object look

like from behind?" and "what can the space be expected to look like beyond the available

field of view?"

Building a 3D model of a place from RGBD video is not a trivial problem, as the depth

data has to be integrated across frames to build a 3D model that is consistent. Despite recent

progress on 3D reconstruction, the existing tools to automatically build such a 3D database

of large places are not reliable. In this chapter we introduce a method for 3D reconstruction

and object labeling that integrates the process of user-driven semantic object labeling with

the 3D reconstruction algorithm in order to: (a) produce better 3D reconstructions, while

(b) providing an intuitive object annotation tool.

There are several systems that employ RGB-D cameras to produce 3D models of places,

e.g. [71, 41, 121]. These systems are oriented towards real-time reconstructions. Real-time

reconstructions are interesting because they allow the user to interact with the tool to correct

errors as they appear. However, scanning a big place remains challenging as reconstruction

errors are frequent and the user needs to understand how to correct the error and rescan
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(a) 2D view-based SUN database [184] (b) Our 3D place-centric database

Figure 5-1: The difference between a view-based scene representation and a place-centric
scene representation.

the place. If the error appears due to a loop closure, then the user could have a hard time

correcting the error. Furthermore, real-time capture systems put strong constraints on the

hardware used for data collection as they are computationally intensive.

Offline reconstruction methods, on the other hand, put less constraints on the data-

collection hardware, and thereby facilitate data capture via crowdsourcing. However, once

the scanning is done, reconstruction errors will be frequent, as the user was not aware at the

time of the scanning, which areas are more difficult and may require more data. Therefore,

we introduce here a new method that incorporates user input in order to build correct 3D

reconstructions of large spaces offline. Our approach is complementary to recent efforts

for real-time 3D reconstruction [71, 41, 121].

As we want to additionally segment and label the objects present in the environment,

we design the processes of 3D reconstruction and object labeling to mutually support one

another (see Figure 5-2). If reconstruction was perfect, then object labeling would be easy

- merely requiring one to label a few frames covering distinct viewpoints of the object. The

reconstruction would then be used to propagate these annotations to the rest of the frames.

On the other hand, if the objects were annotated in every frame, then reconstruction would

improve dramatically since consistencies between frames would be used as constraints in
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Figure 5-2: Semantic labeling as a way to manually correct reconstruction errors.

optimization. Using object annotations to improve 3D reconstruction, and in turn 3D re-

construction to efficiently propagate object annotations, allows us to obtain both simulta-

neously. Also, objects are easy to annotate even for non-expert users, as it does not require

knowledge of 3D geometry. Furthermore, introducing semantics to help 3D reconstruction

opens the door for new exciting types of constraints. For instance, if we know where the

mirrors are, we can remove the reflected points from the reconstruction.

Related work There are several approaches that researchers use to introduce 3D informa-

tion in current databases. For instance, [147] used a 3D laser scanner to capture a database

of snapshots with depth information. [57] uses a Velodyne laser scanner to get 3D recon-

structions of streets. [101, 163, 87, 154, 98, 11, 94] use Kinect cameras to capture 3D.

A less direct way of getting useful 3D information is to rely on user input. For instance,

[79, 143, 78, 68, 198, 131] use manual annotations to provide 3D information about images.

Most of those datasets provide 3D information for single images.

There are several 3D datasets that capture scenes [154, 98, 11, 57] rather than simple

snapshots or videos. Especially noteworthy is the NYU Depth V2 dataset [154], which
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...... .... m eterm
[101] [87] [154] Ours

Figure 5-3: Top view of the reconstruction results to illustrate the typical 3D space covered
by four different datasets at the same physical scale (meter). (a) RGB-D Object dataset
[101]: multiple views of a small object; (b) Berkeley 3-D Object [87]: one view of a scene;
(c) NYU Depth V2 [154]: one corner of a room; (d) Ours: a full apartment including
bedroom, living room, kitchen, and bathroom.

contains scans of a large number of scenes. Despite the large quantity of scans, it is still

very much a view-centric dataset. As an experiment, we reconstructed a large sample of

the sequences in the NYU dataset using our structure-from-motion pipeline (Section 5.2)

and found the coverage of most spaces to be incomplete. Figure 5-3 compares the size of

the spaces scanned in several datasets. We can see that a typical scans in most datasets only

cover a small portion of each place, such as the corner of a room.

Kinect@Home [11] uses crowd-sourcing to ask users to record RGBD video online.

However, because most online users only have Microsoft Kinect with a short cable, the

data collected mainly contains short sequences that cover a small portion of the space.

[98] contains some 3D reconstruction results for home and office, mainly aimed at robotics
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Frame 1448 Frame 1188

Figure 5-4: Example for loop closing. SIFT matching between two frames on the left, and
the score matrix.

applications. The dataset is relatively small, and is still view-based, similar to the NYU

dataset [154]. Object annotation is also a tedious process that requires a human to provide

ground truth. In the case of the NYU dataset [154] each frame is annotated independently

using a LabelMe style interface. In term of methodology, the closest work to us is probably

[12] where an automatic system developed using sampling methods.

In this chapter, our goal is to develop tools that will allow building an annotated database

of full 3D places. Although there are several great tools available to annotate 2D images

and videos [144, 199, 180, 123], they would be less convenient to use for RGB-D sequences

because they do not exploit the 3D structure of the problem for label propagation. In this

chapter we introduce a structure-from-motion pipeline that makes use of RGB, depth, and

semantic annotations to improve the robustness of the 3D reconstructions. The tool uses 3D

structure to propagate object labels to unlabeled frames and uses object labels to improve

the 3D reconstruction.

5.2 3D reconstruction with human in the loop

We propose a system to let human help the pose estimation for RGB-D video. We start

by first running a fully automatic Structure From Motion (SFM) system to reconstruct the

initial camera poses for all frames (the rest of this section). Then, the user labels the ob-

jects in the video sequence, side-by-side with our 3D label propagation algorithm (Section

5.3). The user starts by choosing a keyframe to label, and our system propagates the la-

163

BOW td-idf scores



beling from the good key frames to the remaining frames and the user keep refining for

other frames. After the annotation is done, our system takes the user semantic labels as

constraints in a bundle adjustment procedure (Section 5.4), and produce a better recon-

struction. Because of the high requirement of reconstruction quality, our target input is

RGB-D video, but the same method can be natural extended to RGB images as well.

5.2.1 Automatic initialization

Frame-to-frame registraction As with many structure-from-motion systems, we match

every consecutive pair of frames and compute a relative transformation between them. We

begin by matching keypoints using SIFT and remove poor matches using the ratio test

[113] 1. Within the set of SIFT keypoint, we choose the ones with valid depth value from

the RGBD camera, and use RANSAC to find a 3D rotation and translation transformation

to match the two frames, using 3 points in the inner loop of RANSAC. Using the best-

estimated transformation from RANSAC, we warp the depth of the first frame to predict

the depth of the second frame, and check the consistency between the prediction and the

real depth to the other frame. If the depth consistency is low, i.e. the overlapping of the

two depth maps is small or the difference in the overlapping area is big, then we discard

the transformation from RANSAC. Instead, we use Iterative Closest Point (ICP) algorithm

[121] to estimate the best alignment between the two point clouds from the two frames,

and use this to replace the rotation and translation estimated from RANSAC. With such

an estimated transformation, either from RANSAC or ICP, we obtain a list of inlier SIFT

keypoint correspondences.

Loop closure To detect loops, we use Bag of Word models to compute a feature vector

for each image using td-idf, followed by a geometric verification. For each video, we

uses k-means to train a codebook for bag of world model2. For a given frame, the SIFT

keypoints are detected and their descriptors are used as a histogram of to compute the

1To improve matches on textureless surfaces (which are common in indoor scenes), we start with a strin-
gent ratio-test threshold (0.6) and increase it until we obtain a sufficient number of matches.

2Our codebook size is fixed to be 4,000 trained using 60,000 SIFT keypoints randomly sample from the
same video.
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frequency of visual word. We weight the feature vector by td-idf term frequency from the

same video. As shown in Figure 5-4, we then compute the pairwise dot product between

feature vector to obtain the score matrix for possible loop closure pairs. Note that the

SIFT feature tracks are linked across multiple frames when they share the same location

at each frame. This allows us to have longer features tracks, and it turns out to be quite

important in our experiments. With the score matrix, we use Gaussian smoothing, non-

maximal suppression, and then dilation to pick the list of possible pairs. For each pair,

we run the pairwise frame-to-frame registration discussed above. If there are more than

25 SIFT keypoint correspondences found in the matching, we merge the feature tracks.

By setting very conservative thresholds, our loop closure usually have very high precision

with low recall, which is more desirable, as errors in matchings are difficult to deal with in

bundle adjustment.

Joint 2D+3D bundle adjustment The estimated transformations between neighboring

frames are concatenated together to obtain an initial pose estimation of the sequence. Then,

we use the time ordering of frames and their inlier SIFT correspondences to link keypoint

tracks for bundle adjustment. We use a joint 2D and 3D objective function for our bundle

adjustment as follows:

minE E (2lipc-K[Rc)tc] Xpi2+' -[Rlte]XPI 2)
C pEV(c)

where K is a fixed intrinsic matrix read from device middleware, Re and tc are the rotation

matrix and translation vector for the c-th camera corresponding to a frame, X, is the 3D

location of a 3D point visible from the c-th camera (i.e. p E v(c)), and ic and Xc are the

observed 2D pixel location and 3D location in the camera coordinate system respectively.

In our experiments, our joint 2D and 3D bundle adjustment seems to be significantly more

robust than either 2D or 3D bundle adjustment alone 3.

3 We use ) (= 1000 in our experiment) to weight the two terms, which are in pixels and meters respec-
tively.
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pillow: 1 0.6 0.6 0.2
pillow: 2 0.6 0.6 0.2
wall: 1 10 5 0.2
bed: 1 2.5 2 1.2
bed: 2 2.5 2 1.2

headboard: 1 2.5 2 0.2

headboard: 2 2.5 2 0.2

lamp: 1 0.8 0.3 0.3
telephone 0.3 0.3 0.2
alarm: bed 0.2 0.2 0.2

notebook 0.2 0.2 0.2

ceiling 10 0.2 10
pillow: 3 0.6 0.6 0.2

pillow: 4 0.6 0.6 0.2

nightstand: 1 1 0.7 0.7

Figure 5-5: Simple user interface: a paint-based tool to quickly segment an image using
colors corresponding to object names.

5.3 Multi-view object annotation

We want to ask a user to label the objects and use it to correct reconstruction errors, because

it is a very intuitive task that is shown to be doable without much training [144]. The user

is shown a video player with the object annotation superimposed on the image frame, and

they can play the video using a regular video control bar, as shown in Figure 5-5. And we

provide a paintbrush to for the user to color image regions, name the object, and specify

its physical size. Whenever a user labels or corrects a frame, the object annotation will be

used to propagate automatically to other frames, and the user doesn't need to label them

if the propagation is correct. The task is finished when the user is satisfied with the object

segmentation on all frames.

5.3.1 Interaction at each frame

When the user scrolls to a frame, if the frame has already been labeled, then the stored

object annotation will be shown. Otherwise, if the frame hasn't been touched or confirmed

manually, the 3D-based label propagation algorithm will try to propagate labels from other

keyframes to this frame. Now, the user can choose to carry out one of the following three

operations: correct all mistakes, confirm that there is no error, or simply ignore this frame
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Frame 126 Frame 164 Frame 178

Key Frame Propagation Result Key Frame

More Propagation Result

Figure 5-6: 3D label propagation.

and continue to other frames. By confirming the correctness, it means that no object is

mislabeled as other objects, but it doesn't mean that all objects must be labeled. It is okay

for some regions to be labeled as "null" (black color), which is the default value when no

reliable propagation is obtained. If the user decides to correct the frame, we require that

they fully correct all errors, i.e. all regions mislabeled as other objects. Once again, it

is okay to leave some regions as "null" in order to finish this step. When the user either

confirms the correctness or finishes correcting the error, the frame automatically become

a key frame, and the object annotation from this frame will be used to propagate to other

frames. If the user moves to other frames without correcting or confirming, it means that

the user didn't want to provide any feedback, and the algorithm does nothing.

5.3.2 Annotation propagation

We use the very reliable depth map from RGB-D data to have a very simple but power-

ful label propagation scheme. For an unlabeled frame, we retrieve a small set of nearby

keyframes based on the camera distances and view angles. For each of these retrieved

keyframes, we take all the pixels with valid depth from RGB-D data, and their labels, and

reproject the 3D point cloud to the current frame to accumulate a vote at each pixel, if the

reprojected depth is within a small threshold from the depth of the current frame. Then, we
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Figure 5-7: Annotation propagation.

just take the maximal vote, and smooth the labeling result using max filtering. With such a

very simple propagation scheme, we observe that the results are usually very stable, as we

can see in the example shown in Figure 5-6.

5.3.3 Conflict list

The major source of propagation error comes from camera pose errors, which we intended

to correct by object annotation. The user can correct the errors produced in one frame, but

it is very tedious to correct the errors on every nearby frame. Therefore, we maintain a

conflict list between pairs of frames. When a user corrects a major mistake in a frame, the

algorithm checks to see which keyframes the wrong label is propagated from, and place

them into the conflict list with the current frame. All nearby frames will exclude frames

from the conflict list from being used in propagation. Therefore, correcting a major mistake

from one frame will significantly improve the quality of propagation for all nearby frames.

Using such a simple mechanism, the camera pose errors don't cause much trouble to the

user. Furthermore, if an object from one view gets deleted many times, it means that that
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Figure 5-8: Before and after the semantic bundle adjustment. Our algorithm basically
pulls a list of points beyond to the same object into one 3D bounding box for the object.
Together with constrains from other objects, and keypoints, the camera pose can be reliably
estimated.

object is very unlikely to be correct. The system offer a suggestion to the user to change

the object in the original keyframe.

5.3.4 Size and context

For each object, the system will automatically suggests a 3D physical size for the whole

object based on the object category, and the user can change the recommended setting. The

user can also provide context constraints between objects, such as that one object is parallel

to another object, and this constraint will be used in the semantic bundle adjustment in the

next section. For the naming of the object, we ask the user to name an object first with

its object category, followed by a short description of where the object is located, so that

they can specify if the same object appears twice in another frame (since this is a sign of a

possible reconstruction error). For object categories with many instances in the same place,

e.g. hundreds of chairs in a classroom, we simply avoid using them for correcting the 3D

reconstruction errors in the next section.

5.3.5 Discussion

The annotation task is very intuitive because it requires no knowledge of 3D and geometry,

and it can be used easily by general users. Most of the labeling time is spent on increas-
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ing the labeling coverage of an environment, instead of correcting errors. This is because

that the RGB-D depth and local camera pose estimation are usually very reliable, and the

conflict list effectively deletes bad source keyframes when the camera poses are inconsis-

tent. We have also considered alternative ways, such as drawing bounding boxes in 3D, but

all these approaches require the user to be able to interact with 3D information in a flat-

screen environment, which requires significant training and geometrical knowledge. Also,

when the camera poses are very wrong, showing the point cloud in 3D is a disaster for user

experience.

There are also some objects with highly reflective surface properties, such as mirror,

windows, glass bottles etc. . For these objects, propagation can still be carried out correctly

to a certain degree. For example, the world inside a mirror is a reflective copy of the

real world, and it can be reconstructed in the same way, to help propagate the label, i.e.

"mirror". In the final reconstruction point cloud visualization, we simply delete all 3D

points that come from these objects, to avoid creating a reflective copy of the world that

will produces a lot of artifact. Also, we use the user annotation to remove the ceiling for

better visualization.

5.4 Semantic bundle adjustment

The object annotation not only provides object segmentation, but can be used to effectively

correct the camera pose estimation errors as well. For example, if the same object instance

appears twice in different places of the environment, it signals that the camera pose estima-

tion is incorrect. We desire a way to allow the user to fix the errors. One simple baseline is

to use these related frames with the same object visible and run the frame-to-frame regis-

tration and loop closure as we discussed in Section 5.2.1. However, due to huge viewpoint

and lighting variation, usually there is no reliable registration that we can find, using SIFT

or ICP 4. Therefore, we desire to have a way to make use of the human annotation to im-

pose strong constraints on the 3D reconstruction. However, these constraints should not be

provided at a very low level, akin to clicking on keypoints provided by SIFT matches. This

4 Otherwise, the automatic loop closing algorithm would have been able to detect this linkage.
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Figure 5-9: Constriained bundle adjustment: each box visualizes a constraint introduced
by the user annotation.

would be intractable for a very long sequence. Instead, we desire a way to add constraints

at the object level, to make use of the knowledge that an object in one frame is the same

object in another frame.

Given that exact point-to-point correspondences are very hard to obtain either automat-

ically and manually, we propose a novel approach to generalize traditional bundle adjust-

ment with point-to-point correspondences into object-to-object correspondences. It starts

from a very simple but amazingly powerful idea: we parameterize each object by its 3D

location, rotation, and size of a 3D bounding box. As shown in Figure 5-8, the 3D point

cloud of an object from a view should lie inside the 3D bounding box for the object. Be-

cause there is only one object instance, there is only one 3D bounding box, and all 3D
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Figure 5-10: Object gallery: segmented object point cloud.

points from all views for the same object should lie inside the same 3D bounding box.

Therefore, when the same object appears at different location in the environment, its 3D

bounding box with reasonable physical size cannot contain both. The bundle adjustment

optimization will then pull them together close enough to fit in the same 3D bounding

box. More specifically, for each object, the 6DOF location to and rotation R, are unknown

variables to be estimated by the bundle adjustment. The physical size so of the 3D bounding

box is provided in the annotation process, either automatically suggested by the system

based on the object category, or explicitly specified by the user. Encoding the object-

to-object correspondences in 3D, together with the original bundle adjustment constraints

based on point-to-point tracks, our new objective function is

miny ,- [ReXP1|2+ Ao llXc, - [Re~tc] X,11, (J ip-K[RItc1] 2~~ Rtx 2
C pEV(c)

0 C '([Roto]p[RLtc]-i c 2
0 C pEL(o,c)
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where

,F(X,s) =- max 0O,X - -, -X - -)
2 2

is a loss function that has zero value inside a 3D cuboid with size s, and goes linearly outside

the cuboid. This means that given a 3D point X from the c-th camera, we transformp

it from local camera coordinate system to the world coordinate system using [Relt,]-1,

and transform it from the world coordinate system to the object coordinate system using

[R, t,], and see how far it is from the canonical 3D cuboid centered at the origin with size

s. This '4 function is basically an extension of the quadratic loss function typically used for

point-to-point correspondences.

5.4.1 Special semantics

The same framework can also be used to handle special types of objects. For example,

we can make the bounding box with a very small size at one dimension, and it become a

planarity constraint. If the sizes of the two dimensions are small, it is a line constraint. If the

sizes of all three dimensions are small, it just becomes a point constraint in the traditional

bundle adjustment. There are several types of objects with special semantic meanings. For

"floor", we parameterize it as a flat plane on the plane y = 0. For many objects, we can

parameterize it as an axis aligned object with the y axis (i.e. the gravity direction in our

case). This reduces 2 DOF in the rotation matrix R,, and makes the optimization easier.

This can be used to model both vertical surfaces (e.g. walls) and horizontal surfaces (e.g.

ceiling, table top, counter top) as well. For mirrors and other highly reflective objects,

we remove the points falling inside these image area, for both SIFT matching, and add

no object constraints. For moving objects, such as doors, persons, and pets, we remove

them as well. Of course, all the special operation can be overwritten by the user during the

annotation process if certain assumptions don't hold.

5.4.2 Object context

Our generalized bundle adjustment can also model object-to-object relationship as well,

given that each object is parameterized to be inside a bounding cuboid. For example, if one
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Figure 5-11: Annotation propagation and reconstruction correction result.

object is parallel with the other object, we can add hard constraints to let the two objects

share the same rotation variables. If an object is attached on the other object, not only they

are parallel, their location also add another constraint to be not too far away from each

other, and the projection of the bounding box for the smaller object (e.g. a painting) should

lie inside the bigger object (e.g. a wall). Orthogonality and other angle constraints can

be naturally as a relationship between the rotation matrices of two objects. If two objects

aligned at certain location, we can also add that as constrains on both the rotation and the

translation. More usefully, for walls, we parameterize them as axis aligned object, and

the user can also specified the direction of the walls explicitly. This also helps to rectify

the point cloud to align in a meaningful direction for other applications such as object

recognition and scene understanding to know the camera view angle relative to the gravity

direction.

5.4.3 Optimization

We use Levenberg-Marquardt algorithm to optimize our objective function. To make the

system flexible for adding various kinds of object and context constraints on the fly, we use

automatic differentialization for the optimization using Ceres solver [3]. In our implemen-

tation, we use angle axis representation for general 3D rotation, and use the rotation angle

for the axis-aligned rotation. The parameters A and A, are set in the way that the effects

are normalized to at similar scale with SIFT keypoint tracks and semantic constraints.
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(a) Device (b) Capturing (c) Immediate Visual Feedback

Figure 5-12: Data capturing setup.

5.5 A place-centric 3D database

We introduce a 3D dataset of full environments scanned with a RGBD sensor. In order

to build the database, we have exhaustively scanned each environment, walking through it

mimicking human exploration, and thoroughly covering natural viewpoints. Our dataset

consists of full 3D models of indoor places, as demonstrated in Figure 5-15.

5.5.1 Capturing setup

For the hardware, we mount an ASUS Xtion PRO LIVE sensor to a laptop (Figure 5-12).

To make a database that closely matches the human visual experience, we want the RGBD

video taken at a height and viewing angle similar to that of a human. Therefore, as shown

in Figure 5-12, the operator carries the laptop with the Xtion sensor on his or her shoulder

with a view angle roughly corresponding to a horizontal view slightly tilted towards the

ground. During recording, the operator sees a fullscreen RGB image with registered depth

superimposed in real-time to provide immediate visual feedback. We use OpenNI to record

the video for both RGB and depth at 640 x 480 resolution with 30 frames per second. We

use the default factory sensor calibration for the registration between the depth and image.

We scan only indoor places, because the RGBD cameras don't work under direct sunlight.
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5.5.2 Capturing procedure

Each operator is told to capture the video mimicking human exploration of the space as

much as possible. They are told to walk through the entire place, thoroughly scanning

each room, capturing each object, the floor, and walls as complete as possible. Guidelines

include walking slowly, keeping the sensor upright, avoiding textureless shots of walls and

floors, and walking carefully between rooms to avoid reconstructions with disconnected

components.

5.5.3 Data-driven brute-force SFM
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Figure 5-13: Dataset statistics.
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Figure 5-14: Semantic statistics of our database.

Drifting is a major source of errors, and loop closure is designed to address this issue.

However, due to the great difficulty of view-invariance feature matching, even the state-

of-the-art descriptors, are very poor in practical cases. Indoor scenes are also particularly

difficult because of the low lighting condition and repetitive structures. As mentioned in
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Section 5.2.1, although the automatic loop closing has very high precision, the recall is

usually low. Given the fact the feature matching is not good enough, one way is to use

a data-driven approach to structure from motion pose estimation. We can scan the same

place for many passes, until almost the same viewpoints appear twice, and the distance

between image descriptors are so small that the descriptors are working. In such a way,

we can establish a lot of loop closing linkages and make the reconstruction much better.

This idea is a natural extension of data-driven approach to vision problems, such as scene

completion[65]. Therefore, during data capturing of our dataset, we on purposely make

many passes inside an environment to make the reconstruction better. In the meantime,

this also increase the amount of frames the same object is observed under slightly different

viewpoints, which could be useful for object detection.

5.5.4 Dataset analysis

We have 389 sequences captured for 254 different places, in 41 different buildings. Opera-

tors capture some places for multiple passes, at different times when possible. We manually

group them into 16 place categories. Some statistics is shown in Figure 5-14. Our dataset

will be publicly available, offering image frames and registered depth maps, camera poses

(and intrinsic camera parameters), segmented 3D point cloud for the whole scene with col-

ors, object segmentation mask for each frame, place category for the whole scene, as well

as 3D point clouds with color for each object.

5.6 Integrating category recognition over space

To make the distinction between view-based and place-centric scene representations, and

to study their relationship, we want to visualize which views are likely to appear in which

places and at what locations.

View-based scene classifier We manually select 54 view-based scene categories from the

SUN database [184] corresponding to indoor scenes that we expect to see in our database.

We take all the images from the latest version of the SUN database that fall into the chosen
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Figure 5-15: Each column contains examples from each place category. The numbers are
the median example areas for each place category.

categories and use object bank features [109] to train a one-vs-rest linear SVM classifier.

Then, for each frame in a sequence, we run the trained classifier to obtain a score with 54

dimensions for the view-based scene category of the frame.

View-category map To obtain a map of the view category distributed over the space, we

define a grid on the floor with cells of size 0.1 x 0.1 meter2 . We project the 3D points from

each view onto the floor grid to cast a vote, and accumulate the 54 dimensional score vector

on each grid node to get the sum of the responses for each category voted from different

frames. We define a Markov Random Field (MRF) on the grid with neighborhood of size

8, and let the label space to be the view-based scene category, where each node has a unary

term to indicate how likely it is to belong to a particular view category. To encourage the

spatial smoothness of the view-category map, we use the Potts binary cost as the pairwise

potential and optimize the MRF using [20]. Some example results are shown in Figure 5-

16. While the result shows some interesting structure, view categorization on our dataset is

still very challenging. This is likely due to the fact that the training SUN database images

[184] are from Internet photo collections, which do not necessarily resemble real-world

navigation experience. Photos found on the Internet are often shot from very restricted

canonical viewpoints in brightly-lit rooms with almost zero camera tilt, whereas our scans
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Figure 5-16: Examples of view category maps for the full places.

are much darker with significant camera rotation.

View-view and view-place relation There has been some work studying the relation-

ship between view-based scene and sub-scenes [195], as well as the views inside a 2D

panoramic place representation [187]. However, these works can only study the view-view

and view-place relationship in 2D image space. Now, with our dataset, we can study the

relationship between view and place in space. Figure 5-14 shows the distribution of view

categories and place categories in our database, obtained by counting the number of grid

cells belonging to each view, and the number sequences belong to each place. Figure 5-17

shows the co-occurrence pattern of neighboring nodes in the space for different views, as

well as the co-occurrence pattern of the view categories and place categories, by counting

the number of grid cells with view labels inside each place category. Note that the view

category is obtained from the prediction of the trained classifier with the MRF, and the

place category is labeled manually.
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Figure 5-18: Categorization of different map visualization for indoor and outdoor environ-
ments. While major efforts have been made in the past for outdoor environments, indoor
scenes, in particular, their photo-realistic visualization, is still in its early stage. This section
enables the photo-realistic visualization of indoor scenes from aerial viewpoints, which can
be nicely integrated with the conventional ground-based indoor navigation experiences.

5.7 Application: photo-realistic indoor map

Digital photography has gone through a revolution in the past decade, where an ever-

growing number of photographs are acquired everyday all over the world and shared online.

The abundance of photographic data combined with the growing interests in location-aware

applications make 3D reconstruction and visualization of architectural scenes an increas-

ingly important research problem with large-scale efforts underway at a global scale. For

example, Google MapsGL seamlessly integrates a variety of outdoor photographic content

ranging from satellite, aerial and street-side imagery to community photographs. Indoor

environments have also been active targets of photographic data capture with increasing

business demands. For instance, the Google Art Project allows exploration of museums

all over the world as well as close examination of hundreds of artworks photographed at

high resolution. Google Maps and Bing Maps serve stunning panorama images of indoor

businesses such as grocery stores and restaurants.

However, unlike outdoor environments offering imagery from both aerial and ground-
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Figure 5-19: A texture-mapped 3D model of The Metropolitan Museum of Art recon-
structed by our system, which directly recovers a constructive solid geometry model from
3D laser points.

level viewpoints, indoor scene visualization has so far been restricted to ground-level view-

points, simply because it is impossible to take pictures of indoor environments from aerial

viewpoints (See Fig. 5-18). The lack of aerial views hampers effective navigation due to
the limited visibility from the ground level, especially for large-scale environments, such

as museums and shopping malls. Without a photorealistic overview, users can easily get
lost or confused during navigation.

This section presents a 3D reconstruction and visualization system for large indoor

environments, in particular museums (See Fig. 5-19). Our system takes registered ground-

level imagery and laser-scanned 3D points as input and automatically produces a 3D model

with high-quality texture, under the assumption of piecewise planar structure. Our system
enables users to easily browse a museum, locate specific pieces of art, fly into a place
of interest, view immersive ground-level panorama views, and zoom out again, all with

seamless 3D transitions (demos and videos available at [167]). The technical contribution

is the automated construction of a Constructive Solid Geometry (CSG) model of indoor

environments, consisting of volumetric primitives. The proposed "Inverse CSG" algorithm

produces compact and regularized 3D models, enabling photorealistic aerial rendering of

indoor scenes. Our system is scalable and can cope with severe registration errors in the
input data, which is a common problem for large-scale laser scanning (Fig. 5-20).
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Figure 5-20: A top-down view of input laser points, where two different colors represent
two vertical laser range sensors. A challenge is the presence of severe noise in the input
laser points. Note that errors are highly structured and "double walls" or even "triple walls"
are prevalent.

Related work

Laser range sensors have been popular tools for 3D reconstruction, but the major focus of

these approaches has been limited to the reconstruction of small scale indoor environments,

objects, and outdoor buildings [26, 110], or the analysis of 3D structure such as the detec-

tion of symmetry or moldings [129, 139]. A human-operated backpack system [111, 146]

was proposed to produce 3D texture-mapped models automatically, but their results usu-

ally have relatively simple structures of the final models. As pointed out in [111], a major

challenge for data acquisition is the precise pose estimation for both imagery and 3D sen-

sor data, which is critical for producing clean 3D models with high-quality texture images

requiring pixel-level accuracy. Although there exist scalable and precise image-based pose

estimation systems based on Structure from Motion algorithms [2, 4], our data collection

exposes further challenges. First, indoor scenes are full of textureless walls and require

complicated visibility analysis because of narrow doorways. Furthermore, museums often

have rooms full of non-diffuse objects (e.g., glass and metallic materials), which violates

assumptions of vision-based systems. Active depth sensing usually yields more robust and

accurate pose estimation [71, 82]. However, even with high-quality laser scans, pose es-

timation is still very challenging, as museum floors are often uneven (e.g., floors made of
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Figure 5-21: 3D
points, 2D lines,

CSG construction happens step by step in a bottom-up
2D rectangles, 3D cuboids to final 3D CSG models.

manner, from laser

stones) causing laser range sensors to vibrate constantly. Furthermore, simply the scale of

the problem is unprecedented in our experiments (more than 40,000 images and a few hun-

dred million 3D points for the largest collection), where robustness to registration errors

becomes an inevitable challenge to overcome.

In image-based 3D modeling, surface reconstruction is usually formulated as a vol-

umetric segmentation problem via Markov Random Field (MRF) defined over a voxel

grid [55, 72]. However, an MRF imposes only local regularization over pairs of neigh-

boring voxels, which are susceptible to highly structured noise in laser points. Also, these

approaches typically penalize the surface area which makes it difficult to reconstruct thin

structures such as walls, leading to missing structures or reconstruction holes [55]. The

requirement of having a voxel grid limits the scalability of these approaches due to mem-

ory limitation. Another popular approach is to impose strong regularity [164, 189, 193]

by fitting simple geometric primitives to the point cloud data. However, most approaches

have focused on modeling outdoor buildings where the structures are much simpler than

indoor scenes. Due to these challenges, large-scale indoor scenes are usually modeled by
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All the runs Subset of runs Subset of runs
(for visualization) after point filtering

Figure 5-22: Laser range sensors sometimes scan for a long distance, for example through
doorways, which unfortunately yields sparse and noisy 3D points. The point filtering step
removes such unwanted noisy points (highlighted in red).

hand in CAD software [10]. An alternative option is to extrude walls from floorplans (i.e.

extend the 2D floor plan vertically). However, it is not feasible in practice for our targeted

museums, as accurate floor plans do not exist for many museums. Even where they exist,

floorplans may come in different styles or formats, which makes it difficult to automati-

cally parse such images. Even if walls are extracted, they need to be aligned with images

for texture mapping, which involves a challenging image-to-model matching problem at

a massive scale. Single-view 3D reconstruction techniques [61, 194] are also popular for

architectural scenes, where priors and sophisticated regularization techniques play an im-

portant role, which is common in this section. However, their focus is more on the analysis

of 3D space, while our primary interest is scene visualization that requires higher quality

3D models.

For indoor scene visualization, view-dependent texture mapping is typically used to

provide interactive scene exploration [55, 176]. For example, Google Art Project, Google

Maps, and Bing Maps provide immersive panorama-based viewing experiences for muse-

ums and indoor businesses. However, unlike in outdoor maps, in all these systems, naviga-

tion is restricted to ground-level viewpoints, where photographs can be directly acquired.

As a result, there is no effective scene navigation due to the lack of more global overview

from aerial viewpoints. Our goal in this work is to produce 3D models that enable aerial
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Figure 5-23: System pipeline. The first row shows the entire pipeline of our system, and the
second row shows the detailed pipeline of "Inverse CSG" reconstruction of a 2D horizontal
slice.

rendering of indoor environments using ground-level imagery.

5.7.1 Data collection and preprocessing

A hand trolley is used to capture input data in our system. It is equipped with a rig of

cameras and three linear laser range sensors, two of which scan vertically at the left and

the right, while the other sensor scans horizontally. For operational convenience, data

collection for a large museum is performed over multiple sessions. We use the term run

to refer to the data collected from a single session. We use the horizontal laser scans to

estimate sensor poses for all runs together using [82], and we handle each floor separately.

We use the vertical ones for 3D model reconstruction, since they provide good coverage in

general. We also estimate a surface normal at each laser point by fitting a local plane to

nearby points.

Laser range sensors on our trolley can scan for long distances, for example, rooms next

door through narrow door ways (See Fig. 5-22). This causes a problem, because the same

room can be scanned from multiple runs, where laser points from nearby runs are dense

and accurate, while those from far runs become sparse and possibly inaccurate. There-

fore, we only keep laser points from nearby runs at overlapping regions. More concretely,

given laser points from all the runs, we project them onto a horizontal plane, compute their

bounding box, and overlay a grid of cells inside the bounding box, where the size of a cell
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is set to be 0.1 meters. At each cell, we identify a(= 2) runs that have the most number of

points in the cell, and filter out all the points that belong to the other runs. Note that this

filtering procedure is not perfect and may leave unwanted points. However, our reconstruc-

tion algorithm is robust, and the main purpose of this step is to remove the majority of the

unwanted point clouds.

5.7.2 Inverse CSG for large-scale indoor modeling

While many 3D reconstruction algorithms are designed to recover a surface model, we

aim at reconstructing a volumetric representation of a scene from registered laser scan. In

particular, we model the visible free space (surface exterior space), which is directly mea-

sured by laser range sensors, as opposed to the invisible filled-in space, which is blocked

by walls, floors and ceilings. For simplicity, we assume that the space outside buildings is

filled-in, which makes the free-space a well-bounded volume.

We reconstruct the free space volume as a Constructive Solid Geometry (CSG) model,

which is an expression of simple geometric primitives with union and difference operations.

We choose cuboids as volumetric primitives, as they are the most common shapes in archi-

tecture design, and good approximations for others. We restrict cuboids to be aligned with

the vertical (gravity) direction but allow arbitrary horizontal orientations, which is more

general than the Manhattan-world assumption [54, 55]. The use of volumetric primitives

and the CSG representation allows us to impose powerful architectural regularization and

recover compact 3D models, which is a key factor for large-scale reconstruction and visual-

ization. Our strategy is to enumerate primitive candidates, then construct a CSG model out

of the generated primitives to best describe the input laser information. Instead of directly

solving for a CSG model with 3D volumetric primitives, where the number of primitive

candidates becomes prohibitively large, we (1) split the 3D space into a set of horizontal

slices, each of which shares the same horizontal structure (i.e., a floor plan structure in the

slice); (2) extract line segments from the input point clouds in a horizontal slide, which

are used to form rectangle primitive candidates; (3) solve a 2D CSG model with rectangle

primitives in each slice; (4) generate 3D primitives based on the 2D reconstructions, then
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. Line segments

Figure 5-24: 2D CSG reconstructions for the eleven horizontal slices for one run in Met.
For each slice, the figure shows the 3D point cloud and extracted line segments (in red) at
the left, and reconstructed 2D CSG model at the right, where green (resp. red) rectangles
are additive (resp. subtractive) primitives.

solve for a 3D CSG model (See Fig. 5-21). We now detail in these steps.

Slice extraction and 2D primitive generation

A floor plan structure on a horizontal slice changes at the existence of horizontal surfaces.

For example, in a room with two different ceiling heights, the structure of the horizontal

floor plan changes at the two ceilings. We compute the histogram of the number of 3D

points in the gravity direction, and convolve it with a Gaussian smoothing operator with a

standard deviation equal to 0.5m. We identify peaks in the histogram to identify dominant

horizontal surfaces, which divides the 3D space into 2D slices.

Illustrated in the bottom row of Fig. 5-23, for each slice, we project laser points within

the slice onto a 2D horizontal plane, and extract line segments passing through them by

Hough transformation [80]. These line segments are used to enumerate rectangle candi-

dates in several ways (Fig. 5-25).

First, a rectangle is generated from every tuple of four line segments forming appropri-

ate angles, where 5' error is allowed (also for the remaining cases). Second, every triple of

segments forming a "E-" shape generates four rectangles, where the position of the missing

edge is at one of the four endpoints of the two side line segments. Third, every pair of par-
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allel segments generates () = 6 rectangles, where the positions of the two missing edges

are chosen out of the four endpoints of the two line segments. Lastly, every pair of per-

pendicular line segments is used to generate (') x (') = 9 rectangles, where two horizontal

(resp. vertical) positions are determined out of the three possible positions (two endpoints

of the parallel line segment and the intersection of the two line segments).

We generate an over-complete set of primitives, because line segment extraction may

not be perfect, and we do not want to miss any important rectangles. In order to speed up

the following reconstruction step, we prune out primitive candidates that are unlikely to be

part of the final model, based on the following three criteria. First, any small rectangle,

whose width or height is less than 0.15 meters, is removed. Second, identical rectangles

are removed except for one copy, where two rectangles are defined to be identical if the

distance between their centers is less than 0.3 meters, and the difference of each dimension

(width and height) is less than 0.2 meters. Third, a rectangle without enough supporting

laser points is removed, that is, if the number of laser points that are within 0.2 meters

from the boundary of the rectangle is less than 0.05 times the number of laser points in the

slice. For a typical run, the algorithm extracts about 50 to 100 line segments per slice, and

generates nearly a million primitives initially, which are reduced to a few hundred thousand

after pruning.

Reconstructing 2D CSG models

We aim to construct a CSG model T that best describes the laser information. The solution

space is exponential in the number of hypotheses, and we propose a simple algorithm that

greedily adds or subtracts a primitive. Let E(T) denote an objective function that measures

how well T explains the laser information. We start from an empty model. In each iteration,

we try to add or subtract each primitive to or from the existing model, evaluate E(T) for

each result, and choose the best one to be the new model. The algorithm iterates until

E(T) does not increase by more than a threshold e, which is set to 0.02. We now give the

definition of E(T) in the rest of this section.

The laser scan provides not only a 3D point cloud, but also the information that nothing

exists between the laser center and the scanned 3D point. Thisfree-space score is calculated
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Figure 5-25: Line segments are used to form rectangle primitives. Depending on the num-
ber of available line segments, different number of rectangle primitives are generated.

on a grid of voxels in 3D. First, we compute the axis-aligned bounding box of all the laser

points, while ignoring the extremal 2% of points in each direction to avoid noise. The

voxel size is set to 0.4 meters5. For each voxel, we count the number of laser lines passing

through it (i.e., a line segment connecting the laser center and the scanned 3D point). A

voxel with more counts is more likely to be in the free space, and hence, the free-space

score is set to be the number of non-zero count voxels. We truncate the score to be no more

than fifteen to avoid bias towards the voxels near the laser centers. Zero-count voxels,

in turn, are unlikely to be in the free-space, because laser range sensors usually scan an

entire free-space (the trolley operators are instructed to do so). Therefore, we assign a

negative free-space score for zero-count voxels. More precisely, for each voxel with zero

count, a distance transform algorithm [51] is used to compute the distance to the closest

positive-count voxel, and its negated distance (in voxel units) multiplied by 30 is set as

the free-space score. The use of distance transform is important as free-space scores tend

to become noisy at surface boundaries. To obtain free-space scores for each 2D slice, we

simply take the average score value inside the slice vertically.

The objective function E(T) consists of the following three terms. The first term mea-

5 Different from standard volumetric reconstruction algorithms [55, 72], voxel resolution is not critical for
accuracy in our approach, as precise surface positions are determined by primitives.
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Oblique View Top View

2D CS

Side View

Greedy Optimization

3D CSG

Figure 5-26: From 2D CSG to 3D CSG. The first row contains the oblique and the top views
of the 2D CSG model reconstructed in a horizontal slice, which consists of 2D rectangles.
In the second row, each 2D rectangle is inflated to generate 3D cuboid primitives, where
the top and the bottom faces are determined by using all possible pairs of horizontal slice
boundaries. The figure shows two such cuboid primitive examples, which are generated
from the red rectangle. In the third row, a pool of cuboid primitives are used to construct
3D CSG model, where we allow subtraction operations as in the 2D case, and a subtractive
primitive is illustrated in orange.
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sures how much free space information is explained by T:

{ Sum of free-space scores inside T}

S {Total sum in the domain without negative scores}

Ideally, if the shape T explains the free space perfectly, it would cover all positive scores

and none of the negative ones, then E1 (T) = 1. The second term measures the ratio of laser

points that are explained by T:

E {# of points on the surface of T}
S{total # of points}

However, this term encourages a complex model that explains all the 3D points. Therefore,

the third term measures the quality of T from laser points for regularization:

{perimeter of T near laser points (within 0.2 meters)}
S{total perimeter of T}

The overall objective function E(T) is defined to be a weighted sum of the three terms:

E(T) = wiE1(T)+ w 2E2 (T)+ w 3E3(T), (5.1)

where w1 = 1, W2 = 0.1 and W3 = 0.4.

Reconstructing 3D CSG model

Having reconstructed a 2D CSG model for each slice, one possible way to generate a 3D

CSG model is to extrude each 2D CSG model as thick as the corresponding horizontal slice,

and stack them up. However, this solution tends to create jagged, misaligned models (e.g.

the first row of Fig. 5-27), as it does not integrate evidence across multiple slices and thus is

sensitive to laser scan errors. To address this issue, we propose a 3D Inverse CSG algorithm

to generate a 3D model, as shown in Fig. 5-26. We follow the same two-step InverseCSG

algorithm for the 2D slice reconstruction, and extend it to handle 3D reconstruction: first

to generate a pool of primitives (3D cuboids), and then use our greedy algorithm to choose

a subset of primitives from the pool to represent the final complete shape.
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0

Figure 5-27: Reconstruction results for the Frick Collection. Top: Stacked 2D CSG models
for individual runs. Middle: Corresponding 3D CSG models. Bottom: The final merged
3D CSG model. The white model is the example illustrated in Fig. 5-23. Note that there
exist three more runs for this museum, which are not visible here because of overlapping
or occlusion in rendering.

For the first step, for each 2D primitive in the 2D CSG result, we generate multiple

candidate 3D primitives: the vertical positions of their top and bottom faces are chosen

from every pair of slice boundary positions (the top and bottom faces have the same shape

as the 2D primitive - only their vertical positions vary). Therefore, let N denote the number

of the horizontal slice boundaries. Each 2D rectangle generates (N) cuboid primitives.

Then, we define the same objective function as before in Eq. 5.1, which can be naturally

generalized to 3D, and use the same greedy algorithm as in Sec. 5.7.2 to "redo" everything

with 3D cuboids as primitives. After reconstructing a 3D CSG model for each run6, we

simply take the union of all the models in the CSG representation to create the final merged

model, and convert it into a mesh model by CGAL [24].

6Runs are processed independently for computational and memory efficiency. If needed, a long run can
be split into shorter ones, where resulting CSG models can be merged in constant time.

193



Figure 5-28: Two examples of the 3D CSG optimization process. Our 3D CSG construction
algorithm either adds or subtracts a cuboid primitive at each step, while greedily optimizing
the objective function. Example model progression is shown for a run in National Gallery
and Met, respectively.

5.7.3 Indoor scene visualization

Our goal in visualization is to display an entire museum from aerial viewpoints for effective

navigation. However, a reconstructed CSG model is not yet suitable for the task, because

ceilings and walls occlude interiors, and the walls have no thickness (i.e., a paper-thin

model), which look unrealistic from an aerial view. In this section, we first explain CSG

manipulation techniques to remove ceilings and add thickness to walls for the construction

of view-independent wall models. Second, we propose a technique to optimize the visibil-

ity of wall models for a given viewing direction, in particular, lower the back-facing walls

to construct view-dependent wall models optimized for the view. Third, we introduce our

scalable texture mapping algorithm, which can handle a very large mesh with tens of thou-

sands of input images. Lastly, we explain our interactive indoor scene navigation systems

that make use of the wall models.

View-independent wall model construction

Denote a reconstructed 3D CSG model from previous section as T, which consists of addi-

tive and subtractive primitives (cuboids). We expand T to generate an inflated model Tfat,

then subtract the volume of T from Tfat, which carves out interior volume and leaves a

thickened wall structure outside (See Fig. 5-30).

In detail, let A be a manually specified thickness of the wall (A = 0.5m). We inflate
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View-dependent models (different height thresholds)

Figure 5-29: View-dependent model construction can lower back-facing walls for increased
visibility. Different height thresholds are used to generate models at the right. This example
shows the close-ups of the State Tretyakov Gallery.

Primitive manipulation A CSG-model manipulation
for Tft A

H1
Addlie primitie

A ................-- -16...............
T=((H + )-Hl) T f TUP

modified
primitives Rect(h): ------------------- Rect(h)

Subtractveprin bve
AAl

A -Wall model

(T a - T) - Rect(h) (T f t - T uP) - Rect(h)

Figure 5-30: Given a CSG model T, we expand each additive primitive and shrink each
subtractive primitive (left), to generate an inflated model Tfat. Subtracting T from this
inflated model Tfat gives us a wall model with thickness (right). To remove floating walls
due to a complex ceiling structure, we subtract TuP that is constructed to have infinite
height, instead of T.

(resp. shrink) each additive (resp. subtractive) primitive horizontally, to move outwards

(resp. inwards) each vertical face by A. The model is then translated downwards by A, so

that ceilings are removed when subtracting T. This modified CSG model is denoted as Tfat,

and (Tfat - T) produces a model with thickened walls and without ceilings. We also limit

the maximum height h of a structure by further subtracting Rect(h): ((Tfat - T) - Rect(h)),

where Rect(h) denotes a cuboid whose bottom side is at height h and extends to infinity

at the other five directions. h is set to 6 meters. Illustrated in Fig. 5-30, this construction

produces a solid geometry for every vertical facade in a model. However, there may still

be some unwanted fragments in the air near complex ceiling structures. Therefore, we

construct ((Tfat - TuP) - Rect(h)) instead as our wall model. The difference is to construct
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Figure 5-31: View dependent model optimization. For an application with a fixed view-
point, we can further manipulate 3D CSG structure to lower back facing walls. We con-
struct front facing walls (top row in the middle columns) and back facing walls (bottom
row in the middle columns) independently, which are merged by simply taking the union
operation in the CSG representation to construct a view dependent wall model.

TuP from T by extending the top face of each additive primitive to infinite height, and

subtract TuP instead of T.

View-dependent wall model construction

When a viewing direction is fixed in an application, we can further optimize the visibility of

the model for the given direction by lowering back-facing walls. Fig. 5-31 illustrates how

CSG model can be further manipulated to lower back-facing wall. Let v be the viewing

direction, for which the model is to be optimized, and denote hf and hb as the maximum

height of the structure to be reconstructed for the front-facing and back-facing walls, re-

spectively. For each primitive cuboid, consider a local coordinate frame whose XYZ axes

are aligned with the cuboid. Then, we translate the primitive along each of the XYZ axes

along v direction by A(= 0.5m). Let us denote this translated model as TV, as shown in

the second column of Fig. 5-31, then (TV - TuP) - Rect(hf) generates front-facing facades

with the height limited at hf as in the third column of Fig. 5-31. Similarly, let V be the

inverted reflection vector of v against the ground plane, then the back-facing facades are

modeled by (T - TuP) - Rect(hb). The finally view-dependent 3D model is obtained by
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taking their union:

((T - TuP) - Rect(hf)) + ((Tv - TuP) - Rect(hb)).

hf and hb are set to 6 and 2 meters, respectively, in our experiments. Effects of the view-

dependent construction on real examples are shown in Fig. 5-29.

Texture mapping

The last step of our pipeline is to texture-map a wall model from registered photographs.

Modern techniques minimize texture stitching artifacts over multiple faces simultaneously

[156, 193]. We take a similar approach but with modifications, as our system needs to

be scalable to an entire building with tens of thousands of input images. It needs to be

also robust against reconstruction errors in a 3D model as well as large registration errors

among cameras and a 3D model, which is a common problem for laser scanning of a large-

scale environment. Our approach is to extract piecewise planar structures in a model as

face groups, which ideally correspond to walls, floors, and ceilings, then solve a stitching

problem in each face group independently 7 . Note that stitching artifacts are expected to be

present at face group boundaries, but this is not an issue in practice, because face group

boundaries typically correspond to room and floor boundaries, where textures are not very

important. While our CSG representation inherently contains such face group information,

the library we used in our implementation - CGAL [24] - does not keep this information

when triangulating a mesh model. Also, a single wall is not reconstructed as planar at

times, mainly due to the noise in the input laser scan. Therefore, we design a simple

region-growing algorithm to identify face groups from a triangulated mesh model: We

first pick a face f with the largest area from the mesh to create a new group, and keep

adding a neighboring face f' to the group if f and f' are nearly coplanar, until no more

faces can be added. Then, we remove all the faces of the group from the mesh and start

again from the beginning. For each face group, we use [156] to stitch a texture image with

blending. At times, even a single face group becomes large, yielding expensive graph-cuts
7We did consider a large-scale graph-cut algorithm [31], but it is still expensive. Our scheme exploits our

compact 3D model, and allows easy implementation that works well in practice.
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optimization. Therefore, we solve a stitching problem at a coarse level (roughly one node

per 20 x 20cm 2), then up-sample the resulting stitching information to generate higher

resolution texture images (one pixel per lcm2 ). Lastly, we observed in our experiments

that floor textures suffer from very strong artifacts and become mere distractions, mainly

because all the cameras are positioned either parallel to the ground or upwards. We identify

floor by taking face groups whose vertices are all within 0.05m from the ground, and fill in

with a solid gray color. We also assign a gray color to face groups that are not visible from

any input camera.

Ground view and aerial view navigation

A global texture-mapped mesh model enables visualization of large indoor scenes from

aerial viewpoints, which is more effective for navigation and exploration than traditional

ground-only (e.g., panorama-based) visualization. The model can be rendered from ar-

bitrary viewpoints, but is not effective for close-range ground viewpoints, because our

model only captures dominant facade geometry and lacks in small objects or any non-

rigid structure such as water from fountain. For a ground viewpoint, a nearby input image

is much more immersive, free from any artifacts, and can visualize even non-rigid objects

and view-dependent effects such as non-diffuse reflections. However, ground level visual-

ization alone is ineffective for navigation due to the limited visibility and mobility.

To integrate the merits from both modes and overcome their disadvantages, we propose

to employ traditional panorama based navigation for ground viewpoints, while allowing

users to switch between ground and aerial viewpoints at any time. In our implementation,

we geo-register our 3D mesh models and load them to the Google Earth to control the

camera path as in Fig. 5-32. Our visualization system enables users to easily browse a

large-scale indoor environment from a bird's-eye view, locate specific room interiors, fly

into a place of interest, view immersive ground-level panorama views, and zoom out again,

all with seamless 3D transitions. See our project website for the videos [167].

Another popular digital mapping implementation is tile-based visualization (See Fig. 5-

33), where pre-rendered tile images are displayed to users in multiple resolutions, which

allow intuitive panning and zooming operations. Standard top-down views are not effective
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Ground-level Image

Figure 5-32: Transition from bird's eye view to ground-level view. This enables an intuitive
transition between two modes of visualization, and gives the map users a better sense of
their current location.

for indoor scenes, where vertical facades contain important information but are not visible.

Therefore, we pre-render our texture mapped model from four oblique viewing directions,

corresponding to north, east, west, and south-headings, then load the rendered images as a

set of tiles to Google Maps through Google Maps API. Note that this is a perfect example

to make use of view-dependent wall models, where for each heading, a view-dependent

model, optimized for the corresponding viewing direction, is used to render tiles. See our

project website to try this demo [167].

5.7.4 Results and discussions

We have evaluated our system on a variety of museums in the world. Our smallest data

set is National Gallery in London consisting of a single run and 2,670 images, while the

largest one is The Metropolitan Museum of Art (Met) in New York City with 32 runs,

42,474 images, and more than two hundred million laser points (See Table 5.1). The major

computation time is on the 3D reconstruction, where the running times for the 2D CSG and

the 3D CSG modeling are listed in Table 5.1. Since computation over multiple runs can

be executed in parallel, we list running time for both the serial and the parallel executions.
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Figure 5-33: A global texture-mapped mesh model allows indoor scene visualization based
on pre-rendered tiles, which has been a popular technique for online digital mapping prod-
ucts. We generate tiles for four different headings (i.e., north, south, east and west) in
multiple resolution levels by using the view-dependent wall models, where back-facing
walls are lowered to improve visibility for each direction. This figure shows the Uffizi
Gallery from the two different headings.
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Table 5.1: Statistics on input and output data, as well as running time.
National Frick Tretyakov Hermitage Uffizi Met
Gallery

# of runs 1 8 19 20 48 32
# of images 2,670 8,466 3,274 21,174 11,622 42,474

# of laser points [million] 12.3 39.0 15.2 75.7 43.8 201.8
# of layers (run-average) 9 7.9 5 8.8 7.3 9.8

# of additive 14 66 73 137 302 330
primitives subtractive 2 9 6 23 60 38

# of triangles 1,050 4,962 3,830 6,902 18,882 22,610
# of face groups 108 342 282 485 1,123 2,123

2D
sequential CSG 3.2 4.8 1.9 6.1 19.2 20.1

[hour] 3DGG3D 4.4 3.2 0.4 13.8 24.4 25.2CSG _ _

2D
parallel CSG 3.2 1.0 0.2 0.7 3.9 3.9
[hour] 3D

CSG 4.4 2.5 0.07 3.0 4.2 2.9

The parallel execution is simulated with

over all the processes recorded.

a single process, with the maximum running time

Intermediate reconstruction results are shown in Fig. 5-24 and Fig. 5-28. Fig. 5-

24 shows 2D CSG reconstruction results for one run of Met, which consists of eleven

horizontal slices. Note that 2D CSG models are fairly consistent across different slices but

are not exactly, and hence, a 3D CSG construction step is necessary to produce a clean and

compact 3D model. Fig. 5-28 shows how the 3D CSG construction algorithm iteratively

improves the model for runs in National Gallery and Met. Notice that a very small number

of simple cuboids can represent fairly complex building structure.

Fig. 5-27 shows reconstruction results of The Frick Collection, illustrating the stacked

2D CSG models at the top row, which are further simplified by the 3D CSG model con-

struction. As listed in Table 5.1, the entire museum is represented by only 75 volumetric

primitives (66 additive and 9 subtractive), where the merged mesh model only contains

4,962 triangles. The figure shows that there is a fair amount of overlap between runs,

which has been successfully merged by simply taking the union of their CSG models. A

door is usually reconstructed by a box covering the pathway between two rooms (e.g. the
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second row of Fig. 5-23).

The Frick Collection The State Tretyakov Gallery Uffizi Gallery

Figure 5-34: Shaded renderings of the view-dependent models and the corresponding face-
groups. A random color is assigned to each group except for the white faces that are not
visible from any input camera and do not require texture stitching, and gray faces that are
identified as floors.

Figure 5-34 shows shaded renderings of the view-independent wall models and the ex-

tracted face groups, which illustrates that the algorithm successfully identifies major floor

and wall structures as face groups. Figure 5-38 shows final texture-mapped models with

some close-ups. The models in these two figures are obtained by the view-dependent CSG

construction for better visibility. Figure 5-39 also shows final texture-mapped mesh model

of Met with close-ups, which is the largest reconstruction in our experiments. The model

is constructed by the view-independent method. These examples illustrate that the stitched

textures are of high quality with very few artifacts. Note that our model focuses on dom-

inant facades and does not capture small-scale details or objects. Nonetheless, we can

often see and even recognize such missing structure and objects in texture-mapped im-

agery. Thanks to our regularized mesh model, an image usually goes through a simple

affine transformation (assuming weak perspective) during texture mapping without much

stitching. Our eyes are surprisingly good at correcting such low frequency distortions and

understanding image contents. On the other hand, texture stitching, which is more neces-

sary to fill-in texture for complicated meshes, causes annoying artifacts to our eyes. Our

approach pushes stitching artifacts to facade boundaries and succeeds in producing high
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Figure 5-35: Comparison with two state-of-the-art 3D reconstruction algorithms [55, 72].

quality textures in the middle of each facade even where geometry is inaccurate. In an

extreme case, at the bottom right in Fig. 5-39, our model misses an entire room, but the

room can be recognized through texture-mapped imagery on a planar wall without major

artifacts.

The effects of the view-dependent construction are illustrated in Fig. 5-29, where differ-

ent thresholds are used to control the height of back-facing walls. Paintings are completely

occluded with the view-independent model, but become visible when back facing walls are

lowered.

Unlike traditional surface reconstruction from laser scan, it is not our goal to make
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Figure 5-36: Left: Manually overlaying our model with a floor plan image of The Frick
Collection. For our model, floor is colored in green and walls are in pink. Right: This
overlaying enables hybrid visualization where the texture-mapped model is rendered over
the floor plan image and a (darkened) satellite imagery.

models as physically accurate as possible, but to reconstruct a global, compact, and well-

regularized mesh for high-quality aerial view visualization. It is a totally different chal-

lenge, where it makes more sense to compare with vision algorithms designed to han-

dle noise using strong regularization. In Fig. 5-35, we compare our algorithm with two

state-of-the-art techniques - Herndndez et al. [72] and Furukawa et al. [55], both of which

can usually tolerate noise better than a technique used by the Computer Graphics com-

munity [26]. However, because neither approach is scalable due to the need of a high

resolution voxel grid, the smallest dataset National gallery is used for comparison. Since

both algorithms merge depth maps into a mesh model, each laser point is treated as a single

depth map pixel. The output of Hernindez's algorithm [72] is a very dense model, where

face-grouping and texture mapping fail completely due to pose errors. Therefore, we use a

mesh simplification software QSlim [56] to reduce the number of triangles to 2000, which

is still twice as many as our 3D model. After reconstruction, we clip their models above

a certain height to remove ceilings, then apply our face-grouping and the texture-mapping

algorithm. Noisy surfaces and severe stitching artifacts are noticeable for both approaches

in Fig. 5-35, where significant noise in the laser points cannot be regulated well by their

Markov Random Field (MRF) formulation. At macro scale, several rooms suffer from

space distortions due to the pose error, which breaks the Manhattan-world assumption for

[55]. Our algorithm, in turn, succeeds in producing clean texture-mapped 3D models, illus-
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The State Tretyakov Gallery

Figure 5-37: Limitations of current approach. Left: Our structure assumption is more
general than Manhattan-world, but cannot handle curved surfaces such as an oval room.
Right: When input pose errors are significant, our geometry reconstruction completely
fails.

trating the effectiveness of the texture mapping algorithm leveraging our highly regularized

3D models. Although Furukawa et al. produces more rooms, a careful look at the textured

models would reveal severe artifacts in texture for the extra rooms. This is simply because

the data capturing device did not enter those rooms, and they are partially scanned by cam-

eras and lasers seeing through windows/doorways. Existing methods only enforce local

weak regularization and cannot suppress reconstructions of such rooms. We enforce strong

regularization to avoid these rooms where the laser scanner does not reach well.

The lack of ground-truth data prevents us from conducting quantitative evaluations.

To qualitatively assess reconstruction accuracy, in Fig. 5-36, we manual overlay our wall

model onto a floor plan image of The Frick Collection. Our model aligns fairly well, which

enables interesting hybrid visualization at the right of Fig. 5-36: The texture-mapped model

is rendered on top of the floor plan image, without face-groups identified as floors.

Lastly, our system is not free from errors as in any other large-scale systems. Small

structures such as doorways tend to be missed (e.g., National Gallery in Fig. 5-38), mostly

due to line detection errors. Although our system handles non-Manhattan structures, it

is still limited to rectangular structures, and cannot properly model the oval room in the

Frick Collection (Fig. 5-36), or the hexagonal shaped room in National Gallery (Fig. 5-
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Figure 5-38: Final view-dependent texture-mapped 3D models with some close-ups. More
results are available in the project website [167].
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Further close-ups

Figure 5-39: The texture-mapped 3D model for The Metropolitan Museum of Art. In the
close-up at the bottom right, the texture of an entire room is mapped to a plane due to the
lack of precise geometry. The stitched texture is free from major artifacts, except for an
inconsistent perspective.
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38). Texture mapping suffers from severe artifacts at such places as shown in the left of

Figure 5-37. Input pose errors in cameras and laser points also yield severe artifacts as in

the right of Fig. 5-37, where the geometry reconstruction completely fails.

5.7.5 Summary

We have presented a novel indoor modeling and visualization system that directly solves

for a CSG model from laser points. Our system has produced high-quality texture-mapped

3D models that are effective for rendering from aerial viewpoints, which we believe opens

up new possibilities for indoor scene navigation and mapping. Our future work includes

extension of geometric primitive types to more shapes, such as cylinders or spheres. Our

major failure modes are due to severe errors in the input pose information, and we need

to explorer better pose estimation algorithm. It is also interesting to model objects in a

scene, such as sculptures, glass cabinets and tables that are currently missing in our models.

Another challenge would be to go beyond the notion of face-groups, and identify objects

of interests (e.g. paintings), and associate semantic information to enrich the model. More

results and demo can be found in our project website [167].
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5.8 Conclusion

We argue for the great importance of place-centric representation of the 3D space for scene

understanding. To construct a large place-centric dataset in 3D, we propose a human-in-

the-loop system that incorporates semantic labels introduced by user to obtain an accurate

3D reconstruction of large places scanned with an RGBD camera, and to provide object

segmentations and labels for all the objects in the environment. This novel place-centric

representation with rich data opens up many exciting new opportunities, such as, integrating

scene recognition over space. It also has many applications such as obtaining a scene-level

3D reconstruction of large environments.
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Chapter 6

Conclusion

In this dissertation, I focus on leveraging rich data to build computer systems to understand

visual scenes, both inferring the semantics and extracting 3D structure for a large variety

of environments. We hope that this thesis will inspire researchers to get one step closer to

eventually pass the "basic level scene understanding" Turing test.

We conclude with an overall statement of the philosophy that has driven my research:

Scene understanding is a complicated process, because it depends on both the rich 3D

structure of the physical world and the observer's viewpoint. To build computer systems

to understand visual scenes, it is important to consider the role of computer as an active

explorer in a 3D world and use rich data that is close to the natural input that human have.

The underlying principle is that exploring and learning from these rich descriptions of data

will be crucial for finding the right representation to eventually solve computer vision.
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