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Abstract

We show how to exploit temporal and spatial coherence of image observations to achieve efficient and effective text detection and decoding for a sensor suite moving through an environment rich in text at a variety of scales and orientations with respect to the observer. We use simultaneous localization and mapping (SLAM) to isolate planar “tiles” representing scene surfaces and prioritize each tile according to its distance and obliquity with respect to the sensor, and how recently (if ever) and at what scale the tile has been inspected for text. We can also incorporate prior expectations about the spatial locus and scale at which text occurs in the world, for example more often on vertical surfaces than non-vertical surfaces, and more often at shoulder height than at knee height. Finally, we can use SLAM-produced information about scene surfaces (e.g. standoff, orientation) and egomotion (e.g. yaw rate) to focus the system’s text extraction efforts where they are likely to produce usable text rather than garbage. The technique enables text detection and decoding to run effectively at frame rate on the sensor’s full surround, even though the CPU resources typically available on a mobile platform (robot, wearable or handheld device) are not sufficient to such methods on full images at sensor rates. Moreover, organizing detected text in a locally stable 3D frame enables combination of multiple noisy text observations into a single higher-confidence estimate of environmental text.
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Chapter 1

Introduction

The world around us is full of text that provides us with important information. Examples include street signs and house numbers, office labels and building directories, documents, road signs and warnings, posters, and many others. These texts tell us where we are and where we might possibly want to go, inform us about the people and objects around us, warn us about potential hazards, and in general, provide a lot of information about our environment.

Figure 1-1: Example of environmental text that provides navigation information (left), lab directions (middle) and information about current research at MIT (right).

While it is easy for sighted individuals to absorb this information from environmental text, it is impossible (or is at least much more difficult) for the visually-impaired to extract this information. One way to harvest this information is to ask another person for help, a method that although effective, reduces the user's independence from others and is not always possible or practical. Another way to harvest textual information is to use technology, but unfortunately, current text recognition technol-
ogy is not designed for use in the typical unconstrained environments that a user is likely to experience.

The goal of this thesis is to improve the latter approach. We wish to develop machine perception systems, for use by mobile robots or by people, that can efficiently and effectively detect and decode text from sensor observations of the surroundings.

In this thesis, I will describe an end-to-end system that localizes text within a scene image and decodes the visible characters. We wanted to create a wearable or hand-held sensor suite that will allow a blind or visually-impaired user to read environmental text in real-time. My colleague Nick Wang and I (under the guidance of Prof. Teller and with help from others in the RVSN group) designed and built several prototypes and produced some noteworthy results. I will describe the motivation for working on this problem and some existing approaches; the overall design of the system, the hardware used, and the software implementation; the experiments that we performed; and end with a summary of the results obtained thus far.
1.1 Problem Description

End-to-end text spotting aims to localize text within a scene image and decode the visible characters. A scene image can be captured from any angle and any position in the environment, and will typically come in the form of a stream of images that surveys the environment from a chest height. Because camera-captured images do not capture enough information to detect and decode text, we will also capture depth data from a laser sensor, and also orientation data from an IMU. The problems that we face are (a) how to capture this data and what other data do we need (b) how do we design and implement the infrastructure needed to process this data (c) what kinds of components do we need to achieve our goal of identifying text in the environment and how do we implement them. All of these problems are addressed in this thesis.
1.2 Motivation and Challenges

Our goal in designing this system is to make a portable device that will let a person or a robot read environmental text. As mentioned previously, this kind of system would expose its user to a wealth of information that is typically available to sighted users, but is hard to access for our target users. In addition, the same kind of information could be very useful for robots (e.g. autonomous cars that can read road signs to learn about road condition warnings). To achieve this goal, our device must meet a few requirements.

First, we wish to extract text quickly enough to support real-time uses such as navigation (e.g., the user seeks a numbered room in an office or hotel), shopping (e.g., the user seeks a particular aisle, product, or price label in a store), gallery visits (e.g. the user wants notification and decoding of labels positioned on the walls and floors, or overhead), or the autonomous car example given above. The system must also be accurate and reliable so that the extracted information is actually useful and not misleading.

Second, because we desire this system to be carried around or worn by a person, it must satisfy certain physical requirements. For example, it must not be too heavy to wear for extended periods of time every day. It must also not be too big and bulky, or must use a form-factor lends itself to being wearable. Lastly, it would be desirable if it didn’t draw too much attention to itself or its wearer (see [10] for more information).

Third, it would be desirable if this system were not too expensive. We decided not to focus on cost too much at this point of development, however.

We argue that the particular demands of this task imply that processing should be performed on-board (i.e., by hardware local to the user), rather than in the cloud, and in a way that exploits spatiotemporal coherence (i.e. the similarity of the text available now to the text available in the recent past). Because the user often needs a response in real time, we can rule out the use of intermittent or high-latency network connections. In addition, the task involves large amounts of data arising from obser-
vations of the user's entire field of view at a resolution sufficient for text detection. This rules out the use of a low-bandwidth network connection. Moreover, in 2013 one cannot analyze a full field of view of high-resolution pixels in real-time using hardware that would be reasonable to carry on one's body (say, a quad- or eight-core laptop). We investigated what useful version of the problem could be solved with wearable hardware, and designed the system to inspect, and extract text from, only those portions of the surroundings that we deem as high priority.

Unlike scene text in images observed by a stationary camera, text observed by a moving camera will generally be subject to motion blur or limited depth of field (i.e. lack of focus). Blurry and/or low-contrast images make it challenging to detect and decode text. In addition, environmental text comes in a variety of font styles, sizes, orientations, and languages. Textures that look like text are also typically present in environmental text, which can generate false-positives. Neither increasing sensor resolution, nor increasing CPU bandwidth, are likely to enable text detection alone; instead, improved methods are required.
1.3 Prior Work

The problems of end-to-end word spotting has been previously explored. Typically, text detection is performed to localize where text may appear; detected regions are then processed to extract text using an Optical Character Recognition (OCR) engine. Chen and Yuille [4] trained a strong classifier using AdaBoost to determine text regions, and used commercial OCR software for text decoding.

Neumann and Matas [23, 24, 25] used Maximally Stable Extremal Region (MSER) [19] detection and trained a classifier to separate characters from non-characters using several shape-based features, including aspect ratio, compactness, and convex hull ratio. They reported an average run time of 0.3 s on an 800 × 600 image, and achieved recall of 64.7% in ICDAR 2011 dataset [18] and 32.9% in SVT dataset [37].

Wang and colleagues [37, 36] described a character detector using Histograms of Oriented Gradient (HOG) features or Random Ferns, which given a word lexicon can obtain an optimal word configuration. They reported computation times of 15 seconds on average to process an 800 × 1200 image. Their lexicon driven method — combining the ABBYY FineReader OCR engine and a state-of-the-art text detection algorithm (Stroke Width Transform (SWT) [6]) — outperformed the method using ABBYY alone.

The open-source OCR engine Tesseract [32, 33] has some appealing features, such as line finding, baseline fitting, joined character chopping, and broken character association. Although its accuracy was not as high as that of some other commercial OCR engines [37], it has been widely used in many studies.
1.4 Thesis Outline

The rest of this thesis is structured as follows. This chapter explained the problem, why it’s important, and what others have already done to address it (or parts of it). Chapter 2 explains the design of the system and its high-level components. Chapter 3 gives an overview of the sensors, how the sensor data is collected and pre-processed, and presents the hardware prototypes that were used in the project. Chapter 4 delves deeper into the design and implementation of the scan-matcher, tiler, and warper components. Chapter 5 delves deeper into the design and implementation of the prioritizer. Chapter 6 explains how the text spotter component works, including text detection, text decoding, and the clustering and language model methods that produce the final text spotting results. Chapter 7 explains how the output is presented to the user and how data is exported for further research and development. Chapter 8 talks about the experiments that were performed during and after the development of the system and the results that were obtained. Finally, Chapter 9 discusses some options for the future development of the system, both long-term and short-term.
Chapter 2

Proposed Method

This chapter explains our proposed method of solving the problem described in Chapter 1. It begins with a general overview of the entire approach and then provides an overview of each of the main stages of the approach. Lastly, an overview of the system design is provided, as well as some general implementation notes.
2.1 Overview

As mentioned in Section 1.3, a number of challenges prevent us from scanning every area of every image captured by a moving camera. In order to make text spotting more practical, we take advantage of two observations.

First, we observe that not all pixels in a scene image are equally likely to belong to text. For example, in an office environment, text is unlikely to appear within the pixels that belong to the ceiling or to the floor. Therefore, we can analyze the environment and prioritize our text spotting process on the areas that are more likely to have text. The areas where text is likely to appear depend, of course, on the environment: text is likely to appear at shoulder-height in an office environment, but is more likely to appear overhead in an airport.

To be able to do this, however, we need to have more information about the geometry of the scene, as it is hard to segment a simple two-dimensional image into such regions. I will explain how we acquire this information shortly.

In addition, if an area of the image is far away, poorly lit, or is captured at a bad angle, we can wait to examine that area until we’ve gotten a better look. We need the aforementioned extra information to do this, as well.

Second, we observe that text is typically persistent. That is, unless the text is (for example) printed on a T-shirt or on a truck, it typically doesn’t move and can be observed multiple times. This means that if we can match two regions to one another and determine that they’re images of the same surface in the world, we can get multiple looks and refine our text detection and decoding results as we get more (and hopefully, slightly different) looks, with each providing slightly more information.

Using these two observations, we designed our system to use the following process. We first constructed a sensor suite that we hand-carry through the world. We then use a scan-matching Simultaneous Localization and Mapping (SLAM) component developed within the group to build a map and maintain a pose estimate for the sensor suite. We then break up the walls that we acquired from the SLAM component into ‘tiles’ that are persisted in our systems.
Next, with every new RGB camera frame received, we take the following steps. First, we project the new camera information onto all of tiles that are in the camera’s field of view. This projection results in one new fronto-parallel image for each visible tile. This image, called the ‘tile image’ is added to the existing stack of tile images for the tile. We then order all of the tiles that are known to the system based on a priority score and select some of the highest-scoring tiles. The tiles are scored based on their closest observation distance and best observation angle, their location within the world, the number of times that we’ve observed them, how long ago we last observed them, and some other factors (the scoring function is discussed in detail in Section 5).

The tiles that were selected are sent on to the text spotter components. The text spotter’s job is to determine what (if any) is written on the tile. First, a text detection algorithm based on Discrete Cosine Transform (DCT) and Maximally Stable Extremal Regions (MSER) is run on each observation. This algorithm generates a set of character bounding boxes for each tile. The Tesseract OCR engine [32, 33] is then executed on the areas of the tile produced by the text detector, and character candidates are collected, along with their confidences. We then group these candidates into characters (to account for the slight shifts introduced by the warping process), and finally, into words based on a language model. In the end, we get a set of words positioned on each processed tile.

To display the results, we use a 3D viewer created in the RVSN group to show all of the tiles and their text spotting results. The tiles are shown by drawing a composite image — an image that is created by combining all of the observations for the tile — in the tile’s 3D location. The text spotting results are shown as rectangles drawn on top of the composites, with the decoded words written above the bounding box rectangle.

As of now, we don’t do anything after settling on a text spotting result. Although the project is designed to convey environment text to a blind user, the method in which we convey the spotted text is not the focus of this thesis.

The next few sections will discuss each of the major stages of the approach in
2.2 Major Stages

2.2.1 Sensing and SLAM

Our goal in sensing the environment is to get a description of the environment and to get our pose within it. As a simplifying assumption, we settled on having just a description of the \textit{walls} around us and our \((X, Y, Yaw)\) coordinates. We also considered using a full 3D description of the environment, along with an XYZRPY pose, but this is not the focus of the thesis (although it is discussed in Chapter 9).

A camera/laser combination uses a synchronized laser and camera pair to get the information that we require. The laser data is passed to a scan-matching SLAM component developed in the RVSN group. This component gives us a map of the environment (consisting of walls) and a pose estimate \((X, Y, Yaw)\) within it. Please see Figure 2-1 for an example of this data. Using the camera/laser combination has the advantage of being very stable, but more limiting in the range of motion allowed and sensor suite cost and bulk. The scan-matcher component assumes that variations in roll and pitch are minimal (under 10-20 degrees), so we have to keep these to a minimum when using the rig, and we need to use an IMU to keep the camera and laser in sync.

2.2.2 Tiling and Warping

We take the walls (represented by the black line segments in Figure 2-1) and divide them into meter-wide tiles. Please see Figure 2-2. The background on the left is the 2D description of the walls from Figure 2-1 — the output of the scan-matcher — and the yellow lines represent the walls that we tiled. The tiles themselves are represented as red dots that indicate the tile origins and green line segments that indicate the tile normal vectors.

After getting a map and pose estimate, we project the camera image onto the
tiles from our current pose. We begin by extending the 2D tile line segments into 3D tile plane segments by giving them an arbitrary height, resulting in a set of tiles that are represented by four 3D corners. The 3D tiles can be seen as an overlay on a scene image on the right side of Figure 2-2. In this case, we created two layers of tiles, stacked on top of one another, where each tile is one meter tall. Then, we use projective texture mapping to project the camera image onto these tiles. Imagine a projector that has the same pose as the sensor suite (adjusted for the height at which the sensor suite was carried and for the roll and pitch reported by the IMU) that is projecting the camera-captured image onto the 3D wall planes. This allows us to match the pixels from the image with the 3D model, giving us the regions within the image that correspond to the walls that we detected. In addition, we can save the pixels that belong to each tile separately, creating a fronto-parallel view of each tile.
Figure 2-2: Left: Wall tiler running on walls that were detected by the SLAM component. The red dots represent tile origins and the green line segments represent the tile normal vectors. Right: The same tiles, overlaid on the scene image.

2.2.3 Prioritizing

Now that we have tile corners, along with fronto-parallel images for each tile, we can choose which tiles are the most important for text spotting. The factors that we consider include the distance from the sensor suite to the tile, the angle from which the tile was viewed (head-on or nearly-parallel), the sensor suite translational and rotational velocities (fast motion creates a blurrier image, so we’d want to de-prioritize that observation), and how long ago we’ve last seen the tile. For example, the priorities for the tiles from Figure 2-2 are shown in Figure 2-3. Please note that there is a processed tile in this figure, as evidenced by the yellow text bounding boxes and green indicator above the tile labeled ‘18’. In this situation, the prioritizer decided that the most important tiles are the closest un-inspected head-height tiles, followed by two distant but head-on, head-height tiles at the end of the hallway, followed by closer, knee-height tiles. The exact priority function is described in Section 5.
2.2.4 Text Spotting

The last step in the process is text detection and text decoding. The text detection and decoding component receives a set of high-priority tiles from the prioritizer. Each of these tiles will contain a set of fronto-parallel tile images, all of which are used by the text detector and decoder to extract the text on the tile. First the detector looks for areas in the image that contain text, and then the decoder tries to find the actual letters in these areas. Then, a clustering and voting process is used to return the words on the tile. This process is described in more detail in Section 6. The final results can be seen in Figure 2-4.

2.3 System Design and Implementation Notes

The system is designed as a collection of modular components that communicate through a system called Lightweight Communications and Marshalling (LCM) [12].
LCM allows us to describe a set of data types. These data types are converted to code in C, C++, Python, and MATLAB, and allows us to send data between processes on the same machine, processes on different machines, and programs written in any of the LCM-supported languages. The LCM types that we used will be described in this section, but listings are also available in Appendix B. Since all of our code was written in C and C++, we did not really need this functionality, but it was nice to have in case we ever wanted to test some text detection algorithms in MATLAB, for example.

Please look at the system diagram in Figure 2-5, which outlines the different system components and their data interconnections. Directed arrows between two components represent data flow, and the labels on them describe the kind of data that is transmitted. The red ovals represent sensors, blue rectangles represent system components, and green rectangles represent output components that produce data for us to see (either a visualization or a data dump).
Figure 2-5: System diagram. Red ovals indicate sensors, blue rectangles represent system components that process data, and green rectangles represent system components that behave as outputs.
Chapter 3

Sensors and Hardware Prototypes

3.1 Sensors

We use several sensors in our system. This section describes each sensor in detail, including the model, sampling rate, cost, and physical dimensions.

3.1.1 LIDAR

We use a Hokuyo UTM-30LX planar LIDAR as the input for the scan-matching module. The Hokuyo laser has a detection range of 270° and is accurate between 0.1 meters to 30 meters, and its angular resolution is 0.25°. The Hokuyo laser costs around $5,600, and it weighs about 370 grams. Its size is 60 by 60 by 87 millimeters, and it is shown in Figure 3-1, alongside a visualization of some sample data from our experiments. The data is collected through USB at 40 Hz.

Figure 3-1: The Hokuyo planar LIDAR (left) and an example of the data it produces (right). The data shows the ranges detected by the laser as yellow points.
3.1.2 Cameras

We had two cameras: a Bumblebee2 stereo camera and a Dragonfly2 monocular camera, both made by Point Grey. Although the Bumblebee2 is a stereo camera, we only used the left image from the stereo pair, and chose to use it mainly because we had a really good calibration for it already from the group. The Dragonfly2 camera was later added because we wanted higher-quality images, which the Dragonfly2 can provide.

![The Dragonfly2 monocular camera.](image)

Figure 3-2: The Dragonfly2 monocular camera.

The Bumblebee2 camera produces two 1024 by 768 images at 15 Hz with a horizontal field of view of 65 degrees, and has a global shutter. The Dragonfly2 camera produced a single 1296 by 964 image at 20 Hz, and the field of view could be controlled with an external lens. The Bumblebee2 camera is bulkier than the Dragonfly2 at 157 by 36 by 47.4 mm and 342 grams compared to the Dragonfly2’s 44 mm by 34 mm by 24.4 mm and 45 grams. However, we also used a lens with our Dragonfly2 camera, which added a few grams and made the package slightly bigger. Even with the lens, the Dragonfly2 was lighter and smaller, and hence more portable, than the Bumblebee2.

![The Bumblebee2 stereo camera.](image)

Figure 3-3: The Bumblebee2 stereo camera.
3.1.3 IMU

The IMU we used was the MicroStrain 3DM-GX3-25. It costs $1,895 and provides roll, pitch, and yaw data (or a quaternion) at up to 1,000 Hz (we used it at 100 Hz). It has built-in filters that eliminate long-term drift. The MicroStrain is very light and small, measuring just 44 mm by 24 mm by 11 mm and weighing only 18 grams.

![MicroStrain IMU](image)

Figure 3-4: The MicroStrain IMU.

3.2 Sensor Data Preprocessing

3.2.1 Camera Image Preprocessing

![Original vs. Rectified Images](image)

Figure 3-5: Image rectification for the left Bumblebee2 camera. Notice how the barrel distortion is removed by looking at the curvature in the pipes near the ceiling.

Our data did not require much preprocessing. The only preprocessing that we had to do was to get rid of the right image in the stereo image pair and remove the
barrel distortion introduced by the lens. The Bumblebee2 camera driver produces two vertically-stacked images as an output, where the left image is on top and the right image is on the bottom. To retain only the left image, we crop the top 768 pixels. We use an existing calibration file that was created in the group to remove the barrel lens distortion, as can be seen most easily in the overhead pipes in Figure 3-5.

3.2.2 Sensor Fusion

It is important to make sure that all of the sensors are synchronized in time. Each sensor is sampling data at a different rate, and in order to warp the image correctly, we need to make sure that the pose estimate reported by the scan-matcher is accurate for the time at which the camera image was captured. In order to make sure that this is the case, we kept a circular buffer of all of the (X, Y, Yaw) triplets generated by the scan-matcher, along with the timestamp of the laser scan for which this triplet was generated. When a camera image is received, we search through the circular buffer to find the pose that has the closest matching timestamp to the timestamp of the image. In addition, we need to make sure that we have an accurate measurement of the distances between the various sensors on our rigs, so that we can incorporate them into our calculations. For example, even though the scan-matcher produces a pose estimate, the camera is shifted by 13 centimeters to the side in relation to the laser, so our warper needs to set the camera pose to be offset by the same amount.

All of this can also be done with a tool called bot-frames, although we decided to implement our own solution for this project. Eventually, this code should be changed to use bot-frames, and it's been separated for the purpose in the most recent version of the files.

Figure 3-6 shows what two successive camera images look like when projected onto the wall in the case that our sensor timestamps are not synchronized and the yaw rate is high. Notice that the warping is quite off.
3.3 Hardware Prototypes

3.3.1 Hand-Carried Rig

The first rig we made was a hand-carried rig, first made by Maurice Fallon and modified by us. It was laser-cut out of plastic, and had mounting points for several sensors. The sensors that we mounted on this board were a Bumblebee2 camera, a
The first, hand-carried, rig with mounted Hokuyo, Bumblebee2, and IMU sensors. The rig also carries batteries, and there's a laptop in the background for data collection.

Hokuyo laser, and an IMU. The rig also carries two 12V batteries to power the Hokuyo and Bumblebee2 (the IMU is powered through USB). We carried a laptop for data collection along with the rig, but we could have used a much smaller laptop that could fit on the rig itself (e.g. the 11.6; 1.8 kg Eurocom Monster laptop, which was one of our development machines). This rig was used for both experiments described in Chapter 8.

### 3.3.2 Wearable Rig

The second rig was a modified version of a vest first created by Jon Brookshire. It carries a Hokuyo, a Kinect (unused in the version of the system described in the body of this thesis, but discussed in Chapter 9), an IMU, and a Dragonfly2 camera. This rig generates the same kind of data as the previous rig, and although we didn’t use this rig for any experiments yet, we feel that this form-factor could be more suitable for the user.
Figure 3-8: The second, wearable, rig with mounted Hokuyo and Dragonfly2 sensors. An IMU was later added where the word ‘IMU*’ is written on the Figure. There would also be a small laptop to record data or run the system, perhaps in a backpack.
Chapter 4

Scan Matcher, Tiler, and Warper

4.1 Scan Matcher

Figure 4-1: A sample output of the scan-matcher. The black lines represent the walls, the red disk represents the position of the sensor suite, and the red lines represent the field of view.

The scan matcher was used as a black-box module in this project. The scanmatcher module acts as the Simultaneous Localization and Mapping (SLAM) component in our system, providing both a map of the walls around the sensor suite along
with a pose estimate for the sensor suite. The output of the scan matcher that is used in the next steps is essentially a greyscale image of the walls in the environment. This map is passed on to the tiler, which splits each wall into smaller sections called 'tiles.'

4.2 Wall Tiler

The tiler takes the map produced by the scan matcher and breaks it up into tiles. The default tile width and height are 1 meter, although these are both adjustable parameters, and the tiles do not have to be square. The tiles are created as follows.

4.2.1 Extracting and Merging Line Segments

The tiler is triggered by the receipt of a camera image (15 Hz). The probabilistic Hough transform is run on the current map image from the scan-matcher, which produces line segment endpoints in the form of \((x_1, y_1, x_2, y_2)\), as can be seen in Figure 4-2. The Hough parameters were chosen empirically in such a way as to detect actual walls and ignore noise (as can be seen by looking at the lines that were not detected by the Hough algorithm in Figure 4-2).

The endpoints of these line segments are then taken from the image coordinates to world coordinates. We now need to combine these new line segments with the existing line segments (for example, in the case where we saw the first part of a wall in one run and the rest of the wall in the next run). This is done as follows. We project the new line segments onto the existing line segments. If any pair of endpoints of the existing line segments and a new projected line segment are close enough and the angles of the two line segments (the existing and the new) are close enough, then the two line segments are adjacent to one another and are oriented similarly, so we merge them.
4.2.2 Tile Creation and Clustering

After the new line segments are merged with the existing line segments, we proceed to create tiles for each line segment. This is done by simply traversing the line segment and creating a new tile every tile-width meters (where the tile width is one meter by default). We make sure to traverse the line segment in such a way as to go through the first endpoint of the line segment so that the tiles are consistent. We do this by keeping a 'reference origin' off of which we make sure to offset all of the tiles. After the tile endpoints are created, we need to decide which way to point the normal vector. We make that decision by pointing the normal in whichever direction is closest to the camera (meaning that if we take a small step from the tile origin in the direction of the tile normal vector, we'd end up slightly closer to the camera).

After the tiles are created for each tile segment, we cluster them by simply combining two tiles if their origins are within a certain distance of one another. After
Figure 4-3: Tiles created from the extracted line segments. The red dots indicate the tile origins and the green lines indicate the normals.

Figure 4-4: Tiles similar to the ones from Figure 4-3, viewed in the 3D viewer from above.

This process is done, we end up with the tiles that are seen in Figure 4-3. We need to cluster the tiles because the line segment code may produce a set of lines that are nearly parallel to one another, even though they all belong to the same physical wall. The clustering code ensures that if duplicate tiles are created for the same area of one physical wall, then that area will only be represented by one tile object in our
system.

Figure 4-5: Two layers of tiles, as seen in both the 3D viewer and as tile outlines overlaid on the scene image. The bottom layer of tiles is mostly outside of the camera field of view.

4.3 Warper

The purpose of the warper is to acquire a fronto-parallel image of each tile from a scene image. As the camera is capturing images, each image must be projected onto the walls that are visible from the camera’s current pose, and then the projected image must be cropped for each tile. The first implementation of the warper used OpenCV to compute a homography from the captured image to the visible walls, and then applied the homography to warp the image onto the walls. The second implementation of the warper (which eventually replaced the first version entirely) used built-in OpenGL functionality to do the warping using projective texture mapping. Both methods are discussed in detail in the sections that follow.

The output of the warper is a set of observations. Each observation represents one look at one tile, meaning that for each scene image captured by the camera, the warper is going to publish a number of observations equal to the number of the tiles in the camera’s field of view. Each observation is going to contain a timestamp, the tile descriptor of the observed tile, the fronto-parallel image of the tile that was generated by the warping process, and the camera pose at the time that the observation was
taken. A complete description of the data types, including the observation type, can be found in Appendix B.

4.3.1 OpenCV Warper

The first version of the warper worked as follows. The first step was to trace four rays from the camera’s position, through the corners of the image plane, to each known wall. The four intersection points marked where each of the corners of the captured rectangular image stretched to when projected onto a wall. Please see Figure 4-6 for an illustration. The four red disks at the corners of the green quadrilateral show these intersections in this situation. These four points can be found by solving a simple ray-plane intersection problem for each of the four rays and for the closest wall.

Figure 4-6: The homography that was computed to warp the scene image onto the wall.

Even though the four points all lie on one plane (the wall onto which we are projecting the image), these points have X, Y, and Z components. In order to compute the homography needed for our warping transformation, we need to get these points in two coordinates. This was done by rotating the four points by the negative of the yaw of the camera. This essentially aligns the points with the camera axis, and allows us to ignore the X component, reducing the points to two dimensions. Please
see Appendix C for an explanation of the coordinate systems that we used.

A homography was then computed using OpenCV from the four two-dimensional rectangular corners of the captured image to these four two-dimensional intersection points. After the homography was computed, it was applied to the scene image. This resulted in the warped image that is shown stretched on the wall in Figure 4-7. Then, for each tile, the tile bounding box was cropped from the warped image, producing a fronto-parallel image of the tile.

![Figure 4-7: The result of applying the computed homography.](image)

Although this method worked, it had several problems that rendered it unusable (or at least cumbersome as compared to the method that we'll describe next). First, the process of applying the homography to each scene image ran on the CPU and took about 2 seconds, which is prohibitively slow when we're trying run this operation on every frame. Second, the ray-plane intersection method would fail when some of the rays intersected behind the camera. Picture the camera pointing parallel to a wall, where the rays that trace through the left corners of the image intersect with the wall but the rays that trace through the right corners of the image never intersect. In this situation, special code must be written to detect where the wall ends, which proved to be an unnecessary bother.
4.3.2 OpenGL Warper

The second version of the warper is the version that is currently used in the system. It works by first generating all of the tiles known to the prioritizer as QUADs using their four corners. It then sets up a projector in the current location of the camera (as reported by the scan-matcher), and rotates it so that its yaw matches the yaw of the camera (also reported by the scan-matcher). The height of the projector is read from a constant. In addition, the projector roll and pitch are matched to the values that are reported by the IMU. Lastly, the projector’s horizontal and vertical field of view are matched to the horizontal and vertical field of view of the camera that is capturing our scene images. The result is a projector whose parameters match those of the camera that captured the scene image.

We then create the scene image as an OpenGL texture and use OpenGL’s projective texture mapping to project this texture onto the QUADs. Please see Figure 4-8 for an example of what the projected texture looks like.

![Figure 4-8: The tiles that are in the FOV are created as OpenGL QUADs and projective texture mapping is used to project the scene image onto them.](image)

The last step is to actually generate the observations that contain a fronto-parallel tile image for each tile. This is done by setting up a virtual camera to point at each tile. The virtual camera is given horizontal and vertical field of view values that make it so that each tile fits exactly in the virtual camera’s view from one meter away. This camera is pointed at each tile that is in the field of view, and the resulting buffer is saved to an observation. This process is illustrated in Figure 4-9.
The whole process – setting up the tiles, projecting the scene image onto the tiles, pointing a virtual camera at a tile, and saving the tile image – takes around 5 milliseconds per tile. That time is split about evenly between actually doing the projections and downloading the resulting pixels from the GPU into main memory.

Figure 4-9: A virtual camera is configured so that each tile fits exactly in the FOV from a meter away. This camera is then placed one meter in front of each tile, and a tile image is captured.
Chapter 5

Prioritizer

5.1 Overview

The prioritizer keeps track of all of the tiles that we've seen, as well as all of the information associated with these tiles (such as the text we've spotted on them). It does so through a collection of objects called TileWithText.

TileWithText objects hold all of the information that we want to remember about a tile. They hold the tile's origin and four corners, the 'composite' image (a combination of all of the looks that we got of this tile), the text spot results that we got for this tile (bounding boxes and character values for text detection/decoding results, and bounding boxes and words for character/word clustering and language model results).

The prioritizer periodically decides which tiles to send on for more processing based on an 'importance' score. Each tile's score is determined using the factors outlined below. The prioritizer keeps a priority queue that's keyed by the priority score and tries to have outstanding text spotting queues for four tiles at a time.

5.2 Scoring

The importance score indicates how important it is to process this tile first. Its range is \([0,1]\) and it's composed of several components, including distance, obliquity, and
other factors outlined in the subsections that follow. The total score is a weighted sum of all of these factors. The weights were chosen empirically based on a few trial runs where the tile priority orders were assessed by hand. The numbers were then tweaked to produce a good ordering in several different experiments.

5.2.1 Distance

![Distance Score Graph](image)

Figure 5-1: The score as a function of the distance from the camera to the tile, in meters.

How far away were we from the tile when we got the best look at it? This distance is updated only when the overall score for a closer observation is greater than the old best score (meaning that a close observation at, say, a bad angle may not end up replacing the distance for a slightly-further-away-but-ultimately-better observation. Obviously, closer observations are better than observations that from further away. The score function is a sigmoid that drops at around 5 meters, and the exact function is $1 - 1/(1 + \exp(-(x-5)))$. As with the other score components, the parameters were chosen empirically — we noticed that detection and decoding performance dropped significantly after 5 meters, so we decided to prioritize tiles that are that far away significantly.

5.2.2 Obliquity

This is defined for our purposes as the angle from the camera to the origin of the tile. Being in front of a tile is good, and being to its side is bad. This score is currently
designed so that it’s 1.0 when facing the tile directly and 0.0 when facing parallel to the tile. In between, the score falls off linearly. The exact score function is \(2/\pi \star \theta - 1\), where the angle \(\theta\) is computed by taking the arch cosine of the dot product of the camera x axis unit vector and the tile normal unit vector.

### 5.2.3 Speeds

How fast is the camera spinning during this observation? If the camera is spinning too fast, the image will have a lot of motion blur and won’t be as useful for text detection and decoding. The X, Y, Z, and roll, pitch, yaw speeds are all recorded in the observation LCM messages that are generated by the warper. These parameters can be used to give a lower score for an observation that has a high overall speed (or a single high component, e.g. yaw rate). This metric is not currently used in the prioritizer, however, and its weight is set to 0.

### 5.2.4 Spatial Prior

How likely is there to be text on this tile? This score is dependent on the environment. In an office setting, text is most likely to appear at head height. In an airport, however, important text is likely to appear overhead, near the ceiling. This score encodes this information. Right now, we only extract tiles at two levels: at head height and at knee height, so it’s a very simple function. It is currently a piecewise function that is 1.0 for head-height tiles and 0.75 for knee-height tiles. In the future, this function may be more complicated, and may depend on things other than the tile location (for example, we may use this score to prefer vertical planes over planes with weird orientations). We may also form the function for this score for different locales by training our system using the ground truth module (please see Section 6.1).

### 5.2.5 Inspection State

This component of the score is highest for tiles that have been seen with the camera but have not been sent to the text spotter, is medium for tiles that have been seen
by the camera and have already been processed by the text spotter, and is lowest for
tiles that have been detected by the laser but have not been seen with the camera. In
the case that the tile has been processed by the text spotter already, the score starts
low but rises with the number of text detection results that the text spotter provided.
The score rises with every additional text detection result until it bumps the overall
score high enough so that it is sent to the entire text spotter, which will also provide
bounding boxes and string values.

5.2.6 Time Decay

In addition, tiles are time-decayed. So, if we got a really good look at a tile a long
time ago, and we've since moved away and got an equally good look at another tile
somewhere else, the newer tile is going to be preferred over the old tile. Right now
this is linear decay, but we can change it to exponential decay.
Chapter 6

Text Spotter

This is the final step of the process. The text spotter receives a request to spot text in a tile from the prioritizer, and tries to return bounding boxes along with a string guess for the value of the text within the bounding boxes. Most of the work on the text spotting components was done by Nick Wang, and much of this section is taken from our paper [35]. I would also like to thank Ben Mattinson for his contributions to the ground truth module.

6.1 Ground Truth

The ground truth module was designed to be a ‘perfect’ text spotter. This means that its interface is designed to look just like the regular text spotter — it takes a set of observations for a tile as an input and produces bounding boxes with their respective strings as output — but the text spotting results are provided by a human, as opposed to an algorithm.

The purpose of the ground truth module is to have the real text available as an overlay in the viewer so that the text spotting results could be compared with ‘ground truth’ human-generated text spotting results.

Because we have 15 captured camera frames every second, it is unreasonable to provide ground truth value for every frame. Instead, we leverage the system’s ability to keep a persistent representation of the environment to keep track of ground truth
labels. We designated one frame roughly every two seconds as a ‘keyframe.’ These keyframes were presented to a human in a tool called LabelMe (developed by a group in CSAIL) that enabled him or her to provide bounding boxes and strings for every piece of text that can be read by a human. Please see Figure 6-1 for a screen shot of this interface in use with one of the keyframes from the first experiment (described in Section 8.1.1). In this keyframe, the text ‘180 Pt Bewar’ can clearly be read by a human, so it is tagged in the interface.

Figure 6-1: A screen shot of the LabelMe interface that was used to generate ground truth labels.

LabelMe provides an XML file with the bounding boxes and string values for every image. These XML files are parsed and imported into the system, where we begin to persist them in the environment. We persist the bounding boxes and string values by projecting the bounding box corners onto the wall on which they were tagged. After the labels are projected onto the wall, we determine which tile they belong to,
Figure 6-2: Ground truth bounding boxes, persisted on their respective tiles. Only the bounding boxes, and not the associated values, are shown in this screen shot.

and store them in the tile. Now, no matter where the sensor suite moves or how the scene is viewed in the 3D viewer, the labels will always stay in the same place on the tile to which they were assigned. Because we may have multiple labels for the same piece of text, the labels may be rendered as overlapped bounding boxes (this may be changed in the future so that multiple labels for the same text are combined based on the overlapped bounding box area). An example of such persisted ground truth labels can be seen in Figure 6-2.

### 6.2 Text Detector

The first stage of text detection applies an image pyramid to each tile in preparation for multi-scale DCT, with coefficients as per Crandall et al. [5]. The bounding box of
each text detection is then inspected using MSER [25] to extract shape descriptors, including aspect ratio and compactness. We set the MSER parameters as follows: aspect ratio less than 8, and compactness greater than 15. Scale-relevant parameters are estimated according to real-world setting (8 pixels per cm), corresponding to a minimum text height of 3 cm, and a minimum MSER region of 3 cm². The parameters for DCT detection include a minimum edge density of 8 edge-pixels per 8 × 8 window using Canny edge detection, with high and low hysteresis parameters equal to 100 and 200, respectively. For MSER detection, regions smaller than 5 pixels are discarded, and the parameter delta (the step size between intensity threshold levels) is set to 3 for higher sensitivity to blurry inputs. Both the DCT and MSER computations are implemented in OpenCV, with running times of about 10 msec and 300 msec, respectively.

6.3 Text Decoder

Decoding proceeds as follows. First, the image regions produced by either DCT or MSER (as gray-scale or binary images) are processed by the Tesseract OCR engine. Using the provided joined character chopping and broken character association, the binary inputs are segmented into one or multiple observations, i.e., the segmentation results from a MSER region. Tesseract outputs with too large an aspect ratio are removed. Each block is classified into a few candidates with confidence scores, for example, “B”, “E” and “8” for the crop of an image of character “B.” We set a minimum confidence score of 65 given by Tesseract to reduce incorrectly decoded characters. Running time depends on the number of input regions, but is usually less than 300 msec.

6.4 Character and Word Clustering

A clustering module is used to: (a) merge decoded characters across multiple observations, and (b) cluster groups of decoded characters into word candidates. For (a),
a distance predicate is implemented by Euclidean distance, text height, similarity between decoded results. Multiple observations can be obtained either across multiple frames or within a single frame. The parameters of multi-frame integration depend on system calibration. For (b), the confidence of groups of decoded characters, size of decoded characters, and Euclidean distance are applied. The confidence is determined by the number of decoded characters in the group; only groups with confidence above a threshold are selected. The threshold is $\sqrt{N_{obs}/k}$, where $N_{obs}$ is the total number of accumulated decoded characters, and $k$ is an arbitrary scalar. The bounding box of each decoded character in selected groups are overlaid on a density map, which is then segmented into regions. All selected groups of decoded characters are assigned to a region, representing a word candidate.

### 6.5 Finding Optimal Word Configuration

To extract whole words, we implemented a graph to combine spatial information (block overlaps). The output is a sequence of characters with each character comprising a small number of candidates provided by Tesseract. To recover the optimal word string each candidate from each group of decoded characters is considered as a node in a trellis, where the probability of each node arises from normalized voting using confidence scores. The prior probability is computed using bi-grams from an existing corpus [13]. We retain the top three candidates for each group of decoded characters, and use Viterbi's algorithm [30] for decoding. We seek an optimal character sequence $W^*$, as shown in Eq 6.1, where $P(Z|C_i)$ is the probability of nodes from the confidence-scored observations, and $P(C_i|C_{i-1})$ is the prior probability from the bi-gram.

$$W^* = \arg\max_w \left( \sum P(Z|C_i)P(C_i|C_{i-1}) \right)$$  \hspace{1cm} (6.1)

The optimal character sequence $W^*$ is what is returned from the text spotter, along with the corresponding bounding boxes. These results are sent to the prioritizer as a response to the text spotting request for a tile.
Chapter 7

Output

There are several ways to see the text spotting results. We have modified a 3D viewer that was written by the group. The 3D viewer shows the environment, the tiles, and the sensor suite pose, and allows the user to fly around and inspect the environment from any position and angle. The 2D viewer overlays the tile boundaries and the text spotting results on the rectified camera images. The data output module provides a way to export data that the system has generated for further processing.

7.1 3D Viewer

The 3D viewer allows the user to move a virtual camera to any arbitrary X and Y position in the environment, and also set any desired virtual camera pitch and yaw. The 3D viewer accepts OpenGL-like commands over LCM that allow it to render the same types of objects as OpenGL. We use this capability to draw the wall tiles with a texture. In addition, the 3D viewer is able to display floating text labels, which we use to label the wall tiles with their tile IDs and the priority score components. The viewer also accepts an (X, Y, Z) LCM message from the scan matcher and uses it, along with a (Roll, Pitch, Yaw) LCM message from the IMU, to show the camera pose as a triad. The viewer also directly shows the point cloud that was obtained from the laser. The viewer is able to capture screen shots and videos and save them to disk. In addition, it allows the user to adjust certain parameters, such as the way the sensor
suite pose is displayed, the transparency of the laser point cloud, the position of the camera images, and other parameters. Figure 7-1 shows the viewer in the state where no data has been sent to it. The viewer output with data can be seen throughout this thesis, for example in Figure 2-3.

7.2 2D Viewer

The 2D viewer overlays the known tile information and text spotting results on
top of the camera-captured scene images. The four corners for each tile are projected from their actual 3D locations to the camera image plane, and the offset from the top-left corner of the image plane is computed. This is used to get four pixel locations (one for each corner) on the scene image, and connected line segments are drawn to connect these corners. The result is that the 3D tiles are seen as projections on the camera images. The end result can be seen in Figure 7-2. The same process is done to text spot bounding boxes, and they are also drawn on the scene image.

7.3 Data Output

The data output module allows us to export data out of the system that would allow us to work on the text detection and decoding algorithms without running the system. An output directory is designated for the data output module. Each image in this directory is an image as it was captured from the camera (the scene images). The image filename contains the timestamp of this image which uniquely identifies it within this data set.

The subdirectories in this directory that are named tile_XX contain three types of files.

The first type is tile_XX/corners_tileXX.txt, which describes the corners of the tile and the tile normal vector in following format:

1. \(<\text{top left } x, \text{ top left } y, \text{ top left } z>\>
2. \(<\text{top right } x, \text{ top right } y, \text{ top right } z>\>
3. \(<\text{bottom right } x, \text{ bottom right } y, \text{ bottom right } z>\>
4. \(<\text{bottom left } x, \text{ bottom left } y, \text{ bottom left } z>\>
5. \(<\text{tile normal vector } x, \text{ tile normal vector } y, \text{ tile normal vector } z>\>

The coordinate system origin is at the camera pose at the start of the log file (so it is fairly arbitrary), and the axes are oriented as described in Appendix C.

The coordinates all have units of meters. Each tile is square, and is one meter on
each side (at least in this data set). The tile origin is in the center of the tile (at the intersection of the two tile diagonals).

There is only one such file in each tile subdirectory.

The second type is tile\_XX/timestamp\_tileXX.png. This is an 800 by 800 pixel image of tile XX. Each tile is square, and is one meter on each side. This image is taken by projecting the scene image of the same timestamp onto all visible tiles from that camera pose, and then viewing tile XX head-on from one meter away with a virtual camera whose FOV fits the tile exactly.

The third and last type is tile\_XX/timestamp\_tileXX.txt which provides data on the camera pose when the tile fronto-parallel image was produced. This file includes the following data (in the order specified here):

1. camera \textit{x}, camera \textit{y}, camera \textit{z}
2. camera \textit{yaw} (yaw axis is +z)
3. speed \textit{x}, speed \textit{y}, speed \textit{z}
4. yaw rate
5. distance from the camera to the tile in meters
6. speeds are in meters per second, and the yaw rate is in rad/second
7. dot product of the tile normal with a vector from the camera to the tile
8. priority order of the tile (ranging from 1 to the number of tiles)
Chapter 8

Experiments and Results

This chapter explains the experiments that we performed and the results that we were able to obtain. We performed three main experiments. The first experiment was performed to continuously test our system as we were developing it. We collected data from a fairly typical (and simple) office setting at the beginning of the project, and performed all of our development with this data in mind. This initial data collection is described in Section 8.1.1. After a few months of development, we collected another data set that was more realistic and more challenging. This data set had real text, whereas the first experiment had text that we printed and put up ourselves. This experiment is described in Section 8.1.2. Finally, the last experiment was a controlled movement of the sensor suite in order to get a more quantitative measure of system performance. We moved the camera in various predictable ways and recorded the text spotting performance. This experiment is discussed in Section 8.2, along with the text spotting results obtained.
8.1 Experiments

8.1.1 Stata Third Floor: Initial Data Collection

Motivation

Our team collected some initial data to aid in designing and implementing the system. The purpose of the initial experiment was to collect data that presented texts of varying difficulty. The initial data collection experiment was also conducted so that we could begin to write the infrastructure with the form of the real data in mind.

Experiment Design

This initial trial was conducted in the hallway outside of our lab area, in what looks like a fairly typical office setting. We hung signs 8.5 by 11 inch signs that had text on them describing the font and containing a short sentence. The experiment setting and a sample sign can be seen in Figure 8-1. We used the hand-held sensor suite described in Section 3.3.1, and moved it back and forth along the hallway on a cart. We moved the cart parallel along the wall (past the signs on the left) first, then we swept the cart along the wall as it was facing the signs, and then moved it along...
the hallway at roughly a 45-degree angle to the signs. The purpose of moving the sensor suite in this manner was to collect multiple views of each sign from different angles and different distances.
8.1.2 Stata Second Floor: More Realistic Experiment

Motivation

The second experiment was designed to be more realistic. The first experiment was designed to collect some data to get the project started, whereas this experiment was motivated by the desire to test the system in a more realistic setting. In addition, we also wanted to make sure that we weren’t engineering the system specifically to fit the first data set.

Experiment Design

Figure 8-2: The second experiment setting and as seen through the 3D viewer.

The first experiment used printed signs that we created specifically for the purpose of testing and developing the system. This experiment, however, did not use such signs. Instead, we took the data on the second floor of the Stata Center where we saw some research posters with a lot of text. Unlike the first experiment, we carried the hand-held rig (instead of rolling it around on a cart). We walked around the second floor lounge, pausing briefly to look at each poster. We made sure to get a good look at each poster, however, before moving on to the next poster.
8.2 Evaluation Experiment and Results

We conducted one additional experiment which we will describe here. While the other two experiments were designed to provide qualitative feedback about how well our system is performing, this experiment was designed to provide a more quantitative measure of how our system compares to alternative approaches.

The evaluation is performed using a metric defined over $m$ ground truth words and $n$ decoded words. The $m \times n$ pairs of strings are compared using minimum edit distance $d_{ij}$ for the $i^{th}$ ground truth word and the $j^{th}$ decoded word. A score $S_{ij}$ for each pair is calculated as $(N_i - d_{ij})/N_i$, where $N_i$ is the number of character of ground truth word $i$, when $N_i - d_{ij} > 0$, whereas $S_{ij}$ is 0 otherwise. The accuracy is then measured by Eq 8.1, where the weight of each ground truth word $w_i$ is set to $1/\max(m, n)$ to penalize false alarms when $n > m$.

$$\text{Accuracy} = \sum_i w_i \max_j (S_{ij})$$  \hspace{1cm} (8.1)

8.2.1 Warping Accuracy with Distance and Obliquity

We mounted all equipment on a rig placed at waist height on a rolling cart, with the LIDAR sampling at 40 Hz and the camera sampling at 15 Hz. We attached signs with 140-point (5 cm) font at various wall locations. We pushed the cart slowly toward and by each sign to achieve varying view angles with respect to the sign's surface normal (Fig. 8-3(a) and Fig. 8-3(b)). The experiments were designed to evaluate text-spotting performance under varying viewing distance and obliquity, given that such factors affect the degree of bluriness in imagery.

Each original tile and its warped observation cropped from scene image frame was sent to Tesseract, our baseline decoder. Text spotting performance vs. the baseline is plotted as a function of viewing distance (Fig. 8-3(c) and Fig. 8-3(d)). Examples are shown in Fig. 8-3(e) and Fig. 8-3(f).

The results suggest that the baseline decoder works poorly when text is observed at distances greater than 1.5 m, and generally performs better for the warped observation
Figure 8-3: Experiment settings and accuracy comparison of original and warped observations. (a) The normal of the surface is roughly antiparallel to the viewing direction. (b) The normal of the surface is about 45 degrees away from the viewing direction. Plots (c) and (d) show the accuracy of baseline decoding of original (O) and warped (W) tiles with respect to viewing distance for observations (a) and (b). (e) An original tile observation from 0.71 meters. (f) The warped observation corresponding to (e). The accuracy scores of (e) and (f) are 0.67 and 0.96, respectively.

than for the original ones. When the viewing direction is about 45 degrees to the surface normal, the accuracy of warping observation is more consistent than that of original, which may be due to the skewed text line and perspective transformation of characters.

Given the limitation of baseline decoder, our proposed method intends to extend the capability of detecting and decoding more blurry imagery by spatiotemporal fusion of multiple observations. One key factor for integration is: how well are the warped observations aligned? we report the alignment and the calibration of sensors in the next section.
Figure 8-4: The distribution of decoded characters. (a) There were only slight vertical and horizontal shifts. (b) Comparison between data with and without IMU for the second dataset (hand-carried). There were longer vertical drifts without IMU, but use of the IMU reduces drift.

8.2.2 Alignment of Warped Observations

The distribution of decoded characters is shown in Fig. 8-4(a) and 8-4(b). Misalignment among certain decoded characters was measured manually. In 8-4(a), the logs were collected when the sensors were placed on a cart. The results suggest that the drift of decoded characters was uncertain to within about 20 pixels.

Another log was collected when the rig was hand-carried at about chest height by an observer who walked within an indoor environment. Fig. 8-4(b) demonstrates that imagery, to be aligned, required shifts of around 20 pixels horizontally and 70 pixels vertically without IMU data. When IMU data were integrated, the vertical shifts required reduced to around 35 pixels.

Given the alignment, we chose the experiment described in Fig. 8-3(b) to report the text-spotting performance of fusion of multiple observations. The parameter settings for clustering decoded characters and word candidates are shown in Table 8.1. Comparing single and multiple frame integrations, Euclidean distance is the major factor for merging decoded characters, whereas the threshold of number of decoded character per group is the major factor for grouping to word candidates.
<table>
<thead>
<tr>
<th>Merge decoded characters</th>
<th>Single Frame</th>
<th>Multiple Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euclidean distance</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>Text height scalar</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Decoded text similarity</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Group to word candidates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Threshold of characters per group</td>
<td>1</td>
<td>$\sqrt{N_{obs}/k}$</td>
</tr>
<tr>
<td>Threshold parameter $k$</td>
<td></td>
<td>1.3</td>
</tr>
<tr>
<td>Size outlier scalar</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Text height outlier scalar</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Characters per word</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Word aspect ratio min</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Bounding box horizontal increment</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Bounding box vertical increment</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 8.1: Parameter settings for clustering decoded characters and word candidates.

Figure 8-5: Accuracy comparison with respect to viewing distance for observations.

### 8.2.3 Performance with Multiple Observations

We demonstrate that the proposed method combines noisy individual observations into a higher-confidence decoding. Fig. 8-5 plots the accuracy of (a) running Tesseract on the entire tile observation (Tess), (b) combining (a) and the proposed spotting pipeline into a single-frame detector (Tess+DMTess), and (c) fusing multiple observations from the proposed pipeline (Multi). The area under curve (AUC) values are 0.71, 0.79, and 0.91, respectively; these represent the overall performance of each spotting pipeline. The results suggest that Tess+DMTess moderately extends (to
2.4m from 1.5m) the distance at which text can be decoded, and Multi moderately improves the accuracy with which blurry text can be decoded (since blur tends to increase with viewing distance). We found that reducing the rate of false positives is critical to successful fusion process, because high false-alarm rate tends to cause our clustering method to fail. We will continue to investigate our observation that Tess+DMTess outperforms Multi for close observations (1-1.5m).
Chapter 9

Future Work

The next steps in the project will be to add support for hardware and write software that will allow us to extract text from any surface (and not just walls). In order to do this, we need to get a better description of the environment. Currently, the scan-matcher gets a 2D description of the locations of the walls from the planar point cloud provided by the laser. However, in order to find and tile any arbitrary surface, we will need a point cloud that will describe an entire room.

Figure 9-1: The MultiSense SL sensor. The image was taken from the DRC website.

We can get this description by using the MultiSense SL sensor. This sensor has
been provided to the group as part of the DARPA Robotics Challenge, and has a spinning Hokuyo laser, along with a stereo camera. This sensor can be seen in Figure 9-1. In addition, the group owns a version of the sensor that was designed to have only the stereo camera (and not the spinning Hokuyo laser).

Figure 9-2: An example of a point cloud generated by the rotating Multisense laser.

If we use the spinning laser, we can get a point cloud that looks like the point cloud seen in Figure 9-2. We can then extract the plane segments in this point cloud using built-in PointCloud Library functions and tile them using a plane tiler that we’ve started writing. The tiler would project existing nearby tiles onto each extracted plane segment and create tiles adjacent to the existing tiles until it reaches the edge. This allows us to see different portions of the same surface and grow the tile set accordingly. A preliminary implementation of the plane segmentation and plane tiling has been written and tested with the Multisense SL laser data. The planar tiler can be seen working in Figure 9-3. In this figure, the plane boundaries were expanded.
by hand to show that the tiler adapts correctly. Figure 9-4 shows the tiler running on a plane segment extracted from the MultiSense laser data.

Figure 9-3: Planar tiler running on a plane segment found in the environment (in this case, a piece of a wall). We first see the plane segment in (a). The plane segment is tiled in (b) and later expands in (c) as more of it is visible. The tiles expand to cover the newly-discovered parts of the plane in (d).

Finally, we can get a point cloud from the stereo camera, instead of the laser. This approach allows us to remove the laser from the system entirely, and use the stereo camera for both tiling and for estimating the camera's pose (through the use of visual odometry). Unfortunately, the stereo camera requires the environment to have some sort of texture in order to get depth points. Some typical results can be seen in Figure 9-5, where the point cloud and the left camera image are shown side-by-side. Notice that there is no depth information for the plain white wall.
Figure 9-4: Planar tiler running on a plane segment found in the environment through the use of the MultiSense SL laser.

Figure 9-5: An example of a point cloud generated by the Multisense stereo pair.
Appendix A

Installation Instructions

To install the system, you first need to install all of the requirements and tools that the project depends on, and then check out the project from Subversion and build it. The system was developed for and tested on Ubuntu 12.04. Maurice and Nick use Ubuntu 12.04 natively, whereas I ran it in a virtual machine using VMWare Fusion 4.1.3 on top of Mac OS X 10.7.4. Nick used a ThinkPad W530 with 16Gb of RAM. These instructions assume that you’re running Ubuntu 12.04, but newer versions will most likely work as well.

Additional information is available on the project install Wiki page in the RVSN Wiki:

A.1 Requirements

A.1.1 Aptitude Packages

Install these packages using Aptitude (apt-get install): cmake build-essential libglib2.0-dev openjdk-6-jdk python-dev libgsl0-dev gsl-bin libusb-1.0-0-dev libgtk2.0-dev freeglut3-dev python-gtk2 libgtk2.0-dev libjpeg8-dev (installing this may break ROS electric, which wants libjpeg-dev instead) libvtk5-dev gtk-doc-tools libqhull-dev libtinyxml-dev libboost1.48-all-dev libsoil-dev
A.1.2 LCM

Lightweight Communications and Marshalling (LCM) is a set of libraries and tools for message passing and data marshalling, targeted at real-time systems where high-bandwidth and low latency are critical. The group uses it to send data between processes and machines. You can install it by following the instructions on the project homepage: https://code.google.com/p/lcm/

A.1.3 Enable Large UDP Packets

If you don’t run the commands contained at the bottom of the link below, LCM will complain and ask you do run them. http://lcm.googlecode.com/svn/www/reference/lcm/multicast.html. To avoid having to run them all the time, you can edit /etc/sysctl.conf. For Ubuntu, add these lines to ‘/etc/sysctl.conf’ and reboot:

1. net.core.rmem_max=104857600
2. net.core.rmem_default=104857600

A.1.4 libbot

The libbot project provides a set of libraries, tools, and algorithms that are designed to facilitate robotics research. The text localization project uses libbot, and so you need to install it. Check out the code from svn. The instructions are on the ‘Source’ tab on this page: http://code.google.com/p/libbot/ Then, cd into the directory where the ‘tobuild.txt’ file lives and run: sudo make BUILD_PREFIX=/usr/local

A.2 Check Out Bocelli Text-Loco

The code lives in an svn repository. To get it, run: svn co https://svn.csail.mit.edu/bocelli/projects/text_loco The project uses the pods system to organize code, and includes various dependencies like the Point Cloud Library and OpenCV,
so it's quite big. After you check it out, just run make in the top-level directory to build the project.

A.3 Running the System

We use a program called Procman to run the system. Procman is a part of libbot and should be installed after following the instructions above. The checkout will contain a configuration file for Procman. In order to run the system, first run `bot-procman-deputy -n textocotostartProcmanDeputy`. Then, run `ProcmanSheriff('bot--procman--sheriff') with the configuration file, which is located in `bocelli/projects/textocoo/config`. This file con
Appendix B

LCM Types

The types that define wall tiles and wall tile sets:

```c
package text_loco;

struct tile_t {
    int32_t tile_id;
    int64_t utime;

    double normal_direction[3];

    double origin[3];

    double x_axis_direction[3];
    double y_axis_direction[3];

    // The width and height of the tile (in meters)
```
double width;
double height;

// the tile's corners in 3D
double top_left_corner[3];
double top_right_corner[3];
double bottom_left_corner[3];
double bottom_right_corner[3];
}

package text.loco;
struct tile_set_t {
    int64_t utime;
    // the timestamp of the image this pertains to
    int64_t linked_image_utime;
    // an array of tiles
    int32_t num_tiles;
    tile_t tiles[num_tiles];
}

The type that defines the cart (X, Y, Z, Yaw) pose:

package text.loco;
struct xyzt_t {
    int64_t utime;
    double xyz[3];
    double t;
}

The type that defines the observations:

package text.loco;
struct tile_observation_t
{
    int64_t utime;
    tile_t tile;
    int64_t image_utime;
    double pose_x;
    double pose_y;
    double pose_z;
    double pose_t;
    double pose_r;
    double pose_p;
    double speed_x;
    double speed_y;
    double speed_z;
    double speed_t;
    bot_core.image_t tile_image;
    bot_core.image_t scene_image;
    double distance;
    double obliquity;
    double num_pixels;
}

package text.loco;

struct ocr_block_group_t
{
    // tile id
    int32_t tile_id;

    // vector<OCRBlock> ocr_blocks;
    int32_t num_ocr_blocks;
    ocr_block_t ocr_blocks[num_ocr_blocks];
}
package text_loco;

struct ocr_block_t {
    // vector<OCRChar> ocr_chars;
    int32_t num_ocr_chars;
    ocr_char_t ocr_chars[num_ocr_chars];

    // int num_obs;
    int32_t num_obs;

    // Rect bbox
    int32_t x;
    int32_t y;
    int32_t w;
    int32_t h;

    // pt in 3D
    double center[3];
}

package text_loco;

struct ocr_char_t {
    // Rect bbox
    int32_t x;
    int32_t y;
    int32_t w;
    int32_t h;

    // only take top 3 candidates
    // vector<String> candidates;
    string candidate1;
    string candidate2;
    string candidate3;
// vector<double> confidences
double confidences[3];

// int group;
int32_t group;

package text_loco;

struct text_spot_t {
  int64_t utime;

  // the timestamp of the image this pertains to
  int64_t linked_image_utime;

  // bounding box at the image
  int32_t x;
  int32_t y;
  int32_t w;
  int32_t h;

  // an array of MSER regions (GRAY image)
  int32_t num_regions;
  bot_core.image_t regions[num_regions];

  string ground_truth_text;
  string ocr_text;

  // tile id
  int32_t tile_id;

  // the text spot's corners in 3D
  double top_left_corner[3];
  double top_right_corner[3];
double bottom_left_corner[3];

double bottom_right_corner[3];

}
Appendix C

Coordinate Systems

This appendix describes the different coordinate systems that were used in the project. There are several coordinate systems, and all of them are related to one another through a rigid body transformation.

The main coordinate system is called the laser coordinate system. This coordinate system has an x-axis that points in the forward direction of the sensor suite, a y-axis that points to the left from the sensor suite, and a z-axis that points up from the sensor suite. This coordinate system is centered on the Hokuyo laser, and it moves along with the rig so that the origin is always at the laser location.

The second coordinate system is the camera coordinate system. This coordinate system is oriented so that the x-axis points to the right of the sensor suite, the y-axis points down from the sensor suite, and the z-axis points forward in the direction of the sensor suite. The origin is designed so that it always stays at the location of the Bumblebee2 camera. This was done by creating a transformation that took the laser coordinate system and rotated and offset it so that it matched the orientation described above and the physical offset on the rig. We measured the distance between the laser and the camera lens and encoded this information in the offset part of the transformation. The camera is at position (3 cm, -11.5 cm, 0 cm) in the laser frame (meaning that the camera was mounted slightly forward and to the right on the board, compared to the laser). Please see Figure C-1 for an illustration of these two coordinate frames. In the figure, the two coordinate frames can be seen as the RGB...
Figure C-1: The laser (left) and camera (right) coordinate frames. The sensor suite is pointing at a tile.

triads, where red is the x-axis, green is the y-axis, and blue is the z-axis. The laser frame is on the left.

Besides these coordinate frames, there is also a global coordinate frame. This frame assumes its origin as the very first laser origin, and has the same orientation as the laser frame. This means that as the scan-matcher updates the position of the rig, the laser frame origin moves away from the global origin (and so does the camera origin, as it’s linked to the laser origin).
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