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Characterization of the Peak Value Behavior
of the Hilbert Transform of Bounded
Bandlimited Signals

Holger Boche* and Ullrich J. Monich'

Abstract

The peak value of a signal is a characteristic that has to be controlled in many applications. In this paper we
analyze the peak value of the Hilbert transform for the space B5° of bounded bandlimited signals. It is known that
for this space the Hilbert transform cannot be calculated by the common principal value integral, because there are
signals for which it diverges everywhere. Although the classical definition fails for B2°, there is a more general
definition of the Hilbert transform, which is based on the abstract #!-BMO(R) duality. It was recently shown in the
paper “On the Hilbert Transform of Bounded Bandlimited Signals,” Problems of Information Transmission, vol. 48,
2012 [1] that, in addition to this abstract definition, there exists an explicit formula for the calculation of the Hilbert
transform. Based on this formula we study the properties of the Hilbert transform for the space B2° of bounded
bandlimited signals. We analyze its asymptotic growth behavior, and thereby solve the peak value problem of the
Hilbert transform for this space. Further, we obtain results for the growth behavior of the Hilbert transform for
the subspace B7, of bounded bandlimited signals that vanish at infinity. By studying the properties of the Hilbert
transform, we continue the work of Korzhik “The extended Hilbert transformation and its application in signal
theory,” Problems of Information Transmission, vol. 5, 1969 [2].

Index Terms

Hilbert transform, peak value, bounded bandlimited signal, growth

I. INTRODUCTION

The peak value is a basic characteristic of signals. In many applications it is crucial to control the peak value. For
example, in wireless communication systems high peak-to-average power ratios (PAPRs) are problematic because
high peak values can overload the power amplifiers, which in turn leads to undesired out-of-band radiation [3], [4],
[5]. In this paper we analyze the asymptotic growth behavior of the Hilbert transform for the space of bounded
bandlimited signals, and thereby solve the peak value problem of the Hilbert transform for this space.

The Hilbert transform is an important operation in numerous fields, in particular in communication theory and
signal processing. For example the “analytic signal” [6], which was used by Dennis Gabor in his “Theory of
Communication” [7], is based on the Hilbert transform. Further concepts and theories in which the Hilbert transform
is an integral part are the instantaneous amplitude, phase, and frequency of a signal [6], [8], [9], [10], [11], [12],
[13] and the theory of modulation [6], [14], [15], [16].

In an analytic signal ¢ (t) = u(t) 4 iv(¢) the imaginary part v is the Hilbert transform of the real part u, i.e.,
v = Hu. Based on the analytic signal it is possible to define the instantaneous amplitude and frequency of a signal
[8], [9]. The instantaneous amplitude A, (t) of a signal u is then defined by

Au(t) := Vu?(t) + (1),

o) = vt (10,
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the instantaneous phase ¢, (t) by
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and the instantaneous frequency, which is the derivative of the instantaneous phase, by

. o)\ (Bult) - vl (1)
ot =mean () = O

Although there are other possibilities to define the instantaneous amplitude and frequency [9], [17], it was shown
in [9] that the only definition that satisfies certain physical requirements is the definition based on the Hilbert
transform and the analytic signal. In [12] and [13] interesting approaches are developed to find generalizations of
the amplitude-phase representation to non-smooth functions. In these papers the application of the Hilbert transform
and the use of techniques from the theory of analytic functions are central. Our approach in this paper is different,
because we consider smooth signals, more precisely, the practically important class of bandlimited signals.

A further interesting application of the Hilbert transform is presented in [18], where the classical Hardy spaces
are characterized as LP(R) functions with non-negative spectrum, and an L”(R) extension of the Bedrosian theorem
is developed.

Classically, the Hilbert transform of a smooth signal f with compact support is defined as the principal value

integral
(Hf)(#)= VP / h 7;f£7—7)-d7 1l / f(f) N

T e—0 — T
e§|t—7|§%

t—e 1
R (/ f“)d7+/t+f f(”dT). (1)
0 \ et t—1T7 the =T

The above integral (1) can be used to define the Hilbert transform for more general spaces only if the integral
converges for all signals from this space. There are cases where the integral converges only for almost all ¢, but
where the Hilbert transform can be defined in the LP-sense. However, the convergence of the integral is delicate and
has to be checked from case to case. For bounded bandpass signals, the Hilbert transform exists and is bounded. If f
is a bandpass signals, the distributional Fourier transform of which vanishes outside [—7, —em|U[em, 7], 0 < € < 1,
then f has a bounded Hilbert transform satisfying

Il < (€1 2108 (1)) 1

where C1 < 4/m is a constant [19], [16]. That is, the upper bound on the peak value of the Hilbert transform
diverges as € tends to zero. Probably, observations of this kind led to the conclusion “that an arbitrary bounded
bandlimited function does not have a Hilbert transform...” [16]. Such a non-existence of the Hilbert transform for
certain bounded bandlimited signals would have far-reaching consequences.

In this paper we use a new representation of the Hilbert transform for bounded bandlimited signals, which was
recently found in [1]. With this representation we can explicitly calculate the Hilbert transform of such signals
using a mixed signal system. Based on this new mixed signal representation we are able to characterize the peak
value behavior of the Hilbert transform and to understand the problems in the evaluation of the standard Hilbert
transform integral that probably led to the above cited statement about the non-existence of the Hilbert transform
for arbitrary bounded bandlimited functions. Our approach is restricted to bandlimited signals. In the literature other
methods for the calculation of the Hilbert transform and the treatment of related applications have been developed
for non-smooth functions. For example, the approaches in [18], [12], [13] use Hardy spaces and techniques from
complex integration.

The paper is structured as follows. In Section II we introduce some notation. In Sections III and IV we define
the Hilbert transform for general bounded bandlimited signals and present the new constructive formula for its
calculation. The material in this two sections is a summary of the most important facts from [1], which are
necessary for the further understanding of this paper. However, the proofs are omitted because they can be found in
[1]. In Section V the peak value problem of the Hilbert transform is solved and in Section VI further results about
the peak value of the Hilbert transform for the important subspace of bounded bandlimited signals that vanish at
infinity are presented. In Section VII a sufficient condition for the boundedness of the Hilbert transform is derived,
and in Section VIII an example of a bounded bandlimited signal that vanishes at infinity with unbounded Hilbert
transform is given. Finally, in Section IX we characterize a subset of the bounded bandlimited signals for which
the common Hilbert transform integral (1) converges.
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II. NOTATION

Let f denote the Fourier transform of a function f. LP(R), 1 < p < oo, is the space of all pth-power Lebesgue
integrable functions on R, with the usual norm || - ||, and L*(RR) is the space of all functions for which the essential
supremum norm || - || is finite. A function that is defined and holomorphic over the whole complex plane is called
entire function. For 0 < o < 00, let B, be the set of all entire functions f with the property that for all ¢ > O there
exists a constant C(e) with |f(z)| < C(e)exp((o + €)|z|) for all 2 € C. The Bernstein space B5, 1 < p < oo,
consists of all functions in B,, whose restriction to the real line is in LP(R). The norm for B} is given by the
LP-norm on the real line, i.e., || - |[gz = || - ||,- A signal in B, 1 < p < oo, is called bandlimited to o, and B° is the
space of bandlimited signals that are bounded on the real axis. We call a signal in B2° bounded bandlimited signal.
By the Paley—Wiener—Schwartz theorem [20], the Fourier transform of a signal bandlimited to o is supported in
[—0,0]. For 1 < p < 2 the Fourier transformation is defined in the classical and for p > 2 in the distributional
sense.

III. THE OPERATOR ()

Consider the linear time-invariant (LTIT) system ) = DH, which consists of the concatenation of the Hilbert
transform H and the differential operator D, as an operator acting on B2. Since both operators H : B2 — B2 and
D : B2 — B2 are stable LTI systems, Q : B2 — B2, as the concatenation of two stable LTI systems, is a stable
LTI system. The system @ : 32 — B2 has the frequency domain representation

@1)(0) = (DHA) () = 5 [ how)fw) e d, @

—T

ﬁmw:{whlwéw

where

0, J|w|>m.

It is easy to show (for details see [1]) that the system () : B2 — B2 has also the mixed signal representation

QN =Y arft—k), 3)
k=—o0
where the coefficients ay, k € Z, are given by
z k=0
_J> g
" {(2521, k0, @

We call this representation mixed signal representation, because for a fixed ¢ € R we need the signal values on the
discrete grid {t — k}recz in order to calculate (Qf)(t). However, for different ¢ € R we need other signal values
in general. As t ranges over [0, 1] we need all the signal values f(7), 7 € R. The mixed signal representation (3)
will be important for Section IV, where the Hilbert transform is extended to B3°.

A. Extension of Q) to BX°

So far, we have considered the LTI system @ only acting on signals in B2. Next, we extend @ to a bounded
operator QF acting on the larger space B° of bandlimited signals that are bounded on the real axis. For the
operator @ : B,Qr — Bfr we had the representations (2) and (3). However, the frequency domain representations
which involves the Fourier transform of the signal makes no sense for signals in B2°. The next theorem shows that
the mixed signal representation (3) is still meaningful for signals in B7°, because it is also a valid representation
of the extension QF.

Theorem 1. The mapping

o0

Q°f = > apf(- —k), )

k=—0o0

where the coefficients ajy. are defined as in (4), defines a bounded linear operator QF : B — B° with norm
|QE|| = 7 that coincides with Q on B2, i.e., that satisfies QFf = Qf for all f € B2.

The proof of Theorem 1 can be found in [1].
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IV. THE HILBERT TRANSFORM FOR B°

Despite the convergence problems of the principal value integral, there is a way to define the Hilbert transform for
signals in 3%°. This definition uses Fefferman’s duality theorem, which states that the dual space of H! is BMO(R)
[21]. In addition to this rather abstract definition, we will also give a constructive procedure for the calculation of
the Hilbert transform. We briefly review some definitions.

Definition 1. The space H' denotes the Hardy space of all signals f € L!(R) for which Hf € LY(R). It is a
Banach space endowed with the norm || f |l = || fll 1 w) + |1 H fll 11 (m)-

Definition 2. A function f : R — C is said to belong to BMO(R), provided that it is locally in L'(R) and
ﬁ [;1f(t) —m(f)|dt < Cy for all bounded intervals I, where m;(f) := ﬁ J; f(t)dt and the constant Cj is
independent of I. p denotes the Lebesgue measure.

For our further examinations, we need the important fact that the dual space of H' is BMO(R) [22, p. 245]. In
order to state this duality, we use the space Hy, = H'NS, which is dense in H!. By S we denote the usual Schwartz
space of functions ¢ : R — C that have continuous derivatives of all orders and fulfill supt€R|t“¢(b) (t)| < oo for
all a,b € NU{0}.

Theorem 2 (Fefferman). Suppose f € BMO(R). Then the linear functional Hj, — C, ¢ — [* f(t)¢(t)dt has
a bounded extension to H'. Conversely, every continuous linear functional L on H' is created in this way by a
function f € BMO(R), which is unique up to an additive constant.

The function f € BMO(R) in Theorem 2 is only unique up to an additive constant, because ¢ € H! implies
[ o(t)dt = 0. Therefore, it will be beneficial to identify two functions in BMO(R) that differ only by a
constant. We do this by introducing the equivalence relation ~ on BMO(R). We write f ~ ¢ if and only if
f(t) = g(t) + Cpmo for almost all ¢ € R, where Cpmo is a constant. By [f] we denote the equivalence class
[f] = {9 € BMO(R) : g ~ f}, and BMO(RR)/C is the set of all equivalence classes in BMO(R).

A possible extension of the Hilbert transform, which is based on the H!-BMO(R) duality is given in the next
definition [23].

Definition 3. We define the Hilbert transform ) f of f € L°°(R) to be the function in BMO(R)/C that generates
the linear continuous functional

(5£.6) = / Y HHS) B, 6 e HL.

Note that this definition is very abstract, because it gives no information how to calculate the Hilbert transform
Hf. However, in [24] it was shown that for bounded signals that are additionally bandlimited, i.e. for signals
f € B, it is possible to explicitly calculate the Hilbert transform $) f. Next, we will give this formula, which is
based on the QE-operator from Section III.

Since QEf is continuous, for every f € B2°, the operator J given by

t
On® = [[(@ N ter ©
is well defined. Since the operator @ : B2 — B2, as an operator on B2, was defined to be the concatenation of
the Hilbert transform H and the differential operator D, it is clear that, for g € Bfr, the integral of Qg as in (6)
gives—up to a constant—the Hilbert transform Hg of g. Note that for g € B2 we have Hg € B2, which implies
that Hg is continuously differentiable. Hence, the fundamental theorem of calculus can be applied in the next
equation without problems. For g € B2 we have

(39)(t) = / (Q%g)(r)dr = / (Qg)(r)dr

= [ ag)r)ar = (119)0) = (119)0). ™

i.e., for every signal g € B2, we have (Hg)(t) = (Jg)(t) + C3(g), t € R, where C3(g) is a constant that depends
on g.
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Fig. 1. Plot of the signal f;.

Based on this observation one could conjecture that, for signals f € B2°, the integral Jf is somehow connected
to the Hilbert transform $f of f. In [1] it was shown that such a connection exists in the sense that Jf is a
representative of the equivalence class ) f.

Theorem 3. Let f € BX°. Then we have $f = [Jf].

Note that according to Definition 3, the Hilbert transform §)f of a signal f € B2° is only defined up to
an arbitrary additive constant. This is a consequence of the H'-BMO(R) duality, which was employed for the
definition. However, the mapping J does not have this ambiguity, it maps every input signal f € B2° uniquely to
an output signal Jf € BMO(R).

Theorem 3 is very useful, because it enables us to compute the Hilbert transform of bounded bandlimited signals
in B2° by using the constructive formula (6), instead of using the abstract Definition 3. This result is also the key
for solving the peak vale problem of the Hilbert transform.

Remark 1. The formula (6) for the calculation of the Hilbert transform is based on the mixed signal representation
of the operator QE. It is an interesting question whether the Hilbert transform of a signal in B° can be calculated
by using only the samples of the signal. In [25] we have shown that a Nyquist rate sampling based representation
of the Hilbert that is based on the Shannon sampling series is not possible even for the subspace 731/\/71r of BY°. We
conjecture that this negative result holds even in more generality, as long as no oversampling is used. However, if
oversampling is used, then a sampling based representation of the Hilbert transform is possible for 5°.

An important fact about the Hilbert transform of bounded bandlimited signals is stated in the next theorem.
Theorem 4. Let f € BX°. Then we have Jf € B.

Theorem 4, the proof of which can be found in [1], shows that the Hilbert transform of a bounded bandlimited
signal is again bandlimited.

V. PEAK VALUE PROBLEM

The peak value of signals is important for many applications, e.g., for the hardware design in mobile communi-
cations [3], [4]. In the peak value problem we are interested in supy<p[f(t), i.e., in the peak value of a signal f
on the interval [—T,T)]. Next, we study the Hilbert transform of signals in B5°, in particular its growth behavior
on the real axis, and thereby solve the peak value problem for the Hilbert transform.

For all f € B°, we have the upper bound

t
(BNH®)] < /O QN ()T < Q flloo|t] < 7l flloclt], t € R, (®)

which shows that the asymptotic growth of the Hilbert transform §)f of signals f € B>° is at most linear. More
precisely, for all f € B2° there exists a signal g € BMO(R) such that $f = [¢g] and g(¢) = O(¢).
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T T T

Fig. 2. Plot of the signal Jf;.

On the other hand, using the identity (6), it has been shown in [1] that for the B:°-signal

2 [T sin(wt)
fi(t) = 77/0 o dw €]
we have ,
2 1
)0l > 2 (logti) - 7~ 1- 1) (10)

for all t € R with |t| > 1. The signals f; and Jf; are visualized in Fig. 1 and Fig. 2, respectively. Thus, there are
signals f € B2°, such that the growth of the Hilbert transform ) f is logarithmic, in the sense that there exists a
signal g € BMO(R) such that $f = [¢g] and ¢(t) = Q(log(t)).

From this the question arises whether the asymptotically logarithmic growth is actually the maximum possible
growth, i.e., whether the upper bound (8) can be improved. The next theorem gives a positive answer.

Theorem 5. There exist two positive constants Cy and Cs such that for all f € B and all t € R we have

[(3F)(@)] < Calog(L + [t])]] flloo + C5llfloo-
For the proof we need the following lemma, the proof of which can be found in [1].
Lemma 1. Let f € B and, for 0 < e < 1,

sin(ert)

fe(t) = (1 = e)t)

Then we have (Jf)(t) = lime_,o(Jfe)(t) for all t € R.

, t e R. (11D
emt

Now, we are in the position to proof Theorem 5.

Proof of Theorem 5: Let f € B2° be arbitrary but fixed. For 0 < € < 1 consider the functions f, that were
defined in (11). We have f. € B2 and ||f[lcoc < ||f]loo for all 1 < € < 1, as well as lim g fc(t) = f(t) for all
t € R, where the convergence is locally uniform. Lemma 1 is a key observation. Due to the representation (6) and
the properties of the operator (), we can work with B2-functions in the following. Next, we analyze

t
0

(35.)(t) = / (Qf)(r)dr.

We have to distinguish two cases: |¢| < 2 and |t| > 2. For [t| < 2 we have

t
\ [ @a)mar| < 1Al < 20 (12)
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where we used [|Qfclloo = [|QFfclloo < |QF| Ifelloc < 7||f|loo in the second inequality. Now, we come to the

second case [t| > 2. We can restrict ourselves to the case ¢ > 2, because the case ¢ < 2 is treated analogously. Let
t > 2 be arbitrary but fixed. Using (2), i.e., the frequency domain representation of (), we obtain

([@mmw—égiﬂwﬂwwaw

1 t
=5 ]w\fe( )/ T drdw

/wm (13
The order of integration was exchanged according to Fubini’s theorem, which can be applied because
t 1 s R
| 5r | elli)lduds < el fle; < oc.
0 4T J—x
Furthermore, we have
1 T R eiwt -1 1 T R R ]
[ leldio) ™ e = o [ ism()d) f.(w) e o
2 J_, w 21 ) ————
=u(w)
1 [ Al
— 5o | —isen(w)d@)fiw)dw, (14)
™ s
where the function
1, lw| <,
d(w) = 2 —|w|/m, < |w| < 2m,
07 |W| Z 27T7

was inserted without altering the integrals, because $(w) = 1 for w € [—m, . Using the abbreviation @(w) =
—isgn(w)p(w) and applying the generalized Parseval equality, we obtain from (13) and (14) that

/(Qfs dT—/ fi(r t—rdr—/ fi(r
/ fE t—T dT+/ fE (15)

1 sin(w7) —sin(277)

where w is given by

T € R.

u(r) = T (77)2 ’

Dividing the integration range of the first and the second integral in (15) into three parts gives

=(A1) =(42) =(4s)
/(Qfe )dr = /fE u(t — 7)dr + / coodr 4 / coodr
Ir|<1 IT—t]<1 |T—t|>1
IT[>1
/f€ 7)dT + / coodr+ / ..o dr.
I7|<1 |7 —t|<1 ‘T‘T_ltgl

=(B1) =(B2) =(Bs)
For (A1) we have

|(A1)] = < /||<1!fe(7)\ u(t = 7)d7 < 2| felloo | ullco-

/| - fe(T)u(t — 7)dr
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The same calculation shows that |(A2)| < 2| felloolltlloos [(B1)] < 2|| fellool|tt]loo, and [(B2)| < 2|| fellool|t]|oo- It
remains to analyze (Az) + (Bs). We have

() (Ba)l = | [, Selr)(ult =)+ u(r))dr
7|>1
1 1 2 2
< - 4= __° 42
< felleo /T—tlzl 7(t—7) + 71'7" dr + /T—t|21 (ﬂ'(t —7)2 + 7r7'2> dr
IT[>1 I7|>1
1 | 8
< [Slfe.) - 7d - )
< felloo | = /T;;gl s
because
/ 2 n 2 dr < 8
— 4+ |dr < —-.
|T|—‘11%1 w(t—71)2 w7 -7

As for the remaining integral, we have

/ WdT—/_ltdr+/t_lt d¢+/oot dr
e e S T A T AR

Ir[>1

Since
¢ Moo 1
/ dr = lim ( —>d7’
i1 (T—=t)T M=o Jy g \T—t T
M —t
= 1 1 _ log(t +1
Mgnoo<0g< i >+0g( + ))
= log(t+1)
and t—1 t—1
- t - 1 1
/1 (t—T)TT /1 t—T+TT og( )
we obtain

(43) + (B)| < [1elloo = (log(1 -+ 1) +2)

Combining the partial results gives

t
4
[ @] < Sllcluloot 1o 08(1 1) +2)
= Cylog(1 + t)|[ fellow + Coll felloo
< Cylog(1 +t)[[flloc + Coll floo- (16)
Finally, the assertion follows from Lemma 1, (12), and (16). |

Remark 2. The growth result in Theorem 5 implies that
/°° [3H O
—o (L+ %)

for all & > 1/2. This shows that, for all f € B2°, the Hilbert transform $)f is in the Zakai class, in the sense that
there exists a signal ¢ in the Zakai class, satisfying $f = [g].

dt < oo

A direct consequence of Theorem 5 is the following corollary concerning the peak value problem of the Hilbert
transform.
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Corollary 1. For all f € B and all g € BMO(R) satisfying $f = [g] there exists a constant C7 = C7(g) such
that for all T > 2 we have

< Crlog(1+T).
ftr‘lg;dg()h 7log(141T)

Remark 3. The signal f; is also a good example where commonly used formal substitution rules fail. The Hilbert
transform of f; cannot be obtained by replacing sin with — cos because the resulting integral

2 (T —
2 / cos(wt) o
™ Jo w

diverges for all ¢t € R.

VI. ASYMPTOTIC BEHAVIOR FOR B>,

Next, we present two further results about the peak value of the Hilbert transform for signals in the space B,
which is the subspace consisting of B7°-signals f that vanish on the real axis at infinity, i.e., satisfy lim,_,o| ()| =
0.

Theorem 6. For all f € B, we have
lim ———— Jf) ()| = 0.
M5 Tog(L 1 1) WErOI=0

Proof: Let f € B, and € > ( be arbitrary but fixed. Since B2 is dense in B2, there exists a function g € B2
such that || f — g||co < €. Thus, for all ¢ € R, we have

(3N =1Tf)@) = (Tg)(t) + (Tg) (1)
< |(3(f = 9@+ (3g) )]
< Cylog(1 + [t f — gllc + C5f = glloo + [(Hg) ()] + [(Hg)(0)]
< Cylog(1 + |t])e + Cse + 2||H gl 0o

where we used Theorem 5 and equation (7) in the second to last line. It follows, for 1" > 0, that

1 Cse 2||Hglloo
5 .
g +7) BaxlONM] = Caet o + o+ 1)
Choosing Ty = exp(max{2|[Hg||«c, 1}/€) — 1, we obtain
1

o 7 BTN < (ot Ca e

for all T' > Tj. Since € > 0 was arbitrary, the proof is complete. [ ]
Due to Theorem 3, we immediately obtain the following corollary about the asymptotic growth behavior of the
Hilbert transform §) f for f € B,

Corollary 2. For all [ € BY, we have
1
lim ——— t)| = 0.
A e+ T) (BN
A further result about the asymptotic growth is the following.

Theorem 7. Let ¢ be an arbitrary positive function with limy_,o. ¢(t) = 0. Then there exists a signal fo € B
such that

1 ~ J—
h?l_folip ST oe(1 £ T ﬁg;l(Jb)(t)l = o0. (17)

Proof: For ¢ > 1 consider the family of bounded linear functionals U;: B, — C, defined by

(3)(@)
o(t)log(l+1t)

Uif =
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Further, for 0 < € < 1, let
f1((1 — €)t) sin(ent)
[ fillso emt

where f; is the function defined in (9). Then, we have || fi ¢|[cc < 1 and it follows that

|Ull = sup |Upf| > |Upfiel-
feB,

llfllo<1

fl,E(t) =

Since

(U | = el GAIOL 1GOOI 2 (log(t) - = —1- 1)
e—0 € o(t)log(1+ 1) | f1lloo®(t)log(14+t) = || fillec®(t)log(1l + t) )

where we used Lemma 1 in the second equality and (10) in the last inequality, we obtain

2 log(t)  (=* 1y _ 1
U 2 i em <1og(1+t) (4 LR 7r> 1og(1+t)>'

From this we see that limy_,||Ut||oc = 00. Thus, the Banach—Steinhaus Theorem [26, p. 68] implies that there
exists a signal fy € B such that

. : 1(3f)@)]
lim sup|U; =limsup ————————— = o0,
taoop| 2 teoop o(t)log(1+1)
which completes the proof. [ ]

Again, we obtain, as a corollary, the analogous result for the asymptotic growth of the Hilbert transform.

Corollary 3. Let ¢ be an arbitrary positive function with lim;_,o ¢(t) = 0. Then there exists a signal fo € B
such that

. 1 _
llglj;p STV Toe(L £ ) ‘Itlll‘gl(ﬁfz)(t)! = oo. (18)

Corollaries 2 and 3 show that, for signals in the space 577, the peak value of the Hilbert transform grows not
as fast as log(1 + 7") but not “substantially” slower.

VII. A CONDITION FOR THE BOUNDEDNESS OF THE HILBERT TRANSFORM

Thanks to Theorem 3, we can use the simple formula (6) to compute the Hilbert transform of bounded bandlimited
signal. In Section V we have seen that there exists a signal f; € B3° such that J f; is unbounded on the real axis.
Thus, the Hilbert transform of a bounded bandlimited signal is again a bandlimited but not necessarily a bounded
signal.

Remark 4. It is well-known that there exist discontinuous signals the Hilbert transforms of which have singularities
[27], [28]. However, those signals are not bandlimited, and the divergence effects are consequences of the non-
smoothness of the signals. This is in contrast to this paper where we treat bandlimited, smooth signals.

For practical applications is important to know when the Hilbert transform is bounded. Theorem 8 gives a
necessary and sufficient condition for the boundedness of the Hilbert transform. The proof of Theorem 8 is given
in Appendix A.

Theorem 8. Let f € BX° be real-valued. We have Jf € BY° if and only if there exists a constant Cg such that

L[ 0,
T t—7

e§|t—7\§%

< Cy (19)

forall0 <e<1landalltelR.

Thanks to Theorem 8 we have a complete characterization of the signals in B3° that have a bounded Hilbert
transform.
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Fig. 3. Plot of the signal fs.

Fig. 4. Plot of the signal Jfs.

Remark 5. Note that condition (19) in Theorem 8 does not imply that the principal value integral of the Hilbert
transform converges, i.e., that the limit in (1) exists. The convergence of the principal value integral is the content
of Theorem 10.

Remark 6. Theorem 8 shows that the unbounded divergence of the principal value integral for a signal f € B°
implies that the Hilbert transform of f (which is nevertheless well-defined) is not a signal in B2°.

VIII. A SIGNAL IN B2, WITH UNBOUNDED HILBERT TRANSFORM

In Section V we have seen that there exists a signal f; € B2°, the Hilbert transform of which is unbounded. Next,
we strengthen this result by showing that there even exists a signal f3 € B, with unbounded Hilbert transform.

Theorem 9. There exists a signal f3 € BYY, such that || 3]s = oc.

We do not prove Theorem 9 here, but sketch the proof idea only. Theorem 9 can be proved by showing that the

Hilbert transform of the signal
2 [T 1 sin(wt
) =2 [ COFM
o log (%) w

which is plotted in Fig. 3, is unbounded. Using integration by parts it is easy to show that f3 satisfies limp_,, f3(t) =
0, i.e., that f3 is a signal in B2Y,. The plot of Jf3 in Fig. 4 indicated the unboundedness of the Hilbert transform
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of f3. The actual proof of Theorem 9 can be done indirectly by using Theorem 8 and showing that

lim / fs(7) dr = oc.

e—0 T
e<|r|<e
IX. CONVERGENCE OF THE HILBERT TRANSFORM INTEGRAL

Theorem 8 characterizes when J f is bounded. It links the boundedness of J f to the boundedness of the principal
value integral (1). In Theorem 10 we characterize a subset of the bounded bandlimited signals, for which the
Hilbert transform integral (1) converges, and thus give a sufficient condition for being able to calculate the Hilbert
transformation by the integral (1).

Theorem 10. Let f € B be real-valued. If 3f — C € BY, for some constant C}, then we have

Jim © / IO 4~ apw) - o

e—=0 T t—T1
e<|t—7|<t
e 1 31)(
lim — / ng =—f(¢)
e—=0 T t—T
e<[t—7|<:
forallt € R

The proof of Theorem 10 is given in Appendix B.

X. CONCLUSION

In this paper we solved the peak value problem of the Hilbert transform for bounded bandlimited signals. By
analyzing the problem we also clarified the causes which, in the classical literature, led to the misbelief that general
bounded bandlimited signals do not have a Hilbert transform. For general bounded bandlimited signals, the Hilbert
transform cannot be calculated by the principal value integral (1), and formal substitution rules, like the one where,
in certain expressions, “sin” is simply replaced by “— cos” can no longer be used. The necessary theory to define
to Hilbert transform for bounded signals is build on the abstract and nonconstructive 7!-BMO(R) duality. Because
the duality approach gives no constructive procedure for the calculation of the Hilbert transform, its usefulness
for practical applications is limited. However, in this paper we considered bounded signals that are additionally
bandlimited and thus could use a simple formula, which was recently found, for calculating the Hilbert transform,
avoiding the abstract duality theory. Based on this novel formula, we were able to solve the peak value problem
of the Hilbert transform and to provide growth estimates.

APPENDIX
A. Proof of Theorem 8

For the proof of Theorem 8 we need Lemma 2.
Lemma 2. Let f € B and Jf € B°. Then, for F' = f +iJf, we have
F(t+iy)] < || Flloe
forallt € R and y > 0.

Proof: Let t € R and y > 0 be arbitrary but fixed. Since f € B>° and Jf € B°, we have F' € B° and
therefore the integral
G(t,y) = — -
( y) T J -0 (T)y2+(t_7—)2 !

is absolutely convergent.
Next, we show that
G(t,y) = F(t +iy). (20)
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For 0 < € < 1 consider the functions
sin(erz)

f(2) = (1 =€)z)———, z¢€C,

€Tz
which are in B2 and set

F(z) = f.(=) +i(3f)(z), z€C.

Thus, according to (7), we have

1 [®° y
— F.(r)———F7—=d
w/_oo SEbr Ty

_1 Oo 7 Y 4 1 h 7 S -
| i) = i £)0) g a
Since f. € B2, we obtain
O 1)) i = 5 [ () s ) e e
217T 2. (w) 1) oy

= Je(t + iy) + i(H fo)(t + iy)
for the first integral on the right hand side of (21). For the second integral we have
1 [ Y
— (H fe)(0) 5——F——5d7 =i(H f.)(0),
o ROt = i)
because (H f¢)(0) is a constant and

1 oo
/ %dle.
T™J-Y +(t_7—)

Thus, it follows that

o[ R = Rt i)+ (L) ) (HE)(O)
= fe(t +iy) +i(Tfe)(t + 1y)
= F.(t+iy). (22)

Let 0 > 0 be arbitrary but fixed. Then there exists a 79 = 79(d) > 0 such that

e
Y
log(1 —————dr < ¢ 23
JR R e 23)
and o y
log(1+7)——+———5d7 < 0.
/TO Y2+ (t—171)2
Further, it can be shown, that there exists a €g = €p(7) > 0 such that
max |Fe (1) — F(1)| < ¢ (24)

IT|<7
for all 0 < € < ¢g. Using (22), we have

|[Fe(t +iy) — G(t,y)| =

T J—-c0 y2+(t_7-)
=R - PO e
- % / [Fer) = F ()| (ZZ_ T

o IR - POl )
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Next, we analyze the three integrals on the right hand side of (25). In order to bound the first and third integral
from above, we need an auxiliary result. According to Theorem 5 there exist two constants Cy and Cy such that

[(3)(7)] < (Cs5 + Calog(1+ 7)) fll

for all 7 € R. Hence, we have

[F(r)| = 1£(7) + i3] < [f (D] + 1(TF)(7)]
< |[fllee + (C5 + Calog(1 + [ T))[| flloo
= (1+C5 + Cylog(1 + |7])[[ fll
and
[Fe(T)] < (1 + C5 + Calog(L + 7)) || felloo < (14 C5 + Calog(L + [7])[| flloo
for all 7 € R. This implies that
|Fe(m) = F(7)| < 2(14 C5 + Cylog(1 + [7])[| flloc (26)
for all 7 € R. Thus, for the first integral on the right hand side of (25), we obtain
1 /_myFE(T) )Y dr < o[l /_TO log(1 + [7) =Y _dr
T J oo y+t-r2 = —oo Y+ (t—r)?
< Cyl| flloed, 27)

where we used (26) in the first inequality and (23) in the second, and Cgy is a constant. By the same arguments,

we obtain L e
Y
1 /T Fr) = PO = i< Collf | ocd. (28)

s t—1)

For the second integral on the right hand side of (25), we have for all 0 < € < ¢ that

L - Y2+ (t —7)2
< max|F.(7) —F(T)|1/TO YV 4
1< 70 TJ gy (t—1)
<9, (29)

where we used (24) in the last inequality. Combining (25), (27), (28), and (29), it follows that
[Fe(t +1y) — G(t,y)| < (1+2Cy]| f[|o0)d

for all 0 < € < ¢y, which shows that
lim Fe(t +1iy) = G(t,9).
e—0

Further, a short calculation gives
liH(l] F(t+iy) = F(t +iy).
e—

Hence, we have (20), i.e.,
o

F(t +iy) = jr/_ F(T)Mﬁdf.

It follows that

[e.e] [e.e]

, 1 y 1 Y
F(t <= FO)|—dr < |Fllo= | ———dr = || F||w,
Fe+inl <1 [ POt < 1Py [ fdr = I

which completes the proof. [ ]
Proof of Theorem 8:



BOCHE AND MONICH: CHARACTERIZATION OF THE PEAK VALUE BEHAVIOR OF THE HILBERT TRANSFORM 15

A
z-plane

£

I I T I I

t—1 t—e t t+e t+ 1

Fig. 5. Integration path P, ; in the complex plane.

We start with the proof of the “=" direction. Let f € B}° be real-valued, such that Jf € B3°. Further, let €
with 0 < € < 1 and ¢ € R be arbitrary but fixed, and consider the complex contour that is depicted in Fig. 5. Since
F = f+1iJf is an entire function, we have according to Cauchy’s integral theorem that

t—¢
P
Further, we have © © © ©
F F F F
—=dé = [ —=d —>=d —==d&.
[ e [ e [ [ e
Ps,t m /‘\ -
Thus, it follows that © © ©
F F F
—2d¢ = — d¢ — d¢. 30
[ e == | e [ e G0
Next, we analyze the two integrals on the right hand side of (30). For the first integral we have
F O F(t+ee?) 0 .
/(g)dfz/ Hw)iee’¢d¢:i/ F(t + ee'®)do, (31)
t— § -7 eeid -
™
and consequently
F
[ 78ag <x s Fe) < Pl (32)
t—¢ Im(z)>0
™
where we used Lemma 2 in the last inequality. For the second integral, a similar calculation yields
F
JES B (3)
I~
Combining (30), (32), and (33), we obtain
1L [F()
— [ —=d¢| < 2||F|oo-
- [ <)
Since |Re z| < |z| for all z € C and f is real-valued, this implies that
1 1
L[ Bar =L [ e <oy,
s t—T m) t—¢&

e<lt—r|<?

which completes the proof of the “=-"" direction, because 1 < € < 1, and ¢ € R were arbitrary.
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Next, we prove the “<" direction. Consider the operator J defined by

(1)) = lim (H)(0) — (HS)0), ¢ R,
where
wnw-+ [
e<|t—7|<L

We first show that J is a well-defined operator on BS°. Let ¢t > 0 be arbitrary but fixed. Without loss of generality
we can assume that ¢ > 0. The case ¢ < 0 is treated analogously. Set ty = ¢/2. For e, satisfying 0 < e < t( and
1/e >t + ty, we obtain, by splitting and rearranging integrals, that

(0 - o= [ e [ g

t —
e<[t—7|<to e<|7|<to

Jr/t+1 f(T)dT—l—/tif(T)dT

1 t—T1 1 T

A () dT+/t+t0 1)y,
t

—to U T —to T

o [t iG]
—k/t_1 (15_7_)7_d7'—}—/t+t0 (t—T)TdT' (34)

For the first integral in (34) we have

/ f() g _ / FO =14 (35)

t—T
e<|t—7|<to e<|t—7|<to

Since |f(7) — f(t)| < |t — 7|7 f]|oo,» We see that the integrand of the integral on the right hand side of (35) is
continuous on [t — to,t + tp]. Thus, it follows that

: f(r) [T )~ f(1)
N / T O
e<|t—7|<to

The same consideration for the second integral in (34) shows that

lim / fS_T)dT: "’ Mdr

e—0 —to T
e<|T|<to

As for the third integral in (34), we have

/”e 1) ] 4 o W lect
N T
and consequently
t+
lim ' Md7‘ =0.
e—0 1 t—T
The same holds for the fourth integral
+—1
T A F

e—0 J_1 T
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It remains to analyze the seventh and eighth integral in (34). Since

—to | f(7)t ot
L e < e [ e
t—1 t

(t—7)r ., (+7)T

Tty 1
=Hﬂm/‘ ER—
to T (t+71)

= | flleo <log(1 — ¢t) + log <t—l—0to>>
SHNmbgC+m>
lo

< ClOa

with a constant C'jg < oo that is independent of ¢, we see that the limit
—to
. )t
lim LdT
=0 Jy_1 (t—1)T
exists and is finite. By a similar calculation we see that
1
© T)t
lim Ldr
=0 Jyyy, (E—T)T

exists and is finite. Thus, the operator J is well-defined on B3° and we have

tto £(7) — to f£(r) —
SIREY Rl (oY CPRY AR (LERLCP

T Ji—t, t—1T7 T J_t, T

+l to f(T)dT+1/t+to ﬂdr

s _tUt—T T Ji—t, T

! / I ACO LA / AL (36)

T ) (t=T7)T T Jt+to (t—m7)r

T

for all f € By and t € R.
Next, let f € B° be real-valued and arbitrary but fixed. For n € N, consider the B2-functions
sin (%WT)

fu(m)=f(1-3)r) —12—. TER,

571'7'

We will show that (Jf)(t) = limy oo (J fr)(t) for all ¢ € R. Again, we can restrict ourselves to the case t > 0,
because the case ¢ < 0 is treated analogously. Therefore, let ¢ > 0 be arbitrary but fixed. We need some additional
preliminary considerations. First, note that || f,|lcc < || f|lcc» » € N. Moreover, f,, converges locally uniformly to f,
and f], converges locally uniformly to f’. Let & > 0 be arbitrary but fixed. Then, there exists a 7o = 79(d) >t +to

such that
7 .
/ ——dr <¢ 37
oo (T—=0)T
and o ;
———dr <. 38
/7.0 (r—t)T T (38)
Due to the local uniform convergence of f,,, there exists a natural number ny = ng(¢), such that
max |f(7) — fu(T)] <9 (39)
TE[—70,70]

for all n > ng. Since

™ — T

@O =) = D) = falm) _ [T
= [ - s
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it follows that

f(T) - f(Tl) - fn(T) - fn(Tl)

T — T

/ 1) — £ ()| du

max ") — ;LU
“e[min{Tl’T}»maX{‘rl,r}}’f( ) f ( )|

1
<
|71 — 7]
<

for all 7,71 € R. Hence, by the local uniform convergence of f/, it follows that there exists a natural number
ny = n1(0), such that

‘f(T) — f(t) = fa(T) — fult)

t—1T1

’ ) (40)

and

T

'f(T)—f(O)_fn(T)_fn(O)‘ <5 (41)

for all 7 € [—to,t + to] and all n > n;. Now, we have all preliminary considerations and can return to the proof.

From (36) we obtain
1 [t
dr + — /
T J 4,

1(7) = falr) = S (8 + Ful) F(7) = ful1) = F(O) + 1 0)]

t+to
(= f)) ()] <= /

T Ji—t, t—1T1 T
1 /tO /(1) = fu(7)] 1/t+t° £ () = fn(7)]
+- [ e dr 4 S A
T J_t, t—1T1 T Ji—t, T
l o ‘f(T)_fn(T)‘t . l * ‘f(T)_fn(T”t T
* ™ /oo (=0T art Q /t+t0 (=87 ar “2)

We treat the integrals in (42) separately. For the first and second integral we easily obtain

1 /+ f(T)—fn(T)—f(t)Jrfn(t)‘ i < o
T Ji—t, t—T1

and .
L [* |10 hol) =10 + 5O ’ P
T J 4, T

for all n > ny, by using (40) and (41), respectively. For the third integral we have

b 1F() — fulr)] ) 2
/ HE e < max [1(7) = ful7) / )

_tO t — T TG[—tU,to

1
dT<(5011
t—T

N —
=:Cn1

for all n > ng, where we used (39) in the last inequality. Equally, we obtain

t+to ) — - t+to
[ OOl < (50— ) —dr <00,
t

—t t—1T7 T TElt—to,t+to] t—t, t—T
=:C12

for all n > ng. The fifth integral can be upper bounded according to

/ = oy () = FalDlE

oo (r—1t)T oo (tr—t)7 . (tr—1t)T
—7 ¢ —to t
< 2o /—oo (1 — t)TdT + Te[g%,}ito]‘fm ~ fa(7)l /—oo (- t)TdT
=:C1s

<02 flloo + Ch3)
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for all n > ng, where we used (37) and (39) in the last inequality. For the last integral in (42), the same considerations
together with (38) and (39) give

@) = faDlE [ @) = Sl [0 = S
/ ar= [ ar+ [ d

v, (T—OT 4, (T—OT (r—t)r

< max |f(r)— fulr)] / i

0
0

t

t o0
———d7 2| fllso d
(r—1t)T 7+2 £l /T0 (tr—t)T T
_.C

’TG[t—i—to,Tg}

< O(2[|flloo + Cha)
for all n > ng. Combining all partial results yields
[(J)E) = (Jf) ()] = [(J(f = Fa))(B)] < (40 + 4| flloo + Cr1 + Crz + Ci3 + Ca)
for all for all n > max{ng,n;}. Since 6 > 0 was arbitrary, this shows that
(TH(0) = lim (TF)(0). @)

The equality (43) is true for all ¢ € R, because ¢t > 0 was arbitrary, and the case ¢ < 0 is treated analogously. Thus,
we have

(O)(t) = lim (3f2)(1) = T ((FLf2)(8) — (H f,)(0))
= Tim T ((Hef) (1) = (Hefu)(0)) = lim (,)(1)

(J1)(t) = T ((H)(1) — (HF)(0))

for all ¢ € R, where we used Lemma 1 in the first equality and (43) in the fifth. It follows from the assumption of
the theorem that

GH®] = i ((Hef)(#) = (Hf)O))] < msup ([(Hf) ()] + [(HF)(0)]) < 2Cs,

for all ¢ € R, which implies that Jf € BS°, because of Theorem 4. [ |

™

B. Proof of Theorem 10

For the proof of Theorem 10 we need the following lemma.
Lemma 3. Let [ € B such that 3f — C; € B, for some constant C}, and let
FOt +iy) = f(t+iy) +i((3F)(t +iy) — C).
Then, for all € > 0 there exists a natural number Ry = Ro(€) such that
|FO(t+iy)| < e
for all t € R and y > 0, satisfying \/tQ—i—iy2 > Ry.

Proof: Consider the Mdobius transformation

z—1
¢(z) = Pyt
which maps the upper half plane to the unit disk. The inverse mapping is given by
1+2
-1 .
¢ (2)=1 T

Since F is analytic in C and |F(t +iy)| < ||F“"| s for all # € R and y > 0, according to Lemma 2, it follows
that

G(z) = FO (¢ (2)) = F& (Z.l + z)

1—=2
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Ry

Fig. 6. Visualization of the set ¢~ (D).

is analytic for |z| < 1 and that

sup |G(z)] < oc.
|z]<1

Further, G is continuous on the unit circle, because F! is continuous on the real axis,

: Wy _ 1 Ciipy —
ulJl\mo G(e™) = tl}_moo F*'(t) =0, (44)
and
: w — : CI —
u])% G(e™) = th_gloF (t)=0. (45)

Hence, by [29, p. 340, Theorem 17.11], we have

G( eié’) _ 1 /7r G(eiw) 1—p° duw
PE) = on o 1 —2pcos(w — 0) + p?

forall0<p<land —w <0 <.
Let € > 0 be arbitrary but fixed. Equations (44) and (45) imply that there exits a wy = wp(€), 0 < wp < 7, such
that

Ge™)] < 3 (46)
for all |w| < wy. Further, there exists a pg = po(€), 0 < pg < 1, such that
FC 1—
p(—cos(3)) 2

for all po < p < 1.
Next, let p satisfying pg < p < 1, and 6 satisfying —w/2 < 6 < wp/2, be arbitrary but fixed. Then, we have

6pe) < o [l e o [ ey
~2m ), 1—2pcos(w —0) + p? 27 1 —2pcos(w — 0) + p?
wo<|w|<
e | 1IF)u / 1=
<< dw,
2" Ton 1 —2pcos(w — 0) + p? “
wo<|w|<m

where we used (46) and the fact [29, p. 233] that

I 1— p?
/ P dw = 1.
21 J_. 1 —2pcos(w — 0) + p?

Further, we have

[P 1-p? do < oo 1—p?
5dw < o 2dw
2 1—2pcos(w—0)+p 2 1—2pcos (%) +p
wo SJw|<m wo<|w|<m
1P —p%)  _ F9 (1= p)(1+p) - |F oo (1 = p) -
1—2pcos (L) +p> (1—p)22+2p(L—cos (%)) p(1—cos(%))

€
27
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where we used (47) in the last inequality. Hence, it follows that |G(pe™)| < e forall pg < p < 1 and —wp/2 < 0 <
wo/2. Let D = {pe? : pg < p < 1,—wp/2 < 0 < wp/2}. Thus, for z € ¢~ (D), we have F1(2) < e. The image
of D under the mapping ¢~ is depicted in Figure 6. Finally, let Ry be the radius of the smallest circle around the
origin, whose restriction to the upper half plane lies completely in ¢~ (D). Then, we have |FC(t + iy)| < € for
all t € R and y > 0, satisfying v/t2 + 22 > Ry. [ |
Now we are in the position to prove Theorem 10

Proof of Theorem 10: Let f € B, be real-valued, such that 3f — Cj € B, for some constant Cj. Further,
let ¢ € R be arbitrary but fixed. Since FCI = f+i(Jf — C1) € B is an entire function, we can use the same
argumentation as in the proof of Theorem 8 to obtain

It

—_

From (31) we see that

. F(¢)
) R
M

dé = miF(t).

Let 0 > 0 be arbitrary but fixed. Then, according to Lemma 3, there exists a natural number Ry = R(d) such that
|F& (t +iy)| < 0 for all t € R and y > 0, satisfying /¢ + y* > RO Let €9 = 1/(Ro + |t|). Then it follows that
|t+ €| > Ry for all 0 < € < ¢y and consequently that ‘FCI (t+1 )| <o forall 0 <e<e and 0< ¢ <.

Thus, we have
FCI T
=
0

for all 0 < € < ¢y, which shows that
[ FA©)
lim d¢ = 0.

e—0 t—f
M

1 [F9¢ .. g
e e U] (48)

—

FO (t+ 1ei¢> ’ de < 76
€

Hence, it follows that

which in turn implies that the real part of the left hand side of (48) converges to the real part of the right hand
side of (48), i.e., that

iy L [ 1)

im —

e—0 T 5

——

—2de=(0)() - O,

and that the imaginary part of the left hand side of (48) converges to the imaginary part of the right hand side of

(48), i.e., that LA (3)(E)
. j J
iy [ S s [ SR o)

—— ——
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