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| -Abstract

We study the output and the degree of the second-order coherence function for a
microlaser in which the average number of atoms inside the cavity mode is larger than one.
Two configurations of the microlaser are explored. In the standing-wave configuration, the
atom-cavity coupling strength has a large variation depending on where an atom is injected in
the cavity standing-wave mode. On the other hand, for the traveling-wave configuration, the .
atom-cavity coupling is constant along the cavity mode axis. The difference between the
behavior of the microlaser for these two configurations can be attributed to the difference
between their gain curves. The experimental results from our many-atom microlaser agree well
with the predictions of the single-atom microlaser theory. This is anticipated because the
average time an atom spends in the cavity mode is much smaller than the lifetime of a photon in
- the cavity mode.

As byproduct of this research, two experimental techniques are developed: a new
velocity selection scheme for the barium atomic beam and a new simple multi-stop time-to-
digital converter (MSTDC). Using two dye lasers, a narrow velocity ground-state barium
atomic beam is prepared. It has a velocity width of about 10% and a height of more than 50% of
the original effusive atomic beam. The design of the MSTDC is based on a fast first-in-first-out
(FIFO) memory. The implemented version provides stop times for any photons separated by
more than 20 nsec and its range can be varied from 5 psec to 0.66 msec.
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Chapter

1 Introduction

1.1- Backeround

In 1930, Weisskopf and Wigner [1] showed that spontaneous emission process of an
excited atom may be understood as a result of the coupling of this atom to the infinite quantized
modes of the free space. The coupling strength is inversely proportional to the square root of
the mode volume. By preventing this atom to couple to these modes or by making the volume
of sofné of these mode very small the free-spabe spontaneous emission rate of the atom can be
altered. The first expérimental observation of enhanced spontaneous emission was observed in
1946 by Purcell [2] for an atom inside a conducting cavity mode whose dimensions are

" comparable to the transition wavelength.

An experimental interest in this field was revived by the availabilit‘y of high-Q single
rmode microwave cavities and long-lived Rydberg atoms [3]. Enhanced spontaneous emission
was observed in 1983[4] and inhibited Spontmeous'emis_sion was observed in 1985[5]. It did
not take a long period of time to observe these very interesting behaviors in the optical regime.
In 1987, large enhancements and suppressions of spontaneous emission as well as cavity- |
enhanced radiative level shifts were observed in degenerate confocal and concentric cavities
[6,7] and suppression in spontaneous decay was observed in a cavity made of two parallel plane

mirrors separated by a very small distance[8].

The spontaneous emission process into a cavity mode can be made reversible if the
cavity can store the emitted photon for sufficient long time that the atom can reabsorb the
emitted photon. This reversible process is called vacuum Rabi oscillation and it is similar to the

escillation experienced by an-atom placed in an intense laser field.




The first theoretical work on a two-level atom placed into a single mode cavity was
performed by Jaynes and Cummings [9] in 1963. This very interesting ideal quantum
mechanical syStemlhad remained a theoretical model until the arrival of low-loss microwave
cavities combined with IOng-liVed Rydberg atomé-. In 1 985, the first maser action with a single
atom was realized [10]. This new maser was named the micromaser and it has been extensively

studied theoretically and experimentally. Unlike conventional masers, the maser action in the

micromaser is initiated by the reversible spontaneous emission into one single cavity mode.

The availability of mirrors with exceptional high reflectivity makes it possible to

~ observe some physical phenomena related to vacuum Rabi oscillation in the optical region of the
sp'ectrum. In 1994,.the first laser akin to the micromaser was demonstrated in our lab[11,12].

: Experiments performed in the optical region have an advantage over those in the microwave
region, namely, individual optical ph.otons emitted from‘ the cavity can be detected directly. In
the micromaser, the photon statistics can not be mcasured directly but it is inferred from the

state of atoms after they have traversed the microwave cavity[13, 14].

1.2- What is a microlaser?

Inthe nﬁcrolaser,'twb-level atoms are injected randomly into a cavity mode at a rate
R=1/T where T is the average time between two.successive atoms. Before the atoms enter the
cavity mode they are excited from the ground state into the excited state by a pump laser beam
(See Fi;gure 1). The probability for an excited atom to emit a photon into the cavity mode is

given by

P=sin®(Vn+lgty), | W

~ where n is the number of photons inside the cavity modé, tint is the interaction time between the

atom, and the cavity mode and g is the atom-cavity coupling constant which is given by
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Here . is the dipole moment matrix element between the ground state and the excited state, h is
the Planck constant, o is the angular frequency of the laser transition, and V is the volume of the

cavity mode.

Atomic beam

(@)

- e Pump laser

| C / o
" "Microlaser | u Microlaser
output <r___J ' ﬁ output

o

,J/
.
|
~ Cavity mirrors .

V%

'

Figure 1. A schematic diagram of the microlaser.

When an excited atom is injected into an empty cavity mode, its probability to emit a
photon into the cavity mode is sinz(gotint). Once a photon is emitte_d by an atom, it is stored in
the cavity for long enough time that some of the following atoms see it in the mode and
consequently their probabilities to emit photons are modified by the presence of the photon in

the cavity mode. The steady state is reached when the rate of photons emitted by the atoms into

the cavity mode is equal to the rate at which photons escape from the cavity mirrors.

The microlaser possesses many novel properties that make it a very attractive system to.

study. Those properties are alien to conventional lasers. For example, the width of photon

11




number distributions in conventional lasers can not be narrower than that of a Poisson
distribution. In the microlaser, there are large ranges of operation in which its photon number
distribution is much narrower than a Poisson distribution. This is a clear signature of
nonclassical light. Moreover, while the output of conventional lasers above threshold increases
with the amount of the gain medium, there are regions of operation in which the output of the
microlaser is almost independent of the amount of the gain medium. This behavior is called the
photon-number stabilization. In addition, the microlaser may exhibit abrupt jumps in its output

which only can be predicted by the quantum mechanical theory.

| In an idealized microlaser, the average number of atoms inside the cavity mode <N> is
assumed to be much smaller than one. This makes it possible to obtain an analytical solution,
using quantum theory, for the photon number distribution inside the cavity as a function of <N>,
One interesting feature of our microlaser is that its threshold occurs for <N> larger than one. -
This provides us with an opportunity tb eXplore the effect of many atoms on the performance of
the microlaser. This effect. has not been studied experimentally before and as we will show in

the next chapter all numerical simulations of this effect are limited.

1.3- Contributions of the present work

We have studied the cutput of the microlaéer as a function of the number of atoms in the
cavity mode for two microlaser configurations, namely, the standing-wave and the traveling-
wave configurations. The average number of atoms in the cavity mode is larger than one. We -
have found that there is a good agreement between our many-atom microlaser and the

- predictions of the single-atom microlaser theory.

Furthermore, we have studied the degree of the second-order coherence function g(z)(t)
of the two microlaser configurations. In the micromaser, where a single photon is not
detectable, g@(t), if not impossible, is very difficult to deduce. Here, also, the single-atom

microlaser theory agrees well with our eXperimental results.
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In addition, we have developed a new laser-based velocity selection scheme to prepare a
very narrow velocity distribution of a ground-state barium atomic beam. Our scheme may be

~ applicable to other kind of atoms.

Also, we haVe designed and built a new multi—stop time-to-digital converter which has

been used to measure the g(z)(r) function.

1.4- Th_ésis outline

In the next chapter, we present the theories behind our work. Tn the same chapter, we
define the degree of the second-order coherence and discuss its properties. In addition, we
present ;o‘me simulations regarding pumping atoms adiabatically to the excited state. In chapter -
three, we describe our experimental setup. Velocity Selection scheme for barium atomic beam
is explored in Chapter 4 and the multi-stop thne-to..-d‘igital converter is detailed in Chapter 5.
Finally, in Chapter 6 and 7, we present our results and discuss further improvements that may

reveal sub-Poisson statistics of the microlaser.
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Chapter

2 Theory

At the beginning of this chapter, we dis;:uss the definition of the degree of second- order
coherence function and some of its general properties. Next, we describe how to calculate the.

: g(z)(r) function as well as the photon-number distribution for the microlaser using three different
methods, namely, the quantum single-atom microlaser theory, the rate-equation model and the
quantum trajectory simulation. -The 'advantage of the single-atom microlaser theory is its ability
to provide ﬁs with 4n analytical solutioh from which we learn a lot about the microlaser
béhavior, especially the way it scales with different experimental parameters. One assumption of
the single-atom microlaser theory is that there is at most one atom in the cavity mode at any
time. This is not the case in our microlaser. We dedicate Sections 2, 3 and 4 to discuss the
single-atom microlaser theory. For an idealized microlaser, Section 2 presents the photon- '
number distribution calculation and Section 3 describes the g¥(7) function calculation. In

~Section 4, the results obté,ined in Sections 2 and 3 are expanded to include a more realistic
microlaser model in which atoms are allowed to have velocity distribution and the atom-cavity
coupling is permitted to be non-uniform. In Section 5, the quantum trajectory simulation helps
us to study the effect of many atoms on our microlaser performance and helps us to reach the

| following fascinating result: for our experimental parameters, the single-atom microlaser theory
- formula is applicable to our many-atom niiérolaéer. The rate equation model is discussed in |

‘Section 6. Although this model is an approximate one, it provides us with a valuable simple

ph_ysical picture of our microlaser.

Finally, in the last section, we describe an adiabatic process by which the atoms in our
microlaser are inverted before they enter the cavity mode. We show that, for an atomic beam
‘with wide velocity distribution, it is preferable to invert atoms adiabatically, since this process

can be made effective and almost velocity independent
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2.1- Properties of the degree of the second-order cloheren‘ce}

function

The degree of the second-order coherence function, g(z)(r), is a key tool in this thesis.
For this reason, some important general properties of the g(z)(r) function will be presented before

any theoretical studies of the microlaser itself.

Since the first experiment conducted by Hanbury Brown and Twiss [1] in 195 7, the
intensity-intensity correlation measurement has become an indispensable tool to characterize
light sources. The g(z)(t) function is a normalized intensity-intensity correlation function. It is
normalized such that its value is one for an uncorrelated light beam, such as a con\;entional laser
beam operated well above threshold. Its value at T =0, g®(0), is proportional to the width of the
photon number distribution of the light source. Its functional shape is strongly related to the
dynamics by which light is generated. Unlike the degree of ﬁfst-o_rder coherence, g(1), which
is a normalized field-field correlation function and which cannot be used to demonstrate any
nonclassical Behavior of light, g®(t) is used to reveal twao fearures of nonclassical light. g®(0)
<1 indicates sub-Poisson stetistics of light source and a positive slope of gP(r) at ©= 0 indicates .
antib'unched light. Furthermore, because of the way gP() is ndrinaIiZed, its shape, as explained_

below, is preserved even when low efficient detectors are used.
Quantum mechanically, g®)(t) is defined as

g(Z)I(‘T) _ f‘T' :n(t)n(t + T) > _< at(Ha'(t +T12a§ +1)a(t) > - . : 0 ,

<n>? <a

where 7 is the time ordering symbol, which rearranges creation operators in forward time order
and annihilation operators in backward time order. The pair of colons surrounding an operator is ‘
used as a normal ordering symbol, which rearranges operators such that any creation operator is

to the left of any annihilation operator. This ordering is a natural consequence of the absorption
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process by which photons are detected.[2] The quantity n = a'a is the photon-number operator
for the field inside the cavity mode. Since the annihilation operator for the field inside the

cavity, a, is related to the annihilation operator for the field outside the cavity, agy, by

a, = \/E a, the intensity operator I = am’Ta can be used in Eq. (1) instead of photon-number

out

operator. Here I'; is the cavity damping rate.[3]
From Eq. (1), g(z)(O) is given by

<a'a'laa> <n’>-<n>_ Q

<n>? - <n>’ <n>

520 = +1, o !

where the commutation relation al

defined as follows[4]

a=aa' -1 isused. The Q parameter is a normalized variance

<(n-<n>)’> |
<n> ' <n>

_<n’>-<n>’

Q -1, 3)

For a Poisson distribution, <n* >— <n>’=<n>, and Q =0. From Eq. (2), g”(0) = 1 signifies
a phéton—number disuibution with a width equal to that of a Poisson distribution. g®(0) > 1
indicates that the photon-number distribution is wider than that of a Poisson distribution, and this
distribution is called a super-Poisson distribution. g9(0) < 1 implies that the distribution is
narrower than a Poisson destitution and for this reason it is called a sub-Poisson distribution (See

Figure 1).

g?)<1 can ndt occur when light is treated as a classical field. For classical field E ,

Eq. (2) becomes

E'E'EE> <I*>
Y@ () = = = ,
é?c» ( 7 < E*E >2 < I >2

)
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Here the subscﬁpt ¢ indicates classical field and the intensity I=E*E. Cauchy’s inequality states

that for two real variables A and B, 2AB < A? + B?. Appling this inequality to Eq. (4), it can be

shown that ¢ (0) 21. The main difference between the quantum mechanical treatment and the
“classical treatment is the term <n> in the numerator of Eq. (2). Quantum mechanically, the act

of measurement can interfere with the measured system and a measurement of number n of

photons itself reduces the photon number by 1, so that the second measurement finds only n-1

photons.[5]
Sub-Poisson Poisson
Q<0 Q=0
g?(0)<1 g@(0)=1
P(n)

Super-Poisson

Superte
/ gD(0)>1

n

Figure 1. g2(0) or Q parameter indicate the width of a photon-number distribution relative toa =
Poisson distribution. _ v - ‘ v _

TAC

etl .

Figujre 2. Two-detector g?(t) measurement configuration. -
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Using Cauchy’s inequality, the slope of the degree of second-order coherence function at
1= 0 for classical field is either negative or equal to zerb, and it can not be positive [6].

ya

. | | |
a;gf’ (t=0)<0. - (5)

Negative slopes indicate that successive photons are more likely to arrive at the same time or
very close together thén further apart. This is simpiy a manifestation of intensity fluctuations.
- The arrival of a high intensity ﬂuctuatibn at the detector produces.closely sﬁaced‘ photon ‘counts,
-while a low intensity fluctuation produces low count rates. This behavior is referred to as photon
- bunching. When g¥(t) =1, as is the case of'a conventional laser operated well above threshold,
the arrival of photons is completely random. For nonclassical light the sibpe of g(z)(r) att=0
can be posiﬁve. This kind of light is said td'be antiBunched,“and the arrival of photons is spaced

- out in time. The antibunched behavior cannot be predicted by the classical theory of light.

Why is g(z)(t) insensitive to detector efﬁcivency'? Suppose we measure g(z)(‘c) using a
beam splitter and a two-detector ¢onﬁguration as shown in Figure 2. A photon detected by
detector 1 starts a time to digital converter (TAC), whlch then records the time of detécting :
su?sequeht photons by detector 2 within some time range Tr. Then TAC vst‘;ops until a photon is
detected by detector 1. The hisfogram built from the arrival times on detector 2 is “equal to the

- conditional probability of detecting a photon by detector 2 af time t = 1 within At; given that a

“photon is detected by detector 1 at time t = 0. Here At; is the width of the histogram bin.

The joint probability of detecting a photdn a time t = 0 within At; and anothér photon att

= 1 within At, is given by[7]
- Pty =0ty = DALAL =, < T LOI(T) >, : o | (6)

Here ] i‘ is the quantum efﬁciericy of detector i. I(0) and I(t) are photon intensity operators. The

conditional probability of detecting a photon by detector 2 at time t = T within At, given that a
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photon is detected by detector 1 at time t = 0 is simply obtained by d1v1d1ng Eq.(6) by the .
probablhty of detecting a photon at time t = 0 by detector 1 within Aty

P,(t, =0;t, = )AtAt, nm, <7 :I(0)I(7) >
P(t, = 0)At, : - M <I> .

t, =1t, = 0)At,) = )

For 7 much larger than correlation time of the light, t., detecting a photon by detector 1 is
| completely uncorrelated to detecting another photon by detector 2, and the joint probability in
Eq. (6) can be written as the product of single-fold probability density for detecting a photon by

“each detector.

_ Pzr_(t‘1 =0t =1>>t )At AL, =P (t, = 0)At P (t, =1)At, =n, <I>Atm, <I>At,, (8)
. v P

thus for t >> t., the conditional probability in Eq. (7) becomes the probability density of

detecting a phofon at time t =t by detector 2. So when our histogram is normalized by dividing

it by the counts on the bins for which ©>> t,, we obtain

Pty =1ft =0M; Pyt =0ty =9Anat _nm <TIOI@>_ a0
Bt s>t =0Ar,  DB(t, =ML, =wA,  am, <Is<I> ° 0 Y

The efficiencies of the two detectors cancel out and g¥(7) is independent of the detector

efficiencies.

2.2- Photon number distribution for single-atom,microlaser

What is an ideal microlaser? In an ideal microlaser, monovelocity two-level atoms are

injected randomly into a single-mode cavity. The atoms are assmﬁedto be perfectly excited

before they enter the cavity mode. The excited level is assumed to be a long-lived level such that

- no spontaneous decay occurs during atom-cavity interaction time. In addition, the cavity is

assumed to couple uniformly with atoms; no standing-wave nature of the i;avity mode is

Al
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considered. To derive the photon number distribution two important conditions are assumed.
First, the atoms are injected at a very low rate such that at most one atom can be in the cavity
mode at any time. vThus, we do not need to consider more than one atom interacting with the
field at the same time. Second, the atom-cavity interaction time is assumed to be much smaller
than the lifetime of photons in the cavity, so that the relaxation of the cavity field mode can be
ignored while an atom is inside the cavity. Since the output of the microlaser is in the optical |
regime, thermal photons can be ignored. This is one difference between the microlaser and the

micromaser (in which thermal photons are significant except at very low temperatures).

Several authors have studled theoretically the photon number d1str1but10n inside the

microlaser cavity. Here, I will follow the derlvatlon of Filipowicz [8].

‘ The approach used to find the photon statistics in this ideal microlaser is as follows.

When an atom enters the cavity, the coupled field-atom density operator is evolved according to
the J aynes-Cummings Hamiltonian. During the interaction time between the atom and the cavity |
mode tint, photons are not allowed to escape from the cavity. While there are no atoms inside the
cavity mode, the photon field decays exponentially at a rate I'e. Since the time between two

successive atoms is random with average value T, we need to average the field density operator

cver the exponential distribution —e™'" .

- The Jaynes- Cummmgs Hamﬂtonlan for a two-level atom 1nteract1ng W1th a smvle mode

~ is given by

H—h‘”"s +hcoaa+hg(S a+s a*) = I » (10)'

where o is the frequency difference between the two atomic level‘ o is the frequency of the

- cavity field mode, g is the electric dlpole couphng constant aanda’ are the annihilation and

ereatlon operators and S3 and S. are the Pauli spin operators.




Let us assume that at time t;, the i atom enters the cavity mode which has a field
described by the field density ‘oper'ator pi(t). At this time, the combined atom-field system is
described by a density operator p (t;), which is a tensor product of the field density operator p(t;)
and the initial atomic density operator. At the end of the interaction time between the atom and

 the cavity mode, the combined density operator p (t) evolves to

p(t; + 1t ) = Ul )pt)U (), | (11)

~where the time development operator U(tin) is given by

U(t,-m) =e—th/ﬁ. ' , : . (12)

The field operator at time t; + t;, is obtained by taking the trace of the operator in Eq. (12)

over the atomic variables:

pe(t; +ty) =<alp(ti + it )| a>+<b ‘P(ti + 1 )Ib> =F(t;, )pf(ti) s _ ' (13)

where |a> and [b) are the atomic excited and ground states, respec’tively. During the interaction,
 the field density matrix in the number state representation (nlp¢|n") Wi‘lll remain diagonal if the
initial field density matrigc at time t; is diagonal énd the atoms are injected perféc;tly inverted.
- The diagonal element of the field density operator p, = <n’|pf | n> can be found from Eq. (13),

after lengthy algebra, to be

) =B, ()R t) . o m

~ Here
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B, = A2 +n ) T in” (gt v/(A/28) +n) | | (15)

and A is atom-cavity detuning A = ® — wy.

When there are no atoms inside the cavity mode, the field density operator is governed by

the standard master equation of a damped harmonic oscillator:
I t_t t
=7(23-Pfa —a'ap; —psa'a)=Lp;. (16)

During field decay, its density bperator remains diagonal and this leads to

i

p, =l ((a+Dp,, —np,). | 17)

Using Eq. (13) and Eq. (14), the field density operator at time t;, just before the i™ atom is

injected, can be related formally to that just before the injection of the next atom, at time 41, by
o, (1) =exp(LT)F(t,, )p; (), | | ~ (18)
where T; = ti+1 —tj -ty =ty —ti. If we start with zero photons in the cavity, which is diagonal at
the number state representation, the density matrix obtained from successive iterations of Eq. (9)

will be also diagonal.

Since the time between successive atoms Tj is random, we need to average Eq. (18) over

this random variable

<Pf (tin )) = <3XP(LT1 E(t, )ps (4 )> . ‘ v (19)
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Since pg(t;) depends only on atoms injected before t;, it depends only on Tj where j =0, 1, ... i-1
and it is statistically independent of T;. Thus the average, on the right hand side of Eq. (19), can

be found simply by factorizing the terms:

(e (ti)) = (exp(LT))F(ty )pe (1)) | (20)
Usmg exp(LT) %6[ exp(LT; )exp(——)dT =# | 3 - @2n |

| Eq. (20) becomes
(1= LT){py (ti1)) = Fltin Xpe (1)) | T (22)

Here T is the average time between the arrival of two successive atoms. After a number of
successive iterations of Eq. (22), a steady state is obtained. This steady state may not be a “true”
steady state; but it is a steady state of the return map of Eq. (22) in which the field repeats at a

precise time when a new atom is injected into the cavity. Therefore, at steady state, we can set
‘(Pf (tin )> = <Pf {t )) = P¢ « and Eq. (22) becomes

(1 - LT)Ef,st = F(tint )Bf,st ' S o (23)

Using Eq. (14) and Eq.(17), Eq.(23) can be rewritten in terms of the occupation number

n)

pn = <n Iﬁf,st
B, — T, (0 +1)P,, —1B,) = (1 ~PB,. )Py +BuBacs- - (24)

This can be rearranged to




1 _ _ 1, _ _ - |
?Bnpn—] - rcnpn = ?Bn-t-lpn -_1_‘0(1“:l + 1)pn+1 ' (25)

These four terms represent the rate of growth émd loss of p,. The first term represents the
‘growth of p, due to emission from photon level n-1 to n, while the third term represents loss due

to emission from level n to level n+1. The second and the fourth terms represent loss and growth

~ due to cavity decay from levels n+1 and n, respectively.

nﬁrH-l Y 3
1 - : _
:i:Bn.-i-]pn ) Fc (n+1)pn+1
B, ' ’
A
—l—l?’nﬁn-l rcnﬁn
T .
ﬁn—l h 4
Po

Figure 3. Photon energy-level diagram depicting the rate of growth-and loss of p, produced by
the atomic transitions and the cavity loss process. ’

If we define S, = %Bnﬁn_l —-T',np, , then Eq. (25) becomes
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(26)

To be able to normalize the field density matrix, p_ should go to zero fastér than 1/n for
- n—>o, Therefqre, forn - oo, Sn' — 0. Using this fact and Eq. (26), S, should be 0 for any n.
This leads to '

_ 1 Buo -
pn Tl“c n pn-l’ | ( )
or
a1 B,

= — 5 ‘ f 28
pn pO Lol k Tl_'c . ‘ ¢ ( )

where P, is found from normalizing the photon-number distribution.

Lugiato, Scully and Walther [9] have pointed out that a similar result can be obtained by
applying the standard quantum laser theory where at any time the density operator of the

iicrolaser is affected by the gain and loss in the system according to

o 1_._ — : v
5 Pr =70y, TP, | (29)
where 1/T is the injection rate and SEHM is the change in p; due to one atom interacting for a time

tix. The interaction between an atom and the laser field is interrupted by spontaneous emission
in conventional lasers while it is interrupted by an atom exiting the cavity mode in the

microlaser.

~ In the photon-number representation the diagonal element of p; of Eq. (29) can be written

as’
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d_ 1

_pn

_ 1 _ _ _ _
dt = TBn+lpn +?Bnpn—l _rcnpn +Fc(n+1)pn+l . (30)

This, for steady state, is the same equation as Eq. (25).

Appendix A lists a code written in Mathematica to calculate the average number of

photons inside the cavity mode <n>, which is given by

<n>=3i5, o | (31)

i=0
and Q parameter (See Eq (3) for definition). Figure 4 shows <n> and Q for typical experimental
parameters for our microlaser. We ignore the effect of many atoms in this calculation. Aboye
the first threshold, the photon number of the microlaser is stabilized and the Q parameter
becomes less than zero. This means that the photon distribution becomes nartower than that of a
Poisson distribution, which is a signature of nonclassical light. In addition, very sharp j Jumps are

predicted to occur. These features are alien to conventional lasers.

600 [ ' P 4
500 3
400 5
- § 300 . cvl
200
00| — 0
/ b __) \__
50 100 150 200 250 300 50 100 150 200 250 300
<N> . <N>

Flgure 4. Calculation of average number of photons inside the cavity <n> and the Q parameter
as a function of average number of atoms inside the cavity for finesse of 1 million and atomic
velocity of 360 m./sec . Here many atom effects are ignored.
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2.3- The degree of second-order coherence function for single-

atom microlaser

T. Quang [10], as well as S. Kumar and G. Agarwal [11], have studied the g®(t) function
- of the microlaser. Here, T. Quang’s derivation of g?(t) will be presented. Eq.(1) defines the
g(z)('c) to be

<a'(Oa' (t + D)t + D)alt) > | | )

2
g% = S
<a'a>

Using the time development operator of the combined field-atom system, U(x), the photon-
number operator a'(t+t)a(t+1) can be written in terms of that at =0asin

a'(t+7a(t+1) =Tl (t)a’ ()at)U(r). | \ _ (32)
Now, the two-time photon number correlation can be written as

<af(Wa’(t+7a(t+va(t)> =Tr,,[a" ()T (g)a’ (t)g(t)'if(r)a(t)ﬁ(_t)]
=Tr; . [a" (Da(HU(Da®p(t)a’ T (1)]

=T[a'®a@)p®], (33)

“where the subscript in trace operator Trg, referees to field and atom re‘spe_ctivcly, p(t)is the

density operator of fhe combined atom-filed system and
P() = Tr,[U(ma(t)p(t)a’ (1)U (z)]. ’ ' G4

The microlaser statistical behavior is that of a Markov process. The statistical propérties

of any operator O(t) describing the microlaser for time t > t,, requires only the knowledge of the
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value of O(t) at t =ty and behavior of O(t)vbefore t =ty is irrelevant. It can be shown that for the

a Markov process, given Eq. (34), 3(1',) satisfy similar equations of motion aé that of density

operator p;(t) = Tr,p(t), Eq. (29).[12] The initial condition for p(t) is

50 =a®p(ha’ (). - @35)

For steady state, the two-time photon number correlation < at(Ma'(t+7)a(t+ t)a(t) > is

independent of t, so for steady state t will be replaced with t = 0.

<a'(0)a’(Ma(r)a(0) > = (n[a’(0)a(0)|k){k[p(x)|n)
= > n(n[p(D[n) = 3 0B, (1), | (36)

where P, (t) satisfy Eq. (30) but with the initial conditions

5,(0) = (n])a(0)p(0)a’ (0)|n) = (0 + )P, | (37

The steady staie two-time photon-number correlation has similar time behavior as that of
the evolution of the average number of photons <n > of the microlaser when the microlaser is

disturbed from its steady state such that at initial time p, > (+Dp,.;.

- Using Egs. (1), (36) and (37), g(z)(O) can berelated to the Q parameter of the photon-

number distribution as in

> a(n+1)p,.,

L 2
2 _<n >-<n> o
g?0)=-= 5 = - =
<n> <n> <n>

+1. : : (38)
See Eq (3) for definition and significance of the Q parameter.
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To calculate g(z)('r_), we need to solve many coupled equations, Eq. (30). The number of
equations depends on the size of steady state photon distribution and can be as large as 100

'kequatlons Appendix A lists a program Wr1tten in Mathematica, which finds the eigenvalues, and

eigenvectors of these coupled equations and matches the initial conditions to calculate p, (1).

2.4- Nonuniform coupling and nonuniform interaction time in

single-atom microlaser

Nonuniformity in the atom-cavity coupling constant and n011unifoﬁnity in the interaction
time between atoms and the cavity mode can be included in the formalism of the single-atom
microlaser, For a single atom, the coupling constant varies in strength as the atom passes -
through the cavity Gaussian mode. Different atoms may experience different average atom-
‘cavity coupling depending on where they are injected. In addition, the interaction time of atoms
with the cavity mode is a function of the speed of atoms as well as where they are injected with

respect to the cavity mode.

Due to the Gaussian nature of the cavity mode, an atom passing through the cavity mode

experiences time-dependent atom-cavity coupling g(t) given by

Vt"+y2
2

. ) ' ; :
gti=gee ™ ' (39),
where gg is the couphng strength on the axis of the cavity mode, v is the speed of the atom, w is
the cavity mode waist and y is the y coordinate (See Figure 5). How can this variation be

included in the single-atom microlaser?

Using the Schrodinger equation, it can be shown that if the Hamiltonian is a function of

time then the time development operator U(t) becomes
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L
i _[ H(t")dt' /1

Ui)=e " > (40)

Atomic Beam

Figure 5. Top view of the microlaser cavity along with the coordinate convention.

where U(t;) = 0. In deriving Eq. (14), the atom-cavity coupling is assumed to be zero except in
the cavity mode where it has a constant value. The atom-cavity coupling has a top-hat shape and
this enables us to write the time development operator as in Eq. (12). In the case of a Gaussian
mode, wé need to do the iniegration in Eq. (40) while the atom is in the cavity mode. The

Gaussian mode has no definite boundaries so we will carry the integration from - to co.

41)

Cw w vitey? -
== -2y
jg(t')dt'=g0 fe wdt'=ge v W
o , v

This is equivalent to a top-hat mode with a width of ¥Tw. So to accommodate for the Gaussian

mode shape along the x-axis, we need to replace tj,; in Eq. (15) with

v

int

(42)

v
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Nonuniformity between different atoms can be included in the microlaser formalism
based on the same principle that enables us to account for different time separation between two
V consecutive atoms [8]. Since the injection process is completely random, there is no correlation
between atoms and when we average Eq. (9) over these nonuniformities, we can factorize the

average as follows
(pf (ti+-1)> = (eXP(LTi )F(tint ))<Pf (t; )> - ' (43)

This leads to a formula similar to Eq. (28) for the photon occupation number p, and similar to
Eq. (36) for the two-time photon number correlation <a'(t)a’(t+t)a(t + t)a(t) > with the

following modification
B \ | | |

— (= : : 44
<T / (44)

When atoms are sent perpendicular to the cavity axis, atoms interact with the standing-

wave cavity mode and the nonuniform-coupling constant is given by

1,2
_(l'tj’_)

g=ge * sin(%z), : ’ ‘ 45 :

where A is the laser wavelength. For standing-wave interaction and monovelocity atoms, Eq.

(44) becomes

<Ek_>=l.lj‘ Sln (—\/_go Sln(_Z) -\/ﬂw)d =——'(1 J (2‘\/_ ‘\/_W (46)
T/ 24T v : |

Here the cavity is assumed to be in resonance with atomic transition and the Gaussian nature of

* the mode along the y-axis is ignored. Jy is the Bessel function of the first kind of order zero.
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For an effusive atomic beam, the Velocity distribution of the atomic flux is given by[13]

4<N>vy? -7

Fi(v)=v T Voe v . N CY)!

where vq is the most probable velocity in the atomic velocity destitution density and <N> is the
average nﬁmber of atoms in the cavity mode, To incorporate the velocity distribution in the
microlaser theory, we need to replace the flux of the monovelocity atomic beam, 1/T, with that
of Eq. (47). So, for resonance standing-wave interaction with an effusive atomic beam and a

‘top-hat coupling along the y- axis, Eq. (44) becomes

@ 4 _(_V_)z . .
<9T—> =y <ff>: " -1,k */_W))dv - (48)

If, in addition, the Gaussian nature of the mode along the y-axis is considered and a slit of height -
Ay centered at the cavity axis (y=0) is used to allow just those atoms injected within its height to

interact with cavity mode, Eq. (44) becomes

ARy

—.(_

33— <1 I, (2Kg,e ‘/"W
we

T —))dvdy . | 49)

)%

”|L"‘-—r“‘ %

Nonuniform coupling and nonuniform interaction time are sources of randomness in our
system. With enough randomness introduced to an ideal microlaser, microlaser behavior

approaches that of an ordinary laser [8]. Figure 6 shows that the Rabi oscillation in the term

1 <ETL> is washed out as more sources of randomness are introduced to the system. It will

<N >

be shown using the rate-equation model that the term

T

<E"—> corresponds to gain per atom
<N>

when there are n+1 photons in the cavity mode. A well-defined Rabi oscillation is obtained for
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monovelocity and u.niform»coupling. When the standing wave nature of the cavity is considered,
Eq. (46), the depth of oscillation becomes smaller but it does not vanish. For large n, the gain
per atom approaches one half of its maximum value for the ideal microlaser. The oscillation
élmost vanishes when, in addition, an effusive atomic beam is used. A further reduction in -
oscillation happens when the Gaussian nature of the cavity mode along the y-axis is considered,
Eq. (49). Here we consider the central part of the Gaussian mode limited by a slit of width 25
um. The oscillation disappears completely for very wide slit. |

¢\
N\
. _ ﬁ\ ~—
\
\
\\
50 100 150 200

/Ba

Figure 6. ——(
<N>\

> for standing-wave configuration. (a) Monovelocity and uniform '

coupling along z axis and y axis ( see Figure 5 for axes convention). (b) Monovelocity,
standing-wave coupling along z-axis and uniform coupling along y-axis. (c) Effusive atomic
beam, standing-wave coupling along z-axis and uniform coupling along y-axis. (d) Effusive
atomic beam, standing-wave coupling along z-axis and Gaussian coupling along y-axis narrow
slit (slit width = 25 um). (e) Same as (d) but with very wide slit. Case (e) is normalized such
that for very large n its value is one-half of the maximum value of case (a). Here the most
probable velocity is 370 m/sec; finesse is 1 million; cavity mode is 42 pm and maximum
coupling strength is gp. '

By tilting the atomic beam with respect to the cavity axis, due to Doppler shift, atoms can
be made to interact only with one of the two traveling waves that make up the standing wave. In

this case, atom-cavityvcou'pling does not have any variation due to the standing wave nature of

foey
~




the cavity mode. If the cavity is tuned such that it is in resonance with atoms having the most

probable velocity vo, then the frequency shift as a function of atomic velocity is given by

A=27Y ;V," sin(@) o (50)

where 0 is the angle by which the atomic beam is tilted from perpendicular position.

The minimum tilt angle that makes atoms, with the most probable velocity, interact only
“with one traveling wave can be estimated roughly by requiring that the Doppler shift due to the
tilt is larger than the transit time broadening. The transit time broadening for an atom with speed

vg = 370 m/sec and cavity mode waist w = 40 pum is roughly given by [14]

Vo N2In2 oy (51)

AT =2—
w27

Therefore, the minimum tilt angle is approximately

6w sin™ (2= AF) = dmrad . | (52)
, Vo _. }

For traveling-wave interaction with an effusive atomic beam injected though a slit of

height Ay, Eq.(44) becomes

. 5 sV -2y
<B_k>=_1_ [ easNzv 6 k(2goe ™ )’ 3
T. A 3 — v Yy
Y o REIRE (211:"—k—"isin(e))2 L kQge ™ )?
f : . s . Ry ’ )
sin”(“/iW %\/(27;;" xv°. sin(0))” + (2g,.€ & Ykydvdy, - (53)
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where g is atom-cavity coupling for traveling wave case. It can be shown that go; = go/2. For
standing-wave interaction, the electric field operator E, is the sum of the electric field operator
E.+ for the travelin'g wave moving in the positive z direction and the electric field operator E,. for

the traveling wave moving in the negative z direction. But E, is given by [15, 16]

E, =g,(ae™ + aTe+i‘“‘)cos(l<z) =g,(ae™" + a“’e’“i"")———e Ze ) (54)
After collecting terms, E, becomes
E, =g_20(ae—i(kz+mt) +a1'e+i(kz+mt)) + %(ae-i(-kz;m) + aTe+i(—kz+u)()) -E,_ +E, . (55)

Figure 7 shows the effect of velocity distribution and Gaussian coupling along the y-
direction on the oscillation of gain-per-atom term in the traveling-wave configuration. Two
factors contribute to the larger oscillation in Figure 7 case (c) compared to the similar case for
standing-wave configuration, Figure 6 case (d), namely, the uniform coupling constant along the
z-axis and the velocity selectiVity provided by the tilted cavity. These two cases are shown ona
| similar plot in Figure 8. Because of the larger coupling constant, the sténding-wave case has
larger gain per atom for small n. This makes the threshold in standing-wave case to occur, as a
function of the average number of atoms in the cavity, before that in the traveling-wave-case. In
‘addition, at the beginning, the curvature in the gain-per-atom curve for the standing-wave case is
larger. This binﬂuences, as will be shown later, the intensity correlation time and makes it smaller

at the threshold than that of the traveling-wave case.

~ We have checked the assertion that the field density operator can be factorized as in Eq.
(43) by comparing the result that follows from this assertion with a result obtained differently by
using our quantum trajectory simulation (QTS) code (the QTS code is discussed in the nekt |
section). Both methods give similar results. Figure 9 shows the results for <n> versus <N>,

photon occupation number p, and g@(x) for an effusive atomic beam.
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Figure 7.

~ <B—“> for traveling-wave configuration. (a) Monovelocity and uniform
<N> \

coupling along y axis ( See Figure 5 for axes convention). (b) Effusive atomic beam and
" uniform coupling along y-axis. (c) Effusive atomic beam and Gaussian coupling along y-axis

narrow slit (slit width = 25 pm). Same parameters as in Figure 6 are used except couphng
constant = gy¢/2 and the tilt angle = 10 mrad.
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/ e
V4
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. ,

Figure 8. Comparison between

P term for traveling-wave configuration (Figure 7
<N>\T »

case (¢)) and standing wave configurations Figure 6 case (d).
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Figure 9. Comparison between microlaser thedry and QTS when an effusive beam is used. Here
the most probable velocity is 400 m/sec and the finesse is 50 million..
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2.5 -'Manv-atom effects in single-atom microlaser theory

A number of authors [17, 18, 19] have i-nvestigated numerically the effect of many atoms
interacting at the same time with the cavity mode on the photon statistics of the microlaser.
These studies find that the effect is small for the case where the interaction time befween one
atom and the cavity mode, t;y, is much smaller than the lifetime of a photon in the cavity, 1/T, or
tine [ << 1. This is the case for our systém. In our system tiy; for the most probable velocity is

about 0.2 psec and 1/T°; is abouf 1.2 psec (tine ['c ~ 0.17).

D’ Ariano et al. [17] study a microlaser in which monovelocity clusters of atoms are |
injected into the cavity mode. Each cluster of atoms is treated as a point-like object with respect
to the cavity length. It is assumed that, when a cluster of atoms leaves the cavity mode, another
cluster is immediately injected into the cavity mode. So there is only one cluster of atoms at the
cavity mode at all times. The number of atoms in different clusters is not the same but varies
according to a Poisson distribution with an average number of Ny,.. This model approaches the
. single-atom microlaser when Na,,e-—> 0, tint — 0 while keeping the injection rate, Nyye/ tin, fixed.
The quantum trajectory method is used to evaluate the steady state sbluﬁon of the average and
the normalized standard deviation of the photon number distribution inside the cavity mode. Ngy.
is varied to up to 100 atoms and it is found that this model deviates from the ideal single-atom

- microlaser theory only when ty I'c > 1.

Using this model of clustered atoms makes it possible for a large number of atoms to be
incorporated in the quantum trajectory simulation. Without this trick, this simulation would be
impossible to conduct with moré than about ten atoms in the cavity mode. Although it is nota
realistic model, it is a reasonable one for getting an educated guess of the many-atom e'ffeét on
the microlaser behavior especially when t; I'; <<1. Since for the case tig I'; ~ 1, the field decays
appreciably before a new cluster is injected into the cavity mode, the way atoms are clustered
together may have a big influence on distorting the outcome of this model away from a realistic

rhicrolaser output [1 8].




Elk [18] uses another model to study the many-atom effect in the microlaser. In his
model, individual atoms are injected regularly into the cavity mode. The time between any two
~ successive atoms is adjusted such that at the same time an atom leaves the cavity, another atom
enters the cavity. The master equation bapproach is used to find, for at most 5 atoms in the cavity
mode, the steady state solution of the average, <n>, and the normalized standard deviation, Q, of
the photon number distribution inside the cavity. The problem is solved exactly for N =1 and 2

atoms but it is solved approximately, by using subspace diagonalization, for N =3, 4 and 5
atoms. tin I is varied to up to 0.5. In the range of pump parameter ® = gt }l <5, <n>is
‘ ¢ “int

in good agreement with that obtained from the single-atom microlaser theory. For ® <2, Q is
also in good agreement with the single-atom microlaser theory but for 2 < ® <5, Q deviates,
linearly as a function of N and © , slightly from single-atom microlaser theory predictions.

Some of this deviation in this ‘range is attributed to the regular injection of atoms into the cavity.

Fang-Yen et al[19] study the many-atom effect using a realistic injection model:
individual excited atoms are injected randomly into the cavity mode. The quantum trajectory
simulation (QTS), which is briefly described at the end of this section in a separate subsection,
is used to study up to 7 atoms on average in the cavity mode. Similar results as in reference [18]
are reached but now with a realistic microlaser model. Figure 10 shows calculations of the i

average number of photon inside the cavity <n> as a function of the pump parameter

O =gt ’< 1:1 > using the single-atom microlaser theory and the QTS. Both methods are in
¢ “int : . .

good agreement with each other over the pump parameter range shown in the figure. In our
study of the many-atom effect, we use the fact that the microlaser théory produces the same
photon humber distribution for different values of <N> as long as we keep <N>/T"; or
equivalently <N>F constant (See Eq. (28) and Eq. (70)). Figure 11 compares the single-atom

- microlaser theory and the QTS calculations of the Q-parameter. For ® <2 both Iﬁethods agree
with each other. In our expérimental studies of the microlaser, @ is always less than 2. For 2
<@®<3, ;che deviations of QTS predictions bécome larger for larger <N>, These deviations are

the consequence of the following fact: since we fix the ratio <N>/I';, larger <N> means larger tiy
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T We would like to emphasize that it is possible to have <N>>> 1 and small deviations in Qin
 the range ® between 2 and 5 when I <<1.
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Figure 10. Comparison between the microlaser theory (solid line) and the QTS using different
- average number of atoms in the cavity mode <N>, Here the product of the finesse and <N> is
kept constant. F<N> = 8 and tjn; ';=0.1 <N>. ’

The reéson that the many-atom effect is small for the case tine e << 1 is thatvduring the
Iifetim’ev ofa phqton, many atoms are injected at random in the cavity mode. The time one single
atom has to coherently evolve with the photdn and other atoms is comparaﬁvely small. Thus,
any coherence between atoms is washed out. On the other hand, for tin T'c ~ 1, a single atom has
a long time to evolve coherently with other atoms during the lifetime of a photon. The
decoherence process caused By the random injection of atoms is relatively small and the many-

atom effect is expected to influence the photon-number distribution in this case. .

It is interesting to notice that even in the derivation of the microlaser photon-number
distribution, Eq. (28), Filipowicz [8] assumes that tj,[ . << 1. In this case, cavity decay is very
small and it can be ignored while a single atom interacts with the cavity mode; the field-atom

density matrix can be evolved coherently according the Jaynes-Cummings Hamiltonian.
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It remains an interesting problem to investigate experimentally and to develop an analytical
theory or a simple model to account for the many-atom effect in the microlaser as a function of

tintr c
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Figure 11. Comparison between the microlaser theory (solid line) and the QTS using different
average number of atoms in the cavity mode <N>. Here the product of the finesse and <N> is’
kept constant. F<N> =8 and t;, ['c=0.1 <N>.

2.5. 1? Quantum trajectory simulation code

Quantum trajectory simulation (QTS) is a very poWerflll tool to analyze incoherent
processes and many-atom effect in the microlaser. In this work, QTS is used to demonstrate two
important facts. First, QTS is used to sﬁpp‘ort the assertion that nonuniform coupling and |
nonuniform interaction time can be incorporatéd in the microlaser theory by averaging over the
gain term in the microlaser as in Eq. (44) (See Figuré 9) . Also it is used to show that the many-
atom-effect is small for the case tint ['c <<1. Here a brief description of this simulation is given.

More details can be found in [20,21,22].
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The basic idea of the QTS is the fdllow-ing. For very short times, dt’s, the wave function
of the microlaser is evolved coherently according to the Schrddinger equation with all incoherent
processes ignored. dt should be very small compared to any incoherent process. After each
coherent evolution of the wave function, the incoherent pfocesses are examined and the wave |

function and the Hamiltonian are adjusted according to the result of this examination.

The Hermitian part of the microlaser Hamiltonian, which is responsible for the coherent

evolution process, is given by

' N ®,. ' N ) SN Q.. -
‘H=hz%s“+hma’fa+hzgj(s+,ja+s_,ja")+hz 2",” (S,;+S_)). - (56)
: j=1 ,

j=1 j=1

Here wois the atomic transition angular frequency forﬂthe i atorh, o is the angular frequency of
the cavity field mode; g is the coupling constant between the cavity filed and the j* atom. a and
a' are the annihilation and creation operators . S3 and S.; are the Pauli spin operators for the i
atom. Qpj is the Rabi frequency due to the pump field. The last term is ignored when the

pumping process is not simulated.

The incoherent pfocesses, which are examined at the end of each dt, are the following: a
new atom enters the cavity mode; an atom leaves the cavity mode; an atom spontaneously decays |

to the ground state or the metastable state and finally a photon escapes from the cavity mirrors.

At the time the first atom enters an empty cavity mode, the wave function of the system

becomes

%) = (a,|g) +2.|eNq0)+ 1) + 012 + .+ Ofn) + .0, —1)), By

where ag and a are the probability amplitudes that the atom is in the' ground state or the excited
state respectively and ]n) is the photon number state n. npa is the maximum number of photons
allowed in the simulation. In general, at the time of a new atom arrival to the microlaser, the

combined new wave function of the system [‘P) w‘is simply the pi‘oduct of the Wa,ve function

/ ne
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describing the new atom and the wave functlon describing the microlaser just before the entry of

old ?

[¥) e =(agg) +afe)®) . 58

For N atoms in the cavity mode, the number of terms in ]‘P) is given by np2™. For example,

for maximum allowable number of atoms 20 (the average number should be much smaller than

20) and ey = 100, the size of memory needed for the terms in| W) is about 1.7 GigaByte. Here

“we use a double variable for the real and i imaginary part of each term. The double variable in

typical C compiler needs 8 Bytes. In addition to this huge memory consumption, the time the

computer processor needs to manipulate this huge number of vanables becomes too long.

The arrival of atoms into the caV1ty mode is a random process with the average time

between two successive atoms given by T. Suppose an atom arrives att = 0. The probability

that the next atom arrive at time between t and t + dt is given by T"e“F dt, and the probability

that it arrives between t = 0 and t is given by

Pa=1—‘3 . ‘ ) : (59)

The arrival time of the next atom can be found by generating a random number between 0 and 1,

1, and equating it to P, [23] Thus, the arrival time of the next atom is given

_IP ). (60)

a

t=TI
n(1

For a monovelocity atomic beam, the average time between two successive atoms. T is

simply given by
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T=—a . » | (61)

where <N> is the average number of atoms in the cavity mode, and w is the cavity mode waist.
The simulation is started by injecting the first atom at time zero and finding the arrival time of
the second atom from Eq. (61). When the second atom arrives, the arrival time of the third atom

is found and so on.
If the atoms have a normahzed velocity distribution f(v) T may be found by subd1v1d1ng

‘ the velocity distribution into many velocity groups of width Av. In each group f(v) is almost

constant, and T is given

(") =

f (v)Av(vN)«/Ew . ©2)

In finding the arrival times, each group is treated as an independent monovelocity beam. The
arrival time of the first atom in each velocity group is found by Eq.(60) and Eq. (62). The arrival

time of next atom in any velocity group is updated when an atom belonging to that group arrives.

What happens when an atom exits the microlaser? The exiting atom is no longer
interacting with the field and its component may be separated. Half of the terms in the original
wave function have the state of the exiting atom in the ground state and the other half have its
state in the exciting state. Which half should be used to construct the new wave function;? This
dépends on whether the exiting atom leéves the microlaser in the ground state or the exited state.
This is determined by generating a random number, rexit , between 0 and 1 and comparing it with
the probability for the exiting atom to be in the ground state ps. pg is simply given by the sum of
the squares of probability amplitudes in the terms in the original wave function in which the
exiting atom is in the ground state. If reyt < Pg . then the atom exits in the ground state and the
new Wave function is constructed from the terms in the original wave function in which the

exiting atom is in the ground state. The new wave function should be renormalized.
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If an atom decays to the metastable state, it will no longer be inter‘acting with the cavity
field. For this reason, this atom is treated in a similar way as an atom existing the microlaser in
the excited s{ate. An atom does not decay to the metastable state unless it is in the excited state.
An atom undergoes a decay to the metastable state if its probability to decay to the metastable

state is larger or equal to a random number generated between 0 and 1.

To determine whether a photon has decayed during dt, the probability for a photon to

escape from the cavity mirrors Pp=T"_ dt (¥ |a‘a|¥ ) iscomparedioa random number 1,

~ generated between 0 and 1. Ifr, <Py, then a photon has decayed during dt and the new wave

" " function becomes

‘?)new = al kP) old * » (63)

Here a is the annihilation operator. On the other hand, if 1, > Pp, then no photon has decayed
during dt. The fact that no photon has decayed is a valuable piece of information, which tells us
that the chance of having no photons in our particular sample is more likely than the average
value and the number of photons is lower than the average value. This should be reflected in the

wave function and the new wave function is given by

), =0-— ) ¥)

old * (64)
Both wave functions, Eq. (63) and Eq. (64), should be renormalized. The following simple

~ example might help in understanding why we need to adjust the wave function when no photon
is detected during dt. Let us consider the following initial wave function which has an equal

superposition of the zero-photon state and the one-photon state.

) e =7l§-lv0>+—j—5ll> - (65)
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This wave function tells us that if we have many identical cavities, which are prepared
identically such that the state of each cavitj is given by the above wave function, then half of
these cavities will have no photon inside them and the other half will contain one photon inside
each cavity. Suppose we select a sa;npie of these cavities and we want to test whether it has no
photon or one photon inside it. If we wait for a very long time compared to the lifetime of a
photon inside the cavity and we are not able to observe any photon, then we can say with almost
absolute certainty that there is no photon inside this particular sample. This is why we need to
adjust the amplitudes of the wave function as in Eq (64) every time, during dt, we observe no
photon. After normalizing Eq (64), the magnitude of the zero-photon state increases and the

“magnitude of non-zero-photon state decreases.

Spontaneous emission to the ground state is treated in a similar way as the cavity decay.
The probability for the jth atom to decay to the ground state, which is given by Ps="

r,dt (¥ |S.;S_,;|'¥ ) iscompared to a random number, 1, generated between 0 and 1.

Here I, is the spontaneous emission rate to the ground state. If r; <Ps then the atom has

decayed to the ground state and the new unnormalized wave function is given by |

! \P> Row = S"ui l LP> old . , | (66)

If 1o > P, then the atom has not decayed to the ground state and the new un-normalized

wave function is given by

T, dt

), =0

new

Figure 12 shows a flow diagram of thé QTS program. The program is asked to inject a
predetennined number of atoins, tot_atom_count. Typically tot_atom_count is about 30,000
atoms. If the time t is larger than the arrival time of the next atom, next_entry_time, a new atom
is injected into the microlaser. Here the next_entry_time of the next atom and the properties of
the new atom are calculated. The following properties are calculated: atom exit time, atom

excitation status and atom cavity coupling. In addition, the actual number of atoms in the cavity
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N_afom as well as the wave function space are updéted. If there are atoms in the microlaser,
then the wave function is coherently evolved for dt and the time is updated. Then spontaneous
decay to ground state and to the metastable state (D state) ahd atom exiting the microlaser are
treated. If the cavity is empty, N_atom = 0 and n_mean =0, the time is upda;ted to the arrival
time of the next atom. Otherwise, the photbn decay is examined and the photon number
distribution is calculated. Different interesting quantities are not recorded except after some time

'Ti2. Ti2 is chosen such that the microlaser reaches a steady state.

2.6- Rate-equation model

A physical picture that describes, in a simple terms, the microlaser can be obtained from
a simplified model based on the rate-equation. This model gives good.predictions for the
¢ » .
average number of photons inside the cavity as well as the intensity correlation time obtained

from the g(z)(‘:) measurements,

The rate equation for our microlaser is obtained by equating the rate of change of the
average number of photons inside the cavity to the difference between rate of gain and rate of

1oss. This can be written as.
d | _ ' A | e
Pl rate of gain -, <n >, (68)

Here I'.<n> is the rate of loss due to cavity damping. For an ideal case, where we have a |
uniform coupling and monovelocity fully inverted atoms injected into the cavity mode at a rate

- 1/T, the rate of gain is given by
rate of gain = % sin?(v<n>+lgt,,), ' : : | ‘ (69)

where T is the average time between two successive atoms, and is given by
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Figure 12. A flow diagram of the quantum trajectory simulation code.
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t : | | .
T=——<N‘>, | | (70

where <N> is the average number of atoms inside the cavity mode.

For nonuniform coupling or for velocity distribution, the rate of gain can be obtained by
averaging over coupling or velocity distribution as shown previously. Here we will use Eq. (69)
to demonstrate the suitability of rate-equation model. By dividing Eq. (68) by average number

of atoms inside the cavity mode, we obtain the rate of change per <N> as follows

1 d 1 % — T '
—<n>=—sin"(<n>+ligt, }--—>—<n>, ‘ 71
s ST (e g, ) - <>, | (1)

int
.

For the steady state case, Eq. {71} becomes

. _
0= L sin’(v<n>+lgt, ) - N° <n>. {72}
; v <N> , _ '

int .

This equation can be obtained from the micrelaser equation for the photon cecnupation number:

1B * | o
- = Pog - : _ . 77
»pn TF n pn—l ) ‘ ‘ ( )

The average number of photons usually occurs near the peak of the photon number distribution.
This is especially true when <n>>> 1 for which the photon number distribution is almost
symmetric. The peak of the photon number distribution in Eq. (27) can be found by assuming n

to be a continuous variable and by setting p, =P, Thisleadsto

1 L B a - - (73)

=Tl"c <n>




This is the same as Eq. (72) when v<n > +1 isreplaced by v<n > in Eq. (72). We thus expect

the rate equation to give an accurate prediction for <n>>> 1.

Eq. (72) can be solved graphically as shown?in Figure 13. The gain-per-atom curve is
independent of the number of atoms in the cavify <N>. When <N> is very small, the loss-per-
atom line has a very large slope and it is almost vertical. As <N> increases, the slbpe decreases.
For small number of <N$, there is only one soiutioﬁ while for bigger <N> there are a number of
solutions. The rate equation is able to predict ’s’;able and unstable solutions. Suppose a
‘ﬂuctuanon in the system occurs which makes the number of photons inside the cavity <n>

- slightly different from the steady-state value. A solutlon is stable if, according to Eq. (71), <n>
is bought back to the steady state value. For example, consider solution 1 in Figure 13. When a
ﬂuc;tuation makes <n> larger than the steédy-state value, the gain-per-atom term ‘becomesb
smaller thén the loss-per-atom term and their Zlifference in Eq. (71) becomes negative. This
means that <n> decreases as a function of time and is brought back to the steady state value. On
the other hand, for solution 2 in Figure 13, when a fluctuation makes <n> larger than the steady-

~ state value, the gain-per-atom term becomes larger than the loss-per-atom term and their

- difference in Eq (71) becomes pos1t1ve This implies that <n> is pushed away from the steady-

state value and thus solutlon 2 is not stable

Figure 14 shows "solﬁtions from the microlaser theory (Eq. (31) zero detuning) and the
rate equation for <n> versus <N> (Eq. (72)). The parameters used here are almost the same as
' ouf experimehtal values. The agreement is excellent except at the beginning. However, the rate
equation model cannot predict the position of the sharp jump, which is anticipated by microlaser

theory?to occur around <N> = 210 for the parameters used here.
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Figure 13. Graphical solution of Eq. (72). Thick curve regions indicates stable solution ranges.
Circle indicates possible solutions. This plot is generated using finesse = 1 million, velocity =
400 m/sec, cavity length = 1 mm, cavity mode waist = 42 um, traveling wave coupling and
<N>=120.
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Figure 14. Microlaser theory and rate equation theory prediction for average number of photon
as a function of average number of atoms <N>. Thick curve regions indicates stable solution
ranges of the rate equation. While the rate equation model predicts multi-value solutions of <n>
as a function of <N>, the microlaser theory predicts a single-value solution with a sharp jump
between different rate-equation solutions. This plot is generated using same parameters as in-
Figure 13. -

We can use Eq. (71) to model the dynamics of our system approximately. We show that
g (1) reflects the average response of the system when it is disturbed slightly from the steady-
state. Our system spends most of its time at or near the steady state solution of Eq. (68). Let us

~ assume attimet=0, a small disturbance occurs causing the nufnber of photons inside the cavity
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to Qhange from the steady state value ng tb ne + 6n. We mean by small disturbance that the
disturbance in photon number 6n is of order of \/n_, . Then according to Eq. (68), the number of

photons inside the cavity evolves as follows:
n(t)=n, +6n (1), y | | | - (74)
where f(t=0) =1 and f{t — ) = 0. g@(1) is given by ( See Eq. (1))

< n(r)n(O) >_< (n,, +onf (1:))(nSS + 5n) >

#20)=

(75)
S8 nSS
'Expanding- the numerator, this equation leads to
2 <(n2 +n,_8n+38nn f(t +6n8nf > _n, +<6118nf1: > .

nSS nSS
where we use the fact that the average of these disturbances is zero, <3n>=0. Since for a small
d15fu1bance f(t) is depends weakly on the disturbance amplltude, we can take i (1) out of the

average in the prev1ous equauon ‘This leads to

g(0) =1+ (€®(0) - DI(D), | - )

where g?® (O) 1+ <_8@n__ is used Eq. (77) shows that the temporal behavior of g( (1) is
n’

related to average temporal behavior of the equation of motion of the system, Eq. (71), when it is

disturbed slightly from the steady state values.

For our experimental parameters g®(1) decays to one exponentially. This is not in
general the case. But, sticking to our expei'imental boundaries, we define the intensity

correlation timétc as the time over which the exponential part of g?(x) -decayS by 1/e. The
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length of the intensity correlation time tells us how fast our system responds to disturbances
caused by a fluctuation in number of ‘atoms or number of photons in the cavity mode. To put it
in another way, t. tells us how long our system remembers fluctuations. Figljre 15 compares the
intensity correlation time obtained by the microlaser theory (Eq. (1), Eq. (36) and Eq. (15) with
A=0)and by the rate equation model using Eq. (71) and Eq. (77). Here't; is obtained by fitting an
exponential decaying function tyo‘ g®(1) obtained from the microlaser theory or the solution of -
Eq. (71) for initial disturbance of 8n = 1. The change in t. obtained from Eq (71) by using initiél
disturbance én within \/ﬂ is less than 10% of that obtained for én = 1.

An analytical form for t. obtained from rate equation model can be obtained by
linearizing Eq. (71). We know from numerical studies of this equation that it has a exponential
decaying solution for our expenmental narameter:. Ihe intensity correlation time t; is obtamed

from the slope of Eq. (71) solution at =0

SR — " (78)

slopeatt =0

For a very small deviation Eq. (71) becomes

d g < N >
Con = (B2 sing 2& n>+igt, )-T,.)6n,
dt 2 J<n>+1 H )
or
t = <N>1 - 19)
T, (1 ————sin(2v<n>+ligt,, )) '

2F J<n>+1

 Eq(79) is also shown in Figure 15. There is a good agreement between Eq. (79) and solution
obtained by fitting the solution of Eq.(71) with initial disturbance of 5n = 1. The size of teis




inversely proportional to the difference between the slope of loss line and the slope of gain

curve..
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Figure 15. Microlaser theory and rate equation theory prediction for intensity correlation time
as a function of average number of atoms <N>. This plot is generated using finesse = 1 million,
velocity =400 m/sec and traveling wave coupling. For rate equation, two curves are shown. One
curve is obtained by using an initial disturbance of Sn=1 and the other curve is obtained by using
Eq. (79). ' :

2.7- Pumping Process

~ Before barium atoms enter the microlaser cavity mode, they are pumped from the ground

| state to the excitéd state by a Ti:sapphire laser beam (See Figure 1 in Chapter 1). The atoms can
be inverted by a constant-frequency-shift inversion process (n-pulse excitation is a special case)
or by an adiabatic inversion process. As it is shown bequ, the constant-frequency-shift
inversion process depends on the atomic velocity as well as on the laser pump intéﬁsity. This is
not optimum for an atomic beam with a wide vélocity distribution. Only atoms with a specific
velocity satisfy the n-pulse condition and all other atoms are partially inverted. In this section,
we show that in our eXperiméntal geometry, in the population inversion process, adiabatic

inversion can occur, and can invert the atoms effectively and independently of their velocities.
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When a two-level atom is sent though the waist of a Gaussian laser beam (See Figure 17),
which is in resonance with atomic transition, the probability that the atom is pumped from the

ground state to the excited state is given by [24]
P, = sinz(—2°—t). . ‘ (80)

Here Qg is the Rabi frequency and t is the interaction time between the atom and the laser beam

which is given by

«/Ewp | '
' . (81)

where w;, is the waist of the laser beam and v is the atomic velocity.

The problem with this method is that the pumping process is velocity dependent. As
shown in Figure 16, if an effusive atomic beam is used and the intensity of the laser beam is
| adjusted such that atoms with the most probable velocity are pumped fuliy to the excited stafe,
then there will be a large fraction of atoms left in ground state because of their velocities. About

30% of the atoms are left in the ground state.

f - L ’
i // NG Ground state
% / / W\ before n-pulse
E _/l \'\\\'\\
; ’ / ) \\
—E . / / \ . ‘\.\
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Figure 16. Excitation efficiency for an effusive atomic beam cro_ssing the waist of a Gaussian
beam. The intensity of the laser is adjusted such that atoms with most probable velocity is fully

inverted.




In our experiments to monitor the pumping process ( See Section 6.1), we find that the
inversion of the mlcrolaser transition is greater than that predicted by n-pulse excltatlon and does
not exhibit the expected features. The observed behavior can be better described by adiabatic

inversion.

_ What happens when atoms are not sent exactly through the beam waist but shghtly away
ﬁom the beam waist as shown in Flgure 172 Due to Doppler shift, atoms experience frequency
shift as they traverse the diverging pumping beam. This frequency chirp, under appropriate
conditions, causes atoms to be adiabatically inverted. Before showing numerical simulations of

~_this process, it will be shown below that this frequency shift, to a good approximation, is linear

with the distance from the pump axis. For simplicity, we consider only the case where the -
atomic beam is perpendicular to the laser axis.
f

The phase front of a Gaussian beam ®(x, y), which is depicted in Figure 17, is given by

[25]

(82)

3

- _ -1 _y_ _ kxz
D(x,y)= k}’ftall (Yr)) RGY)

2 . ‘ ) . 2

P is the Rayleigh range or the waist length and R(y) = y(1+ Zg—) is
‘ v ' y

om
where kEZ?L_n’ Y, =-

’

radius of curvature. Here A is the laser wavelength. The angle 8 between the axis of the

Gaussian beam and a vector normal to the phase front at point (x, y) can be found from
o=tan” (), (83)
dx . : '

where dy/dx can be found by setting ®(x, y) in Eq. (82) to a constant
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Figure 17. Pump laser beam. For simplicity, we consider only the case where the atomic beam
is perpendicular to the laser axis. ’ ‘

The sign of the angle is chosen such that it is positive when the x—éomponent of the
vector normal to the phase front is opposite to the direction of the atomic beam velocity vector.
‘This complicated formula can be simpliﬁe’& for our ‘laserr pump beam. We want to study the
behavior of the angle 0 as a function of the distance x from the beam axis near y >vyo. The mode
* waist of the laser beam is typically wy, = 30 um which implies that k >> yo. Also, for y = yo, X

<<y in regions where the electrical field has significant value. Eq. (84) becomes
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Gz—j—x. | | . ~(85)

yi+y,’

Figure 18 compares the exact solution of 9,?Eq. (84), and the approximate solution Eq.
(85), for y = yy as a function the distance from beam axis. w(y) is the radius of the beam at y

which defined as the distance from the Gaussian beam axis at which the intensity falls to e of
that on the axis. w(y) is givenby w(y)=w, /1 + (l)2 . As the right plot of Figure 18
. ' Yo

- shows, the agreement between them are excellent in regions where the electrical field has an

appreciable magnitude.

If the pump laser is assumed in resonance with atoms crossing its waist, then an atom

traversing the pump laser beam at y will have the following Doppler shift

3 v lY’

v ; : ' '
A =2n—sin(@) = -2n—————x. 86
B =2m sin() A y? oy, (5

~ The excited level of the microlaser transition, level 6p °P;. may decay back to the ground
state or to a metastable state. The decay rate to the ground state is I'y = 27 50k sec™ and to the
metastable state is [y, = 21 70k sec”. The optical Bloch equations describing pumping barium

‘atoms from ground state to the excited 6p P, by a laser beam are given by [26]

b 0=-2UR, (-1, +T,)p.. 0, e 870
pgg M=+ Qoz(t) Rl(t)_rgpee t, " ST (87-b)

.p_mm (t) = Fmpee (1), . . ’ o : : ‘ , (87-¢c)
. , : T y

Ry (0= AR, (0 + 20 (D0 (9-Pyg ()~ Ry 0, | (87-d)
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R, ()= —ARz(t)—%gR,(t), | | - - (87-9)
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Figure 18. Left plot compares the exact soiution Eq. (84) and the approximate solution Eq. (85)
of  for y= yo as a function the distance from beam axis, x. Right plot shows the relative
magnitude of the electric field of the Gaussian beam along with the change in the angle ©.

where Pee, Pmm and Pgg are the population prebability of the excited sate, metastable state
and the ground state respectively. R; = (peg+pge) and Ry =1(pge - Peg)- Peg and Pge are the |
density matrix elements between the ground state and the excited states. A is the atomic-laser

detuning, which is given by

* where o is the laser angular frequency and o, is the atomic transition angular frequency. The

on-resonance Rabi frequency Qq(t) is given by
) (e i . ’(L).z .
‘QO () =Q0e‘ wiy)” _ 2_._I~ge w(y) , o (89)
ls . - . ‘
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Where O and i are the Rabi frequency aﬁd the laser intensity at the axis of the Gaussian laser

beam. The saturation intensity of the atomic transition i is given by
i _%SF —13uW/cm?. o | (90)

Here A =791 nm is the wavelength of the atomic transition.

El

Figure 19 shows simulation results for the ground state population pgg as a function of

laser pump intensity and Figure 20 shows it as a function of atomic velocity. When the distance

from the pump beam waist becomes larger, the large variation in pg, as a function of the laser
intensity or atomic velocity disappears. It is preferable to send the atomic beam slightly away

from the pump waist because it is more efﬁment and insensitive to the laser intensity drift.

The following geometrical picture rhay help in visualization the difference between the
adiabatic inversion process and the ordinary pumping process in which atom-laser frequency
shift is kept constant. For simplicity let us ignore the damping processes in Eq. (87) Thisisa
fairly good assumption in our case where typical damping time is about 1 psec and typical transit

{ime is about 0.2 psec. Eq. (87) becomes [27]

&la

where p=(R{,R,,Pe —Pg) and Q= (—Q,(1),0,A). This equation says that vector p
precesses around vector Q at arate given by |le . Initially, atoms are in the ground state. So p

is pointing down along the negative z-axis direction.

For the constant-frequency-shift inversion process, the direction of Q is fixed.

Maximum pumping occurs when A =0. In this case Q points along x-axis and p rotates in y-z
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plane. The angle of rotation depends on the area under the pulse seen by atoms as they cross the

laser beam and the inversion is given by

&y
¥ dt) =-cos(Q2,

: : : b - NTW
inversion=p,, —p,, =—cos( IQoe
v

-0

) | 92)

The final rotation angle of p can be any angle depending on the intensity of the laser beam. This
is depicted in Figure 21 by the partial circle in the y-z plane for the case y = 0, v =370 m/sec and
i=21o. .Here, i is the laser intensity at which atoms going through the pump waist experience

‘a T -pulse.
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Figure 19. The ground state population pgg as a function of laser pump intensity for atomic
beams sent at different distances from the pump beam waist. Here atoms have mono-velocity of
370 m/sec. ig is the laser intensity at which atoms going through the pump waist experience a pi-
pulse.
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" Figure 20. The ground state population pg, as a function of atomic velocity for atomic beams
sent at different distances from the pump beam waist. The most probable velocity vp is 370
m/sec. Fory=0andy =yy, iis set to ip where pyg is minimum near vo while fory =3y,i=2 1
is used.

In an adiabatic inversion process, p approximately follows Q). This happens when the

direction of Q changes at a rate much slower than the rate at which p precesses around . The
condition for this to happen can be found as follows. At a region where the laser beam intensity
has an appreciable effect on the atoms, i >21i_, the direction of Q should méve from the
negative z-axis direction to the positi\}e z-axis direction. approximately points along z-axis
when its z-component, A, is much larger than its x-component, Q,. Ati~2i_, Q, ~ I, Let

this occur when x ~ w (y) then

211X y

A — =
‘ a(X W)l 7Ly2+yo

w|>>T,. | - 93)

2

During the time Tiy over which i>21, ,. Q) changes its direction roughly by . The rate
at which Q rotates, is roughly n/Tins. This rate should be much slower than the precession

frequency of p around Q which is given by ‘ﬁ’ ~
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T Y v (9 4)

Figure 21 shows numerical solutions of Eq. (90) for y =3 y,, v =370 m/sec and i = 2 .
For a laser mode waist of 30 pm, w(3 yo) = 95 um, v/w(3 y0)=4x10° éec’l, Q, =10x10°sec
and A, (x= W)‘ =23x10%sec”’. The tip of p lies near the plane in which O is moving. When
the conditions Eq. (92) andﬁ Eq. (93) are satisfied, the final position P is near the positive z-axis,
and atoms are almost on the excited state irrespective of their velocities or the intensity of the

laser beam.
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Figure 21. Comparison between adiabatic inversion process (y = 3 yp) and constant-frequency-
shift inversion process (y = 0 and A = 0). This plot is a numerical simulation of Eq. (90) for v

=340 m/sec and i = 2 i,
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Chapter

3 Experimental Setup

3.1- Overview

' To be able to measure the degree of the second order coherence of the microlaser, we
have made several necessary improvements on the original microlaser setup.' First, we have built
a very stable oven, which produces a stable atomic beam. Second, we have improved the cavity-
locking scheme by impfoving its duty cycle as Well as elongating the data collection period.
Third, we have made the coupling between atom and cavity mode more uniform by using a very
thin slit in front of the cavity mode and using traveling wave interaction. Fourth, we also have
developed a new design for .a multi-stop time-to-digital converter. This device is discussed in

detail in another separate chapter.

We also have developed anew velocity selection scheme for the barium atom. The
resnlting atomic beam has about 10% of the width and more than 50 % of the height of the
original effusive atomic beam. Although this scheme is useful in producing more uniform aton-
cavity interaction time and a more efficient nonadiabatic inversion pumping process, we do not
use this ‘scheme in our present measurements. The reason is that the resulting flux of the atomic
beam is too low and the microlaser is barely lasing. A new atomic oven design with a higher
flux or a cavity with a higher finesse are needed to make this elegant scheme useful for our

microlaser. This velocity scheme is discussed in a separate chapter.”

Figure 1 shows an overview of our experimental setup. Heating a piece of barium metal
in the oven produces an effusive atomic beam. Two dye lasers select a narrow velocity group of -

~ ground state barium atoms (not used in present measurements). A very narrow slit forces the

* Recently, we have developed a supersonic atomic beam that has a huge flux and a narrow velocity distribution.

67




barium atoms to go through the middle of the Gaussian cavity mode. A CDD camera is used to
align the slit with respect to the cavity mode as well as to measure the atomic density in the
ca\?ity mode. Before atoms enter the cavity mode, they are pumped by a Ti sapphire laser into
the microlaser excited state. The Ti sapphire laser is locked to the atomic transition using a
lamp-dip technique in a vapor cell. Our cavity mirrors are glued to a piezoelectric cylinder,
which controls their separation. A probe beam from the stabilized Ti:sapphire laser is uéed to
 lock the cavity with respect to the barium atomic transition. Three acousto-optic modulators are
used to alternate between cavity locking mode and microlaser output mode. In cavity locking
mode, the probe beam‘ is sent to a photodiode and the signal from the photodiode is used to
“control the voltage on the piezoelectric cylinder. In the laser output mode, the microlaser output
is sent to the start and stop detectors of the second order coherence setup. The degree of the
secbnd order c_ohereﬁce is built up using the multi-stop time-to-digital converter (MSTDC). A

computer is used to collect data from the MSTDC as well as to control the locking AOMs.

Our experiméntal setup is described in detail in the following sections.

3.2- Barium atomic beam

Figure 2 shows a level diagram ior the 3814 atomic levels relevant to the microlaser.
The microlaser transition is between the ground state 65 '3, and the 6p °P; state. The
wavelength of this transition is 791.1 nm and thé width is 50 kHz. The excited state 6pv3P1
decays primarily to the ground state and two metastable states with a branching ratio of
0.43:0.41:0.16. The lifetime of the excited state is 1.3 psec. A keeper field, about 5 Gaﬁ‘ss, is
used so that only the sublevels m=0 <+ m=0 transition is used in the microlaser. For the

sublevels m = =1 in the 6p *P; state the shift is 2.1 MHz per Gauss.

‘The microlaser transition is too weak to be used in any density measurement of our
atomic beam. Instead, the resonance transition 632 lSo o 6s6p 1P, is used. This transition has a
‘wavelength of 553.5 nm and width of 18.9 MHz. The upper state has a lifetime of 8.4 nsec and

cleceiys mainly to the ground state and two metastable states with a branching ratio of
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0.9966:0.0025:0.0009. On average a barium atom decays to the metastable states after about 293

excitations to the upper state.[1]

PC
1 - Ba
MSTDC c Oven
PMT
Repump 583 nm
@—ék Pump 553 nm Velocity
Selection
E{,ockmsg Probe 553 nm Lasers
ectronics| = | @000W 0 fFeememammm e a - -
|
1
(0] l _ﬁ
Pump M v
Microlaser From Top
Output 1
——
N |
A \ : AOM
~ N
\ ly
' AOM
Ar Ion Ti-Sapphire ', Locking Beam
Laser > Laser 7 —>— 7
EQM
o v
Ti-Sapphire :
Control Box Ha
Locking
Electronics , t
[ 1< ;

Figure 1. Overview of experimental setup. Dashed lines indicates that the component is not
used during data collection but is used for diagnostic purposes.
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Our atomic beam is produced effusively by heating up a natural barium metal to about
900° C. The natural abundance of the **Ba isotope is about 72%. The energy levels of the 13883

isotope are well separated from that of other isotopes.
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Figure 2. Relevant **Ba atomic levels used in the microlaser.

Figure 3 shows a schematic diagram for the atomic oven. The oven is made from Inconel
alloy 600 which has a melting point of 14000 C and resists oxidization up to 1175° C when
heated up in air. Three pairs of heaters are used (Mellen model Clam Shell Heatefs 12C-205).
The oven is cooled at both ends with copper blocks cooled by running cold water. Each pair of
héaters isvcontrorll'ed separately by a temperature controller from Omega Model DP25. The
temperature stability of the oven is less than 1° C. Inside the oven a separator is used to
separate liquid barium from the oven nozzle, which is made out of nickel (nickel is eroded by
liquid barium at very high temperatures.) The‘nozzle is made out nickel because it has much
better conductivity than Inconel alloy. To avoid nozzle clogging, the nozzle is kept about 100°

C hotter than the rest of the oven.
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Figure 3. Schematic diagram of the atomic oven.
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~In front of the nozzle, a cooled baffle is used to trap barium atoms that are emitted at
large angles. The baffle preverits these atoms from scattering back to the atomic beam and
forming an unwanted atomic cloud in front of the nozzle. Such a cloud would make the noizle
aperture effectively much larger than the actual size and would degrade the quality of the
effusive atomic beam in two ways. First, it would reduce the flux of atoms that are going in
straight paths from thevnozvzle to the cavity. Second, atoms scattered with large angles with
respect to the nozzle-cavity direction, might end up in the cavity mode. These atoms héve large
Doppler shiffs. Thus they may not be pumped effectively and their contribution to the microlaser
output is difficult to predict. The baffle is made out of a copper tube which is cooled by cold
“water. The tube has a diameter of 0.75” and length of 7.5”. The tube is placed about 0.25” away

from the nozzle.

At temperatures above 900° C, the lifetime of the oven is not limited by the amount of
barium that can be stored in it but by a crack that develops over time in the middle of the oven

and by gradual nozzle clogging.

Typical pressure in the chamber is in the range of 1'0'7 mtorr, which is accomplished with
a diffusion pump. More details about the vacuum system i_n our chamber can be found in [2]. )

The atomic beam shape is defined by the nozzle aperture and a narrow slit in front of the
cavity mode. The diameter of the nozzle épérture is 1 mm and it is about 1 m away from the |
cavity mode. TheAslit is about 5 rhm in front of the cavity mode. It is 500 um long and 25 pm
wide. Thus the atomic beam has diverge’née of imm/1 m =1 mrad. For atoms with the most
probable velocity vo =370 m/sec‘, this divergehce corresponds to a Doppler shift of less than 0.47
MHz. This is much smaller than the transit time broadening caused by crossing the p‘ump laser

beam or the cavity mode, which is larger than 3 MHz,

Before introducing the trapping baffle, another aperture is used to prevent most of the
scattered atoms from ending up in the cavity mode. This aperture has a diameter of 2 mm and it
is located about 40 cm from the cavity mode. By comparing the density of atoms in the cavity

with and without this aperture, one can find the ratio of bad atoms. For high temperatures, this




ratio is as large as 50%. With a cooled baffle in front of the nozzle, the difference between the
density of atoms in the cavity mode with and without the 2-mm aperture is less than 5 %. This

aperture is used during our measurements.

To gllow a large number of atoms into the cavity mode, the slit is made long along the
cavity mode axis. Also, to minimize the coupling nonuni»formity due to the Gaussian mode
nature normal to the atomic beam direction, the slit is made thin. (See Figure 4.) The cavity

mode waist is about 42 um and the slit width is 25 pm. This bmal_(es the coupling variation about

12.5
—(== 2

8% (1-e 2 =.08).

A motorized rotational micro-stage is used to control the rotation of the slit with respect
to the cavity axis and two linear micro stages are used to move the slitin a plane perpendicular to

the atomic beam direction.

To align the slit, a 553-nm laser beam is sent along the cavity axis and is mode-matched
with the 791 nm Ti:sapphire probe beam. The probe beam can be aligned precisely along the
cavity mode by maximizing the cavity transmission of the TEMj o mode. By observing the 553-
nn fluorescence from the atomic beam on the CDD camera (model Roper Scientific model ss-
(400-G1), the position of the slit with respect to the cavity mode can be found. Final siit

alignment is accomplished by maximizing the microlaser output.
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Figure 4. Thin Slit in front of the cavity mode.

3.3- Ti:sapphire laser

In the experiment, a Ti:sapphire laser is used to accomplish three tasks. It pumps atoms
from the ground state to the *P; excited state before they enter the cavity mode; it is used in
locking the microlaser cavity relative to the microlaser transition; and it is used in measuring the
finesse of the microlaser cavity. We tune the Ti: sapplﬁre laser to 791 nm, the wavelength of the

barium 'Sg —*P; transition.
We use a commercial Ti:sapphire ring laser from Coherent model 899-21. It is pumped

by a 10 W laser beam from an Ar-ion laser. Our Ar-ion laser is Coherent model Innova 300C.

The Ti:sapphire laser has a temperature-stabilized external cavity to which the laser can be
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locked. When the laser is locked to its external cavity, it has jitter of about 1 MHz and long-ﬁme
drift of about 100 MHz/hour.

To use the Ti:sapphire laser in our expeﬁment, we need to eliminate its long-term drift as
well as to reduce its jitter. The stn'ngeﬁt requirement on the laser jitter is set by the microlaser
cavity linewidth, which is about 200 kHz. To be able to lock the microlaser cavify to the laser,
its linewidth should be less than 200 kHz. Because of time-transit broadening, the requirement
on the laser linewidth set by pumping atoms to the P, excited state is more relaxed. Since the
pump beam mode waist is about 35 um, the transit-time broadening for atoms with the most

‘probable velocity is given by [3]

Ap=p Y22 _, 370 N2 _ g, . .
w27 35x10 2n ,

where Af is full-width at half-maximum of the transit-time broadened line, v is the atomic
velocity, and w is the pump beam mode waist. This is much larger than the natural line width of

the lSo _3P, transition, which is only 50 kHz.

We eliminate long-term drifts as well as reduce the laser line width to about 50 kHz by
locking the laser directly to the 'Sg —P, transition. We combine the Lamb dip method with
frequency modulation (FM) spectroscopy to obtain the necessary error signal for the laser
negative feedback loop. In the following two subscctions, the implementation of the Lamb dip |

method and the FM spectroscopy to lock the Ti:sapjbhire laser are discussed.

3.3.1- Lamb dip method

- The Lamp dip method is used to reveal Doppler-free atomic spectral lines. Due to atomic
velocity distribution in a vapor cell, a Doppler-broadened absorption profile is observed when a
probe laser beam is sent through the vapor cell and the probe laser frequency is scanned around

an atomic transition frequency. In the optical regime, the width of this Doppler-broadened
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profile is much larger than typical widths of atomic transition lines. If a pump laser béam that
has the same frequency as the probe laser is sent through the vapor cell in a propagating direction
counter to the probe beam, the aBs'orption profile of the probe will be the Doppler-broadened
profile, with a sharp dip at the middle where atoms have an almost zero velocity component
along the probe beam direction. The width of this dip is the width of homogeneously broadened
atomic lines. This dip is called the Lamb dip and it occurs because the pump and the probe
interact with the same atoms; the pump excites some atoms to an excited state and makes them
unable to absorb the probe beam. An atom that has a velocity component along the prdbe
direction v; is in resonance with the probe when the probe ffequency 1S probe = g + kv, and it
‘isin resonancé with the pump when the frequency is ®Wpump = @0 - kv,, Where g is the angular
frequency of the atomic t:ansition and k =2n/A. A is the laser wavelength. Since ®probe = Opump,

this atom interacts at the same time with both the pump and the probe beams only when v, ~0.

The punip and probe beams should be well collimated and aligned so that the only
homogeneous linewidth of the transition contributes to the linewidth of the Lamb dip. The
natural linewidth of an atomic transition may be homogeneously broadened by collision or laser

powers.

Our barium vapor céll is made of stainless steel tube with a ‘glass window at each end. ¥
The tube has a diameter of %" and length of about 12”. The central part of the tube, about 2
“long, is surrounded by a non-contact cylindrical heater. The heater nichrome wires are twisted |
5o as to reduce any stray magnetic field inside the cell. 'bariurn inside the cell is heated to about
520°C. Atvthis temperature, the absorption of the probe by the 1S, —*P, transition is about 60%;
Typical probe intensity is about 5 mW/ cm” and typical pump intensity is 20 mW/cm?. This
producesé'power broadening of about /1+1/I,T, »~ 2MHz , where I; = 0.013 mW/cm? is the

saturation intensity of the 1So —3P, transition and I';=50kHzis the natural linewidth of the
transition. Vapor pressuré inside the cell is a few millitorrs. This leads to collision broadening of
about 10 kHz, which is much smaller than the power broadening. Figure 5 shows a typical Lamb

dip signal. -
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Figure 5. A typical Lamb dip signal of the 'Sg 3P, transition[2].

3.3.2- FM Spectroscopy

Frequency modulation spectroscopy is a sensitive spectroscopy method used to extract
uny atomic absorption lines. It works as follows: a laser beam is sent through an atomic sample.
The frequency of this laser beam is sinusoidalty modulated. The amplitude of the modulation is
much smaller tﬁan the linewidth of the absorption line. The signal of the transmitted laser beam
is detected by a detector with response time much faster than the modulation frequency. The
signal of the detector is multiplied by a signal, called the local oscillator, which is usually
obtained from the same source that modulates the laser frequency. The average of this
multiplication is recorded. If the phase between the signal from the transmitted beam and the
local oscillator is correct, the recorded result will be proportional to the derivative of the
absorption profile, as shown below. For this reason, FM spectroscopy is also sometime called

derivative spectroscopy [4].
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_ We use FM Spectroscopy here not because we want to extract a very small absorption
line but because we want to obtain the derivative of the absorption line profile so we can use the

zero crossing point to lock our Ti:sapphire laser to the 18, P, transition.

The transmission intensity of a laser beam through our vapor cell It is given by
1,(@)= L™, | )

where Iy is the transmitted laser intensity when laser frequency is very far from the atomic
" transition, / is the interaction length of the laser beam and the vapor cell and o(w) is the

absorption coefficient. In our situation o) has Lorentzian profile given by

(@) = oty ——————, 3)
14+ (2" 20y |
r./2

where ©g is the central atomic transition frequency, oo is the absorption coefficient at ® = w and -

I'; is FWHM of the homogenously broadened atomic transition. Since we choose the vapor cell

jength [ such that o <<1,. Eq. (2) can be approximatéd to
L)~ L0-la@). | | ®

We sinusoidally modulate the laser frequency oy, such that the resulting fr‘equency'is

given by
o =m, +, cos(Q), (5)

where the modulation amplitude @ is much smaller than the width of the absorption Jinewidth

[, The transmission intensity now becomes
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1
©, — o, cos(Qt)
r,/2

) (6)
)

I(o)~I,(1-lo(o, +o, cos(Qt))) =1,1-lo, -
1+ (——

For oy <<T’, we can expand I; around oy, to get

0]

When this signal is multiplied by cos(€2t) and averaged over one modulation period, only the

 third term survives, and the resulting signal is proportional to derivative of the absorption

coefficient.

| To incorporate FM spectroscopy to the Lamb dip method, the probe laser beam is
sinusoidally modulated at frequency Q while the pump beam is left without modulation. The
signal from the FM spectroscopy setup has more than one zero-crossiﬁg point. The main zero-
crossing pomt which we use for locking, occurs at o, = g, and two other occur at o, = oy *
Q/2. When we c0n51der the spectrum of the modulated laser beam, the origin of these extra two
zero-crossing points can be understood. If a laser beam is modulated at frequency €, its
frequency spectrum will have, in addition to the main peak at @, sidebands at + hQ, where n is
an integer. The biggest ’sidebands, which are much smaller than the main peak, occur at £ Q,.
Because of these side bands, an atom with non-zero velocity v, along the prob.e, can inferact at

the same time with the pump beam and a sideband of the probe beam. ®pump = 0o - kv, while

mprobe L Q =y + ka ThlS leadS tO mprobe I Q =— (Dpump, or @y, = (Dprobe = (Dpump = -l_- Q/Z.

We modulate our probe beam with an electro-optic modulator EOM from the Inrad
model 651-254. This EOM is drlven by a function generator from the Stanford Research model
DS-3100 at frequency 24.600 MHZ A silicon photodiode from EG&G model FNDlOO is used
to detecte the transmitted probe beam is. It is biased at — 90 V and it has a rise time of 2 nsec

across 50 Q load resistor. The voltage aci‘oss the 50 €2 load resistor is fed directly into the RF

‘ inpuf of a balanced mixer where it is mixed with the local oscillator signal. Our balanced mixer

79




is from Vari-L model CM-4. The signal on the IF (intermediate frequency) output of the
balanced mixer represents the DC average value of the product of the RF signal and the local
oscillator. The phase between the local oscillator and the FM signal and the local oscillator is

- roughly determined by the choosing an appropriate coaxial cable between the function generator
and the RF port of the mixer. At 25 MHz, a length of 8 m produces about a 2 phase difference.
Fine adjustment of the phase is accomplished by tuning thevfrequency of the function generator
to produce the deepest line slope at the main zero-crossing point. Figure 6 shows the output of
IF output of the balanced mixer after amplification, while the Ti:sapphire laser is scanned around
the 'Sy —°P; transition. This zero-crossing straight line provides us with the neceésary error

~ signal for locking and stabilizing the Ti:sapphire laser around to the atomic transition.

We amplify the signal for the IF output of the balanced mixer such that it is compatible
with the error signal from the laser reference cavity. We use a switch to choose between the
error signal from the laser external reference cavity or from our locking setup. This enables us to

lock the laser independently either to its external reference cavity or to the atomic transition. .

We can determine the stability of our laser from the slope of the straight line in Figure 6 -
and the size of the error signal fed back to the laser when the laser is locked. The slope of the
line is about 10 kHz/mV. The error signal has two components, one is regular at 660 Hz and the
other is random: the size of the regular component is about 15 mV, which corresponds to. 150
kHz, whose origin is the mechanical resonance of the galvo-driven tipping plate in the
Ti:sapphire laser head; The size of the random component is about 5 mV RMS, which
correspondé to 50 kHz. The size of the regular component of the error signal is slightly smaller
than the microlaser cavity linewidth, which is about 200 kHz. Since We”a're able to lock the
cévify to the stabilized laser, we put no effort into eliminating the regular component in the error

signal.
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Figure 6. A typical FM lamb-dip signal. The laser is locked using the central zero crossing
point[2].

' 3.4- Cavity

Our cavity is a single-mode resonator. We choose the distance between the ca‘;ity
mirrors to be much smaller than their radius of curvature. The distance between the mirrors is L
-~ | mm while their radius of curvature is ro= 10 cm. Thus, the mode waist of the middle of the

cavity, wy, is given by

Y7 |
Wy~ ()t = 42um, . | | (8)

272

where A =791 nm is the wavelength of the laser transition. The interaction time between atoms

and the cavity mode is given by
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-Here v is the atomic velocity and J;wo is used as the interaction distance with the Gaussian

profile. This distance is the width of a top-hat intensity profile, which has an area similar to the
Gaussian profile. A top-hat profile is a proﬁle which has a constant intensity over a specific
regioh of the space and zero intensity elsewhere. For an atom with the most probable velocity(v

=~ 370 m/seé) the interaction time is about 0.2 psec. The Raleigh length zo which is given by
ﬂwvz
Z, =T°=7mm, | - (10)

- is much larger thdn the distance between the cavity mirrors. Therefore, the spot size of the mode
at the surface of the mirrors is almost equal to the mode waist at the middle of the cavity and the

shape of the mode is almost cylindrical. The volume of the mode V; for a standing wave inside

the cavity is given by
Vo= L]-Zd*sinz(kz)zj.dﬁu]‘rdreq(;r"_)-z “Zrwt, | (1
v ) a6 Jra 2 Do | ‘ 1

-L/2

where z is assumed to be along the cavity axis and k = 2n/A. Thus the atom-cavity coupling is

given by

g0=§‘/27§/h0)=0.33MHz, o 12)

where p is the dipole moment matrix element of the laser transition, h is the Planck constant, © is

the angular frequency of the laser transition, and V is the volume of the mode.
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Our cavity mirrors are made by Research Electro Optic, Inc. The fused silica mirror
substrate is first polished such that its RMS roughness is in sub angstrom range. Then the
substrate is coated, using an ion beam, W1th 45 dielectric layers, each of which has an ‘optical
thickness of a quarter wave’. These 45 dielectric layers are built out of two types of dielectric
layers stacked in alternating order. One type of layer is made of silicon dioxide (Si0,), which

has a higher index of i‘efraction (n=2.1) than the other type which is made of tantalum pentoxide
| (Ta;05) n=1.48. The mirror substraté has a diameter of 4 mm and 2 height of 8 mm. Ifs
uncoated end is wedged at a 4-degree angle to the normal angle so that reflections from this end
do not interfere with the coated surface when the cavity is aligned. The mirrors are inserted and
~ glued to stainless'steal holders.(See Figure 9.) Each mirror holder has three symmetrically
protruded edges. To eliminate any stress-related birefringence, these edges are machined such
that they just touch the mirror substrate without exerting 5ny stress on the substrate. A torr-seal

epoxy is applied in the hollow space between the substrate and the holder.

A detailed characterization of these mirrors was accomplished in our lab [5]. The
transmission T, absorption A, and scattering S of these mirrors- were measured to be about 0.5
parts per million (ppm), 0.3 ppm and 2.7 ppm, respectively, while the finesse of the cavity is

measured routinely using the ring-down technique.

The finesse of a cavity, F, is defined as the ratio between its free spectral range FSR and

the full width at half maximum of its transmission peak Avy:

_ FSR

F=—o.
Av,

(13)

Thus, the finesse is a measure of the resolving power of the cavity. The free spectral range of a
cavity is defined as the frequency difference between two successive axial transmission modes,

and is given by ¢/2L. The lifetime of a photon inside the cavity mode T is

1
27V,

(14

c =
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The finesse can be rewritten as

T | ’ "
F=g—t. , 15
ﬂL/c 19

¢

We can understand F/n as the number of times a photon travels the cavity length during one
cavity lifetime T, or we can understand it as the number of reflections a photon suffer during T..

F can be related to the reflectivity R of the cavity mirrors [6] by

SR L | e

F= ~
1-R 1-R

S

Here, R is the geometric average of the both mirrors reflectivity Ry and Ry, R = /R R, and it is

assumed to be very close to one.

To determine the cavity finesse experimentally, according to Eq. (15), we need to

measure the caVity length as well as the cavity decay time.

We do not determine the cavity length by measuring its FSR directly for the following
technical reason. A voltage ramp of 130 V obtained from a Tektronics 555 oscilloscope is used
~ to scan the cavity. This corresponds to a scan range of about 60 GHz. This is much smaller
than the FSR of the cavity, which is about 150 GHz. Instead, the length of the cavity is
determined by measuring the spacing between tWo successive transverse cavity modes, which
are separated by roughly 6 GHz. A DC offset volfage is added, if needed, to the ramp voltage to

bring a longitudinal mode within the ramp voltage range.

'Higher transverse modes can be excited if the cavity mirrors are not well aligned with
each other or the probe la*ser‘beam does not exactly match the cavity TEMy o mode. We believe
that the cavity mirrors are well aligned with each other and they are axially symmetri¢ for the

follbwing two reasons. First, when a He-Ne laser is sent through the cavity, concentric ring
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patterns can be observed in the transmission and reflection from the cavity. Second, if the cavity
mirrors are symmetric, TEMj, , modes with n+m= bk should be degenerate with TEMy . We
find the frequency difference arhong the TEM,m modes with n + m =k, if any, is much smaller
than 1MHz. ‘The excitation of the higher transverse modes can be attributed to improper

coupling of the probe laser beam with the cavity.

In our cavity where the curvature of its mirrors ro is much larger than the separation -

between the mirrors L, the transverse modes are separated by

_ C
v
o |
2
g

) Figure 7 shows a typical transmission of a Ti:sapphire laser beam through our cavity.
The spacing between TEMg o and TEM;p is 6.6 GHz and this corresponds to cavity length of
1.05 mm. The frequency axis is calibrated by changing the frequency of the Ti:sapphire laser by

Av , Where rg >> L. (17)

2 known amount and observing the change of the positions of the peaks on the oscilloscope.
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Figure 7. Transmitted Ti:sapphire laser beam through the cavity. From left, these peaks
correspond to TEMp0, TEM,0 TEMS,,0, TEM3 9, and TEMy 0[2].
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‘The decay time of the cavity can be measured in cither frequency or time domains. In the
frequency domain, a laser is sent through the cavity, the cavity is scanned and the full width at
half maximum of the transmission peak Av; is measured. The decay time of the cavity is
determined from Eq. (14). This method is more accurate when the line width of the cavity
transmission is much larger than the line width of the laser. This is not the case in our system,
where the cavity line width is about 200 kHz and the Ti:sapphire laser line width is about 50
kHz. Therefore, we resort to a more accurate way to determine the cavity decay time by

measuring it directly by the ring-down technique.

The basic idea of the ring-down technique is to fill the cavity mode with radiation and
then to observe the decay of transmitted radiation as a function of time. One method to
accomplish this is to send a laser beam through the cavity; let the ca{/ity drift slowly to
resonance; when a certain tran§missior level is reached, the laser is switched off quickly, for
example by an AOM; and the exponential decay of the transmitted light is measured [7].- We use
another method to accomplish the same effect [2]. Our method does not involve a switching
device nor does it involve a triggering electronics. It is much si;npler. In our method, we exploit
the fact that when the cavity is scanned very fast, it becomes in resonance with the laser for a
very short time compared to the lifetime of the cavity. During this short time, some radiation
builds up in the cavity. This radiation slowly decays while the cavity is out of resonance and

almost no laser beam is allowed through the cavity.

Figure 8 shows a typical transmission from our cavity when it is scanned at 14.5

| GHz/ﬁsec. Typical line width of the transition is about 200 kHz, which corresponds to a scan
time of about 14 nsec. This is muchrsmaller than typical lifetime of the cavity, which is about 1
usec. Current from an EG&G photodiode model number FND-100 is converted to voltage by 2
220Q resistor. This small resistor value is chdsen to reduce the effective RC of the circuit to
about 30 nsec, a value much smaller than the decay time of the cavity. The voltage on the 2200
resistor is recorded by a Lecroy 9310M digital oscilloscope and then it is transferred to a
computer. The decay time of the cavity is obtained by fitting the curve to an exponential

function.
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In Figure 8, at the beginning of the cavity decay, small modulations in the transmission
can be observed. This modulation is attributed to the 1nterference between the intra-cavity field
which builds up during resonance and the Ti: sapphlre field . During decay, the intra-cavity field
acquires a frequency shift due to the Doppler shift caused by the moving mirrors. Because of
finite transmission of the cavity mirrors, the Ti:sapphire laser field always leaks inside the cavity
even if the cavity is not in resonance with the laser. The interference between these two fields,
which have different frequencies, causes the modulation in the cavity transmission. This

modulation becomes more pronounced for slow cavity scan speed [2].

0 ﬂ“ww\,nmrvwwwwrwwm\mwm{*
_20 -
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: e —‘ |
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> Laser I P fi V[mV] —63. 9 0.824(¢[ p1sec]-4.99) . ~0.08

Time(u seq

Figure 8. Typlcal transmission from our cavity when scanned at 14.5 GHz/msec The insert
shows a block diagram for measuring this transmission.

Our PZT is a tube from Vernitron type PZT-5A. Its height is %”, its inner diameter is |
also %” and its wall thickness is 1/8”. In the middle of the tube, there are four holes to allow free
passage of the atomic beam as well as the pump beam. On each end of the PZT tube, a mirror

holder is inserted to about 1/3 of the PZT length and it is glued there by torr-seal epoxy glue.
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About 1/3 at the middle of the PZT tube is free from glue and it is used to control the distance
between the cavity mirrors. A special mount is used to align and hold the mirror holders while
the epoxy is hardening overnight. Transmission of the He-Ne laser is used to align the cavity
mirrors. When the mirrors are aligned, a concentric pattern is observed in the transmission of the

He-Ne laser beam through the cavity.

supercavity mirrors

mirror holder'
detail

mirror holder

/

"\ brass housing

Figure 9. Schematic diagram of the cavity in its brass housing. Four O-rings are used to isolate
the cavity from external mechanical vibrations[2].

Three isolation mechanisms are used to isolate the cavity from external mechanical
vibrations. Four Viton O-rings are used to suspend the cavify assembly inside a heavy brass
enclosure. As shown in Figure 9, two O-rings hold the PZT tube while the two other O-rings
hold the mirror holders. Second, as shown in Figure 10, two %" thick Teflon spacers isolate the
‘brass enclosure from the two 1” supporting aluminum plates. Third, three Teflon screws are
used to mount supporting aluminum plates to the inner wall of the vacuum chamber. One way to
check the cavity stability is by using a probe laser beam from the stabilized Ti:sapphire laser.
The probe beam is coupled with the TEMg,o mode of the cavify. The cavity is scanned
repeatedly. If the distance between the two mirroré is not stable enough, the position of the

transmission peak through the cavity will move from one point to another on the oscilloscope.
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We verify that the stability of the distance between cavity mirrors is better than a frequency
excursion of 50 kHz. We are limited in our estimation by the stability of the probe laser, which
is about 50 kHz.

/

supporting
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-

Atomic Beam

e
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teflon screw
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| Figure 10. Schematic diagram of the cavity mounted in the vacuum chamber. In addition to the
four O-rings, Teflon spacer and Teflon screws are used to isolate the cavity from mechanical
vibrations[2]. ‘ :
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3.5- Cavity locking

The distance between the microlaser cavity mirrors is stabiliied by applying an
appropriate voltage to the vcavity PZT. This PZT voltage is determined by eliminatihg the
difference between two voltage sources. One voltage source is obtained from detecting the
transmission of a Ti:sapphire laser beam through the cavity. This source level changes as a
function of the distance between cavity mirrors. The other source is a fixed DC source the level
of which is édjusted to correspond to a point on the side of the cavity transmission spectrum.

The cavity line width is about 200 kHz and the Ti:sapphire laser line width is about Af = 50 kHz.

* The distance between the cavity mirrors is fixed within a distance Al that corresponds to the line

width of Ti:s&pphire laser. Alis given by

A2, _ 50x10° x791x107

Al = :
¢ 3x10

1x107 = 0.1pm, | (18)

where A is the wavelength of the laser beam, / is the distance between the cavity mirrors and c is
the speed of light. This distance does not refer to the thermal motion of individual atoms but

~ instead to the collective motion of atoms on the surface of the two mirrors.

As in Figure 1, three acoustic-optic modulators (AOMs) are used to switch between the
cavity locking mode and the microlaser output mode. When the two AOMs before the cavity
* (AOMs B) are switched off, no locking laser beam is allowed into the cavity and the output of

the microlaser is directed to the APD and PMT by switching on the AOM after the cavity (AOM

A). On the other hand, when the AOMs B are on, the AOM A is switched off so that the
transmitted locking beam is channeled only to the photodiodé (PD), the locking detector, and the
APD and PMT are protected from this relatively high-intensity transmitted beam.

All the drivers of the AOMs are digital and they are switched off and on By a TTL signal

from the computer. The two AOMs B are switched simultaneously. The frequency _of the
locking laser beam is up-shifted by one of the AOMs B and down-shifted by the other such that
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the locking laser beam is in resonance with barium atoms in the atomic beam. For the standing-
wave configuration, the frequency is down-shifted and up-shifted equally, while for the -
traveling- wave configuration, the difference in the frequency is made equal to the Doppler shift

caused by the tilted atomic beam. Typically, this difference is about 6 MHz.

Our AOMs are Isomet model number 1206C. Their typical 'deﬂection efficiency is about

80%. One of the AOMs B is driven by an AOM driver Model 223A-1. This driver has a fixed

Radio Frequency (RF) oufput‘of 110 MHz with stability of less than 3 kHz. It can switch the RF
~power off and on typically within 5 nsec and the ratio between the on and off power is 40 dB. |
- Each of the other two AOMs is driven by a driver Model B323B. The frequency of this driver
can be varied from 82 MHZ to 138 MHz by changing a tuning voltage from 4V to 17V - |
(4MHZ/V ). This means that noise of magnitude 12 mV in the tuning voltage power supply
intreduces a jitter in the laser frequency of a magnitude equal to its line width of 50 kHz. The
B323B driver has residual FM noise typically less than 10 kHz. Similar to the 223A-1 driver, the
B323B driver can switch its RF power off and on within 5 nsec with a ratio between the on and

off power of 40 dB.

Figure 12 shows a circuit diagram of the cavity locking electronics. The transmitted
tocking Ti:sapphire laser beam from the AOM A is detected by a photodiode EG&G model
nuniber FND-100. A bias voltage of about —220V is applied to this PD. A 'differentiallampli‘ﬁer
compares the amplitied signal from this PD with a reference voltage. To follow the drift qf the
PZT, a fraction .of the signal from the deferential amplifier is integrated by an integrator. The
output of the intégrator is applied to one terminal of the PZT while a DC voltage is applied to the
other terminal. The DC voltage can be as high as 700V. Floating the voltage on the PZT enables
us to add a small voltage from the locking circuit to this high DC voltage while keeping both the

DC power supply and the locking circuit referenced to the ground.

When the locking beam is switched off during the microlaser output mode, it is necessary
to stop the integrator. Otherwise, the integrator integrates the large signal on the differential
- amplifier caused by an absence of the signal on the PD and consequently causing the cavity to

drift-quickly from the resonance. Without stopping the integrator, the cei_vity can be locked but -
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th; period for switching the locking beam off and on is short, typically 500 psec, among which
about 125 usec the locking beam is switched off. This is about 25% efficiency for obtaining the -
microlaser output. An analogue switch DG401 from Intersil is used to stop the integrator. When
this switch is on, the iﬁverting input of the integrator Op Amp is grounded, and the integration is
stopped. This switch is controlled by a TTL signal from the computer. The switch is on when
high TTL logic is applied to the logic input of DG401. With this switch, the efficiency for
obtaining the microlaser output can be as high as 90%, with switching off and on periods of a

couple of hundred milliseconds.

In the experiment, we use a period of about‘4:00 milliseconds with the cavity locked half
of the time. The reason for locking the cavity 50% of the time instead of 10% of time ié to
minimize the effect of a small misalignment caused by the temperature of the AOMs B crystals.
Since 1.2 W of RF is applied to an AOM to switch it on, the crystal heats up and it needs a
couple of seconds to reach its steady-state temperature. This causes the angle of the deflected
beam to change until steady state temperature is reached. This variation in the angle of the
deﬂecfed beam is so small that in typical applications of AOMs, it is not noticeable but in our
case where the transmission through the cavity is so sensitive to the alignment, this effect is
detectable. Usually,'the cavity-locking beam is aligned with the cavity-when the AOMs B are
switched on for some time a.nd‘theley reach the steady state. We notice that as we decrease the
ratio of the time the cavity is locked during a switching on and off period, the transmission
through the cavity becomes smaller. Locking the cavity for 50% of the time gives us a
’réasbnéble transmission as well as reaso}nablbc duty cycle. The typical cavity-locking beam power

is about 10 pW.

During 200 msec of microlaser output mode, the cavity typically drifts roughly 200 kHz.
This is much smaller than the microlaser gain bandwidth, which is limited by transit-time

broadening across the 42 um cavity mode waist.” The transit-time full-width at half-maximum

Af is given roughly by [8]

AF =,21 v2In2 _9 37‘(‘)_6 v2In2 —3MHz, ' ‘ (19).
w- 2% 42x10 27 o o
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where v is the atomic velocity and w is the cavity mode waist.

A manual switch is used to discharge the integrator capac1tor when the output of the
CA3140 Op Amp reaches its limits. The CA3140 Op Amp output saturating limits are about
+15V and —15V. The time the Op Amp needs to reach its limits depends on the drift rate of the
cavity. Typically, the cavity drifts 1 MHz‘per sec. Since about 0.35 V is needed to shift the
transmission of the éavity by 50 MHz, about 35 minutes are needed to saturate the output of the

Op Amp.

A switch after the integrator is used to switch between cavity-locking and cavity-scanning
modes. The procedure to lock the cavity is as follows. First, the cavity-scanning nio_de is
chosen. This forces the integrator capacitor to be discharged. The HV DC power sypply is ”
adjusted so that the cavity transmissipn resonance is brought within the scanning range, which is
at most 0.7 V. A lo’cking point on the cavity transmission spectrum is chosen by adjusting the
reference voltage level. Then the cavity-locking mode is chosen. At this moment, the signal on
the locking detector does not correspond to the loéking point but the integrator drifts the cavity
towards the locking point until the signal on the detector corresponds to the lockiﬁg point and the

cavity is locked there.

Figure 11 shows the output of the photo multiplier tube (PMT) during thefcavity-lockingv

‘mode. During the unlock cycle, the output of the microlaser is detected. The stability of the
microlaser output demonstrates that the cavity drift is much smaller than the microlaser gain
bandwidth. When the microlaser is switéhed off, for example by blocking the atomic beam, the
PMT signal drops to the background level, which is about 6 k counts/ sec (0 .06 V on Figure 11) .
The background level is mainly caused by the scattering of the pump laser beam into the cavity
mode. The leakage bf the locking probe from the AOMs B, which are off' is much smaller than
the background level. Durmg the lock cycle some of the locking probe leaks through the AOM
A to the PMT.
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Figure 11. PMT Signal during cavity-locking mode.
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Figure 12. Circuit diagram of the cavity-locking electronics.
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3.6- e@(1) apparatus

- Figure 13 shows the g(z)(t) apparatus. A beam splitter splits a beam from our miérolaser
into to two beams. The first beam is directed into a start detector and the other is sent to a stop
detector. Signals from the stop detector are coﬁverted into NIM signals by a
preamplifier/discriminator and a constant fraction discriminator (CFD). These NIM signals are
delayed and then duplicated by a second CFD. One copy of these signals are converted into TTL
_ signals and used in the stop port of a multi-stop time-to-digital converter (MSTDC), which is |
. discussed in detail in Chapter 5. The second copy is used for monitoring pﬁrposés and is sent to
a counter whose analog output is connected to a digital scope. The CDF after the start detector is
used to convert the start defector pulses into NIM pulsés as well as to duplicate them. A copy of
these NIM pulses is converted into TTL signals and then sent to the start port of the MSTDC.

The other copy is used to monitor the count rate on the start detector.

Computer jf«e—ro MSTDC

Pt

s NIM to TTL |e-—

CFD . » Counter |« ~ CFD ‘
A . ¢
Digital
Scope 5
: Start .
Dela )
Y , APD/! Detector
Stop
Detector
Pre Amplifier| ' Microlaser Beam
CFD < . . h o« a
Discriminator PMT <€

Figure 13. Block diagram of the g(z)(‘r) electronics.
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The beam splitter directs 15% of the microlaser beam into the start detector and 85% into

the stop detector. We use an avalanche photo diode (APD) as the start detector and a PMT as the ‘

stop detector. At a wavelength of 791 nm, the APD has much higher quantum efficiency than
the PMT. Unlike the PMT, the APD is not dafnaged easily by high light intensities. On the
other hand, without active quenching, the APD saturates at much lower count rates than the |
PMT. Also, the APD active area is much smaller than that of the PMT. This makes the

alignment of the microlaser beam with the APD much more sensitive.

Our APD is from PerkinElmer model C30902S-TC. It is mounted on a thermoelectric

- cooler which cools it down to about -20°C. At this temperature, its dark count rate is about 300
counts/sec. Its effective areé} has a diameter of 0.5 mm. It is operated at a reverse bias voltage of
167V which is 10V above its breakdown voltage. Above the breakdown voltage, the avalanche

process can occur and a single photon can be detected. ;

As Figure 14 shows, pulses from our APD have relatively narrow height distribution.

Any discriminator level between -25 mV and -200 mV does not eliminate real photon counts. In
the experiment, we use a discriminator level of -50 mV. Figure 15 shows a typical pulse from the
APD. One of the four independent channels of a Stanford TC455 CFD is used as a discriminator
for the APD signals. The CFD is very fast; its pulse pair resolving time is less than 5 nsec.-
When triggered, the CFD produces three simultaneous NIM-standard negative logic signals. On
50 Q loads, the “high” level of the NIM signals is typically —1.0 V. The width of the output

- pulses is adjusted to be 36 nsec. This makes the MSTDC more efficient, as discussed in Chdpter
5. One of the boutputs of the CFD is co,n\'/erted to TTL signalé by the NIM-to-TTL circuit. The
TTL signal is used to start the MSTDC. Another output is used to monitor the count rate of the
APD. It is connected to a Stanford Research Systems SR400 counter. The analogue output of

~ the counter is sent to a LeCroy 9310M digital oscillosdope where it is monitored in real time.

,The third output of the CFD is not used.

Unlike the PMT, the saturation count rate in the APD is not liﬁlited by the puise width

but it is limited by the recharging time of the PN junction capacitance. The saturation count of
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the APD is measured to be about 300 k counts/sec[2], which is much lower than the saturation

count rate when no recharging time is involved.
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Figure 14. Pulse height distribution of the APD[2].
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' Figure 15. A typical pulse from the APD.
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An APD is eqﬁivalent toan RC circuit with a switch as shown in Figure 16. Before any
photon detection, the switch is open and the voltage across the capacitor ia the bias voltage.

| When a photon falls on the PN junction, it provides an avalanche of electrons and current flows
through the APD or, equivalently, the switch in the equivalent circuit is closed. When the
current flows thought the current-limiting load resistor Ry, (RL=R1+ R,), the voltage across it
increases. Since the power supply provides constant voltage, the bias voltage across the PN
junction drops below the breakdown voltage and the switch opens again. Avalanche current
flows through the circuit only for about 20 nsec as Figure 15 shows. The bottleneck occurs in
the recharging process. The capacitance needs recharging to the reverse bias voltage in order to

_detect another photon efficiently. The time constant for the recharging process is given by the
time constant of the equivalent RC circuit: RLC;nt. To have a very small constant time, Ry should

" be as small as possible. But Ry cannot be made arbitrarily small for the following reason. If the
current through the APD reaches 50 pA and the voltage across it does not drop below the |

breakdown voltage, the current through it is sustained for ever. To have pulses,

50uA >§i | (20)

L =

where AV =Vg-Vgp is the difference between the reverse bias Voltage Vr and Ithe breakdown
voltage Vr. ILach = 50 pA is called the latching current. As shown in Figure 17, the probability
of initiating an avalanche procéss is proportional to AV. But making AV large requires larger
‘Ry. Thus the value of Ry, is a compromise between higher‘counting efficiency and lower
recharging time. Here we choese AV =10V, which gives us 0.4 probability of a free electron in
the PN junction initiating an avalanche process. According to Eq. (20),.RL should be larger than
200 kQ. We choose Ry to be slightly larger than 200 kQ. This makes Ry Ciny roughly 0.3 psec.

A circuit with a current-limiting load resistor is called a passive-quenching circuit.
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R, =200 kQ
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Onenchino Cirenit Cirenit

Figure 16. An APD is equivalent to an RC circuit with a switch,

, An active-quenching circuit can be used to overcome the limitation on the recharging
time imposed by a large Ry. With these ciréixits, the saturation count rate can be easily improved
by an order of magnitude. One way of implementing active-quenching is by shorting Ry fof a
- very short time after the pulse is detected. Typically few nsec are needed to recharge the
capacitor through a very low resistor. For more detail 6n active quenching, see for example [9]
and [10]. In the current experiment, we use avpassive-quenching circuit. For this reason, we
keep the count rate on the APD during the g® (1) measurement well below the saturation
~ imensity, typ'ica_lly less than 30 k cqunt/ sec. Higher count rate on the APD do not help much in
‘reducing the collection time in our g% ) measurements. The APD is the start detector and the

limitation on how fast to start is determined, for a very high count rate, by the range of the g(z)('r).
Typically the fange of 20 psec is used and count rates higher than 1/20usec=50 k count/sec do

not buy us much in terms of reducing the g?(z) collection time. -

- The total efficiency for detecting a single photon by an APD depends oh two factors.

' The first factor is the probability of producing a photoelcctron when a photon falls on the PN
junction. This is by definition the quantum efficiency of the APD. As Figure 17 shows, it is
quite high at 791 nm, about 0.8. The second factor is the probability of creating an avalanche .
pulse when a photoelectron sweeps through the PN junction. This depends on the bias voltage, "
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as Figure 18 illustrates. Thus for AV =10V, the efficiency for detecting a photon is given by
0.8%0.4 =0.32. This is confirmed experimentally by [2].
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Figure 17. Typical quantum efficiency of the APD as a function of wavelength.[11] |
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Our PMT is Hamamatsu model R943-2. It is cooled by a thermoeiectric cooler (Pacific
Instruments model 3470) to less than —20°C. At this temperature, it has dark counts of about 20
count/sec. It has an effective area of 10 mm X10 mm. A high voltage of 1500V is used to bias
the PMT. At this bias voltage, the rise time of the PMT signal is about 3 nsec. Figure 19 shows
a typical signal from our PMT.

0.005

- WAY\{—J Ziiks "'HJ\W‘TH RNV
-0.005 \ _
> =0.01
-0.015
-0.02 |
10 2% 30 40 50
nSec

Figure 19. A typical signal from the PMT.

The PMT signal is amplified an‘d’ discriminated by a built-in ampliﬁer/discriminatof unit
in the Pacific cooling housing. The amplifier model 3470/2A50 provides a fixed X100 voltage
gzin. The level of the discriminator 3470/AD6 is set just above the electronic noise of the
amplifier. The discriminator has two simultaneous outputs: one is TTL aﬁd the other is NIM.
Wheii the PMT is conﬁpletely blocked, its count rate is about 20 count/sec. R943-02 has an

‘ excellent pulse height di-stribution. The dark count has much smaller amplitudes than photon
signals. Typibal pulse height distributioh and quantum efficiency curve are shown in Figure 20.

The quantum efficiency of the PMT at 791 nm is typically 12%.

The NIM output of the discriminator is sent to a channel of the CFD. Using a Canberra
Delay and Gate Generator (DGG) mode! 410A, the oﬁtput of the CFD is delayed by about 1.1
usec. The purpose of this delay is to move the zero of the g®(t) function to a‘higher bin
‘number. This helps in identifying the bin that corresponds to T = O The DGG has a dead time of

100 nsec plus the delay period. This dead time makes the reading on the monitor counter
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smaller than the actual count rates on the PMT. The count rates of the PMT appeai to saturate.
Using calibrated density filters, the saturation count rate of the PMT and the DGG is measured to

be 0.86x10° cps. The actual count rates of the PMT nge can be recovered from the counter

reading hcmmt by the following relation,

My =——= | 1)

n count

] — oot __
0.86x10°

Typically our count ratés are less than 100 k cps and the above equation produces a correction of
less than ~ 10%. For very high count rates, the dead time in the DGG becomes a problem. A
better solution, which introduces no dead time, is to use a very long 50-Q coaxial cable to
introduce the delay. For a RG174/U coaxial cable, 1 m corresponds to a,5-nsec delay. This
improves the saturation count rates by about an order of magnitude. The delayed signal is sent
through another channel of the CFD. As in the case of the APD, one output of the CFD is
converted to TLL and used as the stop input for the MSTDC and the other output is connected to

the SR400 counter to monitor the count rates on the PMT in real time.
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Figure 20. Typical pulse height distribution and quantum efﬁc'iency of the R943-02 PMT.
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3.7- Contrdllingand data-collecting software

Figure 21 shows a flow diagram of the program used to control various parts of the

experiment and to collect data. A complete list of the program is given in Appendix B.

When the program is executed, a menu pops up so that different experimental parameters
can be chosen. Some of these parameters are variables used in the programs; others are just
experimental parameters saved with the file and have nothing to do with the program variables,
for example, oven temperatures. The pro gram‘variables that are chosen in the menu are the
- following: time to lock the cavity (T1), time to write to the FIFO memory (Tw), time bétwe_en :
switching on and off various parts (Tb), total coilection time, range of the MSTDC and AOMs
conﬁguranon The time is measured in units of 2 psec, which is the time the computer need to

reads two bytes from the FIFO memory

Three of the four AOMs configurations are used for testing and aligning purposés. These
configurations are the following: AOMs before cavity (AOMs B) are always off and AOM after
the cavity (AOM A) is always on; AOMs B are always off and AOM A are always on; and all
AQOMs are on. Data collectlon is done with the fourth AOM configuration, alternate, durmg

which AOMs B and AOM A are swnched on and off alternatlvely '

Before coilecting any data, the cavity needs to be lockéd. A hardware switch is used to
tell the program whether it needs only to lock the cavity and not to collect any data or it needs to
lock the cavity as well as to collect data. This switch is called the stop acquisition bit. When the

stop acquisition bit is low, the program only locks the cavity.

| A binary variable clock is used to enable the program to track time bspent in collecting
data. During data collection, the clock variable is set to high. The data collectlon process can be
stopped any time by switching the stop acqulsltlon bit to low. When the stop acqu1s1t10n bit is

switched high again, data collection is resumed as if it were not interrupted.
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Is there message in
program’s queue?

Send experimental
parameter message

lapsed time before stop acquisition)

Initialize
Clock = low

bit =0
Whatis AOM | No ‘ Yes :
configuration? [¢ .
£ A Experimental parameter
v v ¥ message
Before off Before on after Both on Alternate Ch°953 Tl?’ T, Tw,
After on off < Collection Time, Range,
: AOM Configuration, others
Y 72 7
AOM B =high| [AOMB =low | [AOM B = high . :
AOM A=low | | AOM A=high | [ AOM A= high Read : :
WEN = high | | WEN=high | | WEN=high | |Stop acquisition [ Quit Je{ Ask about save «—Quit mesf‘agel‘_
bit -
l l« ' \Jy : Windows <—|Other messages|<—
< process it -
| High }: 3 > Low
Is collection time > _ Is Clock High?
No S e £ - Yes N
¥ [ Clock = Low_Je—¥— S
Is Clock High? :
Elapsed time before stop
- Yes No - acquisition bit >
Clock = High |> Start timr.? = = Elapsed time
Current Time
V .
Elapsed time = 0 Display g2 on screen
Elapsed time temp = 0 every second
‘ — 1
———>{ First data flag =1 ](——' Blapsed time =
L ' Current Time — start time
+ Elapsed time before stop bit
U Time ! 1 [T [[To |[To|[TI|[Tb||Tb]|Tb
! Cavity Lock High| [High| |High| |High| [High| |Low | |High| |High| |High
i AOMB E Low| |Low| [Low | |High| [High| [High| |Low | |Low
1 AOMA High | High >/ High sf Low (> Low |5 Low || Low 5| Low {3 High
'Read from FIFO, No || Yes||Yes||Yes||Yes||Yes||Yes|| Yes
| Write to FIFO | No | | Yes [ | No No | | No | | No No No No No
|  Reset i |Yes||No||[No||No||Noj||Noj|No]||No No | | No
T Time Tw Tb Tb Tb T! Tb Tb Tb
i N 1 | . a . . . . .
! Cavity Lock ! High High| |High| |High| |Low | |High| |High| |High
! TAOMB | Low Low | [Low| |High| |High| (High| |Low | | Low
! AOM A ) »| High »| High || Low |5 Low 5] Low [yl Low by| Low |5 High
ERead from FIFOE No Yes | | Yes | | Yes | | Yes| | Yes | | Yes | | Yes
! Write to FIFO ! Yes No No No No No | | No Ne
! Reset | No No No No No. | | No | | No No

Figure 21. Flow diagram of the controlling and data-collecting program.
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‘ At the beginning of each data collection cycle( see Figure 22) the FIFO memory is reset.
Then during Tw, typically 0.2 sec, data is written to the FIFO memory and during the reset of the
cycle,.typically 0.2 sec, the computer reads from the FIFO memory to its memory. Small time
intervals Tb, typically 0.1 msec, are used to separate switching on and off various components.
These are used so that everything is settled down before switching'other components. This is

especially important to protect the detectors from a relatively high-intensity locking beam.

Data points written af the beginning of Tw may not start at the beginning of the MSTDC

range and data written at the end of Tw may not end at the end of the MSTDC range. So usually,
“we need to ignore the first data points before the first end-of-the-range flag and the last data
~ points after the last end-of-the-range flag. ‘The end-of-the-range ﬂég is a data point written to the
FIFO memory each time the MSTDC reaches its range. For example, if the range is chosen to be
20.48 psec (2'° 20 nsec), the end-of-the-range flag will be 210, Figure 23 shows the flow :
diagram of the iRead_FIFO function. When this function is called, it searches for the first end-
- of-the-range flag and it ignores any data point before this flag. Then it stores data points into
array elements until it ﬁndé the next‘end-of-the-range ﬂag. At this point it sorts the stored data
points into their corresponding bins in the g(z)('c) function bins and then resets the array elements
and ar.':aj/ index to zero. This process is 1;epeated until all data are read. Data at the end, which
are not bounded by the end-of-the-fange flag, are ignored. The array size chosen is much larger
than the maximum expected photon number in one range. When the FIFO is empty, the
computer reads ieros from it. This may cause the array to be filled with spurious zeros and may

cause computer memory error. For this reason, the array index is reset whenever the array is full.
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Figure 22. Timing for signals controlling the cavity locking circuit, the acousto-optic
modulators, writing, and resetting the FIFO memory. Under line indicates inverse logic.
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Number of data to read
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>r Index < Number of data i: -
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Figure 23. Flow Diagram of the iRead FIFO function that reads data from FIFO memory to the
computer memory.
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- Chapter

4 Veloc’itySelection of Barium Atomic Beam

In the microlaser, it is desirable to have an atomic beam with a narrow velocity
distribution for the following reason: a narrow velocity distribution guarantees that all atoms to
have almost similar atom-cavity interaction time. This makes our microlaser closer to the ideal
_ microlaser model(See Section 2.2). In addition, if we want to study , in a control way, the effect
of partially inverted atoms on the performance of the microlaser, it is easier to use the constant-

frequency-shift inversion process (See Section 2.7) with a narrow-velocity atomic beam.

In what follows, we describe how we prepare a barium atomic beam with a velocity

spread of about 10% of that of the effusive atomic beam distribution.

A barium atom does not have a closed two-level system. For this reaSon, it is impossible
to use just one laser to do the velocity selection, for example, by deflection the atoms by an
eri:ogonal laser beam[1] orv by siowing the atoms down by counter-propagating laser beams [2].
Instéad, the drawback of this open two-level system in barium is exploited and a new scheme for
preparing a narrow velocity distribution of barium atomic beam has been developed. This new

scheme is based on using two narrow-band dye lasers.

Our velocity selection scheme has many advantages over mechanical velocity
selectors[3]. It has no mechanical vibration associated with it. Mechanical vibrations in our
chamber may make cavity locking impossiblé. Moreover, it produces continuous atomic beam. -

Also, our scheme does not require any major mechanical construction in the microlaser chamber.
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4.1- Two-laser velocity selection scheme

The concept behind our two-laser velocity selection scheme is siinple. The first laser
beam is used to pump all atoms into a metastable state while the second laser beam is used to
repump atoms with a specific velocity back to the ground state. The Doppler shift is exploited to
access allbatoms by the first laser beam and a speciﬁc group of atoms by the second laser beam.
~ An atom with velocity v sees the laser frequency shifted by an amount given by |
v

v v :
=V +3L-0039, | €))

atom

where Vaom is the frequency of the laser in the atom reference frame, Viaser 1S the frequency in the |
lab reference frame, A is the wavelength of the laser and 6 is the angle between the laser beam
and atom velocity vector. So if the angle between the laser and the atomic beam is 90°, the
Doppler shift is zero and the laser interacts with all atoms irrespective of their velocity. On the
cther hand, if the angle is not 90°, only atoms with velocity such that thé right hand side of Eq.
(1) is equal to the atomié resonance frequency interact with thé laser beam. Figure 1 explains
this concept and shows the populations of barium ground state and metastable state at different
stages of the velocity selection scheme. After the second laser, we have atoms with a narrow .
velocity distribution in the ground state and the rest of atoms are in the metastable state. Atoms

in the metastable state do not interact with the microlaser cavity mode.

Figure 2 shows the barium atomic levels‘ relevant to the velocity selection scheme[4].
The pump laser drives the 6s> 'Sy - 656p 'P; transition. The 6s6p 'P; state may decay back to the
ground state or to the metastable ‘states with branching ratio o’f 293 to 1. The lifetime of the 6s6p
Ip, state is 8.4 nsec. The 6s6p 1P, state decays mainly to two metastable states, 6s5d 'D, and |
6s5d4°D,. Lifetimes of thé 6s5d 1Dz and 6s5d 3D2 metastable states are about 0.2 sec. The
repump laser drives the 6s5d 'D, - 5d6p 'P; transitidn. About 26% of atoms are lost in ﬂae 6s5d
’D, metastable state. The 5d6p 'P, state decays to the ground state and to the 5d‘2 D, metastable;

state. Another 3% of the atoms are lost in this metastable state.
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Figure 1. Arrangement of the pump and the repump lasers with respect to the atomic beam.
Shown in the boxes, populations of the ground state and the metastable state at different

positions of the atomic beam
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Figure 2. Relevant Ba atomic levels used in the velocity selection scheme. ) is the wavelength,
A is the transition probability and BF is the branching fraction of the upper level.
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To estimate widths and intensities of the pump and repump lasers, we use a simplified
model of the barium atom. In this model we ignore the fact that barium atom has sublevels '
: Also we use the rate-equation formulism instead the optical Bloch equation. The rate equations
are simpler and should be quite accurate for our experimental parameters. “When the coherence
between the atom and the laser beam is ignored, the optical Bloch equations reduce to the rate
equations. In our estimations, we can ignore the coherence between the atom and the laser beam
- because, in the pumping stage, we are interested in interaction times much larger than the -
lifetime of the excited state and, in the repumping stage, we are interested in repump iaser

intensities much smaller than the saturation intensity of the repump transition.

" 4.1.1- Pumping stage predictions

" The population probability of different states as alfunction of the interaction time with the

pump laser beam can be calculated from the following rate equations [5]: -

d 1 IP ne
—n, =—-="{n,-n)-—", ~ , : (2-a)
dt ¥ 2, I, % T g

I n S v :
—%ngp =——1——P(—ngp +nep)+i,' ; S . (2-b)
di 2’rgp Isp T - v

_ 0 | _

4. 1 ‘ | | | (2-c)

where nep, ngp and ny are the population probability of the excited state 6s6p 'P,, the population
- probability of the ground state 6s® 'Sg and the popﬁlation probability of the metastable states ,
6s5d 'D, and 6s5d D, respectively. 1/7gp and 1/t are the transition rate of the excited state to
 the ground state and to the metastable state respectively. 1/1g, = 2m*18.9%10% sec™ or Tgp = 8.4
nsec and 1/tmy = 2m#(48+18)*10° sec™ or 1 p = 2.4 psec.1/tp = 1/1g + 1/tmp. The intensity of
the pump laser beam is I, and the saturation intensity of the 6s® 'S - 6s6p 'P, transition is Lsp.

When I, = 2 I, the stimulated emission is equal to the spontaneous emission. Isp is given by
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» =5 =146mW/cm’.
3T,

€)

On the right hahd sides of Egs. (2-a) and (2-b), the first term is the stimulated absorption

rate, the second term is the stimulated emission rate, and the last term is the spontaneous

emission decay rate. In Eq. (2-c), the term in the right-hand side is the spontaneous emission

decay rate.

~ The coupled equations in (2) can be solved analytically. For the initial condition n,(0)=

-1, nep(0) = 0 and ny (0) = 0, the solution is given by,

S 1

n, () (e e,

1 eutp*,t e‘ap_t

' S
D (t) = . ( - ) +1,
2T T op, —ep_ op, op_

n, () =1-n,,(t) -0, (1),

where
S S S
ap. 2_1(_p+i)i1\/_p_+i)z_2_p_1_,and-
21, T, 2\ 1, T, Tep Tmp
1
’ Sp =:_[_p_"
sp

Since tgp = Tp and Tmp >> Tgp, for Sp>>1 the set of Eqs in (4) reduces to

t) - EXp(— t)} [
27 ’ T

‘mp &P

n, (0= %{exp(—

t)y=z1—exp(~——1t),
n., (t) 'p('zr )

mp

t) +exp(-—-1)},

mp TEP

" 1 .
i) = —{exp(——
n,, (1) 2{ p( o
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It may be noticed that the population probability of the metastable state, nm(t) increases
with the characteristics time 2 Tpp, not Tmp. Lhis reflects the fact that, because of stimulated
emission, the population of the excited state is at most equal to the population of the ground
state. Thus, for a very high intense laser beam, only half of the atoms are available in the excited
state at any timg.» Consequently, the characteristic time for mdving atoms from the ground state

to the metastable state is double the time for an atom to decay from the excited state to the
metastable state. Fort > Tgp, the second term in Egs. (7-a) and (7-c) is negligible compared with
the first term and both ngy(t) and ney(t) decay with time constant of 2 Tmp. Also, Eq. (7-b), which

is correct for high laser intenSity', does not depend on the laser intensity. This shows that, beyond
some high laser intensity value, higher laser intensity is not necessary and does not help in
pumping atoms to the metastable state. Instead one needs longer interaction time to pump more

atoms to the metastable state: -
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Figure 3. Prediction of Eq. (4) for =4 Isp
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Figure 3 shows the prediction of Eq. (4) for laser intensity equals to 4 times the saturation
intensity of the 6s* 'S, - 6s6p ‘P transition. Also it shoWs the maxi;ﬁum pumping to the )
metastable state that may be achieved with infinite laser intensity; 1-exp(-t/2Tmp). The upper x-
axis shows the distance, in cm, for atoms with speed of 1000 m/sec. Since the most probable
speed of our effusive atomic beam is about 400 m/sec, more than 99.5% of the atoms in our
atomic beam have speed less than 1000 m/sec. Thus, laser beam with width of about 2 cm

should be enough to pump most of the atoms into the metastable state.

4.1.2- Repumping stage predictions

The rate equatiohs for the repump stage are given by

-d_ner - : —]-:L r 12A (n““' _ner)_ nel‘ ? . ) (8-8.)
dt 2"17mr Isr 1+(_)2 Tr
. inm _ 1 I ’I)A (-n, +n,)+—5, (8-b)
dt 42Tmp Isr 1+(:_)2 Tonr
T
inm =P | | (8-b)
i T,

‘where Ter, Ngr and Ny are the population probability of the excited state 5d6p 'Py, the population
probability of the ground state 6_52 IS¢ and the population probability of the metastable states
6s5d ]Dz, respectively. 1/‘1:'gr and 1/ are the transition rate of the excited state to the ground

1

state and to the metastable state respectively. 1/1g '=72'rc=i=5.6=l=106 sec” or Ty = 28..4 nsec and

1/tm = 2mx7.2%10%sec or 1 mp = 22.1 nsec.1/t, = 1/1g + /1. A=y - Ocm is the detuning
~ between the laser frequency o, and the atomic transition frequency @em. The tepump laser

intensity is I; and the saturation int‘ensity~ of the 6s5d 1D2 -5d6p Ip 1> transition is ;.
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w = 3;:31:: —48mW/em?. | ' (9)

mr

We want to study Eq. (8) to guide us in choosing the interaction length -and the repump
laser intensity, which produce a reasonable efficient repumping and a narrow velocity

distribution.

A numerical example and analytical analysis of Eq. (8) are presented to demonstrate and
establish the‘ following fact: for a repump laser intensity much lower than the saturation intensity
of the repump transition, the resulting velocity distribution depends only on the product of the
| laser intensity and the interaction length. Or, from experimental point of view, two different
interaction lengths produce similar velocity-selécted distribution when the laser intensity is

adjusted to give similar repumping efficiency for the most probable velocity.

Figure 4 shows our simulations. It presents the initial population of the metastable state,
which is assumed to have e:fﬁlsiVe-atomic-beam velocity distribution, and the resulting -
popuiation repumped to the grbund state. The repump laser is tuned to the most probable
velocity and it is at 45 degrees with respect to the barium atomic beam. Narrower velocity
distributions can be obtained by using smaller angles. Two different interaction lerigths 10 mm
and 1.0 mm are shown in Figure 4. The repump laser intensity is adjusted such that 90% of
atoms with the most probable velocity are repumped to the ground state. For the 10 mm |

interaction length, the laser intensity is adjusted to 0.009 I; = 0.04 mW/cm?, while for_the 1.0mm
| interaction length, the laser intensity is adjusted to 0.095 I = 0.45 mW/em®. The distributions
resulting from these two interaction lengths are almost overlapped, as shown by the continuous
lines, and the difference between them is hard to see on the figure. The dashed line is a
- Lorentzian fit to the velocity-selected distribution. It has FHWM of about 13 % of that of the
dfiginal effusive atomic bean velocity distribution. It may be noticed that atoms with slower
velocities are repumped more than those with higher velocities. This is because the slower atoms

spend more time in the laser beam than the faster ones.
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Figure 4. Velocity distributions for atoms initially in metastable state and atoms
repumped to the ground state with a laser at 45° with the atomic beam and tuned to the most
probable velocity of the initial distribution. The laser intensity and the interaction time are

“adjusted such that 90% of atoms with the most probable velocity are repumped to ground state.

Next, it is shown analytically that, for I <<I;, similar velocity distributions are obtained

by making the prodlict of the repump laser intensity and the interaction distance the same.

For the initial cdndition nmr(0)= 1, ne(0) = 0 and ng(0) = 0, the ground-state population is given
'by .

. Sr 1 ear+t » eaLt ’ .
n, ()= —-——+1L, | (10)
27, Ty O, —QL_ Or, Or ‘

where

Sl’

S N
+_1_)il\/(s_r+i)z 22 1 ond ~ (11)

mr T 2 mr T, Tonr Tgr

1
or, = —'2—’(

118




8, =Tt | . o

Ig 1+ (2_A)2
T

mr

Since Ty = fg, =1, , for [/Iy<<1 (or S,<<1), Eq. (11) is approximated by

dr =z——"— and | | v
" m— | (13)
L2 S s

- So, for I/Iy<<1, Eq. (11) becomes

| I 1 T |
n_ {t)=zl-exp[-— ' —t], 15

-

Thus, the population of the ground state depends on the product of the laser intensity and the
interaction time: The resulting ground state dist_ribution after the interaction length of Xy is

given by

oo 2T | v? 1, 1 T, ‘x‘,.ll o o
f(vy=Cv*Exp[- -ﬁ—]{l'—exp[—-7¥ — : . ,Vt 1} | (16)
Y o 4(-0cos@)ird, 41 Ta T o

‘where C is a normalization constant and vq is the most probable velocity in the original velocity '
distribution. If the repump efficiency is not close to 100%, the velocity distribution in Eq. (16) is
approximately Lorentzian as shown, for example, in Figure 4. The full width at half maximum

. of this distribution can be found numerically by setting

IO R | an
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where vy is the velocity at which the height of the distribution is half of the maximum height.
This equation cannot be solved analytically. Figure 5 shows the width of the velocity
distribution as a function of the repump efficiency
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Figure 5. The full width at half maximum of the velocity distribution of Eq (16) as a function of

the repump efficiency of atoms with the most probable velocity is shown for two different
angles. The right y-axis is the percentage ratio between the width of the repumped velocity
distribution and the width of the original effusive beam velocity distribution. The most probable

velocity is 380 m/sec.

For a very low repump efficiency, the width of the velocity distribution can be derived

from Eq. (1).

ov= 2
cos(8)
FW/HM——i— r,, - ' v o - (18)
cos(6) , : ‘ o

where the spread in frequency 8A is equated with the line width of the 6sSd 1D2 -5d6p P1

transition I" m
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In the analysis of the velocity selection scheme we ignored the effect of sublevels. This

may cause the repumping process to be less efficient and the final velocity spread to be wider.

4.2- Experiment

We use three dye lasers to study our velocity selection scheme. One laser is used
for pumping atoms to the metastable state, another is used to repump atoms back to the ground
state and the third laser is used to probe the resulting velocity distribution. All lasers are pumped

-with one Ar-Ion laser Coherent Innova 100.

The pump laser is a ring dye laser Coherent CR-699-21. R110 dye is used to produce a
wavelength’of 553 nm. The laser has a typical outpi'lt of about 500 mW when it is pumped with
& W of Ar-Ion laser beam. [t has jitter of less than 1 MHz RMS at 10 kHz bandwidth and a long-
term drift of about 100 MHz/hour[8]. | o

Both the repump and the probe lasers are a standing-wave dye lasers Coherent CR-599-
21. R110 dye is used in fhe probe‘laser to produce a wavelength of 553 nm, while R6G dye is

uzed in the repump laser to produce a wavelength of 583 nm. Each laser produce about 20 mW
when each is pumped with 3 W Ar-Ion laser beam. Both lasers have frequency jitter and drift

similar to the pump laser[8].

4.2.1- Pumping stage |

Figure 6 shows the experimental setup for studying the pumping stage A laser beam
from the 699 dye laser is expanded by two cylindrical lenses (f = -0.64 cm and f=10.0 cm) 1nt0
- a beam about 1.8 cm wide, and then is sent perpendicularly to the atomic beam. This laser is
tuned to the 6s* 'Sg—6s6p 'P, transition. Its intensity is about 60 mW/em?® =4I, To eliminate
a;ny»contﬁbutions from otlier barium isotopes, the probe is also sent perpendicular to the atomic

beam. The probe is about 2.5 mm in diameter and it has intensity of about 0.2 mW/cm? = 0.014
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I;. The probe scans 390 MHz around the 6szAISO —6s6p 'p, tra.nsitioh in 2.5 sec. The distance
between the pump region and the probe region is about 5 cm. The fluorescence from the probe

“area is imaged by a lens (f= 0.5 “) into a fiber optics bundle to a Hamamatsu R1 635-02 PMT.

- The probe collection port is shielded well such thai scattering from the laser beams and the
fluorescence in the pump area is much smaller than the probe signal. A Stanford Research
Sysiems preamplifier SR440 and counter SR400 are used to amplify and count pulses from the
PMT. The counts on the counter are transfer to a computer by an RS232 interface and stored

there.

F igure 7 shows the experlmental result for the pumping stage. The upper expenmental
scan shows the probe signal when the pump laser is blocked. The fluorescence form '*Ba
isotope along wnh the fluorescence from other barium isotopes can be observed. In our oven, we
use barium Ihetal which has the natural abundance of barium isotopes. The natural abundance
of the '**Ba isotope is 71.7%. The '*'Ba 1sotope contributes 11.2 % of the natural barium metal
and its resonance ﬂuorescence is 65 MHz away from that of the '**Ba isotope. The ]34Ba 13Ba
and *°Ba isotopes have natural abundance of 2.4%, 6.6% and 7.9% respectively. These isotopes
are140MHz, 105MHz and 125 MHz away from that of the. 1384 isotope, respectively. The
lower scan in Figure 7 shows the probe signal when the pump is allowed to pump atoms to the
metastable states. About 98% of the '**Ba isotope is pumped to the metastable states, which is ih

agreement with the p1'¢diction of Eq.(7)(See Figure 3).
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Figure 6. Experimental setup used to study the effectiveness of the pumping stage. |
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Figure 7. Pumping of barium to the metastable state by al.8cm w1de and 4 I, 1ntense laser
- beam.

4.2.2- Finding 583 nm Resonance

Before the velocity selection expe'riment all our dye lasers were tuned to the 553 nm

trallsltlon We have chosen one of them to be the repump laser and have changed its dye to R6G.

~ - This repmnp laser has to be tuned to the 6s5d 'D, -5d6p 'p, transmon This might be

accomplished by measuring its wavelength with a calibrated wave meter. Instead, we tuned the

laser using a simple technique described below. Figure 8 shows the experimental set up to tune
the repump laser. The 699 dye laser is used to pump barium atoms to the metastable states and

also to probe them down stream. The repump laser is sent between the pump and the probe

beams. If the repump .laser is not in resonance with the 6s5d 'D, -5d6p 'P, transition, the é.ignal :

~ in the probe region will be almost zero otherwise we should have a huge signal there.
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Figﬁﬁ’e, 8. Experimental setup to. tune the repump laser to the 6s5d 'D, -5d6p P, transition.

We force the repump laser to have broadband oscillation by taking‘its internal cavity
ser ﬂ:lv (ICA) out of the laser cavity. ‘Now, ‘the birefringence filter limits the laser oscillation
_ equency 1o about 20 GHz band. Actually, because of gain competition, the laser oscillates at
A any time in just one single mode but because of mechanical vibrations in the laser cav1ty, the
laser is jumping randomly between many single modes lying within the band allowed by the
birefringence filter[6]. There are about 70 single modes each is separated by 283 MHz. Thus
 this trick prbvides us with an intense narrow spectral laser beam sainpling a huge range of

| frequency.

We scan the birefringence filter until a flickering in the probe signal is observed. This
means that we are less than 20 GHz away from the 6s5d D, -5d6p 1P, transition. We place the
ICA back into the laser cavity and manually scan the laser by 10 GHz to find the steady probe
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signal. Sometimes we may need to hop the laser by the thin etalon offset knob in he laser control

box to find the resonance.

'4.2.3- Repumping stage

X
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Jo | Computer P
%, R
</ 599 Dye LA @robe)
. \\\\\y/ - M -
; e
) P |
Atomic Beam - |

10°
45°

553 nm - On Resonance

Figure 9. Experimental setup to monitor the two-laser velocity selection scheme.

Figure 9 depicts the experimental setup for our velocity scheme. Figure 10 shows the |
probe signal when the repump laser beam is blocked. The upper distribution is when the pump is
blocked. This distribution includes contributions from different barium isotopes. The lOwér,
distribution is when the pump is allowed to pump the atoms to the metastable states. We use the
same pump laser intensity and interaction léngth as in Figure 7. Thus the lower distribution is
mainly ddntﬁbutions-fll'om barium isotopes other than '**Ba isotope. This lbwer distribution will
be used to subtract the contribution from barium isotopes other than '**Ba isotope. For example,

the original **Ba velocity distribution can be obtained by subtracting the lower disti‘ibution from
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the upper one. This is the upper d1str1but10n shown in Figure 12. The solid line going through

this distribution is a Maxwell-Boltzmann dlstr1but10n ﬁt
2

fiv)=vie ® | | (19)

The most probable velocity is 381 m/sec. The most probable velocity is related to the oven

~ temperature by
1 5,1 . ' : . .
T=rmvy” —, ' : 20
2™ | | (20)

where T is the oven temperature in the absolute temperature scale, m(is 1382 atom mass, vy is
the most probable velocity and kg is the Boltzmann constant. The most probable velocity of 381

- m/s, thus, corresponds to oven temperature of 940 ° C.

The x-axis in figure 10 is converted to velocity using Eq. (1). The angle between the
atomic beam and the probe beam, 8, is 10°. The frequency of the probe laser that corresponds to

ro veloeity is found from fitting the distribution to Eq. (19).

ThlS experlment is done with the mlcrolaser atomic beam. An avalanohe photodiode
(APD), EG&G C30902S- TC originally aligned to monitor the density of barium atoms in the
microlaser cavity, is used to detect the probe signal. The APD has saturation count rare of about
300 x 10° count/sec[7]. We have to keep the s1gna1 size much smaller than this value to avoid

saturation.

127




20

....... ..’ v
51 , “.» S ' ~ Pump Laser Off
S : " Repump Laser Off
é 'oo ) 'e. .. //, 4 ' )
t e b ':'o .
3 10 ‘ -7
o **  Pump Laser On .,
= -~ Repump Laser Off .',-.
¢ / -.c.'
o / .
5 . 4 R
..'.' o ol o™ e 8, e, ‘°- .
- . -..-.~ “- .'..:.-.- . ...-.'o
.....o.ﬂ“. o - ..."..'. Pagp 0% % e =
0 . ) L e S ety g e
200 400 600 800 1000 1200

Velocrty (m/sec)

Figure 10. The probe signal when the repump laser is off. The lower trace is mainly
‘contribution from barium isotopes other than '**Ba isotope.

Figure 11 shows probe signal when both the pump laser and the repump laser are on. :
Now the repump laser repumps **Ba atoras with specific velocities back to ground state. We
can see in this figure the sharp velocity peak from 1383, atoms on top of the broad background,
- which mainly frem barium isotopes other than 138p4 isotope. When the lower distribtition in
- Figure 10 is subtracted form the distribution in Figure 11, we obtain the velocity dlstnbutlon of
the selected '**Ba atoms. The result of this subtraction is shown as the sharp distribution in
Figure 12. The continuous line through this distribution is a Lorentzmn fit. The ratio between the
width of the velocity-selected distribution and the original d‘istributioyn is about 12 %. The ratio
of the heights of these the two distributions is about 55 %. The middie curve shown in Figure 12 |
represehts the distribution of the 6s5d 'D, metastable state before the repump laser. This is
obtained from the upper distribution by assuming that 9/(9+25) = 0.26 of atoms go to the 6s5 d o '
D, metastable state, Which is not accessible by our laser. The efficiency of the repump process
can be found by comparing the heights of the veloc1ty selected dlstnbutlon and the 6s5d 'D,
'1netastable state distribution. This ratlo is 75%. '
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i gum 11. The probe signal when both the pum 3%) laser and the repump laser are on. The broad
distribution is from barium isotopes other than-'**Ba isotope. The aharp distribution is the Bipg
atoms repumped back to the ground state by the repump laser. .

Flguze 13 shows relative width between the velocity-selected distribution and thé origihal o
veiocity distribution of 13¥B4 atoms as a function of the efﬁc_ienéy. Two types of éfﬁciency are
shown: Total efficiency and repump efﬁc‘iency. The total efficiency is the ratio between the
‘height of velocity-selected distribution and the héight of the original velocity distribution while
the repump efﬁéiency is the :atidi between the height of velocity-selected distribution and the |
height of the distributidn of atoms in the 6s5d ‘lDz metastable state before the repﬁmp laser. The
interaction length between the repump laser and the atomic beam; xir;t, is aboht 10 mm ahd the

b‘re'pump laser‘intensity I, is adjusted to obtain the desired efficiency. It is veriﬁed'

- experimentally that, as indicated by Eq. (16), for I, << IS,, similar veloc1ty distributions are

~ obtained for s1m11ar values of the product I; Xins. The sohd curve in Figure 13 is a fit usmg Eq.
(16). In Eq. (16), the product I; Xy is varied to obtam the required efficiency and the FWHM of

- ) the velocity distribution is found nmnerically. The experirhéntél‘val’ues and the calculated
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values agree with each other except for high repump efficiencies. This may be attributed to the

- simplicity of our model, which ignores the sublevel structure of the barium atomic states.
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Figure 12. The upper distribution is the initial 1**Ba atoms distribution. The solid line going
through it is a Maxwell-Boltzmann distribution fit. This distribution is obtained by subtracting
the lower distribution form the upper distribution in Figure 11. The lower sharp distribution is
the ground state **Ba atoms selected by the repump laser. The fit through this distributionis
Lorentzian. This distribution is obtained by subtraction the lower distribution in Fi 1gure 10 from
~ the distribution in Figure 11. The middle cure represents the dlstrlbutlon of the 6s5d 'D,

, 'metastable state before the.repump laser. .
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Figure 13. Relatlve width between the velocity-selected distribution and the original velocity

~ distribution of '**Ba atoms as a function of the efficiency. The total efficiency is measured with

respect to the original velocity dlstrlbutlon while the repump efficiency is measured with respect

to the distribution of atoms in the 6s5d 'D, metastable state before the repump laser The solid

curve is a fit using Eq. (16) with vo =380 m/sec and 6 = 45°

4 3- Laser long-term drift stabilization:

Dye lasers from Coherent Company have long-term frequency drift of about 100
MHA/hour [8]. This drift rate is quite large when compared with typ1ca1 time for collecting one
data point for the degree of the second—order coherence function, which is about 20 minutes.
- During this time, dye lasers drift by amounts much larger than the line width of the states used in |
| 'velocity Selection scheme. To be able to use our velocity selection scheme effectively, we need
to get rid of this long-term drlft We accomplish this task by locking the two lasers to barium

atomic transmons

Flgure 14 shows a block diagram of the scheme we used to lock both the pump
_ and repump lasers. Because of space limitation we are not able to use the microlaser chamber to -

lock the lasers, instead a separate chamber and oven are dedlcated for this purpose. The design
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of the locking oven is similar to that of the microlaser oven, which is discussed in Chapter 3. In
front of the oven there are two apertures to produce two atomic beams. One atomic beam is used

to lock the pump laser while the other is used to lock the repump laser.

The long-term drift of the 699 dye laser (the pump laser) is eliminated by locking
it to the 65 lSo - 6s6p 'P; tralisition V(the pump transition). A local oscillator of a lock-in
amplifier dithers the frequency of the pump dye laser and the fluorescence intensity from the
pump transition is detected by a photodiode, which sends its signal back to the input of the lock-
in amplifier. The output of the lock-in amplifier is propoﬁional the DC component of
_multiplication of the input signal and the local oscillator. The output of the lock-in amplifier is
integrated and added to the local oscillator and is fed back to the external frequency control of
the laser to correct its frequency and to maintain it on resonance. |

Figure 15 illustrates how the output of the lock-in amplifier changes witﬁ the
central value of the dithered laser frequency. When the laser is on resonance the output of the
lock-in amplifier is zero while it is negative when the laser is above resonance and positive when
the laser is below the resonance. This provides negative feedback to the laser frequency and

maintains it always on resonance.

The DC levels in Figure 15 may be anticipated by comparing values of the detector signal
during the first half and during the second half of the loéal oscillator cycle. When the Jaser is on
‘resonance, the detector signal during the positive half of the local oscillator cycle is similar to
that during the negative half. Thus the average value of the multiplication of the detector signal
and the local oscillatbr signal is zero. When the laser is above resonance, the value of the
detector signal during the po‘sitivc‘ half of the local oscillator cycle is lower than that during the
negative half cycle. This produces negative average value for the ﬁulﬁplication of the detector

signal and the local oscillator. The oppoSite is true when the laser is below resonance.
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Figure 14. Block diagram for log-term drift stabilization of the pump laser, the 699 dye laser,
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Figure 15. lllustration of relationship between the lock-in amplifier output and the position of
the central value of dithered laser frequency. The plot on the left represents the detector signal
when the laser is scanned through the atomic transition. The small thick line on the frequency
axis represents the laser dither value that produces the two plots on the right.
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Our lock-in amplifier is from Princeton Applied Research model number 121 and our
photodiode is from ThorLabs model number det110. The laser dithering amplitude is about 0.5
Mszith dithering frequency of order of 100 Hz. The laser beam, with this small dithering, is
sent directly to the microlaser atomic beam to pump atoms into the metastable staté. The dither
in laser frequendy has almost no effect on the pumping process because of two reasons. First,

the dither amplitude is much smaller than the power-broadened pumping transition line width.

Typically we use I~ 10 I; and thus the power-broaden line width is 19MHz+/1+10 =36.5MHz .
Second, as mentioned previously, after some high intensity value, higher intensitybdoes not help
in pumping more atoms and hence small change in the very high intense laser power has almost

.no effect.

For the 599 laser (the repump laser), the laser itself and the laser beam going to the
microlaser chamber are not dithered. Instead, an acoutso-optic modulator (AOM) is used to
dither the beam going to the locking chamber. Two beams from the 699 laser, which is now
locked to the pumping transition, are sent to the 583 nm locking atomic beam. One beam is
expanded and used to ﬁump atoms to the metastable state and the other is used to probe atoms
down stream after the repump laser beam. To augment the signal size at the probe area, the
‘ fepump laser is sent perpendicular to the atomic beam. When the repump laser is scanned
through the repump transition, the fluorescence in the probe region scans a Lorentzian profile
with a FWHM of about 7.2 MHz (the repump transition FWHM) provided that the repump
intensity is low.,. Thus, dithcring.the frequency of the repump locking laser beam modulates the
intensity of fluorescence in the probe area. This fluorescence modulation may be used to

stabilize the repump laser in almost a similar manner as the pump laser is stabilized.

The':fact that the repump locking 1aser beam is perpendicular to the atomic beam means
the Doppler shift for this laser beam is zero. So we need to introduce a frequency shift befween
this perpendicular laser beam and the repump tilted laser beam in the microlaser chamber so that
we may be able to repump atoms with the most probable velocity. We obtained a shift of
620+ 80MHz by using three AOMs as follows: we shift the locking repump laser beam twice by
two 110MHz ﬁxéd—ﬁ‘equency AOMs then we shift it by double-passing it through
200+ 40MHz variable-frequency AOM. As Figure 14 shows, to pick up the laser beam coming
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out of the double-passed AOM, a % wave plate changes the polarization of the laser beam by 90

degrees and then a polarized beam splitter picks it up and sends it to the locking chamber.

A voltage control oscillator (VCO), Mini-Circuits model ZOS-400, produces radio
frequency oscillation, which is émpliﬁed by a radio frequency amplifier, Mini-Circuits model
ZHL-2-8 to appropriate level to drive the double-passed AOM. A local oscillator of a lock-in
amplifier, Stanford Research Systems SR510, dithers the frequency of the VCO and a variable
DC power supply changes its central frequency. Because the variable-frequency AOM is
double-passed, the direction of the output laser beam does not change (to the first order) by

-changing the beam fréquency. The repump locking laser beam is dithered by amplitude of about
0.5 MHz and dithering frequency of order of 100 Hz.

A Hamamatsu PMT R1635-02 detects the fluorescence in the probe region. Its current is
fed to the input of the lock-in amplifier whose output is integrated and then fed back to the
external frequency control of the repump laser to maintain the laser frequency with respect to the

repump transition.

By this long-term frequency drift stabilization technique, the two dye lasers are able to -

provide a stable velocity-selected atomic beam for several hours .
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Chapter

5 Multi-Stop Time-to-Digital Converter

5.1- Introduction

In this chapter, a new design for a multi-stop time to digital converter (MSTDC) is
described. This MSTDC is used to measure the degree of the second-order coherence g%
function. The design is conceptually simple and it is‘easily and inexpensively implemented. Our
implemented MSTDC has a resolution of 20 nsec and a range of up to 0.6 msec. This resolution
should be enough for measuring g(z)(t) for our micrblaser, which has typical correlation time of
about 1 pusec. This correlation time is obtained from applying fhe single-atom microlaser theory

to our system [1] and is demonstrated experimentally..

The degree of the second-order coherence g®(r) is defined as the normalized joint
. prebability for measuring two photons separated by time 1. This joinf probability is normalized

such that for uncorrelated photons it has a value of 1.

Experimentally, one way to measure g(z)('c) is to use a photoelectron pulse to start a time
interval T and then measure within T. Then, T is digitized into many small time bins such that
when the arrival time of a photon lies within a time bin, the count in that bin is incremented by

one. This process of starting an interval time T and measuring the arrival times of subsequent

photons is repeated until each time bin has good statistics. Assuming that the interval T is much

~ larger than the correlation time between two photons, the resulting count distribution is

‘normalized by dividing the distribution by the average counts in the bins near the end of T.

In one T interval, more than one photon might be detected. It is important not to just -

register the first 'photori and ignore all other photons as it is the case when a simple time to digital
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converter unit is used. This will not produce the g®(1) distribution but rather it produces the -
two-successive photon distribution P01('t) These two d1str1but1ons are quite different when the
counts rate is hlgh but they are proportlonal to each other in the limit of zero llght intensity.[2].
For example, as Figure 1 shows, for a light source with a Pmssqn statistics, g( )(1:) is straight
horizontal line while Poi(t) is an Vkexpo’nential decay function with a decay time proportional to
the light source intensity. Thus, while the shape‘ of g@(x) is only a function of the intrinsic
propriety of the light source, Py;(t) shape depends on the intrinsic propriety of the light source

as well as its intensity.[3].

g2

Poy()

T

Figure 1. Difference between two distributions. One is obtained by using a one-stop time to
digital converter (Pgi()), and the other is obtained by using a multi-stop time to digital converter

(2P).

Our MSTDC has the cabibilii:y to measure all stop photons as long as each of them is
seperated by more than 20 nsec from the others. For example if the MSTDC range is set to 20
- uisec, then it can detect up to 1000 photons after the start photon. |

Theoretically, one can use only one fast detector to measure g®(1). Both the start and

stop photons come from the same detector. Another approach is to use two different detectors,
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one to start and the other to stop. So, shall we design our MSTDC for one-detector configuration

or two-detector configuration?

The principal problem with one-detector configuration is that afterpulses may distort the
g(z)(t) measurement. In real detectors some pulses are generated not from real photons but rather
they are spurious pulses associated with the real photon pulses; These spurious pulses are called
afterpulses and they occur after the real photon pulses with a certain probability within a specific
time range. Their origin, for exampie in the PMT’s, is the residual gases inside the PMTs.
These gases can be ionized by the accelerated electrons. Afterpulses are generated when these
.ions strike the photocathode or earlier stages of dynodes of the PMTs. Afterpulses cannot be
electromcally discriminated because their heights are comparable or larger than the real
pulses.[4].

Figure 2 shows afterpulse distribution form our PMT Hamamatsu R943-02. The
probability for an afterpulsing to occur is about 0.14% within a time range of about 1psec[5].

The afterpulses associated with the staﬁ pulses, called start afterpulses, might severely
distort g®(t) measurements, especially when the count rate is low. For every start pulse, there is
a chance of having an afterpulse within a specific time range. This chance is independent of

~photon count rate. One the other hand, the probability of detecting a stop photon over the same

time range is proportional to the count rate and, for low enough count rates, this probability |
‘nmight be comparable with that of detecting the start afterpulses. Thus, over this time range we -

| have two comparable contrlbutlons One from the start afterpulses and the other from the real

photon pu]ses Beyond this range we have only contributions from the photon stop pulses

Contributions from afterpulses associated with the stop pulses, called stop afterpulses, to
the g®(t) measurement are not detrimental as those from the start afterpulses. They occur over
all time range and their relative contributions are equal to their probability to occur, for example
in our PMT it is about 0.1%. As a numerical example, the rate of detecting two real photons
signals, one at time zero and the other w1th1n a time width 0.2 psec is given by (5x10°) (5x10° )

(0.2x10 =3 cps.. Here we assume that the detector detects a count rate of 5 10° cps from a
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light source with a Poisson statistics and the probability of an afterpulse to occur within 0.2 psec
of areal pulse is 0.1%. This is comparable to count rate frofn start afterpulses, which is (5x10%)
(0.001) = 5 counts per second. The contribution from stop afterpulses is given by (5x10%)
(5x10%) (0.2x10°) (.001) = 0.005 counts per sec.

TUBE TYPE ! RB43-02 TESTED BY : M. NAKAMURA
SERIAL No. ! RBDOOT7
x104 SUPPLY VOL. : —-1605 V Probability = . 148 %
. DATE ) : DEC. /20 8B Count Rate = 2B7 cps
‘ 10} . -
v
o
Q
@ 6| -
2
P -
5 -
17
4 .
2 -
O,L'-':‘. y ! L 1 1t i L
1 1 2 3 4 B i T 8 9

TIME ([usec.]

Figure 2. Afterpulse distribution for our PMT Hamamatusu R943-02.

- When another detector is used to start, no start after pulses are used as a stop pulse and
the bad effect associated with the start afterpulses is eliminated. The only contribution from the
start detector afterpulses is to start the MSTDC. But the probability of this to occur is equal to
the probability of afterpulsing which very small. So we design our MSTDC for a two detector
configuration. ' ‘

Figure 3 shows two measurements of the g(z)('c): the first is obtained using the one-
detector configuration and the other using two-detctor configuration. The prdicted g®(x) is just
a horizontal straight line. The start-afterpulse distortion is clear on the one-detector

configuration.
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Flgure 3. Start afterpulse correlation is clear in the one-detector conﬁguratlon (left plot) wh11e it
is absent in the two-detector cofiguration.

‘5 2- MSTDC overview

.Thé basic idea of our MSTDC design is to start a binary counter by a pulse from the start
detector. When the lstop detector detects a photon, the count on the counter is registered on a

- memory. When a predetermined time range is reached the counter is stopped and reset to zero,
waiting for another start pulse. The registered arrival times in the memory are transferred to a |

computer, and a histogram of the degree of the second-order coherence is built up.

 Figure 4 shows a block diagram of our MSTDC. A pulse from the start detector is sent to

a smart switch, which enable a 16-bit counter. The counter is incremented for every pulse from a

50 MHz clock; that is every 20 nsec. The Clock synchronizes the counter to both the stop signal -

© synchronizer and the smart switch. A signal from the stop detector should request the memory to
read the counter. But it cannot do this at any time. This is because at some instances the counter
is Lipdating its contents, and reéding during these instances leads to wrong results. This is
avoided by using the synchronizer. The job of the synchronizer is to delay the stop pulses
slightly, on average 10 nsec, to avoid those instances when the counter is updating its contents.
When the counter reaches its predetermined time limit, a signal is sent from the counter to the
switch. The switch then stops the counter and reset it to zero. Another pulsé from the start
detector starts the counter again. We use first in first out (FIFO) memory for which the first
number written into memory is the first number read out of the membry. The binary numbers,

stored in the mémory, represent the arrival times of the stop signals relative to a start signal in

142

e
7
=T




units of the clock period: 20 nsec. An interface card reads these binéry numbers from the

memory to a computer where they are processed to produce g(z)(‘t).

Start Detector — —» Smart Switch
Clock
Stop Detector ——»| Synchronizer Counter
N
Read Pulse.
Memory
Interface Card

Fioure 4. Block digaram of cur multi-stop time to digital converter..

5.3- MSTDC details

' Exceiat for the FIFO memory, we use 74F logic family (F stands for fast), which was
introduced by Fairchild Semiconductor Company in 1979. This family is a TTL logic family
with 0 (Low) level defined as a voltage below 0.8 V and 1 (High) level defined as a voltége

,abbve 2.0 V. When an input port is not connected, the level is assumed to be High. In general

74F logic family can operate at frequency as high as 100 MHz.[6]

143




Figure 5. Circuit Diagram of ourMSTDC.

Figure 5 shows a circuit .diagram of our MSTDC. In what follows, a detailed desbription

Synchronizer

I\ 17—?——\ | L
. b SD ) “—CCET Su S] ] SD
: Q T TAFTTY 1o Jep 8-bit Switch
| c Qj : - K Qp— A
74F74 74F113 N8
Smart Switch ' '
- Start Detector TTL
5 ECET Sn S| L dCET VS() S]
50 MHz » 747779 1cb—l| o 74F779  1oh-
e /0 —dOE 10
: L High-Byte
16-bit Counter . 8 A
8-1kQ Array 8-1kQ Array
— 3 3
* Main Detector TTL Sp
D :
P o -Write Clock FIFO
Co
74F74 l | Memory ‘

Interface Card

of each component of our MSTDC is discussed. Appendix C shows the circuit layouts used to

manufacture both sides of the printed circuit board of the MSTDC and NIM to TTL circuits.

5.3.1- Clock

We use a 50 MHz clock from Epson Electronics America, Inc part number SG-615PCV-
50.000MC2. It has stability +100 part pér million. Its output can deliver current up to 4 mA. It

drives one D ﬂip flop which consumes up to 0.6 mA and three 8-bit counters each of which
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consumes up to 0.2 mA. Figure 6 shows the connection diagram for the clock. The output of the

clock is disables when its O input is grounded and it is enabled when it is not connected.[7]

D Flip Flop

Counter

| Counter

Top View Counter
Figure 6. Connection diagram for the 50 MHz clock.

5.3.2- Synchronizer

Signals from stop detector need to order the FIFO memory to read the counter. The job
of the synchronizer is to make sure that these signals are not ordering the FIFO memory to read
while the counter is updating its counts. It does its job by delaying some of the stop signals by

an average of 10 nsec.

We us one of the two flip-flops in the 74F74PC chm as our synchronizer. The truth table
for 74F74 is shown in Table 1. The 74F74 is a posmve edge—tnggered flip-flop. Information at
the Input D is transferred to the Output Q on the positive edge of the clock pulse. After the clock
pﬁlse threshold voltage has been passed, thé data input is locked out and information pfesent will
net be transferred to the outpufs until the next rising edge of the clock pulse. To transfer the |
ihput level correctly to the output during the clock positive edge, the inpﬁt level must not change
during the setup and hold ﬁmes The setup time is the time just before and the hold time is the ‘_
time just after the clock rising-edge threshold. For 74F74, the setup time is about 3 nsec and the

hold time is about 1 nsec. Unpredictable output level is resulted when this condition is not met.

Q isa comphmentary output which always has the opposite logic level of the Q level. At any
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time, setting Set Input §D level to low, forces the Q level to high while setting the Clear Input

C,, level to low, forces the Q level to low.[8]

A connection diagram for the synchronizer is shown in Figure 7. The flip-flop is
connected such that it produces a pulse instead of constant high level signal when it is triggered

while the input level is high. This is accomplished by using the following trick: the
Complimentary Output Q is connected to the Clear Input 613‘. When the input level is low and
the flip-flop is triggered, the Output Q becomes low aﬁd Q becomés high. High le{rel on the
.Clear Inpuf C,, does nothing and Q remains low. On the other hand, when the flip-flop is
triggered while the input levei is high, Q becomes high and Q becomes low. But low signal on
the Clear Input C,, forceé the Output Q back to the low level. Since Q or the Clear Input C,, is
high now,v Q remains there until the flip-flop is triggered again. It takes about 5 nsec for a low
signal on the Clear Input C, to force the Q output back to low . Thus a pulse of width 5 nsec is

produced after a fixed time from the rising edge of the clock. Figure 8 show a pulse frbm our

synchronizer.

Table 1. Truth table for 74F74 flip-flop. X means immaterial and lower case letters h and L

mean high or low for a set time prior and hold time after the low-to-high clock transition. Qg and -

Q, are the values before the low-to-high clock transition.

Inputs Outputs

S, | G, lce| D| Q| Q
L TH [ X | X | H|L
H| L |[|X ][ X | L |H
L | L | X | X | H|H
H[{H|] /| HJ|L
H | H]| /] 1| L |H
H | H|L|X | Q| Q
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. Figure 7. Connection diagram for the synchronizer.
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Figure 8. A pulse from the synchronizer.
A signal from the stop detector, which may arrive any time at the synchronizer, is shaped

- such that its width is about 18 nsec slightly smaller than the clock period. This makes its chance

to meet a clock positive rising edge large and its chance to meet two successive clock positive
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. rising edges zero. Thus signal from the stop detector at most produces one pulse at the output of
the synchronizer. Some pulses are not sampled by the flip-flop and are lost because they change
their level during the sefup or hold times. The fraction of the lost pulses is equal to the ratio of
the setup é.nd hold times to the clock period. This is about 20%. |

5.3.3- Counters

Since there is no 16-bit counter in the 74F logic family, two 8-bit counters 74F779 are
connected together to produce a 16-bit counter. Each individual counter can operate at speed as
" fast as 105 MHz but when two counters are connected together their maximum speed becomes
about 60 MHz. This is why a 50-MHz clock is chosen to drive our MSDTC. A third 8-bit
counter is used to produce test pulses as well as to double the clock period to drive the smart

“switch (a JK flip-flop). Table 1 presents the function table for the 74F779 counter and Flgure 9

shows the connection diagram for the three counters.

Table 2. Function table for the 74F779 counter. X means immaterial.

S So | CET | OE | CP | Function |

X | X | X | H | X [UOgtolO;inHighZ D -
X | X X | L X | Flip-flop output appear on I/O lines

L L X H | /| Parallel load all flip-flops

Not LL H X | _/ | Hold (TC held high)

H | H | X | X | _/ |Hod

H L L X _/~ | Count up

L | H | L | X | _J |Countdown

The counter that provides the first eight least significant d1g1ts is called the low-byte
counter while the other counter is called the high-byte counter. When the Q output of the JK
flip-flop becomes high, for both counters, the select input one (S;) becomes high and the output

enable input ‘(6E) becomes low. This enables every rising edge of the clock to increment the
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low-byte counter because its count trickle input (CET ) is always low. The high-byte counter is
not incremented by the clock unless its CET input is low. This happens when the terminal count
output (TC) of the low-byte counter becomes low. The TC output becomes low when the

~ counter reaches its limits(all its bits are high).

The reason that two ‘connected counters cannot operate at speed as high as the speed of a
single counter is the following. When the clock increments the low-byte counter to its limit, low
signal appeafs on its TC output ébout 10 nsec from the triggering edge of the clock. To
increment the high-byte counter by the next clock rising edge, this low signal should appear on
“its CET input for about 7 nsec (Set time for CET to clock). Thus we need at least a clock period
of about 17 nsec (59 MHz) to operate connected counters correctly.

g The outputs of both counters are connected directly to the data inputs of the FIFO
memory. In addition, the outputs of the high-byte bouhter are connected to 8-Bit switch. The
purpose of this switch is to chobse which bit of the high-byte counter is used to stop both
counters. This bit determines the range of the MSDTC. The output of the switch is ¢o1me.c'ted to
the K input of the JK flip-flop. When this chosen bit is high,- the Q of the JK flip-flop is forced -
to Jow. This in effect stops the counters and loads them with the voltages available on their
‘out;put/inpﬁt ports. Since these input/output ports are connected to the groundvthrough 1-kQ2
resisters, they are loaded with zeros and they are rest. The value of 1 kQ is chosen low:enough
so that the characteristic decay time of the effective resistor-capacitor circuit formed by the
| counter output/input port and the 1 kQ resistor is much smaller than the clock period. Also the
value of the resistor should not be so small that it drains a lot of current from the counters and
disable them from delivering high enough voltage for the high level logic. The maximum
allowable current per output/input port is 20 mA. This puta lower limit on the resistor of

2.0V/20mA=100Q.[9]
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Figure 9. Connection diagram for the 79F779 counters
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5.3.4- Smart switch

- The purpose of the smart switch is to start the low-byte and high-byte céunteré by a start
puIse from the start detector and to stop them when a preset time is reached. Aléo, it sends a
pﬁlse to the FIFO memory read clock to order the FIFO memory to write the conténts of the
counters before they are reset. The counters are read even when there is no stop pulse during the

preset time range. This reading is used as a tag to indicate that a start pulse is received and the

~ end of the time range is reached.

~ Our smart switch consists of a JK flip-flop 74F113 and a D-type flip-flop 74F74. Its
conrection diagram is shown in F igure 1 1 and the truth table of the JK flip-flop is presented in
Table 3. The 74F113 JK flip-flop is a negative-edge triggered flip-flop. In another words, it is
triggered whett its clock goes from high to low logic levels.

Here is how the 'JK flip-flop works. As long as the Q output of the K flip-flop 1s low,

~ both counters are halted and reset. Regardless of the status of the K input, a pulse from the start

detector, received on the J input during a falling edge of the clock, changes the Q output from
low to high. After that, the Q output does not go low except when K input goes high. That is,

afler the first starting pulse and while the K input is low, subsequent starting pulses do not affect

the status of the Ji ﬂip-ﬂop._ v

Table 3. Truth table for 74F113 flip-flop. X means immaterial and lower case letters h and 1

mean high or low for a set time prior and hold time after the high-to-low clock transition. Qg and

60 are the values before the high-to-low clock transition.

Inputs » ~Outputs '
S || J K| Q]Q
L X X X H L
H |\ |k | h |Q]|Q
H |~ h | L | H
H | 7\ h | 1 H L
H ‘\_ 1 lv | Q | Q
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The D-type flip-flop is used to generate a pulse from the stop bit as follows. The stop bit
is connected to the clock input of the D flip-flop. Since the D input is not connected, it is alWays
high. When the stop bit goes from low to high it triggers the D flip-flop and a pulse is produced

in similar manner as a pulse is generated in the synvchronizer.'['l 0]

The JK flip-flop is not clocked by the main clock of the MSDTC, but instead it is clocked |

by the Dy of the test counter, which has double the period of the main clock. The reason for this

. arrangement is that a JK flip-flop clock period of 20 nsec does not stop the counters as shown on

_the left side of Figure 10. The stop-bit goes high after a propagation time of about 5 nsec from
the rising edge of the counters clock. The JK flip-flop clock is shifted such that there is just
enough set time of about 4 nsec for the JK flip-flop to read high on its K input. The Q output
goes low after a propagation time of about 4 nsec. The remaining time before the next rising -
edge of the counters clock is about 7 nsec. This is smaller than the required set time for the S;
inputs and thus the counters do not recognize S; low and it does not stop. The next falling edge |
of the JK flip-flop clock to ggles its Q output to high and thus the S inputs is again high during
the next rising edge of the couﬁter clock.. This brin‘gs us back to a situation similar to that during
the first falling edge of the JK flip-Flop clock. On the other hand, when the JK flip-flop clock =
lﬁériod is 40 nsec, as show on the right side of Figure 10, V, the third rising edge of the counters
clock comes before the second falling edge of the JK flip-flop clobk. Therefore, S; remﬁins low

during this rising edge and the counters are halted and loaded with zeros. o
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Figure 10. On the 'left the counters do not stop when the period of the JK flip-flop clock is 20
- nsec, while, on the right, they stop when a clock period of 40 nsec is used. Here the J input of
the JK ﬂ1p -flop is assumed always hlgh

The efficiency and resolution of the MSDTC depend on the width of the starting pulses
as well as the width of the stopping pulses. The efficiency is determined by the fraction of the
pulses detected by the start and stop detectors that are used in producing the g(z)(t) d1str1but10n
Wider pulses have better chance to be sampled by-the synchronizer or the JK flip-flop and
therefore the efficiency is higher for wider pulses. The resolution is determined bby the width of
each bin in the g(z)(‘;) distribution which is the sum of the width of the ’stért pulse and the width
of the stop pﬁlse. Thus, wider pulses have poorer resolution. In ouf measurements, we shape the
starting and stopping pulses such that their widths are just smaller the JK flip-flop and the
svnch"rc')nizel: clock periods, reépectively The reason for losing some of these. pulses is that they
change their loglc levels during the set time and hold time. Therefore, the fraction of pulses that
_are lost can be found from ratio of the set time plus the hold time to the clock perlods The set |
‘and hold time for the JK flip flop is about 4 nsec and that for the synchronizer is about 5 nsec.
Therefore 10% of starting pulses are lost and 20% of 'sto'pping pulses are lost. The W1dth of each

bin in the 4g(?)(r) distribution is about 60 .nsec.
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Figure 11. Connection diagram for the smart switch

5.3.5- FIFO memory

Our FIFO memory is from Integrated Device Technology, Inc. model number

IDT72V2113L7.5. The connection diagram for this memory is shown in Figure 12.
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Figure 12. Connection diagram for the FIFO memory.

Data can be written to the IDT72V2113L7.5 or read from it with speed as high as 133
MHz. The read clock (RCLK) input can be clocked independently from the write clock (WCLK)

input and thus data can be written to or read from it simultaneously. A low logic level on its

write enable ( WEN ) input enables the rising edge of its WCLK to wrife data available onits
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input data bus. Although a low logic level on its read enable ( REN ) input enables the rising
edge of its RCLK to read data from it, data is not available on its output data bus unless the '

output enable OE pin is asserted low. In our MSDTC, the REN input is always low and the

interface card generates the OE, as well as the RCLK. The synchronizer or the smart switch -

generates the WCLK while the interface card controls the WEN input.

The IDT72V21 13L7.5 input data bus and its output data bus can be configured to be 9-bit
or 18-bit long. In our MSDTC, we configure the input data bus to be 18-bit long while its output
data bus to be 9-bit long. We do not use the 9" and 18" bit in the input data bus nor do we use

‘the 9™ bit in the output data bus. With this configuration the IDT72V21 1>3L7.5 can store up to
262144 numbers each of which has 18 bits. Since the big-endian pin is groundéd, the big-endian
operation is selected. Thus, for ttxe 16-bit numbers stored ih the memory, the high significant

byte is read before the low significant byte.

A low logic level on the master reset (Mﬁ ) input clears entire FIFO memory contents.
The interface card controls this input. The }FIFO is donﬁgured to operate on the first word fall
through mode (FWFT). In this mode, three transitions of the RCLK are needed to read the first
byte written to an erhpty FIFO. All subsequent bytes need only one RCLK transition.

The IDT72V21 13L7.5 has ﬁve flags pins to indicate its memory usage. A low Iogid level
from the empty .ﬂag- ( EF ) pm indicates that there is no data in the memory while a low légic
level on the full flag (_F_F) pin implies that there is no more space left for more data. The logic
level on half—fullyﬂag‘, (ﬁ) goes low when half of the capacity is used. The programmable
‘almost empty ﬂég (PAE ) indicates ﬁow many data read while the programmable almost full flag
(PTAF) indicates how many data needed to full the memory. In our MSDTC PAE and PAF are

programm_éd to indicate that are 1023 data points read and 1023 data points left, ‘respectively;[l l]v
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5.3.6- Synchronization

To write cb.rrectly the data on the counters to the FIFO memory,: they should not change
their logic levels during a set time of 2.5 nsec before and a hold time of 0.5 nsec after the rising
edge of the FIFO write clock WCLK. The WCLK is generated by two kinds of pulses: pulses
from the synchronizer, which are produced from the stopping pulses, and pulses from the D-type
flip flop of the smart switch, which are produced, from the stop bit. Two coaxial cables of type
RG174/U and of length 1.70 m and 0.24 m are used to delay pulses from the synchronizer and
from the smart switch, respectively. The RG174/U coaxial cable has an impedance of 50 Q and

-one meter of it provides a delay of 5 nsec.[12 ] Synchronizing the WRCK with one bit of the
counter should sync‘hronizé it with other bits since the 74F779 counter is a synchronous counter

and all its bits change at the same time. Figure 13 shows the timing between a WCLK pulse and

the Db outpu't'of the low-byte counter. f -
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Figure 13. Timing of the WCLK of the FIFO memory with respect to the Dg output of the low-
byte counter. ’
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5.4- NIM to TTL

We use the constant fraction discriminator CFD Stanford TC454 to shape the pulses
form the start and stop detectors. The outputs of vt'he CFD produce fast NIM logic. Ona 50 Q
resistor, a low faét NIM logic level leis between —0.05 V and + 0.05 V and a high level logic leis
between —0.9 V and 0.7 V.[13] We use the quad MECL-to-TTL translator MC10H125 from
| Motorola[14 Jto translate the fast NIM logic levels to TTL levels. The connection diagram for
the MC10H125 chip is shown in Figure 14. The MC10H125 chip is quite fast and its |
_propagation delay is about 2.5 ﬁseé. It has four translators and each translator has two inputs:
one 1s inverting (the one with a bar on) and the other is non-inverting. To produce the TTL
levels, a translator compares its two inputs. A high TTL level is produced when the inverting
input voltage is lower than the non-inverting input voltage while a low TTL level is produced for
the opposite case. We set the non-inverting input at —0.4 V and connéct the output of the CFD to

the inverting input.
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Figure 14. Connection diagram for the Quad MECL-to-TTL translator.

5.5- Interface card

Our interface card is built to do three main tasks. First, it reads one byte at a time, called
‘'the data byte, from the FIFO memory data. It also provides the necessary read clock signal as
well as the output enable signal for the FIFO memory. Second, through the status byte, it reads
the status of the FIFO memory flags and status of the. The stop acquisition bit switch s 2 manual -
switch which is turned on when the g®(1) appar‘atus‘ is ready for data collection. Third, using the
control byte, it controls cavity-locking process; it controls the process of writing the counters

contents to the FIFO memory and it resets the FIFO memory.
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We build our interface on a PC ISA bus. It can read or write ohe byte per 1 psec. Figure

15 shows a circuit diagram for the interface card and Table 4 shows pins assignment of its 25;pin

subminiature D-connector.

Table 4. Pins assignment of the 25-pin subminiature D-connector of the interface card.

# | Byte Name Description # | Byte Name Description
1 | Status Byte | D2 | BNC - Not Used 14 | Status Byte D3 | BNC- stop acquisition
2 | Status Byte D4 | FIFO FF flag 15 | Status Byte D5 | FIFO PEF flag
-3 | Status Byte D6 | FIFO PAE flag 16 | Status Byte D7 | FIFO EE flag
4 | Control Byte Q0 [ BNC-AOMB 17 ControI‘By'te Q1 | BNC-AOM A
5 | Control Byte Q2 | BNC — Cavity 18 | Control Byte Q3 BNC —Not Used
o Lock f
6 | Control Byte Q4 | BNC - Not Used 19 | Control Byte Q5 | BNC —Not Used
[7 [ Control Byte Q6 | FIFO WEN 20 | Control Byte Q7 | FIFO MRS
8 | Ground ' 21 | FIFO OB FIFO Output
Enable
9 | FIFO RCLK FFIO Read 22 | Data Byte | D7 | 8/16 bit
‘ Clock |
10 | Data Byte D6 | 7/15 bit 23 | Data Byte D5 | 6/ 14 bit
11 | Data Byte D4 | 5/13 bit 24 | Data Byte D3 | 4712 bit
12 Data'Byte D2 | 3/11 bit 25 | Data Byte D2 | 2/10bit
-13 | Data Byte DO | 1/9bit '
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Figure 15. Circuit diagram for the interface card.

When the PC wants to read a byte from an ISA interface card, the PC pulls its address -
enable (AEN) signal low and sends the 16-bit address of the card on its address bus for a period

of about 900 nse. As shown in Figure 16, after 92 nsec form the beginning‘of the 900nsec

period, it pulls its iriput cutput read (IOR) signal low for about 630 nsec. On the rising edge of
the IOR signal, the data on the PC data bus is latched to the PC memory. This data should not
change their levels for about 50 nsec prior to the rising edge of the IOR signal. Similarly, when

a PC wants to write a byte to its data bus, it pulls its AEN signal low and sends the desire address
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on its address bus for period of about 900 nsec. After 92 nsec form the beginning of the 900nsec
period, it pulls its input oﬁtput write (IOW) signal low for about 630 nsec. The data is available
~ on the data bus for about 516 nsec before and 135 nsec after the rising edge of the IOW
signal.[15]

Our interface card uses two different addresses. The first address is used to read thé data

- byte and to write the control byte. This address is called data/control address. The second
laddress, which is called the status address, is used to read the status byte. Two 8-bit identity
comparators 74F521 chips and one 1-0f-8 decoder/demultiplexer 74F138 chipb (will be calledit‘he

_decoder) are used to identify these two addresses. The 74F521 compares its 8 A’s input with its
8 B’s inputs and it produces low logic level on its output Oa-3 when both A’s and B’s inputs are
equal. 413 address signals A3 to A15 of the address bus as well as AEN signal are connected to
the A’s input of these two identity comparator chips. The B’s inputs are connected to two 8-bit- |
switches through which the mbst significant 13-bit of the desired address can be chosen.
Because any unconnected input in the 75F logic family is treated as a high logic level, when a

switch is off the corresponding B input is high. The two outputs of the identity comparator chips

are connected to the two active low enable inputs of the decoder chip: Eo and E;. The

remaining three address signals A0 to A2 are connected to the three A’s inputs of the decoder. -

The decoder is active when both its input enable Eo and E. are low and its third input enable E;
- 1s high. When the decoder is active, it produces a low 16 gic level _bn one of its eight outputs that
corresponds to the value of the three-bit binary number applied to its A’s inputs. Otherwise all

its outputs are high. We choose address 921 (0000 0011 1001 1001) for the data/control addresé
and address 924 (0000 0011 1001 1100) for the status address. Sb when the AEN signal is low,
the data/control address on the data bus causes the Q, of the decoder to go low while the status
address causes the Q4 output to go lbw. The propagation delay through the comparator is about 7

nsec while it is about 6 nsec for the decoder.

~ When the PC wants to read a byte form the FIFO memory data, it pulls Q; signal of the
decoder low then it pulls the IOR signal low. This causes the output of the NOR gate D in the
74HCTO2 chip to go high. NOR gaté.is alwéys low except when both of its inputs are low. The
tranéition of the NOR gate D from low to high is used to trigger the FIFO read clock. The output
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of the NOR gate D is inverted by the inverter chip 74HCT14 and its low output is used to enable
the FIFO to put the byte on the PC data bus where the PC latches it to its memory during the
rising edge of the JOR signal. The timing for reading a byte from the FIFO memory to the PC

memory is shown in Figure 16.

900 |

»

| |
>< Address

' 50| Dat i
630 "'f‘ ata Set Time

; ¥ Latch Data to IOR

PC Memory

\ NOR Gate D
/ , Inverter

2 o

X X FIFO Data

Figure 16. Timing for reading a byte from the FIFO memory to the PC membry. Numbers are
in unit of nsec. ‘

The NOR gate S plays similar rule in reading the status byte as the NOR gate Din
rzading the data byte. The output of the NOR gate S clocks an octai D-type flip-flop 74F574
chip while the output of the inverter S enables the Q’s output of the,74F574 chip to appear on the

‘data bus. The 74F574 chip has eight independent flip-flops driven by one clock. The
- propagation time from the rising edge of the clock to fhe Q’s out put is about 5 nsec. Q’s butputs

appear on the data bus after about 6 nsec from the time of applying a low logic level on the

74F574 chip output enable OE input.

For writing the control byte,b the output of the inverter C, which follows the lqgic levels of
‘the IOW pulse with a delay of about 24 nsec, is used to trigger another octal D-type flip-flop
74F574 chip. Thus the data, which is available on the PC data bus for about 516 nsec before and
135 nsec after the rising edge of the IOW signal, is latched to the 74F574 chip.

163




The circuit layouts used to manufacture both sides of the printed circuit board of the

interface card are shown in Appendix C.

5.6- MSTDC Tests

Our MSTDC has been tested by sequences of electrical pulses as well as photoelectron

pulses produced form a quam—thermal light source.

In testing with electrical pulseS, the J input of the JK flip-flop is disconnected. Since any
- disconnected input in the 74F lbgic family is treated as having high logic level, the first falling
edge of the JK flip-flop clock switches the smart switch on and aliows the counters to count.
When the stop bit from the counters is high, the Q output of JK flip-flop clock toggles to low and
thus the counters are switched off and are cleared before the next falling edge of the JK flip-flop

starts them again.

On the TTL input of the stop detector, we use different electrical pulse distributions.
The first distribution we use is a sequence of pulses separated by a time which is equal to the
period of the main clock, 20 nsec. Computer reads from the FIFO memory, as eXpected, |
sequences of consecutive integer nﬁmbers form 0 to 2%+2 with a zero separates each sequetce.
Here n is the number of high-byte counter bit used as the stop bit. The extra two numbers
corresponds to time the smart switch needs to stop the counters. This ‘happvens when the JK flip-
flop clock on the right hand side of Figure 9 has slightly more delay with respect to countervclock
so that rising edges of the countef clock elapses before the counters are stop. These consecutive
pulses are produced simply by disconnecting the input of the synchrdnizer. Another pulses
sequénces are produces by feeding the test switch output (see Figure 8) to the input of the - |
synchronizer. For example when the second bit of the test countg:r,‘ I/O,, is chosen, sequences of
four pulses separated by 20 nsec followed by no pulses for 80 nsec are produced. The computer
reads from the FIFO memory sequences of numbers form 0 to 2**™+2 but now it reads four
consecutives number and misses the next four consecutive numbers and so on as follows 0 1.2, |

~3,8,9,10,11, 16; 17,18,19.... It always’réads the stop number that is 28", It is important to
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do the last test because there is small overlap between consecutive pulses and this may change

slightly their trigger time for an isolated pulse.

~ We also test our MSTDC by measuring g®(t) function from a quasi-thermal light source.
We produce such a light source by focusing a He-Ne laser beam onto a rotating ground glass
plate. [16] The correlation time is roughly equal to the time for a point on the ground glass disc
to pass one diameter of the He-Ne beam. g@(7) function should have Gaussian form with
g(z)(r=0) = 2. The result of such test is shown in Figure 17. This measurement also shows that

different parts of our g(z)(t) apparatus are working together.
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Figure 17. g®(t) measurement of quasi-thermal light.
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Chapter
6 Results

In this chapter, we first present results from the adiabatic pumping pfocess and describe
the experiment by which the pump position is determined. | Then, before we discuss the data that
relate the number of photons and the number of atoms inside the cavity mode, we present the
‘ procedure by which the atomic number is determined from the resonance fluorescence
measurements. Afterwards, we discuss our measurements of the average number of photons in
the cavity mo‘de, <n>, as a function of the average number of atom in the cavity, <N>. Finally,

3

we present the g(z)(t) function measurements.

6.1- Pumping process

As discussed earlier in Chapter 2, when atoms are sent slightly away from the focus of

- the Gaussian pump beam, they may be inverted adiabatically. Beyond some level of pﬁmp “
intensity, this process is almost independent of the pump intensity, and it is almost independent
of the atomic velocities. Indeed, we discovered this powerful procesé accidentally. At the
Beginnjng we were not aware of the possibility of inverting atoms adiaBétically. ‘We found this

- behavior during our trials to determine the pump power that produces a n-pulse for atoms with
the most probable velocity in our effusive atomic beam. Since the mi-pulse condition depends on
the atomic velocity, not all atoms in our effusive atomic beam will be fully inverted to the
excited state. According to our simulation, a laser beam whose intensity is adjusted to iaroduce a
n-pulse for the most probable velocity leaves about 30% of atoms in the effusive atomic beam in
ground state. Furthermore, the simulation anticipates that the fraction of atoms left in the ground
state oscillates as a flmctic;n of the laser intensity with the first minimum occurring at the pump
intensity that corresponds to n-pulse for atoms with the most probable velocity. To our surprise,

our experiment found that less than 10% of atoms remained in the ground state. In addition, as
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a function of the pump intensity, the fraction of atoms left in the ground state decreased
monotonically to less than 10% and stays there regardless of the strength pump‘intensity; we
observed no oscillation in the fraction of atoms left in the ground state. After many diagnostic
experiments and simulations , we recognized that our observation cannot be cexplained by simple
nonadiabatic pumping process. Rather, because our pump 1s shghtly out of focus the atoms

experience frequency chlrp and they are adiabatically inverted.

Figure 1 shows the 553-nm fluorescence of 1388, atoms inside the cavity mode as a
function of pump laser power. The 553-nm fluorescence indicates the total number of atoms in
_ fhe ground state. This includes the atoms not excited by the pump beam, as well as the atoms
decay from the excited state during the traveling time in fhe 553-nm laser beam. Over 50 pum,
about 3% of atoms decay to the ground state and about 5% decay to the metastable states (See
Figure 2 in chapter 3). The 553-nm laser beam is aligned to the cavity mode by using the.
Ti:sapphire cavity probe beam. When the Ti:sapphire cavity probe beam is aligned to the cavity
mode, transmission from TEMj is maximum. The size of the 553-nm laser beam is made
zpproximately the same as that of the Ti:sapphire cavity probe beam, and is sent parallel to it.
Then the Ti:sapphire cavity probe beam is blocked. Each point in Figure 1 is a result of 30-sec
exposure to the CDD camera. The 699-dye laser, which produces the 553-nm laser beam, is

iockad to the 6s® 'Sy« 6s6p 'P, atomic transition using another atomic beam. In the
experiment, the pump laser power is chosen slightly higher than the power at which the fractlon
of the ground state atoms starts to level off to its minimum value. This makes the pumping
process i.nsensitive to power fluctuation or drift of the pump laser beam. Very high pump power
works fine, but it increases the pump scattering into the cavity mode which, in turn, increases

the background of the microlaser output.

We also studied the effect of the pumping process on the velocity distribution of the
ground state atoms. A 553-nm laser beam was sent into the cavity mode behind the pump beam
almost counter-propagatmg to the atomic beam (See Figure 2). The ﬂuorescence was observed
by an avalanche photodiode located along the cavity axis. The velocity distribution of the
ground-state atomé in the cav‘ity mode was obtained from their fluorescence when the dye laser

is scanned around the 553-nm resonance. When the pump laser was allowed to pump atoms, we
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observed no structure in the velocity distribution of the atoms remaining in the ground state.
This is a good indication that our pumping process was adiabatic since the nonadiabatic

pumping process is velocity dependent ( See Section 2.7).

Fluorescence in the Cavity
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Figure 1. 553-nm fluorescence from 138Ba atoms inside the cavity mode as a function of pump
laser power.

The position of the pump beam with respect to the cavity mode is found as follows. The
5 53-nm laser beam is sent through the cavity mode and the intensity of the 553-nm fluorescence
is observed as a function of the pump beam posmon Figure 3 shows the normalized
fluorescence as a function of the pump beam position. The pump beam is moved through the
553-nm laser beam in a direction opposite to the atomic beam direction.. When the pump beam
is completely behind the 553-nm laser beam ( relative to the oven), maximum fluorescence is
observed since né atoms in the cavity mode were pumped. When the pump beam starts to

overlap with the 553-nm laser beam, the fluorescence decreases because some of the atoms are
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shelved by the pump beam into the 6p ’P, excited state and they are‘no longer in resonance with
553-nm laser beam. The decrease in the ﬂuorgscence continues until the pump beam starts to
move out in front of the 553-nm laser beam. Then the fluorescence starts to increase as the pump
is moved away from the 553-mn laser beam. This increase is observed because some atoms that
have shelved by the pump beam into the excited state have enough time to decay back to the
ground state. For initial alignment, the position of the pump beam is chosen in front of the
cavity mode at thé point where the fluorescence starts to increase. Final adjustment of the

position of the pump is accomplished by rnaximizing the output of the microlaser.

-553-nm laser beam
scanned Pump

Atomic Beam

]

Figure 2. Beams arrangements to study the effect of the pumping process on the atomic beam
velocity distribution. ;

6.2- Atomic number and photon number calibration

F luorescence measurements are used to determine the number of atoms inside the cavity
mode. A beam from the 699 dye laser, which is locked to the 6s* 1So <> 6s6p P, atomic
transition, is sent along the cavity axis and the CDD camera looking from the side of the cavity
is used to measure the fluorescence from the atomic beam. The counts on the CDD camera C are

related to the atomic density p by the following relation:
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Figure 3. Fluorescence in the cavity as the pump moved though the cavity mode.

where 1 is the position the cavity mode, R(r) is the emission rate of photons per atom at r, Fq is
the fraction of the fluorescence power emitted by one atom into the solid angle subtended by the
CDD camera, 7 is the detection efficiency of the CDD camera, T is the transmission from the

atom-laser region to the CDD camera, and t is the collection time.
Since we use a very thin slit just in front of the cavity mode to define the atomic beam, it

is a very good approximation to assume that the atomic density in the cavity mode is

independent of the position in the cavity mode, and the integration_ in Eq. (1) can be written as

172




f d’rp(R(x) = pA wfdx R(x). . | | | @)

Here A is the atea of the slit and x is the coordinate along the atomic beam direction. We also
use the fact that the slit width is much smaller than the radius of 553-nm probe beam to make

the approximation that the emission rate R(r) depends only on the x coordinate.

- We need to define a volume to be able to extract the number of atoms from the atomic
density. Along x, the Gaussian cavity mode does not have well-defined boundaries but

according to microlaser theory, this mode is equivalent to a top-hat mode whose width is given
by JEWC , where w, is mode waist of the cavity mode. Our volume will haVé the width of this
top-hat mode and a'cross-section area A of the slit. When we speak about the number of atoms
in the cavity mode <N>, we méaﬁ the number of atom in a volume given by A-\/Ewc . Similarly
the number of atoms in the 5'53-‘nm probe laser N, is the number of atoms in a volume defined
by A\/Ewp , where w, is the radius of the 553-nm beam in the cavity. <N> and N,, are related

by

<N > N

P s = F . €)
A«/Ewc A\/Ewp ‘
~ Using the above equations, the nuniber of atoms in the cavity mode can be found from
<N>=Ye _C )
w, RtE,nT

where R is given by |

173




Le P
- = 1 i’ 1 I, p
R = |dx R(x)= |dx —_—— . 5
o R0 Joe 2y 2
+—e "
P

Here Iy is the decay rate of the 656p 'P; state into the ground state which is 21 18.9 108 sec”,
and p is the power of the 553-nm probe laser beam and ps is the saturation power of the atomic

transition.

- The ps and w;, are found experimentally from ﬂuorescenée measurements taken when the
CDD camera is looking from the top of the cavity. (See Figuré 4.) The saturation power ps may
be found from measuring the integrated counts of the CDD camera along the axis of the probe
laser, C,, as a function of the probe laser power. As Figure 5 shows, these measurements fit

well a saturation function which is given by

P : p(uW)
p s 112 :
C, =a—Ps —11.14x10° —1L2 ©6)
14 P |4 W)
D 112

In the calibration measurements we use a probe laser power of about 10 pW.

The CDD integrated counts along the probe laser direction may be used to find the
intensity profile of the probe laser in the cavity. We need to account for _fhe saturation effect
introduced by the fact that the probe laser has a Gaussian intensity profile and its total power is
comparable to the saturation power. This can be done by inVcrtiﬁg Eq. (6). Figure 6 shows the
saturation-corrected CDD integrated counts, along with the uncorrected integrated CDD counts.

A Gaussian function fits the corrected counts well.
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Figure 4. In measuring the saturation power ps and the radius of the probe laser beam, the CDD
camera is looking from the top.
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Figure 5. The saturation power is obtained from fitting the measurements of the counts along
the axis of the 553-nm laser beam as a function of its power.
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Figure 6. The radius of the probe beam Wp 1s obtained from ﬂuorescence measurements when -
the CDD camera is looking from the top.

The curve of the CDD integrated counts along the atomic beam has a top-hat shape with
. width given by the leﬁgth of the thin slit ,which is 500 pm. This is used to calibrate the size of a

pixel to the actual size of the image. Each pixel corresponds to 8.33 pm. Also, the sharpness of
- the top-hat shape is used to estimate the aberration introduced by the optics between the atom-

beam region and the CDD camera. This aberration can be represented by a Gaussian function

giver by Exp[—( pixel 311121mber

aberration Gaussian function and the actual Gaussian shape of the laser beam. This leads to

w, = 8.33v2+12.2? —327 =139 um.

y?]. The Gaussian shape in Figure 6 is a convolution of this

Using the cavity geometry, the mode waist of the cavity is calculated to be 42 um. The

collection efficiency of the CDD camera 1 is given by

_ Quantum Efﬁciécny _0.35
Gain Index 5.6

=0.0625 . | %)

Here the gain index is the number of photoelectrons that produce one count on the CDD pixel.

The fluorescence is transmitted to the CDD camera through a vacuum chamber W1ndow a
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composite lens, a filter and an objective lens. The transmission through the chamber window is
- assumed to be (0. 96)* . The transmission through the cdmposite lens and the filter is measured
to be 0.25 and though the objective lens to be 0.97. Thus, the total transmission T is estimated
to be 0.22. | |

The flux of photons emitted by a barium atom has a dipole emission pattern which is ¢
proportional to [sin(0)]?, where 6 is the angle between the polarization vector of the probe laser
and the observation direction. We adjust the probe laser polarization vector such that the CDD

camera receives max1mum flux (0 = 90%). The power emitted by an atom into the solid angle

s proportmnal to I sin (G)dQ’ and the fraction of power ermtted into the solid angle suspended

by the CDD camera, Qcpp 18 givcn by

[sin*(6)dgy | |
| _nf F@)dY e Zap | ®)
sm L .3 =
4 27 Jdesm ©® 3 4m

In replacing the integration in the numerator by Qcpp, we use the fact that over the CDD, 6 does
not deviate a lot from 90°, The Qcpp 18 deﬁned by the composite lens whlch has a dlameter of

17 and is 1ocated 20 cm from the fluorescence scurce.

_ (0.5%2.54)*

Qp = =.019 sr. ©
P 20? - - ?)

We use a collection time of 30 sec to measure the number of atoms in the cavity <N>

From the above discussion, <N> is related to the integratéd count on the CDD camera by
<N> = 19 atoms / 10 counts. o | (10

In addition to estimating <N>, we need to estimate the number of photons inside the

cavity <n> from the count rate on the PMT nge using the following relation
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1 T - ' |
.ndet=<12—>1" +° Tim,. o (11)

<n> is divided by two because half of the photons leak from one of the cavity mirrors. T is the
cavity decay rate, which is 1.2x10° sec™ for a cavify finesse of one million. Ty and L4 are the
transmission and loss of the cavity mirror, respectively. T4 is measured to be typically
0.5x107® and Ld to be typically 3x107°. n, is the quantum efficiency of the PMT, which is
0.12. T4is the{transmission though the optics between the cavity and the PMT. In transporting
the output of the microlaser to the PMT, we use six coated mirrors, three coated lenses with

~ transmission, an AOM, a beam splitter, a coated vacuum chamber window and uncoated mirror.
Tq is found to be 0.6. Thus the average number of photons inside the cavity mode can be related

to the count rate on the PMT by the following relation
<n> = (.16 photons / (10° count per sec on the PMT). ’ v | (12)

The systematic error in finding <N> from the CCD counts is estimated to be 15% and
the systematic error in extracting <n> from the PMT is estimated to be 20%. Non of these errors

are shown in the following plots.

6.3- Microlaser average number of photons measurements

The emission of the microlaser is measured as a function of the average number of atoms
in the cavity mode. Two configurations are studied and compared to the microlaser theory.
Since the flux from our velocity selection scheme is too low, thermal atomic beams are used for
both configurations. In the standing-wave configuration, the atomic beam and the cavity mode
are perpendicular while in the traveling-wave configuration they are not. In these two
configurations the experimental parameters are quite different. This provides a nice test of the
microlaser theory over a wide range of experimental conditions. In the standing-wave
configuration, the atoms experience a huge variation in the coupling constant strengths; an atom

may experience a coupling constant strength as small as zero when it passes through the
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standing-wave node and as large as go when it passes through the antinode. Furthermore, the
atoms have a wide atom-cavity interaction-time distribution. On the other hand, in the traveling-
wave configuration, the atom-cavity coupling has a uniform strength and the atoms have a weak

velocity selectivity provided by the Doppler shifts.

Figure 7 shows a typical output of the traveling-wave microlaser as a function of the
atom-cavity detuning. The cavity is tuned by a slow ramp on its high voltage. The standing-
wave-cavity mode is equivalent to two traveling waves moving in opposite directions. Because
of the Doppler shift, atoms can not resonate with both of these two traveling waves at the same
time. In this figure, each of the big peaks is the consequence of the atomic interaction with one
 of these two traveling waves. The small peaks are the transmission from the sidebands of the
791-nm cavity probe beam, which are separated by 49.2 MHz and are used to calibrate the time
axis. Here, the main transmission of the probe beam is blocked. The atomic tilt angle can be
estimated from the frequency difference between the microlaser output peaks. These peaks
oceur when atoms with the most pfobable velocity vy ~ 370 my/sec are in resonance with the

cavity mode . This leads to a tilt angle of 10 mrad.

A typical outj)u.t of the standing wave microlaser is shown in Figure 8. For the standing
wave configuration the atomic beam should be aligned to be perpendicular to the ¢avity mode.
' The atomic beam afignment is achieved by moving the atomic oven such that the frequency
 width of the microlaser peak is minimum. The full width at half maximum of the microlaser -
output is about 3 MHz, which is consistent with broadening caused by the short atomic transit

time through the cavity mode.
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Figure 8. Typical output of the standing-wave microlaser as a function of the atom-cavity
detuning. ’

Figure 9 presents the average number of photons <n> as a function of the average
number of atoms in the cavity mode for the traveling-wave configuration. The average number
of photons, <n>, is obtained from the PMT count rates of one traveling-wave peak. The data

points fit well to the microlaser theory predictions. In the microlaser theory, the gain per atom
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term is averaged over the velocity distribution of an effusive atomic beam and over the variation
of the coupling constant along the thin slit width. (See Chapter 2 for more details). In our fit we
use the following experimental parameters: finesse = 1 million, most probable velocity =
370m/sec and cavity length = 1.1 mm. To fit the data, the theory values for <N> and <n> are
multiplied by 0.92 and 1.12, respectively. This scaling is within our experimental accuracy in
extracting <N> and <n> from fluorescence measurement and from the PMT count rafes, and it -

will be used consistently for the other data.
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Figure 9. The average number of photons, <n>, as a function of the average number of atoms
,<N>, for the traveling-wave configuration.

Similarly, Figure 10 shows that the'expgrimental data of <n> versus <N> for the
standing-wave configuration fits well the microlaser thebry calculations. The gain per atom
term in the microlaser theory is averaged over the atomic velocity distribution, the standing-
wave coupling constant strengths along the cavity mode axis, and the variation in the coupling

strength along the width of the thin slit.
Figure 11 compares <n>. versus <N> for the standing-wave microlaser and the ’

traveling-wave microlaser. For the standing-wave case, the microlaser threshold occurs at

smaller number of atoms. This is because, on average, the coupling constant strength is larger in
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the standing-wave case. Moreover, all the atoms are in resonance with cavity mode. One the
other hand, photon number increases much faster in the traveling-wave microlaser. This
difference in the two configurations is a consequence of the difference between the shapes of the

gain curves in both cases. This difference is also obvious in the measurements of the intensity

correlation time.
100 —
e swexp l e
—— microlaser Theory P
8o { - + -
-
8
|_§/_J v
60
; 3
v R
40 =3
Kt
r & )
i
. .
_—_
0 —#‘l : ‘ . . ; S S

0 2 4 6 B 0 12 14 16 18 20 22 24

<N>

igure 10. The average number of photons <n> as a function of the average number of atoms
<N> for the standing-wave configuration.
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Figure 11. Comparison between the standing-wave and the traveling-wave microlasers.

6.4- The degree of the second-order coherence

A typical measurement of the degree of the second order-coherence function g®(r) is
shown in Figure 12. It takes about one hour to collect such a measurement. The actual
celiection is fypically 1000 sec an.d the rest of the time is spent in preparing the system: locking
the cavity, waiting for the oven temperature to be stabilized and measuring the atomic density.

' The degree of the second-order coherence function is obtained from the raw counts in the multi-
| stop time-to-digital converter (MSTDC) in two steps. First, the contributiop from the
background signals is subtracted. Second, the corrected raw data is normalized by dividing

each bin count by the average count in the bins where the g(z)(r) levels down and becomes

parallel to the time axis. For these bins t is much larger than the intensity correlation time.
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Figure 12. A typical measurement of the degree of second-order coherence function. Data fits
an exponential function very well.

The main source of the background signal is the scattering from the pump beam of the
microlaser. The contribution of the background counts to the microlaser g?(t) measurements

can be accounted for as follows . The raw count in a MSTDC bin i is given by
clil=0 < (rips (iAt) +n, (1At))(n,, (0) +n,, (0)) >. (13)

Here o.is a proportionality constant. The two terms enclosed in the first set of parentheses are
the instantaneous count rates from the PMT at relative time i At, where At is the time width of-

- the bin. The first term nps(i At) is the contribution frorﬁ the microlaser signal while the other
term npy(i At) is the contribution from the background. Similarly, the two terms enclosed in the
second set of parentheses are the instantaneous count rate from the APD at relative time zero, -
with the first term n,(0) corresponding to the microlaser signal and the second term ng,(0)
corresponding to the background. Since the background photons are not correlated to each other

- nor are they correlated to the microlaser photons, Eq. (13) can be written as
cfi] = o <n,, (1At)n, (0) > +a{<n ><ny, >+ < n, ><ng, >+ <n, ><n, >},
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=c, [i]+c,. | | | : 14
Here c,[i] is the contribution from only the microlaser signal while the second term cy, which is
independent of i, is the contribution due to the presence of the background. For times much
larger than the microlaser intensity correlation time, Eq(14) can be written as

cle]=a<n, ><n, >+c,, | - (15)

where c[0] corresponds to bin numbers where the time is much larger than the intensity
- correlation time of the microlaser. Using Eq(14) and Eq(15), one can find the contribution due

to the microlaser signaltobe . - - -

<N ><ny >+ <0, ><n, >+<n, ><n, >

¢ ] = cfi] — [o0] — a ,
<D ><N, >+ <N ><Ny >+ <N ><KNy >+ <y, ><n, >

Gr

_ _ <n, ><n, >
i) = cfi] +efoo](1 - —2 ="
_ <n,><n, >

(16)

where np and n, are the total count rates from the PMT and APD, respectively. For c[oo] value,
we use the average value of many bins that corresponds to times much large; than t.. The
correction due to the background is small. The biggest correction occurs when the microlaser
signal is the smallest. In the following g(z)(t) measurements the smallest microlaser signal is 20
k cps on the PMT and 11 k cps on the APD. Typically the background signal is 6 k cps on the
PMT and 3 k cps on the APD. This leads to a correction of 5%.

Figure 13 shows the value of the degree of the second-order coherence at time at T = 0, g(z)(O)
for the traveling-wave microlaser as a function of the average number of the atoms in the cavity
mode <N>. The data is fitted to the microlaser theory with appropriate averaging over the gain

term, as done previously in ﬁtting the average number of photons inside the cavity mode. As
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expected, at thres-hold, as a function of <N>, g(z)(O) starts near 2 and decreases monotonically to
1. Similar behavior is observed for the standing-wave microlaser, as shown in Figure 14, The
~width of the photon number distribution can be extracted from g(z)(O) measurements using the

following relation:

Q=(g®(0)-1)<n >, | (17)

- ; : . <n’>—<n >’ . -
Here Q as defined previously is Q = —1. AsFigure 15 indicates, the width of
<n>

. the photon number distribution in the traveling-wave case can be as wide as twice that of a

Poisson distribution. Maximum Q occurs for <n> ~ 34. Thus, if the photon distribution‘were
Poissonian, its width would be 2+/34 = 12. For the standing-wave case, Figure 16 , the

maximum width of the photon number distribution is about \/5_5 = 1.6 of a Poisson dist;ibution. ’
This occurs for <n> = 6; The difference in Q values in both cases may be understood by
considering the steepness of the <n> versus <N> curve. One source of fluctuations is the
number of atoms in the cavity. Since the atoms are injected randomly into the cavity mode,
their number distribution is a Poisson distribution and its width is given by 2 J<N'>. From this
width and the slope of the <n> versus <N> curve we can find the size of the photon number
fiuctuation due to atom fluctuations. Where the slope of the curve is maximum, the relative size
of the photon number fluctuations is the highest. Since the travél-ing-wave microlaser output as

a function of <N> is steeper than the standing-wave one, its Q value is larger.
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Figure 13. g(z)(O) as a function of the average number of atoms inside the cavity mode <N> for

the traveling-wave case.
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Figure 14. g(z)(O) for the standing-wave configuration as a function of the average number of

atoms inside the cavity mode <N>.
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Figure 15. The normalized variance Q as a function of the average number of atoms inside the
cavity mode <N>.for the traveling-wave case
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average number of atoms inside the cavity mode <N>.
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All our g®(t) measurements fits very well an exponenﬁal function which is given by
g® () =(g®(0)~1)e " +1. The intensity correlation time t, is defined as the time at which

the exponential part of the g(z)('c) function decays to 1/e of its value at 7=0 As was shown using
the rate-equation model, the size of t. reveals the difference between the slope of the gain and
the loss tenﬁs. Figure 17 and Figure 18 present the measurements and the fits of t; as a function
of <N> for the traveling-wave and standing-wave cases, respectively. In Figure 19, t, for both
cases are shown on the same plot. Here the <N>-axis is adjusted so that t, curves for the both

- cases peak at the same <N>. In general, t. for the traveling wave-configuration is larger than
that for the standing wave. Larger values of t, indiéate that the system has slower response to

- disturbances caused by fluctuations of the atom number or photon number inside the microlaser.

In other words, the traveling-wave system has a longer memory. . .. .
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Figure 17. The intensity correlation time t. for the traveling-wave configuration as a funct1on of
the average number of atoms inside the cavity mode <N>.
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Chapter

7 Conclusions and future improvements

We have studied experimentally the output and the degree of second-order coherence
function of the microlaser. With an effusive atomic beam, two microlasér configurations have
been exploréd, namely, tréveling-wave and standing-wave configurations. Although our
microlaser has up to 20 atoms in its cavity mode, we have found that these measurements agree

~ well with the single-atom microlaser theory. This observation is also supported by the quantum
trajectory simulation (QTS) of up to five atoms inside the cavity mode. At our regime of »
operatlon QTS indicates that the smgle-atom m1crolaser theory is applicable to our many-atom N
microlaser since we have I” ctmt <<I. The behav1or of our microlaser can be understood by using
a sunple physical picture based on the rate-equation formulism. We can attribute the difference

between the behavior of the two configurations to the difference in their gain curves.

_ Measuring g®(0) less than one is an indication of a sub-Poisson statistics. The
mi crnlaser is expected to have this kind of photon statistics beyond the threshold regime. With
our effusive atomic beam, it is difficult to reach the reglon where the microlaser statistics
becomes sub-Poissonian. To observe this interesting non-classical behavior, we need to
improve either the flux of our atomic beam or the finesse of our cavity. We have put a lot of
effort into improving boﬂl of these two crucial parameters. In addition, we have improved the
uniformity of the atom-cavity coupling constant, which makes it easier, with a high flux narrow-

velocity atomic beam, to observe this non-classical behavior.

Collaborating with Research Electro Optic, Inc. we spent about one and a half years
trying to improve the reflectivity of our mirrors but success was not our partner in this j  journey.
Higher cavity finesse makes it easier to observe sub-Poisson statistics. For example, if the
cav1ty finesse is an order of magnitude higher than what we have now, the g(z)(O) 1s at about 3 %

below 1 which is fairly easy to observe over relatively short collection time.
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Recently we have succeéded in deyelbping a supersonic atomic beam with a huge
atomic flux that should take us well beyond the threshold. In addition to studying photon
statistiés well beyond the threshold fegime, this high flux atomic beam will enable us to study
rriany aspects of the microlaser we were not able to reach before such as photon number’
stabilization and the sharp jumps expected in the photons number. We dd not need to use a
velocity selection scheme sinqe the velocity distribution of this atomic beam is already narrow.
The narrow velocity distribution enables us to use the nonadiabatié pumping process more
efficiently. We can study more systematically the effect of partially pumped atoms on the

~ performance of the microlaser.

The a\}erage velocity of this atomic beam is more than double than that of the effusive
atomic beam. This means that the average number of photons produced by this atomic beam is
typically more than four times than that form the effusive atomic beam. More photons in the
cavity makes it more difficult to observe g®(0) < 1, even when the photon-number distribution
is strongly squeezed ( Q =-1). According to the microlaser theory, for this supersonic atomic
beam, g(z)(O) is at most 0.1% below 1. But with higher count rates and longer collection times,

we may able to achieve good statistics that enables us to observe this small effect.
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-~ Appendix

A Calculations of P, and g<2)(1:)

The following is a list of a Mathematica program to calculate the photon number distribution and
the degree of the second-order coherence function for the microlaser.
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n Theory of microscopic maser (PRA Oct 86)

» Monovelocity and uniform coupling

g0 = i,f i fsrfra ;
2. 7
V2 =

2xg0 ;

Fe

:é/s [k_,v_, Natam , AOver2g ] :=
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T - .
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v 1
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» Standing wave with velocity distribution

gO:i.,fifsrfra;

1 b3
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Ve

aveplk , v ] :=

avestk, v] 2 mt#atelw—sr () =l ()7 -5 (2- Besselfo, 24k 2,

{vv, 20.,1300.}] ;

1 Natom -
xB[k_, v_, Natom , AOver2g ] := aveglk, v1;

x w1

= Standing wave with velocity distribution and gaussian mode along y
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» Traveling wave with velocity distribution
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= Traveling wave with velocity distribution and gaussian mode:along y
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= Pn,n, HZ’Qs g(Z)(o)

SunPkOverC[1, maxk , v_, Natam , AOver2g ] :=1.;
SunPkOverC(i_, maxk , v_, Natom , AOver2g ] :=
SumPkOverC[i- 1, maxk, v, Natam, AOver2g] »x3[maxk + 1-i, v, Natam, AOver2q] + 1;
KpkSumOverC[1, maxk ,v_, Natom , AOvéng__] :=0.;
RpkSumOverC[i , maxk , v_, Natam , AOver2g ] :=
- KpkSumOverC[i- 1, maxk, v, Natom, AOver2g] #xf[maxk + 1-i, v, Natam, AOver2q) + masxk- i:

n[maxk , v , Natcm , AOver2g ] :=
KpkSurOverC[maxk+ 2, mask + 2, v, Natem, AOver2qg] /
(SumPkOverC[maxk + 1, maxk + 1, v, Natam, AOver2qgl) ;

pin_, maxk , v , Natam , aOver2g 1 :=

n
H!:B[k, v, Natam, AQver2g]J/ (SumPkOverC[maxk + 1, maxk + 1, v, Natam, AOver2g]) ;
k=1 ' ) :

K2pkSumOverc[l, maxk ,v_, Natom , AOver2g ] :=0.;
K2pkSumOverC(i , maxk , v_, Natam , AOver2qg ] :=
KopkSumOverC[i- 1, maxk, v, Natam, AOver2qg] +x8[maxk + 1-i, v, Natam, AOver2g] +
(maxk-~- 1) 22;
n2[maxk , v _, Natam , ACver2g ] :=
K2pkSunOverC[maxk + 2, maxk + 2, v, Natam, AOver2q] /
(SumPkOverC{maxk+ 1, maxk + 1, v, Natam, AOver2q]) ;
olmaxk , v_, Natom , AQver2g ] := .
V ((n2{maxk, v, Natam, AOver2g] - (n[maxk, v, Natam, AOver2g]) *2) /
n[maxk,6 v, Natom, AOver2qg)) ; .
qimaxk , v, Natom , AOver2g | := (o[maxk, v, Natam, AQver2g]) *2- 1;
g2(maxk , v_, Natam , AOver2g ] :=
(n2[maxk, v, Natem, AOver2g] - n[maxk, v, Natam, AOver2q]) /
(n[maxk, v, Natom, AOver2g]) ~2;
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» Calculating n, n%, Q

plin= Plot[n[950, 400, x, 0], {x, 0, 300}]; -
600 |

400

200 //IJ_PJ

/

50 100 150 200 250 300

pltg= Plot[q[800, 360, x, 0], {x, 0, 300} , PlotPoints » 200] ;

— N W & W

| | i

"TI50 00 150 200 250 300

—1t

Solution; See Quang Paver

code notation - Quang notation

X —n

Qy=xx - O

Qly=x+t1X - 0%
Qy=x-1x—=n

PP P vector

PPinit — 1-’(0) vector

mQ = matrix of Q -

mQEYV eigen values of Q matrix
'mQEFun eigenfinctiona od Q matrix
maxInP munber of terms to calculate P,
maxInP munber of terms to calculate P,
minInPP =0 to include all lower terms
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One Peak

NurberOfatom = 19;
velocity= 367;

maxInP = 150; . ‘ ‘
maxInPP = 150; ’
minInPP = 0;

X=.; -
Q[x , y 1 :=Which[y==%+1, 2sw«TC(mb+1) (x+1), ¥==%,
2%xnxTC (- xB_[x+1, velocity, NumberOfatam, 0] (x+1) - (nb+1) (x) -nb (x+1)),
y==x-1, ; :
24+ 7 «TC ( X3[x, velocity, NumberOfatam, 0]+(x) + nbx (X)), (¥< x-1) || (y>x+1)y, 01;
.

i=.;
Timing[lstPn = Table[p[i, maxInP , velocity, NumberOfatam, 0], (i, minInPP, maxInPP + 117 ;]
1st? = Table[(minInPP+i-1, 1stPn[[i]]}, {i, 1, Length[1stPn]}];
pltpn= ListPlot[lst2, PlotRange -> {{minInPP, maxInPP}, {0, 1Yy,
PlotStyle -» PointSize[.03] , Frame - True, Framelabel -> {n, Py},
FrameTicks -» {(Automatic, Automatic, (}, {}}]7

{2.09 Second, Nulli}l

0.1
0.08 |
0.06
=
A
0.04

0.02

20 40 60 80 100 120 140
‘ n
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MatrixForm[m) = N[Array[Q; {naxh‘zPP- (minInPP - 1) , maxInPP - (minInPP-1)}, minInPP]]] ;.

mOEV = Eigenvalues[mQ] ;
mtrlﬂ'om[m\m Transpose[ Eigenvectors[mQ]1] ;

tr:l.xFonn[PP:l.n:l.t Table[ (x+ 1) » 1stPn[[x+ 1 - (minInPP-1)]], {%, minInPP, maxInPP}]];
coefficient = Inve::se[nﬂEE‘tm] .PPinit;
PP[t ] := mQEFun. (Exp[mQEV« t] « coefficient) ;
lstmmber Table[minTnPP+ i-1, {i, 1, Img-l:h[nQEV]}],

lstmmiber.PP[ t]

gt n[maxInP velocity, Nmrbezofatan, 0]2

~ TecvsN
plefit = Plot[g2[10 (- 6) ], (t, 0, 50} , PlotRange -> All, PlotStyle -> Thickness| .004]]

1.003 | :
11,0025

1002 |
1.0015 |
00|

10065 L

10 20 30 40 50

- Graphics -
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1stfit= Table[{t, g2[10(-6) t]}, {t, 0, 20, .05}] ;
lstpar - BestFitParameters /. Non.'l.mea::Regms[lstflt, aExp[ t/bl+d, {t},
{{a, g2[0] -1}, {b, 1}, {d, 1}}];

aa=2a/. 1st15ar;hb=b/.lstpar; cc=c/. lstpar;dd=d /. lstpar;

Print(["g2[0] = "<> ToString[g2[0]]]

Print["Tc - "<»> ToString[hbb] <> " microsec"]

Print["n = "<> ToString[n[maxInP, velocity, NmberOfatan 0111

ff[t ] := aa Exp[-t/bb] + dd;

pltfit= Plot[{££[t], g2[10* (-6) 1:]} {t, 0, 20}, PlotRange ~> All,
PlotStyle -» Thickness[.004]]

g2[0] = 1.00094

Tc = 1.30492 microsec

n = 68.9087
1.0008 ¢
1.0006 |
1.0004 { \
1.0002 \
\\.}n‘:‘“ L s ! 1
5 10 . 5 20
- Graphics - -
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| Appendix

B Controlling an‘d'data collecting program

The following is a list of a C program written for Windows 95 operating system to control the
experiment and to collect the g(z)(*c) data.

#include <windows.h>
#include "resource.h"”
#include <commdlg.h>
#include <stdlib.h> '
#include <math.h>

#define EDITED 1

#define FRAME_X0. 40.

#define FRAME_Y0 - 60.

#tdefine FRAME_WIDTH 720,

#define FRAME_HEIGHT 450 _

#define UNTITLED TEXT (“(untitled)")

#define MAX_RANGE 256%256-1 1/256%256-1

#efine MAX_STOP_PULSES 800

//********************************************************
// FUnCtiOnS ****’***************‘**************************

LRESULT CALLBACK WndProc (HWND, UINT, WPARAM,LPARAM);
BOOL CALLBACK AboutDlgProc (HWND, UINT, WPARAM, LPARAM) ;

// function read status data. parameter is number of data to read
unsigned _int8 jRead_status(int) ;

// function to read FIFO. parameter is number of dath to read
void iRead FIFO(int) ;

// function write a byte to conirol experiment
" void Write_data(_int8) ;

// function to draw on the screen

void DrawDataFixed(HWND hwnd);

void DrawDataChanged(HWND hwnd);

// fumetion for initilaize file
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void g2Filelnitialize (HWND) ;

// function for save dialog box
BOOL g2FileSaveDIg(HWND, PTSTR, PTSTR) ;

// function to write g2 data to a file
BOOL g2FileWrite(PTSTR) ;

// initialize data in the g2 dialoge box
void initialize_dialog_variables(void);

// initialize data not in the dialoge box

// this is used when ok button is preesed in the dialog box

/ to initialize data that may depends on the dialog box

void initialize_other_variables(void);
//********************************************************
// globa] variables e e s s ok ke sk ok o ke s b o b ok o sk ok se ok e ok sk o ok ok ok e sk e e sk e o ok

struct g2_data_file

{
SYSTEMTIME localTime;
int iLock_time; // in unit of 2Byte read time ~ 2 microsec
int iUnlock _time; /{ in unit of 2Byte read time ~ 2 microsec
int iBetween_time; -// in unit of 2Byte read time ~ 2 microsec
int iCollection_time_sec; // in sec
int iMTAC_range; , //in 5.2 microsec

// when first bit of second counter is used to stop counter
‘ /AMTAC _range is 1 this corresponds to 260* 20 nsec

float fNozzel_temp;

float fCenter_temp;

float fBack_temp;

float fPressure;

int iTi_laser_power;
float fPump_ OD;
float fPump_position;
float fA_beam_height;

float fVel Sel_pump_power;
float fVel Sel_pump_ width;
float fVel_Sel repump_power;
float fVel Sel AOM_110_volt;
float fVel_Sel AOM_200 volt;

float fPMT_B_count_time;
float fPMT_B_count_range;
float fPMT B _volt;

float fPMT_S_B_count_time;
float fPMT_S_.B_count_range;
float fPMT_S B _volt;

float fAPD_B_count_time;
float fAPD_B_count_range;
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float fAPD_B_volt;

float fAPD_S_B_count_time;
. float fAPD_S_B_count range;
- float fAPD_S B_volt;

float fPMT _high_voltage;
int iPMT_preampl;

float fPMT _disc_level;
float fPMT_CFD_level;
float fPMT_CFD_width;

float fAPD_high_voltage;
float fAPD_CFD_level;
float fAPD_CFD_width;

float fLock_circuit_x_gain;
float fLock circuit_y_gain;

int iLock_AOM_configuration;

float fLock_ AOM_voltage;
float fB field current;

ULONG ulCount_in_Bin[]MAX_ RANGE];

v ‘
typedef struct g2_data_filestructData,
typedef structData * pstructData;

structData file_data;
pstructData pfile_data ;

ULONG ulOld_count_in_BinfMAX RANGE];
int bin_temp[MAX STOP_PULSES];

// two end of range pulses

int iBin_temp_index =0;

int iEnd range bin;

ULONG ulStart_time_msec;

ULONG ulElapsed_time_msec;
ULONG ulElapsed_time_msec_temp;
ULONG ulElapsed_before_stop_bit_on;
ULONG ulCollection_time msec;

BOOL bStop_bit =0;
BOOL bClock_on=0;-
BOOL bFirst_data_flag;

int reference_bin;
int iNumber_of_bins;

_int16 iReadStatusAddress=924;
_int16 iReadFIFOWriteAddress=921;
static int cxClient,cyClient;

// used to erase old bin count in the srcreen

// used to eliminate data which are not between
// corresponds to pulse counter sends to stop jk
//in milisec

//in milisec

//in milisec

//in milisec
//in milisec

/! used to elminate first pulses before end range flage

// bin used to normalized data

//to read other data
- //to read FIFO data or Write data
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unsigned _int8 a_up=2;
unsigned _int8 b_up=1;
unsigned _int8 ¢_up=4;
unsigned _int8 wen_up=64;
unsigned _int8 reset_up=128;
unsigned _int8 write_byte=0;
unsigned _int8 status_byte;
static OPENFILENAME ofn ;

TCHAR szAppName[]=TEXT("g2");

// a means aom after the cavity

// b means aom before the cavity

// c means cavity intgrator -

// wen means write enable for FIFO

// reset means reset FIFO; reset when this bit is down
// byte written to the output

/{ byte written to the output

// used to save data

//********************************************************

int WINAPI WinMain (HINSTANCE hiInstance, HINSTANCE hPrevinstance, PSTR szCmdLine, int iCmdShow)

{

HWND hwnd;
MSG ‘msg;
WNDCLASS  wndclass;
wndclass.style =CS_HREDRAW | CS_VREDRAW;
wndclass.lpfanWndProc = WndProc; :

.. wndclass.cbClsExtra =0;
wndclass.cbWndExtra =0;
wndclass.hlnstance = hinstance;
wndclass.hlcon = Loadlcon(NULL,IDI_APPLICATION);

wndclass.hCursor

= LoadCursor(NULL,IDC_ARROW);

wndclass.hbrBackground = (HBRUSH) GetStockObject (WHITE_BRUSH) ;

wndclass.lpszMenuName = szAppName;
wndclass.IpszClassName = szAppName;

if ({RegisterClass (&wndclass))
f . !

1 .
MessageBox(NULL, TEXT("wrong windows version"), szAppName,MB_ICONERROR);

return O;
3
hwnd = CreateWindow (
" szAppName,

TEXT("g2 version 1"),
WS_OVERLAPPEDWINDOW,
0,/ CW_USEDEFAULT,

0, //CW_USEDEFAULT,
790,//CW_USEDEFAULT,
580,/CW_USEDEFAULT,

NULL,
NULL,
hinstance,
NULL);

- ShowWindow (hwnd, iCmdShow);
UpdateWindow (hwnd);
while(TRUE)

{/mn.

// initial x position
// initial y position
// initial x size
// initial y size

if(PeekMessage((&msg,NU'LL,0,0,PM_REMOVE)) :

{12
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}y /72
else
{//3

if(ﬂle_data.iLock__AOM_c

// ckeck stop bit D3

if(msg.message == WM_QUIT)

break;

TranslateMessage (&msg);
DispatchMessage (&msg);

// the two AOM are alternating
onfiguration==0)

{74

status_byte=iRead_status(1) & 8;

if{status_byte == ()

else

bStop_bit =0; o

bStop_bit=1;

if{(bStop_bit == 1) && (ulCollection_time_msec > uIElap‘sed,_time_msec))

{5

if(bClock_on==0) ’
{76
bClock_on=1; o -
ulStart_time_msec = GetTickCount();
ulElapsed_time_msec = 0;
u]Elapsed_time_msec_temp =0,
Y6
bFirst_data_flag = 1;

/l reset FIFQO
write_byte =c_up + a_up + wen_up;
Write_data(write_byte);

//iT5

write_byte = c_up + a_up + reset_up;

Write_data(write_byte);

i_Read_status(ﬁ]e__data.iUnlock__time'); // this 1s just to take time

// stop writing to FIFO
write_byte=c_up+a up + Wen_up + reset_up;
Write_data(write_byte);

/iT1

write_byte =c_up + a_up + wen_up + reset_up;
Write__data(write_byte) ;
iRead_FIFO(ﬁIe_data.iBetween_time);

/1112

write_byte = ¢_up + wern_up + reset_up;
Write_data(write_byte); -

iRead FIFO(file_data. iBetween_time);

/1 iT3
write_byte=c_up +b_up + wen_up + reset_up;
Write_data(write_byte); .
iRead__FIFO(ﬁle_data.iBetween_time); :
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ulElapsed_time_msec = GetTickCount()- ulStart_time msec + ulElapsed_before_stop_bit_on;

Y5
else

{//8

/1 iT4 .
write_byte = b_up + wen_up + reset_up;
Write_data(write_byte);
iRead_FIFO(file_data.iLock_time);

//iT3

write_byte =c_up +b_up + wen_up + reset_up;
Write_data(write_byte);

iRead FIFO(file data.iBetween_time);

/1iT2

_ write_byte =c_up + wen_up + reset_up ;

Write_data(write_byte);
iRead_FIFO(ﬁle_data.iBetween_time);

//iT1

write_byte = ¢_up + a_up + wen up + reset_up;
Write_data(write_byte);
iRead_FIFO(file_data.iBetween_time);

// draw every sec
if (ulElapsed_time_msec - ulElapsed_time msec_temp > 1000)
{1
ulElapsed time_msec_temp = ulElapsed_tlme_ms ec;
DrawDataChanged(hwnd);
Y7

if(bClock on==1)

{79

bClock_on =0;

ulElapsed before stop_bit on—ulE‘apsed time_msec;
Y/n9 -
/1 iT5

write_byte=c¢_ up+a up + i‘eset_up;v
Write_data(write byte);

“iRead_status(file_data.iUnlock_time); // this is just to take time

/1iT1

write_byte=c_up +a _up + wen _up + reset_up;
Write_data(write_byte); '
iRead_status(file_data. 1Between_time);

//iT2

‘write_byte = ¢_up + wen_up + reset_up;
- Write_data(write_byte);

iRead_status(file data. 1Between__t1me);
/113

write_byte =c_up +b_up + wen_up + 1eset . up;
Write_data(write_byte);

208




iRead_status(file_data.iBetween_time);

//iT4

write_byte =b_up + wen_up + reset_up;
Write_data(write_byte);
iRead_status(file_data.iLock_time);

//iT3 A

write_byte = c_up + b_up + wen_up + reset_up;
Write_data(write_byte);
iRead_status(file_data.iBetween_time);

/1 iT2
write_byte =c_up + wen_up + reset_up ;
Write_data(write_byte);

- iRead_status(file_data.iBetween_time);

/1iT1

write_byte =c_up +a_up + wen_up + reset_up;
Write_data(write_byte); , '
iRead_status(file_data.iBetween_time);

YA
Y/ 4

/' AOM before on and AOM after is off nd cavity is locked
if{file_data.iLock_AOM, configuration==1) '

write_byte = b_up + wen_up + reset_up;
‘Write_data(write_byte);.
} -

1" AOM before off and AOM after is on
: if(file_data.iLock_AOM_configuration=—2)

{ ‘
: write_byte = a_up + wen_up + reset_up;

» Write_data(write_byte);

I

// both AOMs on

if(file_data.iLock_AOM_configuration==3)

{

write_byte =a_up + b_up + wen_up + reset_up;
Write_data(write_byte);

}
} /3 else of if(PeekMessage ..
} /1 1 while(TRUE) :
return msg.wParam;

//********************************************************

void OkMessage (HWND hwnd, TCHAR * szMessage, TCHAR * szTitleName)

- TCHAR szBuffer[64 + MAX_PATH];
wsprintf (szBuffer, szMessage, szTitleName[0] ? szTitleName : UNTITLED) ;
MessageBox (hwnd, szBuffer, szAppName, MB_OK | MB_ICONEXCLAMATION) ;
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”*********************************************#**********
void DoCaption (HWND hwnd, TCHAR * szTitleName)
{
TCHAR szCaption[64 + MAX_PATH] ;
. wsprintf (szCaption, TEXT ("%s - %s"), szAppName, sletleName[O] ? szTitleName : UNTITLED) ;
SetWindowText (hwnd, szCaption) ;

”********************************************************

short AskAboutSave (HWND hwnd, TCHAR * szTitleName)

TCHAR szBuffer[64 + MAX_PATH] ;
int 1Return .

wsprintf (szBuffer, TEXT ("Save current changes in %s?"),
szTitleName[0] ? szTitleName : UNTITLED) ;

iReturn = MessageBox (hwnd, szBuffer, szAppName, MB_YESNOCANCEL | MB_ICONQUESTION) ;

if (iReturn = IDYES)
' if (!SendMessage (hwnd, WM_COMMAND, IDM_FILE_SAVE, 0))
' iReturn = IDCANCEL ;
return iReturn ;

”******************************************************#*
void g2Filelnitialize (HWND hwnd)
{ _
static TCHAR szFilter[] = - TEXT ("Text Flles (*. TXTH\0*. txt\O") A
TEXT ("ASCII Files (*. ASC)\0*. asc\O") \ TEXT ("All Files (**)\0*. *\0\0") ;-

ofn.IStructSize = sizeof (OPENFILENAME) ;
ofn.hwndOwner =hwnd ;
ofn.hlnstance. - =NULL ;
ofinlpstrFilter = szFilter;

ofn.lpstrCustomFilter = NULL

ofn.nMaxCustFilter =0;

ofn.nFilterIndex =0;

ofn.IpstrFile =NULL ; // Set in Open and Close functions

ofn.nMaxFile =MAX_PATH;
ofir.lpstrFileTitle = NULL ; /! Set in Open and Close functions

ofn.nMaxFileTitle =MAX_PATH;

ofn.lpstrInitialDir= NULL ;

ofh.lpstrTitle =NULL; » _

ofn.Flags =0; // Set in Open and Close functions
ofn.nFileOffset =0; :
ofn.nFileExtension =0;

ofi.lpstrDefExt = TEXT ("txt") ;

ofn.lCustData: =0L;
-ofnlpfnHook  =NULL;

of.IpTemplateName =NULL ;

”********************************************************
BOOL g2FileSaveDlg (HWND hwnd PTSTR pstrFileName, PTSTR pstrTltleName)
{ .
' ofn.hwndOwner =hwnd ;

ofn.IpstrFile = pstrFileName ;

ofn.IpstrFileTitle = pstrTitleName ;
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ofn.Flags = OFN OVERWRITEPROMPT
return GetSaveFileName (&ofh) ;

”********************************************************

BOOL g2FileWrite (PTSTR pstrFileName)

A
DWORD dwBytesWritten ;
HANDLE = hFile;
int ‘iLength;
PTSTR ~ pstrBuffer;

// Open the file, creating it if necessary
~ if(INVALID_HANDLE VAL
(hFile = CreateFile (pstrFileName, GENERIC _WRITE, 0, NULL, CREATE _ALWAYS, 0, NULL)))
return FALSE ;

// allocatememory for data

pfile_data = (pstructData)malloc ( sizeof (structData)) ;
if (Ipfile_data)

{

CloseHandle (hFile) ;
return FALSE ;

} .
*pfile_| data=ﬁle _data;

erteFlle (hFl]e pﬁle data,sizeof' {sh’uctDatce) &deytcsertten NULL) N

if ((s,tzeof (structData)) !=(int) deVtesertxerz)

CloseHandle (hFile) ;
free (pfile_data) ;
- return FALSE ;
} .
CloseHandle (hFile) ;

free (pfile_data) ;
retarn TRUE ;

”***************;**********************&****#************ )
LRESULT CALLBACK WndProc (HWND hwnd, UINT message, WPARAM wParam,LPARAM [Param)
{

static HINSTANCE hinst ;

static TCHAR  szF 1leName[MAX PATH] sletleName[MAX . PATH] ;

HDC hdc;

PAINTSTRUCT ps;

HMENU hMenu; ‘

int - 1,j.k; // index to initilaize old_data

switch (message)

case WM_CREATE:
hlnst = ((LPCREATESTRUCT) lParam) -> hinstance ;
g2Filelnitialize (hwnd) ;
initialize_dialog_variables();
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szFileName[0] ="0';
szTitleName[0] ="\0";

SendMessage(hwnd, WM_COMMAND,IDM_FILE_EXPPAR,0);

return 0;

case WM_SIZE:
cxClient = LOWORD(lParam)
cyClient = HIWORD(IParam);
return 0;

case WM_COMMAND:
: hMenu = GetMenu(hwnd);
switch (LOWORD (wParam))

{
// Messages from File menu
‘case IDM_FILE_SAVE:

if (szFileName[0])
{ .
if (g2FileWrite(szFileName))
{
return 1 ;
}
else
{
OkMessage (hwnd, TEXT {"Could not write file %s") szTitleName) ;
return 0 ;
}
} .
if (gZFileSa\?eDlg (hwnd, szFileName, szTitleName)) -
{ * S
DoCaption (hwnd, szTitleName) ;
if (g2FileWrite (szFileName))
{
v return 1 ;
}
else
{ B
OkMessage (hwnd, TEXT ("Could not write file %s"), szTitleName) ;
return 0 ; '
}v
}
return 0 ;

case IDM_FILE _EXPPAR:
DlalogBox (hInst, TEXT ("g2"), hwnd, AboutD]gProc)
return 0

case IDM_FILE_QUIT:

SendMessage (hwnd; WM_CLOSE, 0, O)
return 0 ;
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}
break;

case WM_CLOSE:

if IDCANCEL != AskAboutSave (hwnd, szTitleName))
~ DestroyWindow (hwnd) ;
return 0 ; .

case WM_PAINT:
~hdc = BeginPaint (hwnd, &ps);
EndPaint (hwnd,é&ps);
DrawDataFixed(hwnd),
DrawDataChanged(hwnd);
return 0;

case WM_DESTROY:
PostQuitMessage (0);
return 0;
}

return DefW indowProc(hwnd,message,wPéram, [Param);

,l,;‘*********‘******************************‘**************#**

BOOL CALLBACK AboutDlgProc (HWND hDlg, UINT message, WPARAM wParam, LPARAM IParam)

{

HWND hwndCombo; - // for combo box

TCHAR. CounterRange[ ]="321"; // for combo box

TCHAR Buffer[10]; /f to convert from float to text
switch (message)

i

case WM_INITDIALOG:
// TIME
SetDlgltemInt(hDIlg,IDC_EDIT LOC_TIM,file_data.ilock time ,FALSE);
SetDlgltemInt(hDlg,IDC_EDIT UNL _TIM, file_ - data, iUnlock _time,FALSE);
SetDlgltemInt(hDlg,IDC_EDIT BET_TIM,file_data. lBetween time,FALSE); .
SetDlgltemInt(hDlg,IDC_EDIT COL _TIM,fi le data.iCollection _time_sec,FALSE);
.SetDlgltemInt(hDlg,IDC EDIT " TAC RAN, ﬁle data iMTAC _range, FALSE)

// OVEN

_gevi((file_data.fNozzel temp),5, Buffer);
SetDlgltemText(hDIg,IDC_EDIT NOZ TEM, Buffer);
_gevt((file_data.fCenter_temp),5, Buffer);
SetDlgltemText(hDlg,IDC_EDIT CEN_TEM, Buffer);
_gevt((file_data.fBack_temp),5, Buffer);
SetDlgltemText(hDIg,IDC_EDIT BAC_TEM, Buffer),
_sevt((file_data.fPressure),5, Buffer); '
SetDlgltemText(hDlg,IDC_EDIT_PRESSURE, Buffer);

// PUMP BEAM :
SetDlgltemInt(hDlg,IDC_EDIT TI_POW,file_data.iTi_laser _power, FALSE),
_gevt((file_data.fPump_OD),5, Buffer),
SetDlgltemText(hDlg,IDC_EDIT PUM_OD, Buffer);
_gevi((file_data.fPump_position),S, Buffer);
SetDlgltemText(hDIg,IDC_EDIT PUM_POS, Buffer);
_gcevi((file_data.fA_beam_height),5, Buffer),
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SetDlgltemText(hDlg,]DC_EDIT_A BEA_HEI, Buffer);

// Velocity Selection
_gevi((file_data.fVel_Sel_pump_power),5, Buffer);
SetDlgltemText(hDIg,IDC_EDIT PUM_POW, Buffer); -
_gcvi((file_data.fVel Sel pump_width),5, Buffer);
SetDlgltemText(hDIg,IDC_EDIT_PUM_WID, Buffer);
_gevi((file_data.fVel_Sel_repump_power),5, Buffer);
SetDigltemText(hDlg,IDC_EDIT_REP_POW, Buffer);
_gevt((file_data.fVel_Sel AOM_110_volt),5, Buffer);
SetDlgltemText(hDlg,IDC_EDIT 110_AOM_V, Buffer);
_govi((file_data.fVel _Sel AOM_200_volt),5, Buffer);
SetDlgltemText(hDlg,IDC_EDIT 200 AOM _V, Buffer);

// PMT Background
_gevi((file_data fPMT_B_count_time),5, Buffer);
SetDlgItemText(thg,IDC EDIT PMT_B_COU_TIM, Buffer),

// initialize Combo Box PMT Background

hwndCombo = GetDlgltem(hDlg,IDC_COMBO_PMT B); .
SendMessage (hwndCombo,CB_ADDSTRING,0,"321");
SendMessage (hwndCombo,CB_ADDSTRING,0 ,"432");
SendMessage (hwndCombo,CB "ADDSTRING,0,"543");
SendMessage (hwndCombo,CB_SETCURSEL,0,0);
_gevi((file_data.fPMT_B_volt),5, Buffer);
SetDlgltemText(hDlg,IDC_EDIT PMT_B_COU _V, Buffer);

//PMT Signal and Background
_gcvi((file_data fPMT_S_B_count_time),5, Buffer);
SetDigltemText(hDlg,JDC_EDIT_PMT_S_B_COU_TIM, Buffer);

// initialize Combo Box PMT Signal and Background
hwndCombo = GetDlgltem(hDlg,IDC_COMBO_PMT _S_B);
SendMessage (hwndCombo,CB_ADDSTRING,0,"321");
SendMessage (hwndCombo,CB_ADDSTRING,0,"432");
SendMessage (hwndCombo,CB_ADDSTRING,0,"543");
SendMessage (hwndCombo,CB_SETCURSEL,0,0);
_govi((file_data. fPMT_S_B_voit),5, Buffer);
SetDlgltemText(hDlg,IDC_EDIT PMT_S_B_COU_V, Buffer);

//APD Background
_gcvi((file_data.fAPD_B_count_time),5, Buffer); .
SetDlgItemText(hDlg,IDC__EDIT_APD_B_COU_TIM, Buffer);

// initialize Combo Box PMT Background
hwndCombo = GetDlgltem(hDig,IDC_COMBO APD B);
SendMessage (hwndCombo,CB_ADDSTRING,0,"321");
SendMessage (hwndCombo,CB_ADDSTRING,0,"432");
SendMessage (hwndCombo,CB_ADDSTRING,0,"543");
SendMessage (hwndCombo,CB_SETCURSEL,0,0);
_gevi((file_data.fAPD_B volt),S Buffer);
SetDlgItemText(thg,IDC EDIT _ APD  B_COU_V, Buffer),

//APD Signal and Background

-_gevt((file_data.fAPD_S_B_count_time),5, Buffer); v
‘ SetDlgItemText(thg,IDC_EDIT_APD_S_B_COU_TIM, Buffer); -

214




// initialize Combo Box APD Signal and Background
hwndCombo = GetDlgltem(hDlg,IDC_COMBO_APD _S_B);
SendMessage (hwndCombo,CB_ADDSTRING,O, "321");
SendMessage (hwndCombo,CB_ADDSTRlNG,O,"432");
SendMessage (hwndCombo,CB_ADDSTRING,0,"543 ");
SendMessage (hwndCombo,CB_SETCURSEL,0,0);
_gevi((file_data.fAPD_S_B_volt),5, Buffer);
SetDlgItemText(hDIg,IDC_EDIT_APD_S_B_COU_V, Buffer);

// PMT

_gevi((file_data. fPMT_high_voltage),5, Buffer);

SetDlgltemText(hDig,IDC_EDIT PMT_HIG_V, Buffer);
SetDlgItemInt(hDlg,lDC_EDIT_PMT_PRE_AMP,ﬁle_data.iPMT _preampl,FALSE);
_gevi((file_data.fPMT_disc_level),5, Buffer);
SetDlgItemText(hD]g,IDC_EDIT_PMT_DIS_LEV, Bauffer);
_gevi((file_data.fPMT_CFD_level),5, Buffer);
SetDlgltemText(hDlg,IDC_EDIT PMT CFD _LEV, Buffer);
_gevi((file_data.fPMT_CFD_width),5, Buffer);

SetDigltemText(hDlg,IDC_EDIT PMT _CFD_WID, Buffer);

// APD

_gevi((file_data.fAPD_high_voltage),5, Buffer);
SetDlgltemText(hDlg,IDC_EDIT APD HIG_V, Buffer);
_gevi((file_data fAPD_CFD_level),5, Buffer); :
SetDlgltemText(hDlg,IDC_EDIT_APD_CFD_LEV, Buffer);
_gevi((file_data.fAPD_CFD_width),5, Buffer);
SetDlgItemText(thg,IDC__EDIT_APD_CFD_WID, Buffer);

// Lock Circuit .
_gevi((file_data.flock_circuit_x_gain),5, Buffer);
SetDlgltemText(hDlg,IDC_EDIT_LOC_X_GALI, Buffer);
_gevi((file_data.fLock_circuit_y_gain),5, Buffer);
SetDlgltemText(hDIg,IDC_EDIT LOC_Y_GAI, Buffer);

// Lock Voltage
_gevi((file_data.fLock_AOM_voltage),5, Buffer); -
SetDlgltemText(hDlg,IDC_EDIT LOC_AOM_V, Buffer);

// B field :
- _gevi((file_data.fB_field_current),5, Buffer);
SetDlgltemText(hDlg,IDC_EDIT B_CUR, Buffer);

// locking AOM configuration

hwndCombo = GetDlgltem(hDIg,IDC_COMBO_LOC_AOM_CON);
SendMessage (hwndCombo,CB_ADDSTRING,0," Alternating");
SendMessage (hwndCombo,CB_ADDSTRING,0,"Before ON - after OFF"),
SendMessage (hwndCombo,CB_ADDSTRING,0,"Before OFF - after ON™);
SendMessage (hwndCombo,CB_ADDSTRING,0,"Both ON");
SvendMessage'(hwndCombo,CB_SETCURSEL,0,0); '

return TRUE ;
case WM_COMMAND:

- switch (LOWORD (wParam))
{
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// TIME

case IDC_EDIT _LOC TIM:
file data iLock time = GetDlgItemInt(thg,IDC EDIT LOC _TIM,NULL,FALSE);
return TRUE;

case IDC_EDIT UNL TIM
file_data.iUnlock tune GetDlgItemInt(thg,IDC EDIT UNL __TIM,NULL,FALSE);
return TRUE;

case IDC_EDIT BET TIM:
file data iBetween_time = GetDIgltemInt(hDlg,IDC_EDIT BET TIM,NULL, ,JFALSE);
return TRUE;

case IDC_EDIT_COL_TIM:
ﬁle :_data. 1Collect10n _time_sec —GetDlgItemInt(thg,IDC EDIT_COL_TIM,NULL,FALSE);
ulCollection_time_msec= 1000 * file_data.iCollection_time_sec;
return TRUE;

. case IDC_EDIT TAC RAN:
ﬁle _data.iMTAC range—GetD]gItemInt(thg,IDC EDIT_TAC_RAN,NULL FALSE),
return TRUE

// OVEN
case IDC_EDIT NOZ TEM:
GetDlgltemText(hDlg,IDC_EDIT NOZ_TEM,Buffer,10);
file_data.fNozzel temp = atof(Buffer),
return TRUE;

case IDC_EDIT_CEN_TEM:
GetDlgItemText(thg,IDC EDIT _CEN_TEM,Buffer 10)
file_data.fCenter temp = atof(Buffer),
return TRUE;

case IDC_EDIT BAC_TEM:
GetDlgltemText(hDlg,IDC_EDIT_BAC_TEM,Buffer,10); -
file_data.fBack_temp = atof(Buffer),
return TRUE;

case IDC_EDIT PRESSURE:
GetDlgItemText(thg,IDC EDIT_PRESSURE,Buffer,10);
file_data.fPressure = atof(Buffer),
return TRUE; '
- // Pi pulse

case IDC_EDIT_TI POW:
file _data.iTi_laser_power = GetDlgltemInt(hDlg,IDC . EDIT_TI_POW,NULL,FALSE);
return TRUE;

case IDC_EDIT PUM_OD:
GetDlgltemText(hDlg,IDC_EDIT PUM_OD,Buffer,10);
file_data.fPump OD = atof(Buffer),
return TRUE;

_case IDC_EDIT_PUM_POS:
GetDlgltemText(hDlg,[DC_EDIT_PUM_POS,Buffer, 10);
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file_data.fPump_position = atof(Buffer);
return TRUE;

case IDC_EDIT A BEA HEIL: ‘ ‘
GetDlgItemText(thg,IDC_EDIT_A_BEA_HEI,Buffer, 10);
file_data.fA_beam_height = atof(Buffer); -
return TRUE;

/1 Velocity Selection
case IDC_EDIT PUM_POW:
GetDlgItemText(hDlg,IDC_EDIT_PUIV[_POW,Buffer, 10);
file_data.fVel_Sel_pump_power = atof(Buffer); :
return TRUE; )

case IDC_EDIT_PUM_WID: '
GetDlgltemText(hDlg,IDC_EDIT PUM_WID,Buffer, 10);
file_data.fVel Sel_pump_width = atof(Buffer);
return TRUE; '

- case IDC_EDIT REP _POW:

GetDlgltemText(hDIg,IDC_EDIT REP_POW,Buffer, 0);
file_data.fVel_Sel_repump_power = atof(Buffer);

return TRUE;

case IDC_EDIT_110_AOM_V:
GetDlgltemText(hDlg,IDC_EDIT 110_AOM_V,Buffer,10);
file_data.fVel Sel AOM_110_volt = atof(Buffer);
return TRUE;

case IDC_EDIT_200_AOM V:
GetDIgltemText(hDlg,IDC_EDIT_200_AOM_V,Buffer,10);
file_data.fVel_Sel AOM_200_volt = atof(Buffer);
return TRUE; : o

/{ PMT Background

case IDC_EDIT_PMT_B_COU_TIM:
GetDlgltemText(hDlg,IDC_EDIT PMT B_COU_TIM,Buffer, 1 0);
file_data.fPMT_B_count_time = atof(Buffer); '
return TRUE;

" case IDC_COMBO_PMT B: ‘ :
hwndCombo = GetDlgltem(hDlg,IDC_COMBO_PMT _B);
file_data fPMT_B_count_range = SendMessage (hwndCombo,CB_GETCURSEL,0,0);

return TRUE;

case IDC_EDIT_PMT B _COU_V: _
’ GetDlgltemText(hDlg,IDC_EDIT PMT B COU_V,Buffer,1 0);
file_data.fPMT_B_volt = atof(Buffer);
return TRUE; o

//PMT Signal and Background

case IDC_EDIT_PMT_S_B_COU_TIM: . '
GetDlgItemText(hDlg,IDC_EDIT_PMT_S_;B_COU_TIM,Buffer, 10);
file_data.fPMT_S_B_count_time = atof(Buffer);
return TRUE; . -
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case IDC_ . COMBO_PMT _S B
hwndCombo = GetDlgItem(thg,IDC COMBO_PMT _S B);
file_data.fPMT S B count ._range = SendMessage (hwndCombo,CB GETCURSEL 0,0);
return TRUE;

case IDC_EDIT PMT_S B COU_V: ‘
GetDlgItemText(thg,IDC EDIT_PMT S B COU VBuffer 10);
file_data.fPMT_S_B_volt = atof(Buffer)
return TRUE;

//APD Background

case IDC_EDIT _APD_B_COU_TIM:
GetDlgItemText(thg,IDC EDIT_APD B_COU_TIM, Buffer 10)
file_data.fAPD_B_count_time = atof(Buffer)
return TRUE;

case IDC_COMBO_APD B:
hwndCombo = GetDlgltem(hDlg,IDC_COMBO_APD _B);
file_data.fAPD_B_count_range = SendMessage (hwndCombo CB GETCURSELO ,0);
return TRUE;

case IDC_EDIT_APD B_COU_V:
GetDlgItemText(thg,IDC EDIT_APD_B_COU_V,Buifer,10);
file_data.fAPD B volt = atof(BufEer)
return TRUE, ‘

-

//APD Signal and Background

case IDC_EDIT_APD S B COU_TIM:
GetDlgItemText(thg,IDC EDIT APD S B COU _TIM,Buffer,10);
file_data.fAPD_S_B_count_time = atof(Buffer),
return TRUE; .

case IDC_COMBO_APD_S B:
: hwndCombo = GetDlgItem(thg,IDC COMBO_APD S B); .
fils_data.fAPD_S_B_count_range = SendMessage (hwndCombo,CB_GETCURSEL,0 ,0);
return TRUE;

-case IDC_EDIT_APD_S_B COU_V:
GetD]gItemText(thg,IDC EDIT_APD_S B_COU_V,Buffer,10);
file_data.fAPD S B volt= atof(Buffer),
return TRUE;

/I PMT

case IDC_EDIT PMT HIG_V:"
GetDlgItemText(thg,IDC EDIT PMT HIG VBuffer 10);
file_data.fPMT_high_voltage = atof(Buffer);
return TRUE;

case IDC _EDIT_PMT_PRE_AMP:
file_data.iPMT_preampl = GetDlgItemInt(thg,IDC EDIT_PMT _ PRE AMPNULL ,JFALSE);
return TRUE;

case IDC_EDIT _PMT _DIS_LEV:
GetDlgItemText(thg,]DC EDIT PMT _DIS_LEV Buffer,lO),
file. data.fPMT_disc level-atof(Buffer),
return TRUE;
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case IDC_EDIT_PMT CFD_LEV:
GetDlgltemText(hDlg,IDC_EDIT_PMT_CFD_LEV,Buffer,10);

file data.fPMT_CFD_level = atof(Buffer);
return TRUE; ‘

case IDC_EDIT_PMT_CFD_WID:
GetDlgItcmText(hDlg,IDC_EDIT_PMT_CFD_WID,Buffer, 10);
file_data. fPMT_CFD_width = atof(Buffer);
return TRUE;

// APD - -
~case IDC_EDIT_APD_HIG V:
GetDlgltemText(hDlg,IDC_EDIT_APD_HIG_V,Buffer,10);
file_data.fAPD_high voltage = atof(Buffer);
. return TRUE,;

case IDC_EDIT_APD_CFD_LEV:
GetDlgltemText(hDlg,IDC_EDIT_APD CF D_LEV,Buffer,10);
file_data.fAPD_CFD_level = atof(Buffer);
return TRUE;

case IDC_EDIT_APD_CFD_WID:
GetDlgltemText(hDlg,IDC_EDIT_APD_CFD_

file_data.fAPD_CFD_width = atof(Buffer);
return TRUE;

WID,Buffer,10);

// Lock Circuit

case IDC_EDIT_LOC_X_ GATR _ v
GetDlgltemText(hD] &IDC_EDIT_LOC_X GAIBuffer,10);
file_data.fLock_circuit_x_gain = atof(Buffer);
return TRUE; '

case IDC_EDIT_LOC_Y_GALI: _
GetDlgltemText(hDIg,IDC_EDIT _LOC_Y GAI,Buffer,1 0) ‘

file_data.flLock_circuit_y_gain = atof(Buffer);
return TRUE; :

// Lock Voltage

case IDC_EDIT_LOC_AOM V: . ‘
GetDlgItemText(thg,IDC_EDIT_LOC_AOM_V,B uffer,10);
file_data.fLock_AOM_voltage = atof(Buffer);
return TRUE;

// B field

case IDC_EDIT B_CUR: -
GetDlgItemText(hDlg,IDC_EDIT_B_CUR,Buffer, 10);
file_data.fB_field_current = atof(Buffer);
return TRUE;

// locking AOM configuration
case IDC_COMBO_LOC_AOM_CON: _ :
hwndCombo = GetDlgItem(hD]g,IDC_COMBO_LOC_AOM_CON);

ﬁie_data.iLock_AOM_conﬁguration = SendMessage (hwndCombo,CB_GETCURSEL,0,0);

retum TRUE;
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case IDOK:
EndDialog (hDlg, 0) ;
initialize_other_variables();
return TRUE ;

break ;

} .
return FALSE ;

//********************************************************
void initialize_dialog_variables(void)

{

file_data.ilLock_time =100000;
file_data.iUnlock time = 100000;
file_data.iBetween_time = 1000;

file data.iCollection_time_sec =2000;
file_data.iMTAC range =4;

file_data.fNozzel temp =0.;
file_data.fCenter_temp =0
file_data.fBack temp =0.;
file data.fPressure =0.1;

p
file_data.iTi Jaser_power = 380;
file data.fPump_ OD =0.04;
file data.fPump_position =0;
file_data.fA_beam_height=0.;

file data.fVel Sel pump power
file_data.fVel Sel pump_width
file data.fVel Sel repump_power =0;
file data.fVel Sel AOM_110_volt=0;
file_data.fVel_Sel AOM_200_volt =0,

file_data.fPMT B_count_time =0.01;
file_data.fPMT_B_count range =0;
file_data.fPMT B_volt =0;

file_data.fPMT_S B _count time =0.01;
file_data.fPMT S B_count_range =0;

file_data.fPMT_S_B_volt =0;
file_data.fAPD B _count_time =0.01;
file_data.fAPD B_count range =0,
file_data.fAPD_B_volt =0;

file data.fAPD_S B_count time =0.01;

file_data.fAPD_S B_count_range =0;

file_data.fAPD_S_B_volt - =0;
file_data.fPMT_high voltage =1800.;
file data.iPMT_preampl =100;
file_data.fPMT_disc_level =.110;
file_data.fPMT_CFD_level =2.5;
file_data.fPMT_CFD_width =18,
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file_data.fAPD_high voltage = 166;

file_data.fAPD_CFD _level =2.5;
ﬁle_data.fAPD_CFD__wic_lth . =36
file_data.fLock_circuit x_gain =8;

file_data.fLock_circuit_y_gain =7;

// nomal =0; before on and after off = 1;
/! before off and after on 2; both on 3;
-file_data.iLock_AOM_configuration = 0;

file_data.fLock_ AOM_voltage =82,
file_data.fB_field_current =42;

”********************************************************
void initialize_other_variables(void)

{

int i;

GetLocalTime(&(file_data.localTime));

reference_bin = (260-20)*file_data.iMTAC_range ;
iNumber_of_bins = 260*file_data.iIMTAC _range ;
ulCollection_time_msec = 1000*(file_data.iCollection_time sec);

// set bin count to zero
- for(i=0;i<iNumber_of bins;i++)
{
file_data.ulCount_in_Bin[i]=1;
: ulOld_count._in_Bin[i}=1;
¥ o
ifnd_range bin = 256*file_data.iMTAC_range;

Y sef bin count io zero
for(i=0;i<MAX_STOP_PULSES;i++)
bin_temp[i]=0; -

file_data.ulCount_in_Bin[reference bin] =1;
ulOld_count_in_Bin[reference_bin] =1,

| bStop_bit =0;
bClock_on =0;
} .

ﬁ********************************************************
void DrawDataFixed (HWND hwnd)
{ . : .
HDC hdc;
int i;
int x,y,y_old;
int iLength ;
TCHAR szBuffer [50] ;
hdc = GetDC(hwnd);

iLength = wsprintf (szBuffer, TEXT ("collection time = sec")) ;
TextOut (hde, FRAME_XO0, 10, szBuffer, iLength) 5 : s
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iLength = wsprintf (szBuffér, TEXT ("elapsed time = sec")) ;
- TextOut (hde, FRAME_X0, 25, szBuffer, iLength) ;

- iLength = wsprintf (szBuffer, TEXT ("count inref. bin ="));
TextOut (hde, FRAME_XO0, 40, szBuffer, iLength) ;

iLength = wsprintf (szBuffer, TEXT ("Oven Temp Nozzel =)
TextOut (hdc, FRAME_X0+FRAME_WIDTH/2.0, 10, szBuffer, iLength) ;

iLength = wsprintf (szBuffer, TEXT ("Oven Temp Center ="));
- TextOut (hde, FRAME_X0+FRAME_WIDTH/2.0, 25, szBuffer, iLength) ;

iLength = wsprintf (szBuffer, TEXT ("Oven Temp Back = ="));
TextOut (hdc, FRAME_X0+FRAME_WIDTH/2.0, 40, szBuffer, iLength) ;

SelectObject(hdc,GetStockObjectCNULL_BRUSH));

Rectanglethde, FRAME_X0,FRAME_Y0, : :
FRAME_XO0+FRAME_WIDTH+1 ,FRAME_Y0+FRAME_HEIGHT+1);

ReleaseDC (hwnd,hdc);

. " 2
l/}/**************************#***************************** .
void DrawDataChanged (HWND hwnd)
{

HDC hdc;

HPEN hpen;

int i;

int x,y,y_old;

int iLength ;/test
TCHAR szBuffer [50] ;

hdc = GetDC(hwnd);

iLength = wsprintf (szBuffer, TEXT (" » "
TextOut (hde, 170, 40, szBuffer, iLength) ;

iLength = sprinff (szBuffer, TEXT ("%d"),ﬁle_.data.iCollection_time_sec) .
TextOut (hdc, 180, 10, szBuffer, iLength) ; '

iLength = sprintf (szBuffer, TEXT ("%5."),ulElapsed_time_msec/1000.) ;
TextOut (hdc, 180, 25, szBuffer, iLength ) ; ‘ :

// write datal]REFERENCE_BIN] on secreen . .

iLength = sprintf (szBuffer, TEXT ("%d ").file_data.ulCount_in_Bin[reference bin]) ;
TextOut (hdc, 180, 40, szBuffer, iLength); v

iLength = sprintf (szBuffer, TEXT ("%S5. 1f"),file_data.fNozzel temp); = -

TextOut (hdc, 560, 10, szBuffer, iLength) ; ‘ ‘

iLength = sprintf (szBuffer, TEXT ("%5.jf"),_ﬁ]e_data.fCenter_-temp)';

TextOut (hdc, 560, 25, szBuffer, iLength) ; :

iLength = sprintf (szBuffer, TEXT ("%5 11"),file_data.fBack_temp) ;
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TextOut (hdc, 560, 40, szBuffer, iLength) ;

iLength = sprintf (szBuffer, TEXT ("%5.1{"),260.¥20./1000.*file_data. lMTAC _range) ;
TextOut (hdc, 715, 510, szBuffer, iLength) ;

Rectangle(hde, FRAME_X0,FRAME_YO0, _
FRAME_X0+FRAME_WIDTH,FRAME_Y0+FRAME_HEIGHT+1);

hpen = CreatePen(PS_DOT,1,BLACK_PEN);

SelectObject(hdc,hpen);

MoveToEx(hdc,FRAME_X0,FRAME_Y0+FRAME HEIGHT/2 ,NULL);
LineTo(hdc,FRAME XO+FRAME _WIDTH,FRAME_Y0+FRAME_HEIGHT/2);

DeleteObject(hpen);
/I plot count in bins

for(i=0;i<=iNumber_of bins;i++)

{

x=(int}FRAME_X0+(FRAME _ WIDTH*((ﬂoat)l/lNumber of bins)));
// use iRange instead of RANGE when you divide

/l'y_old to erase old data
y_old =FRAME_Y0+FRAME_HEIGHT*(1-
5*(float)ulOld_count_in _Bin[i]/(floatyulOld_count in_Bin[reference _bin]);

1/ data[reference _bin] @ 0.5 of frame height .
y —FRAME _Y0+FRAME_HEIGHT*(1-
0.5 *(ﬂoat)ﬁ]e_data ulCount_in_Bin[i)/(float)file_data.ulCount. in_Bin[reference_bin]);

SetPixel(hdc,x,y_old,RGB(255,255,255)});
SetPixel(hde,x,y,RGB(255,0,0));
: ulOld_count_in_Bin[i]=file_data.ulCount_in_Binji];
} .
/7****************************;**ﬂ******************%*****

unsigned _int8 iRead_status(int num_to_read)
{

int i // index
unsigned _int8 dataTemp;

for(i=0;i<=num_to_read;i++)

{ .
__asmmov dx,iReadStatusAddress
_asmin al, dx
__asmmov dataTemp,al
__asmin al, dx

v __asm mov dataTemp,al
} : .
return dataTemp;

”********************************************************

void iRead_FIFO(int num_to_read)

{ s .
int i,j; // index
unsigned _int8 data_hi_byte=0

-unsigned_int8 data_low_byte=0 ;
unsigned _int16 dataTemp=0 ;
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for(i=0;i<=num_to_read;i++)
{

. __asmmov dx,iReadFIFOWriteAddress
__asmin al, dx . ‘
__asmmov data_hi_byte,al
__asmin al, dx -

__asm mov data_low_byte,al

dataTemp = 256*data_hi_byte + data_low_byte;
if(bFirst_data_flag==0)

if(dataTemp==iEnd_range_bin)
{ v
bin_temp[iBin_temp_index] = dataTemp;
++ iBin_temp_index;

for(j=0;j< iBin_temp_index;++j)

{ :
++ file_data.ulCount_in_Bin[bin_temp[j]];
bin_templ[j]=0; - .

- iBin_temp_index = 0;
} ¢

else

bin_temp[iBin_temp_index] = dataTemp;

++ iBin_temp_index; _

if(iBin_temp_index == MAX_STOP_PULSES)
iBin_temp_index =0; '

}

} .
if(bFirst_data_flag==1)
{ o
if(dataTemp==iEnd_range bin)

bFirst_data_flag=FALSE;
iBin_temp_index = 0;

}
//*************************#******************************
void Write_data(_int8 data) -

{ ‘,

' . __asmmov al,data ¢

__asmmov dx,iReadFIFOWriteAddress
__asmout dx, al

3} : :




Appendix

" C PCB boards for the MSDTDC

Plots used to manufacture both sides of the printed circuit boards (PCBs) of the
MSDTDC and the interface card. '

Keys for Symbols in Figure 1:

IC1 Quad MECL-to-TTL translator MC10H125
I1C2 8-Bit Bidirectional Binary Counter 74F779PC
IC3 Dual D-Type Flip-Flop 74F7
IC4 50 MHz Clock SG-615PCV-50.000MC2
ICS Dual JK Negative Edge Triggered Flip-Flop 74F113PC
1C6 FIFO memory IDT72V2113L7.5
S ~ 8-bit Switch
R1 _ 500 Q potentiometer
R2 120 Q
R3 50 Q
R4 1kQ
R5 12kQ
R6 8-1 kQ isolated resistor array
R7 100 Q
Cl 0.1 pF
C2 1 pF
C3 10 uF
B1 BNC TTL #2 output
B2 BNC TTL #loutput
B3 BNC NIM #2 input
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B4
BS
B6
B7

B8 |

B9
B10

B11

B12
B13
Bl4
B15
B16
B17

B18
B19
 B20

B21

Vi
V2

BNC NIM #1 input

BNC Not Used

BNC Not Used

BNC test pulses

BNC Not Used

BNC 5 V power supply

BNC cavity lock

BNC AOM A (after the cavity)
BNC AOM B (before the cavity)
BNC stop acquisition

BNC not used

BNC Stop TLL pulses

BNC Stop bit bulse to FIFO WCLK
BNC Stop pulses to FIFO WCLK
BNC Start TTL pulses

BNC FIFO WCLK

- 15 Power Supply

+15 Power Supply

Negative Voltage Regﬁlutor LM337
Positive Voltage Regulator LM350

25-pin subminiature D-connector
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' Céntrol Byte Q2
Control byte Q1
Control byte Q0

Status Byte D3

‘Status Byte D2




IC3

IC4

R6

IC2

R6

® L
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@ o

deococdboden

Figure 1. Top side of the PCB plotb for the MSTDC and NIM to TTL circuits. Scale

o}
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Figure 2. Bottom side of the PCB plot for the MSTDC and NIM to TTL circuits. Scale 1:1.
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Keys for Symbols in Figure 3

IC1 Decoder 74F138PC

Ic2 NOR Gates 74 HCT02PC
IC3 Identity Comparator 74F21
IC4 Inverting Schmitt Trigger

74HCT14

IC5 Octal D-type Filp-Flop
74F574PC

S 8-bit Switch

C 0.1 uF ,

D 25-pin subminiature D-
connector

Figure 3. Top side of the interface card circuit (Side A). Scale 1:1.
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Figure 3. Bottom side of the interface card circuit(Side B). Scale 1:1.
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