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Abstract

This thesis investigates the design and the correctness of a pointer analysis for the
Java programming language. Although the analysis is based on a previous analysis,
we made several important modifications that make it distinct from the original one.
The major part of this thesis is dedicated to the correctness proof for the analysis.

The analysis is a flow-sensitive, compositional, inter-procedural pointer analysis.
It is based on the abstraction of points-to graphs, which characterize how local vari-
ables and fields in objects point to other objects. Each points-to graph also contains
escape information that characterizes how objects allocated in the analyzed part of
the program can be accessed by other parts. The analysis computes a single, pa-
rameterized points-to graph for the exit point of each method, and instantiates the
graph for each call site that might invoke that method. This points-to graph uses
placeholders to abstract over the calling context.

We present three applications of the analysis: stack allocation, allocation in the
thread-local heap, and synchronization removal. The analysis is able to detect that
some objects are not used outside the method or the thread that allocates them. A
compiler that uses the analysis can generate code that allocate these objects on the
stack, respectively in a heap that is local to the current thread. These optimizations
have the potential of reducing the garbage collection overhead. The compiler can
also generate code that reduces, or even eliminates the cost of the synchronization
operations executed on the objects that do not escape the thread that allocates them.

In a modern language like Java, code safety is very important. The main advantage
of our analysis is that is comes with a correctness proof. The proof handles all
the relevant features of the analysis. To the best of our knowledge, this is the first
correctness proof for a flow-sensitive, compositional, inter-procedural pointer analysis.

Thesis Supervisor: Martin C. Rinard
Title: Associate Professor
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Chapter 1

Introduction

The presence of pointers in a programming language significantly complicates the
analysis, optimization, and verification of programs that are written in that language,
because the analysis system cannot determine the locations pointed to by a pointer
variable by a simple inspection of the program statements.

In the absence of detailed knowledge about the memory locations manipulated
by the program, compilers have to make very conservative assumptions about the
instructions that use pointers. This limits the impact of program understanding and
testing tools, and that of standard compiler optimizations such as constant propa-
gation, common subexpression elimination, loop-invariant code motion, strength re-
duction, dead code removal, etc. For instance, without knowledge about the memory
locations modified by a specific memory write instruction, no constants can be prop-
agated accross that instruction. In the early decades of computing this was not a big
problem, because pointers were rarely used. As modern object-oriented languages,
such as Java [3], use pointers as their main datatype, the analysis of pointers becomes
really important for an optimizing compiler.

In high-level languages, in addition to increasing the impact of standard compiler
optimizations, precise knowledge about pointers enables new optimizations, such as
removing unnecessary synchronizations, and optimizing memory allocation to reduce
or even eliminate the garbage collection overhead.

In its most general definition, the pointer analysis field contains all the analyses
that try to detect useful properties about pointers. As most of these properties are
undecidable, each pointer analysis produces a conservative approximation of the pre-
cise result. There are at least four types of analyses that fall into this category:
points-to analyses, alias analyses, escape analyses, and shape analyses. A points-to
analysis, e.g., [6], identifies the memory locations which are pointed to by a specific
pointer variable. An alias analysis, e.g., [10], determines the pairs of pointer expres-
sions which are aliased, i.e., point to the same memory location. An escape analysis,
e.g., [4], detects the memory locations that escape a given scope; the scope of such an
analysis is usually a method, but other alternatives are possible: the current iteration
of a loop, a group of methods, etc. Finally, a shape analysis, e.g., [19], detects the
shape of the data structures manipulated by the program. Such an analysis checks
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properties such as “if this method receives an acyclic list, it returns an acyclic list”.
In practice, all these analyses are closely related, and usually it is very difficult to
decide whether a specific analysis is in one category or another.

Pointer analysis is a very active research area. In an invited talk at PASTE'01 [13],
Michael Hind counted no fewer than seventy-five papers and nine PhD theses pub-
lished on pointer analysis in the last twenty-one years!. This abundence is explained
by the fact that pointer analysis is very useful but also very difficult. Being very
useful, there is a lot of research interest on this problem and many researchers try
to design analyses that solve it. On the other side, as the problem itself is very dif-
ficult, it is unlikely that any of these many analyses will solve it completely; instead,
we have many algorithms solving various approximations of it. Another important
observation is that only a tiny fraction of the published analyses have been proved to
be correct.

In spite of its benefits and the impressive resources invested along more than
two decades of research, pointer analysis remains in the stage of “exciting research
problem”. To the best of our knowledge, no industrial compiler uses a reasonably
precise pointer analysis. Many reasons contributes to this situation: the difficulty
of the problem itself, opportunities of big improvements using far simpler analyses,
steady increases in hardware that made work on optimizing compiler look unnecessary,
etc.

We believe that the ubiquitous use of modern programming languages will make
pointer analysis critical for modern program understanding and verifying tools, as
well as for optimizing compilers. As computers start to control critical aspects of hu-
man life, verification becomes increasingly important. Software companies will afford
the high computation resources required by the pointer analysis if this can help them
debug their products. Also, although big increases in hardware speed might make
the necessity of compiler optimizations questionable for most applications, there will
always be applications which require the additional speed provided by the optimiza-
tions that are enabled by pointer analysis. In our opinion, hardware improvements
do not make pointer analysis, and program analysis in general, unnecessary; instead,
they shift the focus of program analysis from optimization to verification.

Using pointer analysis in program verification tools implies the use of provably
correct analyses. As most of the current pointer analyses do not have a correctness
proof, a lot of work is necessary in this area.

This thesis investigates the design and the correctness of a pointer analysis for the
Java programming language. Although the analysis was originally based on ideas
from a previous analysis, published by Whaley and Rinard [25], we made several
important modifications that make it distinct from the original analysis. The major
part of this thesis is dedicated to the correctness proof for the analysis.

!Unfortunately, there is no available estimate of the number of SM theses. Whatever that number
was, we incremented it!
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The analysis is a flow-sensitive, compositional, inter-procedural pointer analy-
sis. It is based on the abstraction of points-to graphs, which characterize how local
variables and fields in objects point to other objects. The analysis uses the object
allocation site model: all objects created by the same allocation instruction in the
program are modeled by the same node. Each points-to graph also contains escape
information that characterizes how objects allocated in the analyzed part of the pro-
gram can be accessed by other parts. The analysis examines each method once? and
generates a single, parameterized points-to graph for the end of the method. This
points-to graph uses placeholders to abstract over the calling context. The analysis
instantiates the points-to graph computed for the exit point of a method for each call
site which may call that method.

We prove the correctness of the analysis with respect to three optimizations: stack
allocation, allocation in the thread-local heap, and synchronization removal. We also
obtain results that characterize the modeling relation between the points-to graphs
and the heaps created by the execution of the analyzed program.

Initially, we worked on the correctness proof for the analysis of Whaley and Ri-
nard [25]. However, to prove the correctness of that analysis, we had to reformalize
it from scratch, obtaining a new analysis. Much of our new analysis was motivated
by the need to make the formal specification of the analysis clearer and easier to
reason about. The final design of the analysis was also motivated, in part, by correct-
ness considerations. During the process of developing the proof for our analysis, we
discovered several corner cases and found it necessary to augment the rules for the
inter-procedural analysis to cover these corner cases and make our analysis correct.

The proof has a multi-layer structure. At the bottom level we have the concrete
semantics of Java. The pointer analysis is the top layer. Due to the big difference
in the complexity of these two layers, it was difficult to relate them directly. Our
proof idea is to introduce an intermediate layer, the abstract semantics, between the
two. For each relevant point from the execution of a program, the abstract semantics
computes an abstract state that models the heap, and an explicit abstraction relation
that records how nodes model objects. We prove that in this hierarchy, each layer is
a conservative approximation of the layer beneath it. We split the proof in two parts:
one set of invariants that relate the abstract semantics to the concrete semantics and
another set of results that relate the pointer analysis to the abstract semantics.

Our proof has many things in common with the abstract semantics framework [8].
The main similarity is our view of the analysis, at least in an intermediate form of it,
as an abstract execution of the program over a finite lattice. However, our proof is
not based on the techniques specific to the abstract semantics framework. Instead, it
uses simulation invariants, which is a popular methodology for the correctness proofs
of distributed systems [15]: the abstract semantics simulates the concrete semantics
with respect to a set of invariants.

This thesis makes the following contributions:

ZHowever, each set of mutually recursive methods requires a fixed point algorithm.
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new pointer analysis We give a complete, formal presentation of the modified anal-
ysis. The modified analysis is quite far from the initial one, although they are
based on the same intuitive ideas. Therefore, it can be considered a new anal-
ysis.

correctness proof We present a formal correctness proof for the new pointer anal-
ysis. To the best of our knowledge, this is the first correctness proof for a
flow-sensitive, compositional, inter-procedural pointer analysis.

The rest of this thesis is organized as follows. In Chapter 2, we present our new
pointer analysis. Next, in Chapter 3, we describe a few applications of our pointer
analysis. Chapter 4 is the core of the thesis: it presents a correctness proof for our
analysis. We discuss related work in Chapter 5 and conclude in Chapter 6.
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Chapter 2

Analysis Presentation

This chapter gives a formal presentation of our pointer analysis. We start by present-
ing the main design features of the analysis in Section 2.1. In Section 2.2, we describe
the general mathematical notations that we use in this thesis. Next, we present the
representation of the analyzed program in Section 2.3. Section 2.4 introduces the sets
and the notations that are used in the main section of this chapter, Section 2.5, to
formally present our analysis. Finally, Section 2.6 gives a high-level description of an
algorithm for computing the analysis.

2.1 Analysis Features

Our pointer analysis is a flow-sensitive, forward dataflow may-analysis. The analysis
is compositional and can analyze incomplete programs. The heap is represented by
using the object allocation site model. These are all classic terms from the program
analysis theory [16]. Here is a brief explanation of them:

flow-sensitivity The analysis attaches to each program point a points-to graph that
models the heaps created by the execution paths that end in that point. We
contrast this with a flow insensitive analysis, which would compute a single
points-to graph for the entire program.

object allocation site model All objects created by executions of a given object
allocation instruction from the source program are modeled by the same node.

forward dataflow analysis The analysis uses the control flow of a method to prop-
agate information from the entry point of the method to its exit point. In con-
trast, a reverse dataflow analysis would use the reverse flow of the method to
propagate information from the exit point of the method to its entry point.

may-analysis The points-to graph that our analysis computes for a given program
point models the union of the heaps created by all the execution paths that end
in that point. For example, if some path creates a heap reference, the analysis
will report it, even if some other paths do not create it. A must-analysis would
model the intersection of those heaps; in the previous example, it would report
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only the references which are created along all the execution paths which end
in that point.

compositionality The analysis analyzes each method once!, without knowing its
calling context. The analysis of a method produces a parameterized result that
is later instantiated for each call site where that method might be called.

analysis of incomplete programs The analysis is able to analyze parts of the pro-
gram that call methods whose code is unavailable, e.g., native methods, or for
which we do not know the calling context.

Analysis Scope

As we mentioned previously, for each program point, the analysis computes a points-
to graph that models the heap at that point. The points-to graph computed by the
analysis for a program point will also give information about which objects escape,
i.e., are reachable from outside the analysis scope. In the case of the pure intra-
procedural analysis, which do not analyze any call site, the scope of the analysis
is the method m that contains that program point, up to the program point. The
inter-procedural analysis extends this scope from method m to m plus the methods
it transitively calls.

2.2 General Mathematical Notations

In the presentation of the analysis and in the rest of this thesis, we use the following

mathematical notations: “{ag, ai,...,ar}” represents the set that contains the dis-
tinct elements ag, a1,...,ax. “[ag, a1,...,a;]" is a list whose elements are, in order,
ag, a1, ... ,ax. In a list, the order is important, and the same element can appear

multiple times. “list of A” is the set of all the lists of elements from the set A.
“{a; = b;}icr” denotes a partial function f such that f(a;) = b;,Vi € I, and f is
undefined in the other points. If f: A — B is a function from A to B, a € A, and
b € B, the notation “f [a +— b]” denotes a function that has the value b in the point
a, and behaves exactly like f in the other points of the domain A.
If # € A x B is a relation from A to B, then, if a € A, u(a) = {b] (a,b) € u}.
Furthermore, if S C A, u(S) = J,cq p(a).

2.3 Program Representation

Although the analysis handles the full Java language [3], for simplicity, we use just a

subset of it. We indicate the missing parts and how the analysis handles them.
Figure 2-1 presents the notations used in the representation of the analyzed pro-

gram. The analyzed program is composed of a set of classes, Class, which define a

1Recursive methods still require a fixed-point algorithm.
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set of methods, Method. Among these methods, there is a distinguished one, denoted
Mmain, Which is the root of the program: the execution of the program starts with
the first instruction from this method. Each method has a list of parameters, a set of
local variables, and a body consisting of a list of instructions. We make the follow-
ing simplifiying convention: if a method m has k = arity(m) parameters, then these
parameters are, in order, pg, p1,...,Pr—1. For non-static methods, pg, i.e., the first
parameter, is the “this” parameter. In Java, parameters are just a special case of
local variables, i.e., p; € V.

The body of the method m is a list of instructions from the set Statement. Each
instruction has a unique label [b € Label obtained by pairing m with the address
a of the instruction, which is simply the index of the instruction into m’s list of
instructions. The indexing starts from zero; the first instruction of method m has the
label (m,0). Given a label Ib = (m, a), the auxiliary function nezt computes the label
immediately succeeding lb, next(lb) = (m, a+ 1). The statement associated with the
label b is obtained with the help of the auxiliary function P : Label — Statement.

Also, each class C € Class has a set of fields fields(C) = {fo, fi,... , fy—1}. Some
of the fields are static: a static field is attached to the class C, not to a specific
instance of C. We can view the static fields as some sort of global variables. In our
notation, we do not make the distinction between static and non-static fields, but
we have distinct instructions for manipulating them. We ignore all access modifiers:
public, private, etc.

The field [] is an artificial field; it cannot appear in a normal program, but the
analysis uses it internally to model array cells. We discuss more on this issue in
Section 2.4.

C € Class={Cy, Cy,...}
m € Method = {mg, m;...}

s € MethodName = {“foo”,“bar”, ...}
b € Label = Method x Address

a € Address=N

P :  Label — Statement

f € Field ={f, fi,... Y U{]]}
fields . Class — P(Field)
v,p € V={w,uv,...} U{po,p1,-.-}
stat € Statement (see Figure 2-2)
next : Label — Label = X(m, ay.(m,a+1)
arity : Method - N

Figure 2-1: Sets and notations for the program representation
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We suppose that prior to the analysis, the program is parsed and converted into
an intermediate representation containing only the instructions from Figure 2-2.

A Java program manipulates data of primitive types — integers, booleans, float-
ing point types — and non-primitive (or pointer) types: simple objects and arrays.
To simplify the presentation, we consider only the instructions that might manipu-
late pointers; all the other instructions are assimilated with NOP (and their transfer
functions will be the identity function). For example, we ignore all the instructions
for integer arithmetic, and the instructions that copy an integer value from one lo-
cal variable to another. We also suppose that procedures have only pointer-type
parameters and return values. Extending the analysis to handle primitive types is
straightforward.

COPY " = Vs
NEW v =new C
NEW ARRAY v =new C[k]
NULLIFY v =null
STORE ’Ul.f: Vo

STATIC STORE | Cf=w
ARRAY STORE | w[i] = w»
LOAD Vo = vy.f
STATIC LOAD v=C.f
ARRAY LOAD ve = vy [7]

IF if (...) goto

CALL vgp = Up-S(v1, ..., V)

RETURN return v

THREAD START | start v

NOP nop, other irrelevant instructions

Figure 2-2: Instructions in the analyzed program

We give a formal semantics of the instructions at the beginning of the correctness
proof in Chapter 4. At this point, we give just the informal semantics. A COPY
instruction “v; = vy” copies the value of the local variable v, into v;. A NEW
instruction “v = new (" creates a new object of class C; all the non-static fields of
non-primitive type from the newly-created object are initialized to null. Similarly,
the NEW ARRAY instruction creates a new array object. If the cells of the newly
created array are of a non-primitive type, they are all initialized tonull. A NULLIFY
instruction simply sets a variable to null.

The STORE instructions store values into memory. There are three types of
STORE instructions: the first two assign a value to a non-static, respectively static
field; the third one, ARRAY STORE, stores a value in a specific array cell. The LOAD
instructions read values from memory. There are three types of LOAD instructions:
the first two read a non-static, respectively static field; the third one reads the value
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stored in a specific array cell.

Normally, the intra-procedural control flow goes from label Ib = (m, a) to label
nezxt(lb) = (m,a + 1). This normal flow of control can be altered with the help of
an IF instruction. An IF instruction is basically a conditional jump to a specific
address in the same method; the specific condition tested by an IF instruction is not
important for the analysis and we intentionally left it unspecified.

The inter-procedural flow of control is handled by CALL and RETURN. CALL
calls a virtual method: it calls the method named s, defined for the class C of the
receiver object, i.e., the object pointed to by v. There are two steps: the first step,
called dynamic dispatch, determines the specific method that has to be called (the
callee); the second step does the actual call. The parameter passing semantics is
call-by-value; however, keep in mind that each parameter has pointer type, i.e., it is
the address of an object. RETURN returns the control from the callee back into the
caller. Also, a RETURN instruction “return v” copies the value of the local variable
v from the callee into the variable vy from the caller, where vg is the variable that
receives the result of the corresponding CALL instruction “vg = vg.s(vi,... , ;)"

To simplify the presentation, we did not give a specific instruction for calls to static
methods; these calls are simpler because they skip the dynamic dispatch phase. As the
analysis is not concerned with the dynamic dispatch (we suppose a conservative call
graph is constructed before the analysis), the calls to static methods will be treated
similarly to the virtual calls. We also did not give any mechanism for calls to native
methods. However, the analysis will deal with the more general case of unanalyzable
calls, calls that we cannot or do not want to analyze?. Once we give the analysis for
the virtual calls, it is easy to extend it to cover the calls to static and native methods.
It is also trivial to extend it for methods that do not return any result, i.e., methods
whose result has type void.

Unlike Java, where a thread is started by calling a special native method -~
public native java.lang.Thread.start() — we start a thread by executing the
THREAD START instruction “start v”. This, too, does not reduce the generality
of our analysis: each call site which may call that native method can be considered a
potential thread start instruction and treated as such.

In a Java program, no local variable can be used before being initialized. We
suppose this is already checked by an earlier stage in the compiler.

In Figure 2-2, we did not present any I/O instructions. These instructions are
supposed to be implemented as calls to specific native methods.

Termination and Result In our model, a Java program terminates when all its
threads of execution terminate. It is possible to have infinite executions. In this
thesis, we are not directly interested in the result of a program but rather in the heap
structures manipulated by the program during its execution. As we prove later, after
we do the optimizations enabled by the pointer analysis, the program manipulates

2For example, because the code of the callees is not available or their analysis would be too
expensive.
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the same heap structures, and so, it will ultimately obtain the same result. This
guarantees that our optimizations preserve the semantics.

We assume that we have a control flow graph for each method appearing in the
program and a call graph for the entire program. These structures are frequently used
by any realistic compiler, and it is reasonable to suppose that they are constructed by
a phase that precedes the analysis. For the sake of completeness, we briefly describe
both of them below.

Control Flow Graph The control flow graph of a method m conservatively ap-
proximates all the possible execution paths inside m. Given a method m, the control
flow graph of m, denoted CFG,,, is a directed graph CFG,, = (A, E), where

o the set of vertices, A, is the set of labels appearing in the body of m plus one
special label entry,, for m’s starting point and one special label ezit,, for m’s
exit point, i.e., A = labels(m) U {entry,,, exit,, };

e the set of arcs E C A x A contains:

— an arc from entry,, to (m,0) (the label of the first instruction from m);

— an arc from b to next(lb), for every label Ib such that the instruction at
label 16 is not a RETURN;

— an arc from b to (m,a;) for every label Ib such that the instruction at
label [b is “if (...) goto a;

— an arc from b to exit,,, for every label Ib such that the instruction at label
[b is a RETURN.

The two special labels entry,, and ezit,, guarantee that m contains an isolated
entry point (no arc points to it) and a single exit point. The control flow graph has
the property that for every two labels Ib; and lb, that might be consecutive on an
execution path inside method m, there is an arc from b, to lb,. We suppose that the
intermediate representation handles exceptions ezplicitly. Such a representation adds
an explicit test in front of each instructions which might throw an exception (e.g.
a pointer dereferencing), and after each call which might propagate an exception.
So, every dynamic execution path translates into a path in the statically constructed
control flow graph.

In a control flow graph CFG,,, we define the functions pred, succ : A — P(A)
that return the predecessors, respectively successors of a given label /b, as follows:

pred(lb) = {Ib" | (Ib',1b) € E}
succ(lb) = {Ib"| (Ib,Ib'y € E}
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Call Graph A call graph is a function CG : Label — P(Method) that, for each
CALL instruction, gives the set of methods that that CALL instruction might call in
a concrete execution. The call graph is conservative: for a given CALL at label Ib,
CG(Ib) contains all the methods that might be called by that CALL in any given
concrete execution, As in general, a call graph construction algorithm is imprecise,
the set CG(lb) might contain some other methods, too. The smaller this set is, the
more precise the call graph algorithm is said to be.

There are many algorithms for computing the call graph of a program [1, 9]. The
correctness of the analysis is not affected by the precision of the call graph used in a
particular implementation of the analysis. However, for achieving good precision, a
good call graph is recommended. It is also possible to combine the pointer analysis
and the call graph construction; we have not investigated this issue yet.

2.4 Sets and Notations

Figure 2-3 presents the sets and the notations used by the analysis. In the following
paragraphs, we give an intuitive explanation of our abstractions.

Nodes

We introduce the node abstraction to model objects created during the concrete
execution of the program. A node from the abstract semantics models one or more
objects from the concrete execution. There are several disjoint kinds of nodes: inside
nodes, placeholder nodes, result nodes, static nodes, and the special node nuy,; for
modeling the special pointer value null.

Inside nodes model objects created by the analyzed method m or by one of the
methods transitively called by it. We introduce one inside node n}, for each label that
corresponds to a NEW or an ARRAY NEW instruction. nf, models all the objects
created by executions of the instruction from label [b. Note that as [b can be in a
loop, n}, might represent more than one object.

Suppose we analyze a method m. Method m is not restricted to manipulate only
objects created by itself. For compositionality reasons, the analysis of one method
cannot look “outside” it. Hence, we need some placeholder nodes to model those
objects that are manipulated by m, but which might be created outside it. Later, in
the inter-procedural analysis we try to find the actual nodes that each placeholder
node stands for. There are two disjoint kinds of placeholder nodes: the parameter
nodes and the load nodes.

The parameter nodes are used to model the objects that are passed as parameters
to a given activation (i.e., invocation) of a method m. To obtain a compositional
analysis, we assume that the parameters are maximally unaliased by introducing one
parameter node nﬁl’i for each formal parameter p; of the analyzed method m. If
later in the inter-procedural analysis we discover that two parameters are aliased, we
merge the aliased placeholder nodes by mapping them to the same nodes. Intuitively,
it is always easier to treat the more general case of maximally unaliased parameters
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n € Node= INode ¥ NodePlaceholder W RNode W
SNode W {nmm1}

ny € INode = {INSIDE} x Label
nl, ¥ (INSIDE, Ib)
NodePlaceholder = LNode W PNode

ny € LNode = {LOAD} x Label

ni; € (LoaD, Ib)
nl.;, € PNode = {PARAM} x Method x N
nP. = (PARAM, m, i)

nk RNode = {RETURN} x Label

n® = (RETURN, Ib)

ng € SNode = {STATIC} x Class

n, € (STATIC, C)

I € InsideEdges® = P( (Node \ {npu1}) % Field x Node )
0* € OutsideEdges® = P( (Node \ {ngu1}) x Field x LNode )

L* € LocVar® =V — P(Node)

G € PTGraph® = InsideEdges® x OutsideEdges® x LocVar®x
P(Node) x P(Node)

Figure 2-3: Sets and notations used by the analysis
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and to merge nodes later, than to work with fewer nodes and to split later! For a
given activation of a method, a parameter node models a single object: the object
sent as actual argument. We use the notation ParamNodes(m) to indicate the set of
parameter nodes of method m € Method:

ParamNodes(m) = {nl; | 0 <i < arity(m) — 1}

Another reason for introducing placeholders is the need to cope with the LOAD
instructions that read references from escaping nodes. Escaping nodes are those nodes
that might be accessed from outside the current activation of m. As the analysis does
not know what the other parts of the program might write in that object, it does not
know what is actually read in the concrete execution. In this case we use the second
kind of placeholders, the load nodes. We introduce at most one load node nk for
each label [b that corresponds to a LOAD instruction, i.e., P(lb) = “v; = w.f. n}
models the objects read by that instruction from objects that might be accessed from
outside the current activation of method m. As a LOAD instruction might be in a
loop, a load node might model multiple objects.

Some methods cannot be analyzed, because their code is not available, as is the
case of the native methods, or because their analysis would take too long. However,
when m calls such a method, we need to model somehow the object that is returned
from it. We use a special kind of nodes, the result nodes, exactly for this purpose. If
the instruction at label b corresponds to an unanalyzable CALL?, the result node nff
models the object that might be returned by the called method. Due to the loops, a
result node might model multiple objects.

To model static fields, we create a static node n, for each class C that has static
fields. This static node acts as a “wrapper” for the static fields of the associated
class C. For example, if a class C has several static fields, they will be modeled as
normal fields of the node n?.. The existence of a single static node for a class is the
consequence of the fact that the static fields are associated with the class. Other ideas
are possible for modeling the static fields, e.g., introducing a special mathematical
structure for each static field, but we prefer the static nodes because they make the
static fields look similar to the normal, non-static fields, and lead to a more uniform
formalism.

Nodes and threads In Java, with the exception of the main thread, each thread of
execution corresponds to a “thread object”, i.e., a normal object that implements the
Runnable interface. As objects are modeled by nodes, the threads that are different
from the main thread are modeled by nodes, too.

3We do not give any formal definition of an unanalyzable CALL. We simply suppose that, due
to various reasons, some CALLs are unanalyzable.
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Edges

Suppose that in the heap created by the execution of the program, the field f
of object o0; has as value the address of object 0,. In this case we say that o,
points to o0y through the field f, or, in other words, we have the heap reference
{01, f, 02). Heap references are modeled in the analysis by edges: triples from the
set (Node \ {npu11}) X Field x Node. In the previous example, the heap reference
(01, f, 02) will be modeled by the heap edge (ni, f, n2), where n, is a node that models
01 and ng is a node that models 0,. There are two kinds of edges: inside edges, which
model the heap references created by the analyzed scope, and outside edges, which
model the heap references read by the the analyzed scope from objects that might be
accessed from outside it. An outside edge always ends in a load node. As a program
cannot write to nor read from a null pointer, an edge cannot start from 74.1.

Modeling of array cells In Java, arrays are just a special kind of objects. By
consequence, they are modeled by nodes. If an array has cells of non-primitive type,
the values stored in thesc cells are addresses of heap objects. To model these ref-
erences, we use the artificial field [] that represents all the cells of an array. We do
not distinguish between the different cells of an array. For example, if object o0, is an
array modeled by node n; such that 0,{0] is a reference to the object oq, and 04[1] is
a reference to the object o3, then the field [| of node n; points to nodes n, and ns,
where node ny, models 0, and node nz; models 0.

If we extend the analysis to include some form of integer analysis and treat the
array cells in a more precise way, we have to use more than one field for representing
the array cells. However, we should be aware that this is not a trivial thing to do:
there is currently only one pointer analysis which distinguishes the array fields [18].

State of the Local Variables

The state of the local variables of the analyzed method m is modeled as a function
L*: V — P(Node) that assigns to each local variable v the set of nodes that v might
point to. Note that although at any given moment in the program execution, v has
only one value, L®(v) might have more than one element. This is both due to the
analysis imprecisions, and to the fact that the statically computed L®(v) must model
the value of v on all possible dynamic execution paths that reach that program point.

We also use L® to keep track of the objects that might be returned from the
analyzed method m. For this purpose, we introduce a dummy variable v,.; that is
put to point to the objects that are returned from m®*. L%(v,y) is the set of nodes
that might be returned from m. An alternative is to have a separate set of returned
nodes; for simplicity reasons, we decided to minimize the number of components of a
points-to graph.

4This is equivalent to splitting a RETURN instruction return v in three phases: copy v into
Uret, pOp the stack frame of the callee, and copy v, into vg, where vg is the variable from the caller
that has to receive the result of the corresponding CALL instruction: “vg = vy.s(v1, .- , Vk—1).”
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Points-to Graphs

The points-to graph that the analysis computes for a given program point conser-
vatively models the program state created by any execution path that reaches that
point. We are interested in the values of the local variables that have pointer types,
and in that part of the heap that the analyzed scope creates or accesses. For example,
we are not interested in the specific value of an integer variable. The points-to graph
models the heap and the state of the local variables and also offers information on
which nodes escape from the analyzed scope.
Formally, a points-to graph G € PTGraph® is a five-tuple

G — <Ia,Oa, La, Sa’ Ua)

consisting of the set of inside edges I, the set of outside edges 0%, the abstract state
of the local variables L%, the set of the threads started by the analyzed scope 5%, and
the set of nodes that directly escaped into an unanalyzed method U®.

We have already examined the first three components. We now explain the other
two. The objects created by the analyzed scope might escape it (i.e., be manipulated
from outside the analyzed scope), because they are reachable from one of the following
escapability sources:

e Static fields (which behave as global variables);

e Caller (i.e., they are reachable from the parameters or from the object that is
returned to the caller);

e Threads started by the analyzed scope;

e Methods called by unanalyzable CALL instructions from the analyzed scope;
as we do not know what these methods do, we have to be very cautious and
consider the object potentially accessible to the entire program (e.g., one of
these methods might store a reference to the object in a static field).

As an object might be manipulated from outside the analyzed scope only if it is
reachable from the outside, escapability is basically a reachability property and has to
be propagated along the heap references. The heap references already being modeled
by the sets of inside and outside edges, we just need to keep track of the nodes that
model the objects that directly escape (the sources of escapability).

The static fields are already modeled by the static nodes. The nodes directly
reachable from the caller are already modeled too: the objects received as parameters
are modeled by the parameter nodes and the objects that might be returned to the
caller are modeled by the nodes from L%(v,). The sets S and U* have the purpose
of modeling the remaining two source of escape information. The set §* models the
threads started by the analyzed scope. The set U® models the set of objects that
are passed as arguments to the unanalyzed methods. The objects received as return
values from these unanalyzed methods are already modeled by nodes from RNode.
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Escape Predicate

Having modeled both the sources of escape information and the heap edges, we can
propagate the escape information along the inside and the outside edges to see if a
particular node escapes from the analyzed scope of not. Given a points-to graph, we
can define an escape predicate that tells whether a node is reachable from one of the
sources of escape information. Before giving the definition of the escape predicate,
we give a formal definition of reachability from a set or roots over a set of edges.

Definition 1 (Reachability predicate). Let R C A be a set of root vertices from

the set A and E C A x Field x A be a set of arcs, labeled by fields. We define the
predicate

reachable(R, E) : A — {true, false}

as the least fixed point of the following constraints:

a€R
reachable(R, E)(a) 21)
(a1, f,a0) € E, reachable(R, E)(a;) (2.2)

reachable(R, E)(asy)

The previous definition implicitly uses the usual ordering rclation on boolean
predicates; if p1, p2 : B — {true,false} are two boolean predicates over an arbitrary
set B, then:

p1 C po ift Vb€ B,pi(b) — pa(b)

Note that we did not specify the set A of vertices. In the next definition, it will
be Node but the definition of reachability is more general. Basically, a vertex a is
reachable from the set R of roots if it is one of the roots or if it is pointed to by an
arc which starts in an already reachable vertex.

Definition 2 (Escape predicate). Given a method m with the associated param-
eter nodes ParamNodes(m) = {nl o ... .nL, }, and a points-to graph G =
(I*,0% L% S* U®) computed by the analysis for some program point inside m, we
define the escape predicate

e*(G) : Node — {true, false}
as follows:

e?(G)(n) = reachable(N,I* U O*)(n)

where N = ParamNodes(m) U SNode U L?(v,¢,) U S* U U® U RNode.
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Notation: We say that a node n escapes in the points-to graph G iff e*(G)(n) is
true. Otherwise, we say that n is captured in G. We omit the points-to graph G
when it is obvious from the context.

Ordering Relations

In the next section, we define our analysis in the Monotone Framework from [16]. In
that framework, an analysis attaches an element from a property space to each pro-
gram point from the program. In our case, the property space is the set PTGraph®.
To comply with the Monotone Framework, we need to define an ordering relation C
on it such that (PTGraph®, C) is a join semi-lattice. Furthermore, to cnsure termina-
tion of the fixed-point algorithms used for implementing our analysis, (PTGraph®, C)
should respect the Ascending Chain Property: any ascending chain has to stabilize
at some point.

The ordering relation on points-to graphs is defined component-wise. We first
introduce ordering relations for the components of points-to graphs. A points-to
graph G = (I*,0%, L*, 5% U®) is composed of a few sets — I*, O%, §¢ and U® —
and a function L* : V — P(Node). The ordering relation between sets is the set
inclusion relation and the associated join operation is the set union. For elements
from the set of functions LocVar® = V — P(Node), we use the classic ordering
between functions:

L T L3 iff Ve e V L{(v) C L§(v) i.e.,, Yo € V, L{(v) C L3(v)
The associated join operation is
LY U Ly = Av. (L} (v) U L (v))
Definition 3 (Ordering relation on PTGraph®). Given two points-to graphs

G, = < Ifa O(IL’ Ltlla Sla) Ula )
G2=<I§1: Oga Lg’ S’Za7 U2a>

G is said to be smaller than G4, i.e. G & G4 iff
I8 C I8, 0*CO8, LeCLE, 8¢ C 82 and Us C Ug

Lemma 1. (PTGraph®, C) is a join semi-lattice with the associated join operator U
defined as follows

(Iy, O, Ly, Sp, Up)yu(ls, 03, Ly, S5, Uy ) =
(ITUly, O1U0g, Av(L{(v) U L3(v)) , SPUSy, U U Uy )

and the least element L prgroppe= ( 0, B, Av.0, 0, 0 ).

Proof: Trivial. O
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Lemma 2. For a given analyzed program, the join semi-lattice (PTGraph®,C) sat-
isfies the Ascending Chain Property, i.e., Gy T Go T ... implies 3t such that
Gi:GH—l =....

Proof: For any given program, the number of nodes we can define is bounded: we
have one parameter node for each formal parameter, one inside node for each NEW
statement, at most one load node for each LOAD statement, one return node for
each unanalyzed CALL and one static node for each class that has static fields. By
consequence, PTGraph® is finite and (PTGraph®,C) trivially respects the Ascending
Chain Condition. O

2.5 Formal Presentation of the Analysis

We define our pointer analysis in the context of the Monotone Framework for dataflow
analysis from [16, Chapter 2].

Given a method m, with k parameters, pg, p1, ..., px_1, the analysis instance for
method m computes a pair (oA, Ao) of two functions oA, Ao : Label — PTGraph®,
such that for each label b from the body of m, 0 A({b) is the points-to graph attached
to the program point right before Ib and Ao(lb) is the points-to graph attached to
the program point right after (b°.

Here are the elements that define our analysis:

e The analysis is a forward analysis that propagates information from the method
entry point along the edges of the control flow graph. The set E of extremal
labels contains just the entry label of m, entry,,, and the flow used by the
analysis is the control flow graph for method m, CFG,,.

e The extremal value for the extremal label, i.e., the points-to graph associated
with the beginning of m, is:

Ginit — <®7 ®7 L(ilm'ta ®7 @>
where
Lo

init init

(p:) = {ny,;}, Vi€ {0,1,... ,k — 1} and L% (v) = P otherwise.

e The property lattice is (PTGraph®,C).

e The transfer functions associated with the labels are presented in Figure 2-4.

°In [16, Chapter 2|, the authors use the notations Ao, A.. We replaced them with our own
notations — oA, respectively Ao — which make the position of the program point more explicit:
before, respectively after the label.
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The analysis for method m can be expressed as a set of equations:

Ginit if b = entry,,
oA(lb) = { L|[{Ao(ib") | Ib' € pred(Ib)} otherwise ! (2.3)
Ao(lb) = [ib]*(oA(lb))

We prove later in this section that the transfer functions are monotonic. Once we
know this, we can solve the analysis equations using any of the many standard meth-
ods for monotone dataflow analysis |16}, ranging from Chaotic Iteration (the easiest
to implement) to Worklist Algorithms to Iterating Through Strong Components (the
most efficient). The solution we obtain is the least fixed point of the equations; for
historic reasons, it is called MFP, which stands for Mazimal Fizxed Point.

As the join operation on PTGraph® is essentially a component-wise set-union,
the analysis is a may-analysis: the points-to graph associated with a program point
inside m conservatively approximates the information that is propagated along any
execution path that reaches that point.

2.5.1 Transfer Functions

Figure 2-4 presents the transfer functions associated with the labels from the analyzed
program. The transfer function [Ib]® takes as argument the points-to graph for the
program point just before label Ib and returns the points-to graph for the program
point right after [b. We define the functions [lb]* on a case by case basis, based on
the instruction from label lb. Figure 2-4 does not cover the case of an analyzable
CALL; we study this case later in Section 2.5.2, which we dedicate entirely to the
inter-procedural analysis. In the next paragraphs, we give an intuitive description of
the transfer functions associated with the labels/instructions from the program.

As a general rule, assignments to variables are destructive, i.e., assigning something
to v “removes” all the previous values of L%(v), while assignments to node fields are
non-destructive®: assigning something to n,.f does not remove the existing edges that
start from n;. The reason is that nodes might represent multiple locations and so,
updating n;.f might not overwrite the edge (ny, f, n2) because the update instruction
and the edge concern different objects! For example, it is possible that the assignment
to n1.f models an assignment to o;.f, where object 0, is modeled by n,, and the edge
{n1, f,n2) models an edge in the concrete heap that starts from the object 0y # o,
where 05 too is modeled by n,. This imprecision is due to the fact that the same node
models potentially many objects, and is unavoidable in a static analysis that needs
to represent a possibly infinite structure, the heap, in some finite way.

6 An equivalent term is weak updates; the opposed term, strong updates, denotes the updates that
removes the previous edges.
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[.]* : Label - PTGraph® — PTGraph®

[entry,,]* and [ezit,,]* are the identity function;

the other cases are presented below:

P(ib) [b]*(G = (1*,0%, L*, S%, U*))
v = Uy (I*, 0%, L% [v; — L%(w)], 8%, U?)
a e Ta I a Jra
= | i e s
v =new C[k] (e U {{nk, [, aura)} , 0% L% [0 {0} }] , 5%, U*)
v =null (1%,0%, L% [v = {npm1}], 5% U%)
v.f= v (I U ((L*(v) \A{mmarn}) x {/} x L%(vg)) , 0%, L*, §¢, U*®)
Cf=wv (I* U ({n3} x {f} x L*(v)) ,0%, L, 5%, U®)
nli] = v (I U (L) \ {mmanr }) x {{]} x L9(v2)) , 0%, L, 8%, U*?)
vy = vy.f process _1oad(G vy , L*(v1) \ {nau1} ./, 1b)
v=C.f process _load(G v, {nS} ,f,ib)

vy = 1]

process _load(G vy , L*(v1) \ {nnun1} ,{] , 1b)

if (...) goto a

(I1¢,0°,L*, 5% U*) (unmodified)

vr = vp.8(v1, . ..

, V5)

Case 1: analyzable call
Studied later in Section 2.5.2

Case 2: unanalyzable call
(1°,0° L [ug — nff], 8%, U U UL, L*(w))

(1¢,0%, L% [vyer — L*(0)], 5%, U®)

return v where v, 18 the dummy variable used to store
the return value of m.

start v (I*,0°,L*, §* U L*(v), U%)

nop (1*,0°,L*, 5% U®) (unmodified)

Figure 2-4: Definition of the family of analysis transfer functions [Ib]%, b € Label
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The two special labels we introduced, entry,, and exit,,, do not correspond to any
concrete instruction and hence do not have any impact on the program execution. The
transfer function for them is naturally the identity function on the set PTGraph®. This
is also the case for the labels that correspond to IF, NOP, or some other instruction
that does not manipulate pointers.

The processing of a NULLIFY instruction “v = null” simply sets v to point to the
special node ngyy;. A COPY instruction “vy = vy” makes v; point to all the nodes
that v, might point to. As previously mentioned, the analysis “forgets” the previous
value of L*(v;).

The transfer function for a label b that corresponds to a NEW instruction “v =
new C” makes v point to the inside node attached to the label b, n},, and records the
fact that all the fields of n{b point to ngu11. Because assignments to node fields are
non-destructive, the analysis does not remove the previous inside edges corresponding
to those fields”.

The transfer functions associated with the three STORE instructions — STORE,
STATIC STORE, and ARRAY STORE — are similar. In all cases, the analysis
updates the set of inside edges by adding the edges A x {f} x B, where the specific
sets of nodes A and B depend on the STORE instruction from label [b. For a
normal STORE “v;.f = w", A = L*(v) \ {nm11} and B = L%(w); the analysis
creates inside edges labeled with the field f from any node v, might point to, except
Nuu11, t0 any node v, might point to. As the program cannot write at the address
null, the analysis does not create edges from n,,1:. The case of an ARRAY STORE
instruction “w;[i] = w,” is similar, except that we use the special field [] which models
the references coming from all the cells of the array. For a STATIC STORE “C.f = v,”
A is the singleton containing the special static node n%, which serves as a wrapper
for all the static fields of class C, and B = L%(v).

The case of the three LOAD instructions is more complicated than the cases we have
seen so far. When the program loads a reference from a node, if that node is reachable
from outside the analyzed scope, the analysis does not know all the references that
start from that node: some part of the program that is outside the analyzed scope
might create a new reference that the analysis is unaware of. In this situation, the
analysis introduces outside edges to model the references that the program reads, and
a load node that is a placeholders for the actually loaded nodes.

The processing of the three types of LOAD instruction is similar: in all three cases
the analysis loads a field from a set A of nodes and makes a certain target variable
point to the loaded nodes. For LOAD and STATIC LOAD, the analysis loads the
field f that is mentioned in the instruction. For an ARRAY LOAD, the analysis loads
the special field [] that models the references coming from all the cells of an array

"Such edges might exist if the new instruction is in a loop; of course they refer to some other
object, created in a previous iteration of the loop, but n{b models that object too.
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process_load: PTGraph® x V x P(Node) x Field x Label — PTGraph®

PARAMETERS:
Points-to graph G = (1%, 0%, L*, 5%, U*) right before the LOAD;
Local variable v that is the target of the LOAD:;
Set of nodes A that the program loads from;
Field f that the program loads;
Label Ib of the LOAD instruction (used to generate a load node).

RESULT:
Points-to graph after the LOAD instruction.

Let B = {n € Node | 3n; € A, (ny,f,n) € I*}
E = {ned|e(G)n)

Case 1: E =10
process _load (G, v, A, f,lb) = (1*,0% L* [v — B], 8%, U*%)

Case 2: E#0
process_load(G, v, A, f, b) = (I*, 08, L* [v— (BU {nk})], S, U
where O% = O* U (E x {f} x {nk})

Figure 2-5: Definition of auxiliary function process load

object. The set A is obviously L*(v;) \ {7pua1} in the case of LOAD and ARRAY
LOAD; for a STATIC LOAD “v = C.f” it is the singleton consisting of the static
node n?, associated to the class C. Notice that as the program cannot read from the
address null, the analysis does not load anything from n.,;;.

Figure 2-5 presents the formal definition of the auxiliary function process load
that does the actual work for the three LOAD instructions. process load must receive
the following arguments: the points-to graph G right before the LOAD operation, the
set A of nodes that the program loads from, the loaded field f, the target variable v
to be set, and the label (b of the LOAD instruction. In the points-to graph returned
by process load, the target variable v points to all the nodes that are pointed to by
the field f of nodes from A. If A contains nodes that escape the analyzed scope (i.e.,
nodes n such that e*(G)(n)), the target variable also points to the load node n}
attached to the analyzed label /instruction. Also, in this case, the analysis introduces
an outside edge from every escaping node from A to nk; the label of each such outside
edge is the field loaded by the analyzed instruction, i.e., f.

The last three instructions that we have to discuss — unanalyzable CALL, START
THREAD, and RETURN — create potentially new sources of escapability. The
processing of these instructions updates one of the sets U?, §%, or L*(vy). In the
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case of an unanalyzable CALL “vg = v.5(vy, - - . , v;)”, the analysis adds all the nodes
pointed to by v, ..., v; to the set of nodes that are passed to unanalyzable CALLs.
Also, in the points-to graph after the unanalyzable CALL instruction, vg points to
the result node nji that models the object that is returned by the call at label [b. For
a START THREAD instruction “start ¢”, the analysis adds all nodes pointed to by v
to the set of potentially started nodes. Finally, for a RETURN instruction “return v”,
the dummy local variable v,; is put to point to the nodes that are returned.

Example 1. Consider the following small method:

b A(lb) | Ao(lb
c2 n(C po) { oAlb) | Ao(lh)
entry,, Gy Go
0: vO = p0.f; 0 G G
1: if (vO0 == null) goto 3; 0 !
1 Gy G
2: return vO0;
2 G, Gy
3: vl = new C2;
3 Gy G
4: p0.f = vi;
. . L 4 Gs Gy
: . return vi; 5 G Gs
exit,y, Gg G

For simplicity, we use integer labels. Method m checks whether the field f of its only
parameter is null or not. If it is, then it sets this field to point to a newly created
object. In both cases, it returns the (possibly new) non-null value of the field f.

The table on the right side of the code presents the result of the pointer analysis
for method m. Figure 2-6 presents the graphical representation of the points-to graphs
Gy, ... ,Ge that appear in the aforementioned table.

As the analyzed method does not contain any loop, the computation of the anal-
ysis is straighforward: it starts with the points-to graph for the beginning of the
method, and propagates the information down the flow by applying the analysis
transfer functions.

In the points-to graph G| for the beginning of the method (Figure 2-6.a), p0 points
to the parameter node nf’; all the other components of Gy are empty. The transfer
function for the LOAD instruction from label 0 loads the field £ of the escaped node
n¥. The analysis uses the load node nl as a placeholder for the actual nodes that
the instruction might read. It puts vO to point to nf, and creates the outside edge
(nf, £,nk). The resulting points-to graph, which is valid for the program point right
after label 0, is G; (Figure 2-6.b). As the transfer function associated with an IF is
the identity function, G, is also the points-to graph for the program point right before
label 2 and for the program point right before label 3. The RETURN from label 2
records the fact that the method might return n by setting the dummy variable
Vet to point to this node (Figure 2-6.c). On the other branch of the IF instruction,
the NEW instruction from label 3 puts vi to point to the inside node associated
with this instruction, i.e., n} (Figure 2-6.d). We supposed that the class C2 does not
have any pointer-type fields; otherwise, we would have several inside edges from n to
Nau11- The STORE from label 4 creates an inside edge from nf’ to n} (Figure 2-6.e).
The RETURN from label 5 sets v, to point to ni (Figure 2-6.f). The label ezit,,
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O node
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node placeholder

Legend

Figure 2-6: Points-to Graphs for Example 1

associated with the exit of the program has two predecessors: labels 2 and 5 that
correspond to the two RETURN instructions. Accordingly, the points-to graph for
the end of the method is Gg = G2 U G5 (Figure 2-6.g). A

To comply with the Monotone Framework, we need to verify that the transfer
functions are monotonic. Ignoring the case of an analyzable CALL, which has not
been covered yet, we obtain the following lemma:

Lemma 3 (Monotonicity of the transfer functions). For every label Ib inside
m, which does not correspond to an analyzable CALL, [Ib]* : PTGraph® —
PTGraph® is monotonic, with respect to the ordering relation from the join semi-
lattice (PTGraph®,C).
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Proof hint: [entry,,]* and [ezit,,]* are clearly monotonic; for the other labels, we
do a case analysis on the type of the instruction at label Ib, and we use the appropriate
definition of [Ib]* from Figure 2-4. The only non-trivial cases are those of the LOAD
instructions. In these cases, note that if G; C Ga, then e*(G1)(n) — e*(Go)(n). O

After we present the transfer function for an analyzable CALL, we extend Lemma 3
to cover that case too.

2.5.2 Inter-procedural Analysis

In Java, after every NEW instruction, the program calls a constructor that initializes
the newly created object. If we want to analyze real Java programs, our analysis has
to provide some degree of inter-procedurality; otherwise, all our nodes would escape
the analyzed scope and we wouldn’t be able to obtain precise information about any
of them. This subsection presents the transfer function for the labels that correspond
to analyzable CALLs.

Suppose we have a CALL instruction at label /6, having the form
vgr = Uo-5(V1, - - , Uj)

The transfer function [Ib]* for label [b receives as argument the points-to graph for
the program point right before the CALL, and returns the points-to graph for the
program point right after the CALL. It is defined as follows:

[b]*(G) = |_| interproc(G, o A(exit canee ), 10, callee) (2.4)
calleec CG(1b)

For each possibly called method callee € CG(Ib), the analysis uses the auxiliary
function interproc to compute a points-to graph for the program point after the CALL,
valid in the case when callee is called. As the statically computed call graph cannot
guess which one of the possible callees is called in a specific execution of the CALL
instruction, the analysis has to conservatively join the points-to graphs computed for
all the possible callees.

Figure 2-7 presents the definition of the function interproc. It has four arguments:

e Points-to graph G for the program point right before the CALL;
e Points-to graph G e = 0 A(€xit caiee) for the exit point of method callee;
e Label /b, of the analyzed CALL instruction;

o Called method callee.

The analysis combines G and G . to compute the points-to graph valid for the
program point after the CALL, in the case when callee is called. This computation
has three steps:
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wterproc: PTGraph® x PTGraph® x Label x Method — PTGraph®

interproc(G, G caniee, lbe, callee) =
let p' = mapping(G, G cace, lbe, callee) in
simplify(combine(G, G catiee, 1V, UR))
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where P(lb.) = “vg = vp.s(vy, ..., v;)".

Figure 2-7: Definition of function interproc

1. First, the analysis computes a mapping u' € Mapping = Node x Node that
maps the nodes from G g to nodes that appear in the final graph. Note that
this mapping is not necessarily the identity function: some of the placeholders
from the callee (parameter and load nodes) might represent other nodes. The
construction of the mapping p' uses the points-to graph before the CALL to
disambiguate as many node placeholders as possible.

2. Next, the analysis uses the mapping p’ to combine the two points-to graphs, G
and Gcrzllee-

3. Finally, the analysis simplifies the resulting points-to graph by removing super-
fluous load nodes and outside edges. It removes only those parts of the graph
that are not critical for the correctness, i.e., they are present there only as a
result of the analysis imprecisions.

Each step is implemented with the help of an auxiliary function. These functions
are, in order: mapping, combine, and simplify. We present them in detail in the next
paragraphs.

Construction of the Node Mapping

The function mapping constructs a mapping § € Mapping that maps the nodes
from G e to nodes that appear in the final graph. Figure 2-8 presents its formal
definition.

In a first step, mapping constructs an intermediate mapping p € Mapping that
maps the node placeholders from the callee to nodes from the points-to graph for the
program point right before the CALL. This step is the core of our inter-procedural
analysis. We define p as the least fixed point of the constraints 2.5, 2.6, 2.7, and 2.8.

The first two constraints initialize the mapping, the other two extend it. In a real
implementation, the first two constraints will be applied to initialize the mapping and
only the next two constraints will be considered by the iterations of the fixed-point
algorithm.

Constraint 2.5 records the fact that the parameter node nf;”eeﬂ- represents the
nodes actually pointed to by v;, the i*" argument passed to callee. These nodes are
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mapping : PTGraph® x PTGraph® x Label x Method — Mapping

Mapping = Node x Node

PARAMETERS:
Points-to graph right before the CALL, G = (I¢, 0%, L%, §* U*®);
Points-to graph from callee, GCGHGC = <[gallee’ Ogallee’ L(clallecﬂ Sgallee'l Uc(jzllee>;

Label b, of the CALL instruction; P(lb.) = “vg = vy.8(v1, ... ,v;)";
Called method callee.

RESULT:
Mapping p' € Mapping, computed as follows:

1. Let u € Mapping be the least fixed point of the following constraints:

L*(v) € p(nf o), Vi€ {0,1,...5}

callee i

ne € u(ng), YO € Class

(n1, f,n2) € O%eer (M3, f,na) € 1%, ng € pu(ny)
ng € ji(ng)

<Tl1,f, Tl2> € OZallee? <Tl3,f, Tl4> € Igallee’

(((n) U{m}) 0 (p(ns) U {ns})) \ {naaa} #90,
(ny # n3) V (ny € LNode)

p(ng) U ({na} \ ParamNodes(callee)) C p(ns)

2. Extend p to obtain p’ as follows:

'(n) = p(n) if n € ParamNodes(callee)
pAN) = p(n)U{n} otherwise

(2.8)

Figure 2-8: Definition of function mapping
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the nodes from the set L?(v;). Constraint 2.6 completes the initialization by mapping
each static node to itself®: n, € u(nd), VC € Class.

The other two constraints extend the mapping by matching outside edges (i.e.,
LOAD instructions that read references) against inside edges (which model heap edges
created by STORE instructions). As more and more mappings are discovered, the
mapping function goes deeper and deeper into the points-to graphs, and more edge
matchings can be applied; accordingly, the fixed point algorithm repeatedly applies
the constraints 2.7 and 2.8 till no further progress is possible and it reaches the least
fixed point.

Constraint 2.7 matches the outside edge (ny, f,n2) € O%,,.. from the callee against
the inside edge (ns, f,ny) € I* from the caller, under the condition that n, might
represent nz: n3 € p(ny). Figure 2-9.a presents a graphic representation of this
situation. As n; might be ns, the outside edge read from n; might be the inside
edge (nj, f,n4), and the load node n, might be the node ny. The analysis extends
the mapping to record this fact. This constraint deals with the cases when the callee

reads references from the heap structures created by the caller.

Constraint 2.8 matches an outside edge from the callee against an inside edge from
the callee. This constraint deals with the aliasing present in the calling context.
Suppose we have the outside edge (ni, f,n2) € O%,,. that corresponds to a LOAD
from the escaped node n,, and an inside edge from the caller (nj,f,n4) € I?

callee
If (p(n1) 0 p(ns)) \ {naur} # 0, then ny; and ny might represent the same node
ns € p(ny) N p(ns), ns # npen- The case ns = gy I8 not interesting, because no
edge can start from nyyp: the program cannot write to/read from the address null.
Figure 2-9.b presents a graphic representation of this situation. As the analysis for
the callee was not aware of the aliasing between n; and ns, it could not detect the fact
that the LOAD operation that created the outside edge might have read the reference
modeled by the inside edge. Once we know that n; and n3 might be placeholders for
the same node, we are able to infer that n, might be ny. We record this fact by
enforcing {n4} € p(n2) (the set difference is a technical detail that we explain later).
Also, as n4 i1s a node from the callee, it might be a node placeholder that represents
some other nodes (it might be in the domain of the u relation). Therefore, node
ne might represent not only n, but also some nodes represented by this node. The
analysis updates the mapping to record this too, such that p(n4) C p(ng).

The same reasoning is valid in the case when n; might be a placeholder for ns,
i.e., ng € p(ny) (Figure 2-9.c), or n3 might be a placeholder for ny, i.e., ny € u(ns)
(Figure 2-9.d). Instead of having three rules, we extended the condition (u(n{) N

1(n3)) \ {nnur } # 0 as follows:

((r(n1) U{m}) N (n(ng) U {ns})) \ {naunr} # 0

8In a real implementation, only the static nodes that actually appear in Gy need to be
considered.
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Figure 2-9: Graphic representation of Constraint 2.7 and Constraint 2.8

41



To obtain a reasonable precision, we do not want to have too many fake mappings.
The set difference “\{n4,1}” from the previous condition is a first attempt to reduce
the fake mappings, based on the observation that a program cannot write to/read
from a null pointer. The third part of the precondition reduces the applicability of
Constraint 2.8 even further:

(n1 # n3) V (ny € LNode)

The correctness proof will show that this condition does not prevent the analysis
from detecting all the real mappings. Intuitively, if the condition is not satisfied, the
analysis of method callee would have already detected that the LOAD operation that
corresponds to the outside edge might load the node n4.

Once we have the mapping p that disambiguates the node placeholders from callee,
we extend it to obtain the final mapping x' by mapping each non-parameter node
to itself. Intuitively, the inside and the return nodes from the callee model objects
manipulated by the callee during its execution, and we want these nodes to be present
in the points-to graph after the CALL: n € y/(n). The mapping u already totally
disambiguates the parameter nodes, i.e., the analysis identified all the nodes they
might stand for. So, they are unnecessary in the resulting points-to graph. As a
consequence, we do not apply the previous map extension for the parameter nodes.
This is also the reason why in Constraint 2.8, instead of p(n4)U{n4} C u(n,), we have
p(ng)U({na}\ ParamNodes(callee)) C p(ny): as we do not want the callee parameter
nodes to appear in the resulting points-to graph, we avoid creating mappings to them.

However, we cannot say the same thing about the load nodes: some of these nodes
have to be present in the resulting points-to graph. Each load node is a placeholder
for the nodes that a specific LOAD instruction might have loaded from an escaped
node. But that escaped node might remain an escaped node even in the points-to
graph after the CALL. For example, consider the case of a node n that is reachable
from one of the parameter nodes of callee, nf;”ee’i and suppose that while constructing
the mapping 4, we found out that that nl,,, ; stands for a node from the caller —
the method m — that is reachable from one of m’s parameter nodes. In this case,
n escapes even in the resulting points-to graph. Therefore, we have to preserve the
load nodes in the resulting graph, in order to represent the nodes that might have
been loaded from the escaped nodes. In a first phase, we preserve all the load nodes.
We see later in this section how to remove some of them.

Example 2. Consider the following piece of code:
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c. Node mapping p

Figure 2-10: Points-to graphs and node mapping for Example 2

C a(C p0) { C b(C p0, C p1) {
0: vO = new C; 5: vO = p0.£f;
1: vl = new C; 6: vl = new C;
2: vOo.f = vi; I vOo.f = vi;
3: po.f = vi; 8: vl = pl.1f;
4. v2 = v0.b(p0); 9: vl = v1.f;
10: C.f2 = vi;
} 11: return vi;
}

For simplicity, we use integer labels. Method a creates a new object at label 0, and
sets both the field f of its single parameter and the field f of the newly created object
to point to another new object, which it creates at label 1. Figure 2-10.a presents
the points-to graph computed by the analysis for the program point right before the
CALL instruction from label 4. As usual, we use solid arcs for inside edges and dashed
arcs for outside edges. We also use continuous circles for nodes and dashed circles for
node placeholders.

The CALL from label 4 invokes the method b with the arguments nf and n/,. It
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is easy to understand what b does by studying the points-to graph computed by the
analysis for the exit point of b, which we present in Figure 2-10.b. We did not present
the values of the local variables of b, because the callee local variables are insignificant
for the mapping construction, and the inter-procedural analysis in general. In its first
three instructions, b reads the f field of its first parameter, which is modeled by n{: 0>
and creates a new reference from the loaded object, modeled by nf, to a newly created
object, modeled by nf. This creates the upper “chain” of nodes from Figure 2-10.b. In
the next three instructions, i.e., two LOADs and a STATIC STORE, method b sets
the static field C.£2 to point to the object pointed to by pl.f.f, which is modeled
by n&. This creates the bottom “chain” of nodes from Figure 2-10.b.

Notice that method b was analyzed under the assumption that its arguments are
maximally unaliased. In particular, the analysis of b did not know that for our CALL
pl.f and p2.f are aliased. As nf and nf might be the same node, the reference that
b reads at label 9 might be the reference that it created at label 7; therefore, the
placeholder n§ might be nl. The construction of the mapping relation p identifies all
these cases.

Figure 2-10.c presents the mapping p. This mapping is constructed as follows.
Constraint 2.5 maps n;, to ng and nf, to nf. Next, Constraint 2.7 matches the
outside edge (nfy,f,n¢) from the callee against the inside edge (nf, £, n!) from the
caller and maps nf to n!. Similar applications of Constraint 2.7 map n¥ to nyu; and
né to n{ .

At this moment, the analysis is aware that the placeholders nf and n} might
represent the same node. By consequence, Constraint 2.8 matches the outside edge
(nf,£,nk) against the inside edge (nf £,nl), and maps nf to n{. Note that in this
last constraint application, both edges are from the callee points-to graph, i.e., they
are created for the same analysis scope.

At this point, the analysis cannot extend the mapping any longer, i.e., it reached
the least fixed point of the mapping constraints. The analysis extends u to obtain p'.
The following table presents the final values of © and p' for the relevant nodes, i.e.,
the nodes that appear in the points-to graph for the end of b:

n i p"

g | {70} {ng}

gy | { mao ) {ngo }

TLé { Tl{, nnull} { TL{, Nnull, ’)’Lé’ }
ng |} {nf, nf}

ng | {ng ) {nf, n§ }

ng |0 {nl}

ng ({ng} {ni}

M1l 0 { nnull}
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combine: PTGraph® x PTGraph® x Mapping x V — PTGraph®

; a a Ta Qa a a a a a a ' _
combzne(([ ’ O ’ L ’ S ’ U >? <Icalleev Ocallee7 Lcallee’ Scallee’ Ucallee>7 ey UR) -

let Ig = I'U Igallee [MI]
O.(?l = 0*U Ogallee [‘ul]
Lg = L [UR = M’(Lcclallee(vf“ei))]
SQG = S*U tu’l( gallee)
Ug = UUp(Uiye) in

(I3,03, L3, 53, Ug)

where

cattec (1] = U (W) \{nan}) x {f} x 1/ (n2)

(n1,fn2)€l®

callee

caltce '] = U )\ {ran}) x {f} x {n"}

(TL »fanL>€Ogullee

Figure 2-11: Definition of function combine

Combining the Points-to Graphs

Once we have the mapping p’, we combine the points-to graph for the program point
right before CALL, G, with the points-to graph from the end of callee, G e, to
obtain the points-to graph for the point right after the CALL. The combination is
done by the function combine, presented in Figure 2-11. combine has four arguments:

e points-to graph G = (I*, 0% L% S? U*®) for the program point right before the
CALL;

a

b pOintS'tO graph GCGUBG = <Igallee70(éallee7LZallee’ Sﬁallee? Ucallee> for the exit pOint
of callee;

e mapping s
e variable vg to store the value returned by the callee.

Intuitively, combine returns the union between G and the projection of G cqiee through
the mapping u’'.

The equations from the definition of combine require some explanation. The heap
references that existed before the CALL might exist after the CALL too, and so, I*
should be included in the set of inside edges in the points-to graph after the call, I§.
If callee created the heap edge (ny, f,na), where n; may be any of the nodes from
¢'(n1), and ne may be any of the nodes from p'(ns), then callee might have created
any of the edges from the set (p'(ni) \ {nun1}) X {f} % #/(n2) and all these edges
should appear in I§. As usual, we do not introduce edges starting in n,,1;. We obtain
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the following expression for IJ:

Ig =I*U Igallee [/“LI]

Similary, for the set of outside edges O% after the CALL, the analysis takes the
union of the set of outside edges right before the CALL, O%, and the semi-projection®
through ' of the outside edges from the end of callee, O%,,... It is natural to ask
why the analysis does not do a full projection, as in the case of the inside edges,
i.e., why the analysis does not project the target of an outside edge. Here’s why: an
outside edge (n,f,nk) from the callee models the action of loading the field f from
the node n, action done by the LOAD instruction at label /b. Moreover, n escaped
from callee, and the placeholder nk was introduced to model the nodes that might
have been read in that instruction. As n may be any of the nodes from g/(n), the
read operation may take place from any of these nodes, hence the need for projecting
the node n. However, n}; has the same meaning: it models the nodes read in the
instruction at label [b. As the analysis introduces at most one load node per LOAD
instruction, and not one load node per each possible source of the read, it has to keep

L )
ny, unchanged.

The abstract state of the local variables after the CALL, L3, is pretty much like
the state before the CALL, L%, except that now vy -— the local variable that receives
the valuc returned from the callee — must point to the nodes returned from callee.
In G cgiee, the dummy variables v, points to these nodes. Accordingly, the analysis
takes the set of nodes L% .. (vr), Projects it through 4, and puts vg to point to the
resulting set:

Lg = La [UR = /’L,(L?:allee(vret»]

The projection operation is necessary because some of the returned nodes might be
placeholders from callee that p’ disambiguates.

The set S5 of started threads is the union of the set of threads that were started
before the CALL, S%, and the projection through u' of the set of threads started by
callee. Intuitively, if callee started a node n and n can be any of the nodes from the
set u'(n), then callee might have started any of those nodes, and we have to enforce
(S8 ..) € Sg. The case of U is identical.

callee

Example 3. (Example 2 continued) Figure 2-12 presents the result of the combine
function in the context of Example 2.

The construction of the combined points-to graph is straightforward. Notice that
in the resulting graph, the parameter nodes of the callee, i.e., the method b, disap-
peared. Notice also that in the resulting graph, there is no inside edge from ny,1; to
ni, although nn,; € p/(nf), and (nf, £, nl) is an inside edge in the points-to graph
of the callee. VAN

9The analysis projects just the start node of an outside edge, the target remains unmodified.
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v2

Figure 2-12: Combined points-to graph for Example 3

simplify : PTGraph® — PTGraph®

simplify(G = (I¢,0%, L*, 5%, U%))

let A= {n € LNode | e*(G)(n)} in
let ]? = Ia\{<’n],f, > I {Tll,TLQ}ﬂA §£ @}
Oy = 0°\{(n,fin") | ({n,n"} N A#D)V=e*(G)(n)}
Ly = Av.(L*(v)\ 4)
Se = §*\ A

Ut = U\ A in
<]a Oa La Sa Ua)

8 8

Figure 2-13: Definition of function simplify

Points-to Graph Simplification

As we mentioned earlier, it is possible to simplify a bit the points-to graph obtained
by combining G and G- The analysis removes the superfluous load nodes and
outside edges. The simplification is done by the auxiliary function simplify from

Figure 2-13.
The simplification uses two ideas:

1. The analysis introduces a load node as a placeholder for the nodes that are read
from an escaped node. So, a load node inherently escapes somewhere. If in the
points-to graph returned by the combine function, we have a captured load
node nf, all the nodes that the program loaded n{g from, i.e., the nodes that
point to it through some outside edge from Of, are captured too (remember
that escapability propagates along heap edges). So, the analysis had complete
information about those nodes and already identified the nodes loaded from
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v2

Figure 2-14: Simplified points-to graph for Example 4

them. The load node is superfluous; its presence is just the result of the analysis
imprecisions.. Therefore, the analysis can safely remove all the captured load
nodes together with all the edges pointing to/from them. In Figure 2-13, we
colect these nodes in the set A.

2. An outside edge models a reference that was loaded from an escaped node. If
the source node of an outside edge is captured, the outside edge is superfluous
and the analysis can remove it.

Example 4. (Example 2 continued) Figure 2-14 presents the final points-to graph
for the program point right after the CALL at label 4 from Example 2. This graph
is the simplified version of the graph from Figure 2-12.

In the graph from Figure 2-12, the load node n’ is captured. This happens
because the inside node n{, which is the only node that points to nk, is captured, too.
Therefore, the part of the program that is “outside” the analyzed scope cannot access
ny. Thus, the analysis has already identified all the nodes that the program might
load from this node and there is no need for the placeholder nf. The simplification
removes nL, together with all the surrounding edges. The other load nodes and
outside edges cannot be removed. For instance, as nf; o escapes, the analysis cannot
be sure that when the program reads the field £ of nio, it reads only nl: some other
thread running in parallel might write something else in that field. Therefore, the

simplification preserves the load node ng, and the outside edge (nl, £, nf). JaN

Compatibility with the Monotone Framework

After we introduced the transfer function for analyzable CALL instructions, we need
to check that the transfer functions still satisfy the conditions of the Monotone Frame-
work. For this, we need to prove that the transfer function associated with a CALL
instruction is monotonic.
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Lemma 4. Let b be the label of an analyzable CALL instruction. Then, the
transfer function [Ib]* given by the Equation 2.4 is monotonic in its input G
(the points-to graph right before CALL) and also in its implicit input(s) Geanee =
o A(exit saniee ), callee € CG(Ib) (the points-to graphs computed by the analysis for the
exit point of the possible callee(s)).

Proof: The transfer function for a CALL is the composition of a few functions. All
these functions turn out to be monotonic. mapping is clearly monotonic in G and
G caliee, Decause its result is defined as the least fixed point of a group of monotonic set
constrains. It is also trivial to show that combine is monotonic in G, Gegjee, and 1.
Proving the monotonicity of simplify is a bit more delicate due to the set differences
that appear in its definition. Consider two points-to graphs G; C G5. It is trivial to
see that any node that escapes in (G; escapes in G: all the escapability sources from
G are present in GG and all paths from G; still exist in G5. As a consequence, all the
load nodes and outside edges that are preserved in the simplified G, are preserved
in the simplified version of G, too. So, simplify is monotonic, too. This finishes the
proof of Lemma 4. O

The fact that [/b]* is monotonic in G| guarantees that the intra-procedural anal-
ysis of a method terminates. Additional monotonicity of [/b]* in its implicit in-
put(s) Geantee = 0A(exitcanee), callee € CG(Ib), guarantees the termination of the
inter-procedural analysis for the entire program.

2.6 Analysis Algorithm

The analysis that we presented as a set of dataflow equations can be computed by
using any of the standard algorithms for computing a dataflow analysis. [16, Chapters
2 and 6| presents a good survey of these algorithms. As these algorithms are well
studied, we do not enter into low-level technical details. Instead, we present a high-
level view of an algorithm that we recommend.

We recommend using a variant of the “Iterating Through Strong Components”
algorithm. The algorithm that we recommend contains an outer loop for computing
the inter-procedural analysis, and nested inside it, an inner loop for computing the
intra-procedural analysis.

The inter-procedural computation processes the strongly connected components
of the call graph, i.e., the groups of mutually recursive!® methods, in increasing topo-
logical order, i.e., from the leaf of the call graph to the main method. For each such
set of mutually recursive methods, the algorithm uses a worklist to iterate over the
set of methods till it reaches the least fixed point. At the beginning of the processing
of a strongly connected component, the worklist contains all the methods from that
component. In each iteration, the algorithm takes a method from the worklist and

10Tn practice, many of these groups will be singletons.
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calls the inner computation, i.e., the intra-procedural computation, to analyze the
method. If the points-to graph for the end of the method changed, all the possible
callers of the method that are in the current strong component are added to the
worklist. The inter-procedural computation for a component terminates when the
worklist is empty.

The intra-procedural computation is very similar to the inter-procedural compu-
tation, except that it operates with instructions instead of methods: it processes the
strongly connected components of the control flow graph of the method in decreasing
topological order!!, and iterates over each such component by using a worklist.

The asymmetry between the outer computation that uses the increasing topological order, and
the inner computation that uses the decreasing topological order is due to the fact that although
the analysis propagates through the call graph in a bottom-up fashion, the inter-procedural analysis
is a forward analysis that propagates information down the flow.

50



Chapter 3

Analysis Applications

This chapter presents several applications of our pointer analysis: stack allocation,
allocation in the thread-local heap, and synchronization removal.

3.1 Stack Allocation

If an object is not reachable after the end of its allocating method, i.e., the method
instance that allocated it, it can be allocated in the stack frame of the allocating
method instead of in the garbage collected heap. As the compiler does a static
analyis of the program, it is not aware of the particular objects created during the
program cxecution. By consequence, instead of deciding whether to stack allocate an
individual objects, the compiler makes its decisions at the level of the object allocation
sites, i.e., the NEW instructions. If the compiler detects that all the objects allocated
by a specific NEW instruction can be stack-allocated, it replaces the NEW instruction
with a small sequence of instructions that allocates an object in the stack frame.

This transformation has the following benefits:

less garbage collection overhead The objects allocated in the stack frame will be
implicitly deallocated, without any execution time overhead, when the method
returns and the stack rolls back.

cheap memory allocation Allocating an object from the stack requires a simple
adjustment of the stack pointer — addition or subtraction, depending on the
processor type.

better memory locality A method is likely to use the objects allocated by it more
often than other objects. Allocating objects in the method stack frame will in-
crease the memory locality and will also take advantage of the memory hierarchy
because the stack frame will tend to be resident in the cache.

enabling more optimizations If the compiler can precisely compute the location
of an object on the stack, it can generate code to access its fields directly,
removing one level of memory indirection.
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The largest potential drawback of stack allocation is that it may increase memory
consumption by extending the lifetime of the objects that are allocated on the stack.
This problem may be especially acute for the allocation sites that create a statically
unbounded number of objects, i.e., allocation sites inside statically unbounded loops,
and for those allocation sites that create large objects. As a consequence, the compiler
should avoid stack allocating these sites.

Simple Strategy for Stack Allocation

In the simplest case, if the inside node that models the objects created by a specific
NEW instruction from a method is captured in the points-to graph computed by
the analysis for the end of that method, then all these objects can be allocated in
the method stack frame. Formally, consider a NEW instruction at label /b inside
method m, and let G = oA(ezit,,). If —e*(G)(nk), the compiler converts the NEW
instruction into a sequence of instructions that allocates space from the stack.

Use of Inlining to Enhance the Stack Allocation

The compiler can significantly improve the effectiveness of stack allocation by using
method inlining. Method inlining extends the lifetime of a method stack frame by
merging the method stack frame into the stack frame of the caller. Therefore, more
objects are likely to have their lifetime included in the lifetime of the stack frame.

For example, consider a method m; that calls method my. Suppose that one object
o that is allocated in my escapes from this method, because it is reachable from my’s
return value. If o is unreachable after the end of my, i.e., the caller of my, its lifetime
is included into the lifetime of m,’s stack frame. In this case, if the compiler inlines
my Into 7y, o can be stack allocated.

Theoretically, we can extend this technique to arbitrarily long call chains. How-
ever, abusive method inlining can dramatically increase the code size. To avoid this,
we impose a limit on the length of the inlined call chains and inline only the call chains
that are beneficial for stack allocation, i.e., those call chains that cause a non-empty
set of inside nodes to become captured. To avoid increasing the memory consump-
tion, the compiler should avoid inlining the CALL instructions placed in statically
unbounded loops.

Additional Implementation Issues

As the stack allocation increases the stack size, programs that used to work with
a given maximal stack size might terminate with a stack overflow errors after they
are “enhanced” by the stack allocation optimization. A technique that eliminates
this problem is to allocate the stack allocatable objects in a separate stack. When a
method terminates, not only the normal stack, but also this additional stack will roll
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back!. To avoid overflowing the second stack, the sequence of instructions that does
the stack allocation should start by testing that the second stack is not full yet. If it
is, the object will be allocated from the heap.

For this transformation to interoperate correctly with the rest of the system, the
garbage collector must recognize stack-allocated objects. The recognition mechanism
is simple — it examines the address of the object to determine if it is allocated on
a stack or in the heap. During a collection, the collector still scans stack-allocated
objects normally, but it does not attempt to move or collect stack-allocated objects.

3.2 Allocation in the Thread-Local Heap

The allocation in the thread-local heap is a generalization of the stack allocation.
Suppose that, in addition to the global heap, we have a heap for each thread of
execution. Consider an object that cannot be stack allocated. If its lifetime is included
in the lifetime of the allocating thread, i.e., the thread that allocates it, the program
can allocate the object in the heap that corresponds to the allocating thread. When
that thread terminates its execution, its heap is atomically collected without any
additional overhead from the garbage collector. This optimization is particularly
effective for the applications that create many short-lived threads of execution.

To apply this optimization, the compiler needs to detect the object creation sites
that create only objects that are local to their allocating thread. For this task, we
apply the same idea as for detecting whether inlining a method can enhance the stack
allocation. More specifically, suppose we have a NEW instruction at label Ib inside
method m. We consider the corresponding inside node nj, and check that on any
reverse call path? that starts in m, n}, becomes captured at some level. The only
difference between this case and the case of the stack allocation via method inlining
is that now, as we do not do any inlining, we can go back much deeper into the call
graph. To cope with cycles in the call graph, i.e., mutually recursive methods, we
still limit the length of the call chain, but this limit is much bigger than the limit
that we use for the stack allocation via method inlining. For each NEW instruction
that satisfies the condition, the compiler converts the NEW instruction into a code
sequence that allocates space from the thread-local heap. If the thread-local heap
does not have enough free space, allocation proceeds as in the case of a regular NEW.

In addition, the compiler needs to insert a code sequence before each thread start
instruction to create the heap attached to that thread. Also, the compiler needs to
add a code sequence to the thread exit code; this last code sequence will atomically
deallocate the thread-local heap when the thread terminates. As in the case of the
stack allocation, the garbage collector needs to be modified to identify the objects
that are allocated in the thread-local heaps. This can be accomplished by using some
address-based mechanism. The garbage collector scans the objects allocated in the

!'The compiler needs to generate code for setting the pointer of the second stack to its previous
value only for those methods that might do some stack allocation.
“Reverse” means going from the callee to the caller.

53



thread-local heaps but it does not attempt to move or collect them.

This optimization is very effective for programs that create many short-lived
threads of execution but may cause other programs to run out of memory. For
example, consider a program with a single thread where all the objects are obviously
thread-local. In this case, no deallocation or garbage collection will ever take place!
In order to apply this optimization in a safe and beneficial way, the compiler requires
user-provided design information about the application.

3.3 Synchronization Removal

The compiler can allocate an object in a thread-local heap only if the object is not
reachable from outside its allocating thread. As this object is manipulated by a single
thread, all the lock acquire/release operations executed on it will always succeed.

The compiler can use this observation to optimize the program as follows. For
each allocation site that can be modified to allocate objects in the thread-local heap,
the compiler adds a short sequence of instructions that sets a special flag in the newly
allocated object. Also, the compiler modifies each lock acquire/release to test whether
the object it is performed on has this flag set or not. If yes, then the operation succeeds
immediately; otherwise, it proceeds in its usual way. To preserve the semantics of the
Java memory mode] on machines that implement weak memory consistency models,
the compiler inserts a memory barrier before the test.

This optimization makes the synchronization operations cheaper when performed
on some objects but more expensive when performed on the rest of objects. If the
number of the objects that have the flag set is very small, or a synchronization
operation is very inexpensive, the “optimized” program might actually be slower than
the original one. However, there are cases when this optimization is very effective.
A distributed computing environment is a perfect example of such a case. In this
environment, synchronizations require network traffic; therefore, they are orders of
magnitude more expensive than a flag test.
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Chapter 4

Correctness Proof

This chapter presents a correctness proof for the analysis and for the optimizations
that use the analysis results. The major part of the chapter deals with the correctness
of the stack allocation optimization. We also discuss the correctness of the other
two optimizations we presented in Chapter 3: allocation in the thread-local heap
and synchronization removal. Most of the chapter is dedicated to the proof of the
following theorem:

Theorem 5 (Correctness of the stack allocation hints). Consider a method m,
and let G = (I*,0%, L*, 8%, U®) be the points-to graph that the pointer analysis com-
putes for the exit point of m, i.e., G = oA(exit,,). Let n}, be an inside node corre-
spoding to the NEW instruction at label Ib from method m, or from one of its callees.
If =e*(G)(nl,), then:

e Correctness of the basic stack allocation: If Ib is a label from m, then
each time an instance of m executes the NEW instruction from label b, it is
safe to allocate the newly created object in the stack frame of that instance of
m.

e Correctness of the stack allocation enhanced by method inlining: If
b is a label from callee, one of the methods transitively called by m, then each
time an instance of m transitively calls callee, for each execution of the NEW
instruction from label b, 1t is safe to allocate the newly created object in the
stack frame of that instance of m.

Note that the text of the theorem is not very formal. In particular, we do not say
what we mean by “it is safe”. Intuitively, it is safe to allocate an object in a stack
frame iff the lifetime of the object is included into the lifetime of the stack frame. All
these notions will become more clear along the proof.

During the proof of this theorem we also prove results which describe how the
nodes and the edges from the points-to graphs model the objects and the heap refer-
ences from the concrete execution.
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Proof outline

To study the correctness of the analysis, we first specify a precise semantics for the
analyzed language. This semantics allows us to replace the intuitive view we have
about the execution of a program with a precise, mathematical view. To separate this
semantics from some other, higher-level semantics, we call it the concrete semantics.
The concrete semantics precisely defines the possible executions of a program!. The
core of the concrete semantics is the transition relation between concrete states.

To simplify the proofs, we work with SmallJava, a subset of the instructions from
Figure 2-2. Although it is a simplified version of Java, SmallJava contains all the
features which are important for the analysis. We believe that extending the proof
to handle the rest of the instructions is just a matter of time and space, which does
not affect the proof ideas.

In order to prove the correctness of our pointer analysis, we need to investigate
the link between the points-to graphs produced by the analysis and the concrete
states constructed by the concrete semantics. Unfortunately, it seems that due to
the big difference between the concrete semantics and the pointer analysis, we cannot
investigate the link between them in a single step.

The analysis is different from the concrete semantics in three aspects:

1. The analysis uses the “object creation site” model to abstract the objects created
in the concrete execution of the program.

2. Unlike the concrete semantics, the analysis does not “step into” the methods
called by the analyzed method. Instead, it uses the points-to graphs computed
for the end of the callees to pass directly from the points-to graph for the
program point right before a CALL instruction to the points-to graph for the
program point right after it (by using the inter-procedural analysis).

3. The analysis is performed statically; its results should be valid for all the pos-
sible concrete executions.

We introduce an intermediate layer between the concrete semantics and the pointer
analysis, the abstract semantics. The abstract semantics takes one of the possible
concrete executions and constructs, for each interesting point® of the execution, an
abstract state which models the concrete state in a way which is very similar to the
pointer analysis. A common property of the abstract semantics and the analysis is
that they both use the “object creation site” model. However, the abstract semantics
is close to the concrete semantics in the other two aspects: it “steps into” the callees
and is not computed statically, i.e., it refers to a specific execution. Intuitively, the
abstract semantics is a pointer analysis-like instrumentation of a concrete execution
trace.

'Due to the possibility of having multiple threads of execution, there might be many possible
executions for the same program.
2The precise definition of these “interesting points” is not important now; we present it later.
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This intermediate layer allows us to split the proof in two halfs: first, we study the
way the abstract semantics models the concrete semantics and prove some valuable
results about this modeling relation. As the abstract semantics turns out to be very
close to the pointer analysis for the methods which do not contain any analyzable
CALL instructions, we can interpret this first half as a correctness proof for the intra-
procedural analysis. Next, we show that the pointer analysis safely approximates the
abstract semantics of any possible concrete execution. We can view this second part
as a correctness proof for the inter-procedural analysis. By composing the two parts,
we finally characterize the relation between the analysis and the concrete semantics
of our analyzed language.

The rest of this chapter is structured as follows. In Section 4.1 we present the
concrete semantics of SmallJava. In Section 4.2, we present the second layer of our
proof, the abstract semantics. We investigate the relation between the concrete and
the abstract semantics in Section 4.3. That section ends with a first sufficient condi-
tion for safe stack allocation. Next, in Section 4.4 we prove that the pointer analysis
is a safe approximation of the abstract semantics. In Section 4.5 we combine the re-
sults of Section 4.3 and Section 4.4 to prove the correctness of the three optimizations
enabled by our analysis. In Section 4.6 we discuss the modeling relation between the
points-to graphs that the analysis computes and the possible heaps from a concrete
execution. We conclude this chapter in Section 4.7 with a discussion on several proof
details.

4.1 Concrete Semantics

To simplify the proofs, instead of analyzing the semantics of the full Java language,
we restrict ourselves to a subset of it, called SmallJava. SmallJava contains those
Java instructions that manipulate pointers. To make the language realistic, we also
consider the IF instruction that allows us to handle the intra-procedural control flow,
the two instructions for managing the inter-procedural control flow — CALL and
RETURN — and the THREAD START instruction that starts a new thread of
execution. Figure 4-1 presents the SmallJava instructions.

4.1.1 Sets and Notations

Figure 4-2 presents the sets and notations that we use in the definition of the concrete
semantics of SmallJava. These notations are an extension of those presented in
Figure 2-1, which we used in Section 2.3 to describe the program representation.

The state of the program at a given moment during its execution is a triple
containing a thread agenda A € ThreadAgenda, a heap H € Heap and a type function
TY € OTypes:



COPY v = U

NEW v =new C

NULLIFY v = null

STORE n.f = v

LOAD vg = v1.f

IF if (...) goto a;
CALL vg = 10-8(V1, .., Vj_1)
RETURN return v

THREAD START | start v

Figure 4-1: SmallJava instructions

The thread agenda A maintains the state of the different threads of execution of
the program. The heap H records the references between the objects created by the
program. Finally, the type function TY assigns to each object its type (i.e., class);
this function is introduced only for the purpose of dynamic dispatch.

During its execution, a program might create objects by executing NEW instruc-
tions. We emphasize the fact that each time the program executes such an instruction,
it creates a new, fresh object. Although in a Java Virtual Machine, the garbage col-
lector might free some heap space from time to time and two objects might share (at
different moments in time), the same memory space, the two objects are distinct, each
one having its own identity. In addition to this “normal” objects, the set Object con-
tains two special elements: ogq11 and 0p05,. We use 0g411 to model the null pointers.
We explain the purpose of 0,,,:, later in this section.

The heap H is a curryfied function that attaches to a given object 0; and a given
field f, the object 0o = H(o,)(f) that the field f of 0; points to. Considering the heap
to be a function has the advantage of emphasizing the fact that any field of any object
points to at most one object. A heap H is a partial function: we are not interested

by the value of H(o01)(f) for objects o; that were not created yet, or for innexistent
fields f.

Notation: For convenience, we sometimes use the notation (o, f, 0o) € H instead of
H(o1)(f) = 0o. However, keep in mind that for any heap H, object o, and field f, there
is at most one object oy such that (o1, f, 02) € H. We also write that (o1, f, 02) € H is
a “heap reference”, a “heap edge”, or a “concrete heap edge”.

The thread agenda A maintains the local state of each thread of execution. A is a
function that attaches to a thread identifier ¢ the stack that represents the local state
of the corresponding thread. To simplify the notation, the identifier of a thread is
the thread object itself. This is possible because in SmallJava, the program starts
a new thread of execution by executing start on an object that implements the
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= € State = ThreadAgenda x Heap x OTypes
o € Object = {0pu1, Omain, 00, 01, - - - }
A € ThreadAgenda = Threadld — JavaStack
t € Threadld = Object
J € JavaStack = list of (LocVar x Label)
L € LocVar =V — Object
Ib € Label = Method x Address
H ¢ Heap = Object — Field — Object

TY € OTypes = Object — Class
T € Trace = Date — State
d € Date=N

getMeth : Class x MethodName — Method

Figure 4-2: Sets and notations for the concrete semantics

interface Runnable, i.e., an object that has a method called “run”3. Also, as the
program cannot execute start twice on the same object, the thread identifiers are
distinct. To handle the main thread, which is the only one that the Java Virtual
Machine starts without using the previously described mechanism, we introduce a
dummy object/thread identifier 05,4, € Object = Threadld.

The stack of a thread ¢ is a list of stack frames, each stack frame corresponding
to a method from the current call chain in that thread. A stack frame is a pair
composed of the state of the local variables for the corresponding method and the
current address inside that method. The state of the local variables of a method is a
function L from local variables to objects from the heap. In this chapter, we ignore
any datatypes except pointers; it is straightforward to extend the concrete semantics
to handle the case when local variables can have primitive (i.e., integer, boolean etc.)
values. In our notation, we sometimes indicate the top stack frame, i.e., the frame of
the currently executed method of thread ¢ by writing J = (L, Ib) : Jiau.

The last component of a state is a function that assigns to each heap object its
type, i.e., class. This function is used when the program calls a method named s on an
object o. In this case, the program needs to do a dynamic dispatch, i.e., to identify
the method to call. The dynamic dispatch has two steps: first, the 7Y function
returns the class of o, C = TY (0); next, the auxiliary function getMeth uses C to
provide the method m = getMeth(C, s).

3We have already commented in Section 2.3 on the equivalence between the instruction start
and the call to the special native method java.lang.Thread.start().
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4.1.2 Concrete Semantics Transitions

A concrete execution trace T of a program is a series of states, indexed by date. We
use a discreet model of time: a date is a natural number, Date = N. Throughout the
proof, we interchangeably use the terms “date”, “time”, and “moment”.

Any trace T starts with the initial state T(0) = Z¢ that has a single thread — the
main thread — whose stack contains a single frame, which corresponds to the main
method mye,. To simplify the things, we suppose that my,,.:, does not have any
parameter, i.e., all parameters are hard-coded into the program. Formally:

EO:<A[tH[<{}7 (mmain:0>> ]]7 {}7 {}> (4'1)

where ¢ = 0,44 18 the dummy object for the main thread. No local variable of the
main method has been initialized yet. The current label inside the main method is
its first label, (Mmpyqin, 0). Finally, as no object has been created yet, the initial heap
and object type function are not defined for any object.

At each step, the concrete semantics selects a thread ¢ from the thread agenda
agenda and executes its current instruction. Formally, if the stack of thread ¢ is
J = (L,lb) : Jiu, then the concrete semantics executes the instruction P(lb) from
label {b. As the initial thread agenda contains only the main thread, the first executed
instruction is always the instruction found at label (mp,in,0). However, the thread
selection is non-deterministic and so, in general we cannot say anything about the
next instructions. A thread terminates when its root method (the run() method
of the thread object) returns. If no further transition is possible (because all the
threads terminated), the concrete execution stops. We allow the possibility of infinite
executions.

Throughout the proof, we adopt the following notation convention: the state =,
represents the state at moment d, i.e., the state right after the d™ instruction and
right before the (d + 1) instruction. The execution of the (d+ 1) instruction is
responsible for the transition =; = Z441.

Figure 4-3 presents the transition relation = for the concrete semantics. Due to the
selection of the thread ¢, the transition relation is inherently non-deterministic. The
transition relation is defined function of the instruction that the concrete semantics
executes. In the next paragraphs, we explain the processing done for each type of
instruction.

In the case of a COPY instruction “v; = " the transition updates the local
state of the topmost method of the thread t such that the local variable v; points to
whatever v, points to. Similarly, a NULL instruction v = null sets v to point to the
special object opy11- In the case of NEW instruction “new C”, the transition creates
a fresh object o, updates TY to reflect o’s class, and extends H to put all the fields
of 0 to point to opyy. LOAD simply puts » to point to the object pointed to by the
field f of the object pointed to by v;; in the new state, v, points to H(01)(f). An IF
instruction breaks the normal flow of execution if its condition is satisfied: instead
of going from label Ib to the consecutive label next(lb), as is normally the case, the
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Instruction P(lb)

Transition

COPY (At — (L,lb): J),H,TY) =

v, = vy (At — {L[v1 — L(w)], next(ib)) : J|,H, TY')
(At — (L,lb) : J),H,TY) =
(At — (L]v o], next(ib)) : J|, Ha, TY 2)

?E\ZQW C where o is a fresh object,

H2 = H[O = {f'_) Onull}feﬁelds(C)] and

TY, = TY [0~ C]

NULLIFY (At — (L, ) : J],H, TY) =

v = null (At — <L[7} — Oonn11], next(lb)) : J|,H, TY)
(A[t—(L,Ib): J,H, TY) =

STfOf‘E (A[t — (L, nest(ib)) : I, Ho, TY)

ol where Hy = H[L(v;) — H(L(w1))[f— L(v2)]]

LOAD (Alt— (L, 1b):J],H,TY) =

vo = vy.f (At — (L[v2 = H(L(n))(f)], next(lb)) : J|,H, TY)
(A{t— (L,Ib):J),H, TY) =

F (At — (L,ibg): J|,H, TY)

if (...) goto a

where Ib = (m, a) and
Iy — (m,a;)  if the condition is true
27\ next(lb) otherwise

(At — (L,Ib) : J],H, TY) =

CALL (A [t = (Leattee, (callee,0)) : (L, next(lb)) : J|,H, TY)
vg = vo.5(v1, ..., ;) where callee = getMeth(s, TY (L(w)))
Leatee = {pi = L(v;) }o<i<;
(At = (Leatiee, ) : (Lylbret) : J),H, TY ) =
(A [t = (L [’UR = Lcallee(v)] ’ lbret) : J] 7H7 TY)
RETURN where vg is the variable in which to store the result of
return v

the corresponding method call.

(At — [(L,0)])),H,TY) = (A,H, TY)

THREAD START
start v

(At —(L,1b) : J,H, TY) =
(At — (L, next(lb)) : J)[L(v) = JTstartee] , H, TY )
where startee = getMeth(“run”, TY (L(v)))
Jstartee = [{({po — L(v)}, (startee,0))]

Figure 4-3: Transition relation = for the concrete semantics
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execution jumps to address a; from the same method.

The transition for STORE is a bit difficult to understand at a first look. Intuitively,
it updates the heap to make H(o0,)(f) = 02 where 0y = L(v) and 0y = L(v,). It does
not change the value of H for other combinations of locations and fields are unchanged.

As previously explained, the transition for a CALL instruction uses getMeth
and TY to call the method named s of the object L(w), i.e., the method callee =
getMeth(s, TY (L(w))). It creates a new stack frame for method callee, where the
callee’s formal parameters point to the objects that are actually sent: p; — L(v;),0 <
? < j. When the concrete semantics selects the thread ¢ again, it will execute the
first instruction of callee.

The transition rule for a THREAD START instruction start v adds a new thread
to the thread agenda. The thread identifier of the new thread is the “started” ob-
ject: t = L(v). The topmost, and only, method of this newly created thread is the
method startee, which is the method named run() of the object L(v): startee =
getMeth(“run”, TY (L(v))). The only formal parameter of this method, the this
parameter, points to the thread object L(v).

The transition for a RETURN instruction pops the topmost stack frame and passes
the returned value into the caller. There is a single exception from this rule: the case
of a RETURN from the root method of a thread. The instruction that started that
method was not a CALL but a THREAD START. Hence, there is no caller stack
frame to return the result to. Instead, such a RETURN instruction terminates the
execution of its thread ¢. In the concrete semantics transition, we remove the thread
t from the thread agenda. In this case, the returned value is not used. It is possible
to add a special RETURN without value; in this thesis, we preferred working with a
minimal instruction set.

Notation: If we work in the context of a trace T, we sometimes write = instead
of simply = to indicate that we refer to a transition that is actually done in the trace
T, not just a possible transition.

Observation: For the sake of simplicity, we did a number of additional simplifica-
tions:

e The concrete semantics that we presented does not handle the errors that might
appear during the execution. In particular, the concrete semantics does not pre-
vent the execution of instructions that read from/write to the object opy1. We
work only with programs that avoid these situations, with the help of explicit
checks before each instruction that might commit these errors. As a conse-
quence, in the concrete heaps that we examine, oy, acts as a “sink” object:
there might be references toward it, but no references from it.

e We have no explicit instructions for synchronization between threads. However,
this is not a big issue: the possible schedulings we allow in the absence of
synchronizations are a superset of the schedulings that would be possible if we
had explicit thread synchronization instructions.
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4.1.3 Object Lifetime

In the rest of this section, we introduce the concept of object lifetime. Intuitively,
we define the lifetime of an object to be the interval of time when that object is
reachable from the program variables. This is precisely the definition used by a
garbage collector: an object is considered dead (and the memory space occupied by
it is collected) when it is no longer reachable. A more precise definition would be to
consider an object dead if the program execution never uses it in the future (although
it might still be reachable), but this additional precision turns out not to be necessary
in our case.

Definition 4 (Reachability in a concrete state). Given a concrete state = €
State, we define the reachability predicate reachable(Z) : Object — {true,false}
as the least fizred point of the following constraits:

(1]

= (At Jy:(L[v— 0],b): L], H TY)
reachable(Z) (o)

(4.2)

m
|

= (A, H,TY), (o1,f,00) € H, reachable(=)(0)
reachable(=Z)(0s)

(4.3)

Intuitively, an object o is reachable in a given state = if it is pointed to by a
local variable from a stack frame of one of the threads (Constraint 4.2) or if the heap
contains an edge from an already reachable object to o (Constraint 4.3).

For the following three definitions, consider a possibly infinite concrete execution
trace T EO =T El =T ... :>TEd =7 Ed+l =r...

Definition 5 (Object creation date). Given an object o € Object, we define the
object creation date, denoted dc(o), to be the date d € Date such that the transi-
tion =4 1 =7 created o, i.e., the d™ instruction was the NEW that created 0). By
convention, if such a date does not exist, e.g., for opai, do(0) = oco.

The following lemma tells that if at some point after its creation date, an object
becomes unreachable, it remains unreachable for ever.

Lemma 6. Vo € Object \ {op1}, if 0 is not reachable at date d > dg(0) then o is
not reachable at any other later date d' > d, i.e.,

—reachable(Z4)(0) — —reachable(Z4)(0)

Proof: It is sufficient to prove the implication for d’ = d + 1. Suppose for the
sake of contradiction that the implication does not hold, i.e., =reachable(Z;)(0) A
reachable(Z4.1)(0). So, the (d+ 1) instruction caused o to become reachable again.
By a case analysis of all types of instruction, we see that COPY, LOAD, START
THREAD, IF, CALL, NULLIFY and STORE can at most create new paths to objects
that were already reachable before the instructions. None of them can make o to
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become reachable again. As d > d¢(0), the case of NEW is also irrelevant and we
obtain a contradiction. 0

Definition 6 (Object death date). Given an object o € Object, we define the ob-
ject death date, denoted dp(o), to be the date d, such that

reachable(Z4)(0) A —reachable(Z441)(0)

If such a date does not exist, we put dp(0) = oo by default.

Lemma 6 makes sure the previous definition is well-formed, i.e., for any object o,
there is at most one d that satisfies the required implication.

Definition 7 (Lifetime of an object). The lifetime of the object 0 € Object is the
time interval [d¢(0), dp(o)].

4.2 Abstract Semantics

The abstract semantics we present for SmallJava is concerned with a specific acti-
vation, i.e., invocation, of a method m. Given a concrete execution trace T and an
activation A(m) of m, the abstract semantics computes an abstract state for each
“relevant” moment of the execution of A(m). We say that we work with the “abstract
semantics for/of activation A(m)”. The abstract state attached to a specific date
models only the part of the concrete state at that date that is relevant for A(m).
E.g., we are not interested in the state of the local variables of some thread running
in parallel with A(m), nor in the heap references that such a thread creates, and A(m)
does not read. In general, the abstract semantics of A(m) does not look “outside”
A(m).

The rest of this section is organized as follows. First, in Section 4.2.1, we ex-
plain which are the interesting dates for the execution of an activation. Next, in
Section 4.2.2 we define the concrete escape predicates, an auxiliary notion that we
use in the definition of the abstract semantics. Section 4.2.3 presents the sets and
the notations used for the abstract semantics. Finally, in Section 4.2.4, we explain
how the abstract semantics computes the abstract states for the interesting dates of
an activation.

4.2.1 Method Activation and Interesting Dates

As other threads might interrupt the execution of A(m), not all the moments between
the CALL that started A(m) and the corresponding RETURN which ends A(m) are
worth looking at. In general, it is worth looking only at those dates when A(m)
executes an instruction. In the next paragraphs, we define the important dates for
the execution of a specific method activation. The abstract semantics computes an
abstract state only for these dates.

Suppose we have a concrete execution trace T, and we know that the first in-
struction from an invocation of method m occured in thread ¢, in the transition
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Zdo =T Z4y+1- By looking into the trace T, we can easily identify all the dates when
the program executes instructions from that invocation of method m, or from meth-
ods it transitively calls. We simply look into the concrete trace T, starting with dg,
and select those transitions =, = r =441 where the concrete semantics selects thread
t for execution. We stop as soon as we find a RETURN instruction that returns the
control from the invocation of m that started at dy, i.e., the first RETURN instruction
that the program executes in thread ¢, with the same stack depth as at date dy. For
each such transition =4 =1 =4, that corresponds to an instruction from A(m), we
consider both d and d + 1 to be interesting dates.

Some CALLs might be unanalyzable. We do not want to include the instructions
of the methods invoked by these unanalyzable CALLs (and those of the methods
transitively called by them) into A(m). For each such CALL, we skip all the dates
d between the CALL and the corresponding RETURN?. We do consider interesting
the date when the CALL instruction starts and the date when the corresponding
RETURN finishes.

All the interesting dates are introduced in pairs; we end up with a list which
is the concatenation of two-elements lists of the form [ida;, id2:41]. An interesting
date will be denoted ¢d;, where j is the index into the list of interesting dates. In
general, ido; is the moment right before executing an instruction and ido;.+q is the
moment right after. For each ¢ such that P(lb4,,.), i.e., the current instruction at
date ids; of the thread t where A(m) takes place, is not an unanalyzable CALL, the
transition =Z;4,, = Za,,, corresponds to the execution of exactly one instruction
from A(m) and ido; 1 = idy; + 1. If P(lbs4,, ;) is an unanalyzable CALL, the chain
of transitions Zig,;, =7 Zig,,,, contains all the instructions of the method invoked by
that CALL (and those of the methods that it transitively calls). It is important to
note that between idy; ;1 and idy;1), the program executes only instructions from
threads other than ¢.

Definition 8 (Interesting Dates). The [list
ID p(my = lido, . .., ido;, idoigy, . .., idrg]

which we construct as explained previously, is the list of interesting dates of the
activation A(m).

Note that as instructions from outside A(m) might separate two consecutive in-
structions from A(rm), it is not generally the case that idsiy; = idai4y). All we can
say is that ido; 1 < idagqn)-

The last two interesting dates — ido, and ids,,1 — correspond to the execution
of the RETURN instruction which terminates the activation A(m).

Observation: We study only method activations that are finite, i.e., we are not
concerned with activations that end up in an infinite loop. Hence, the last transition
from A(m), Eia,. =1 Zids, ., corresponds to a RETURN instruction. As the ultimate

4Determined by looking at the stack depth.
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goal of our proof is to prove the correctness of the stack allocation hints produced by
the analysis, this does not introduce any limitation: an activation of infinite length
never returns, its stack frame is never removed and so, any stack allocation hints are
correct for it.

Notation: For convenience, we use the notation:
Ea = (Aalt = (Lay, Ibay) : Jau), Hy, TY g)

to indicate the concrete state at the interesting date d € ID g(m) — d is idy; or idg;y; —
where the thread ¢ has the local state (L., lbg:) : Ja.. The chain of transition(s)
Sidy; =7 Zidgi,,» Which has more than one transition only for an unanalyzable CALL,
starts with the instruction P(lbj4,, +).

4.2.2 Concrete Escape Predicate

When we study the execution of an activation A(m), it is useful to identify the
concrete locations that can be accessed from outside A(m). For this purpose, we
introduce one escape predicate in each interesting date. An escape predicate tells us
which objects might be reachable and thus, might be accessed from outside A(m).
We use the escape predicates later in the this section, when we define the abstract
semantics transfer function.

Being a reachability-like property, escapability propagates along the heap refer-
ences. However, it turns out to be more convenient for the later proofs if we propagate
it only along the heap references which are created by A(m). This is not a limitation:
if a part of the program outside A(m) creates a reference, then it was able to access
both ends of the newly created reference and so, they were already escaped. We start
by formally defining the set of concrete heap edges that the activation A(m) creates.

Definition 9 (Edges created by activation A(m)). We define the family of sets
of edges Hf(m) C Object x Field x Object, d € ID g(m), in an inductive way, by the
following equations:

A(m) _
o™ =0 )
Hid%:n) U {{Liaye,e(0), f, Liay t(v2)) ) f Plbiag,e) = “vi.f = vp”
A{m
Hfil(m) _ Hiin ) U {<0,f, 0nu1].> l fe ﬁEIdS(C)} .
it if P(lbig,, 1) = “v=mnew C”; 0 is the newly created location
gAm) otherwise
idy;
A(m) gy
idoiipr) iz

Intuitively, H dA (™) is the set of concrete heap edges that A(m) creates in its exe-
cution up to the date d € ID 4. The sets HdA(m) are cummulative, Hi‘gém) is empty,
and STORE and NEW are the only instructions that can add new edges. Now, we

are able to define the escape predicates:
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Definition 10 (Concrete Escape Predicates). We define the family of concrete
escape predicates ey = Object — {true,false},d € ID gy, as the least fized point
of the following constraints (the ordering relation T for boolean predicates is given in
the first constraint):

Vd < d',eq C ey, ie., Vo,ei(0) = eq(0) (4.4)

dc(0) < d, 0 was not created by A(m)

4.5
eq(0) 4o
(01,1, 00) € H;"™, ea(o1) (4.6)
eq(02)
P(lbier,t) = “return UH? 0= Lidzr,t(v) (4 7)
Cidor i1 (0) .
P(lbidzi,t) = “S?&I‘t U”v 0= Lidzi,t(v) (48)
ezd2i+1 (0)
P(lbigy; 1) = “vg = vo.8(v1,. .. ,v;)” is unanalyzable, 0; = Lia,, +(v;) (4.9)
eid2i+1(0j) -

Constraint 4.4 makes sure the escape predicates are cummulative: once an object
escapes, it cscapes forever. Constraint 4.5 takes care of the locations created outside
A(m), which trivially escape. As escapability is a reachability property, it propagates
over the heap edges, as required by Constraint 4.6.

The last three constraints are relevant when d = dy;, i.e., right before the execu-
tion of an instruction from A(m). These constraints indicate how the instruction from
idy; affects the escape information at date ido;; 1, immediately after the instruction.

There are three types of instructions which can “escape” locations outside A(m):
the final RETURN of A(m), THREAD START instructions, and unanalyzable CALLs.
We discuss here just the first one; the others are similar. Suppose the last RETURN
instruction from A(m), the one from the transition from date ids, to i¢ds,41, has the
form “return v”. After the execution of this instruction, o = Ly, (v) is reachable
from the caller; accordingly, Constraint 4.7 sets e;q,,.,,(0) to true.

Before presenting a lemma that shows that the definition of the escape predicates
corresponds to our intuition, we introduce one more definition:

Definition 11. Consider a date d, the corresponding state =4 from the trace T, and
an activation A(m) in thread t. We define the state outsides(m)(Za) to be the state
that has the same heap and type function as =4 and where the thread agenda is as
follows:
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o We modify the stack for the thread t by removing the stack frames corresponding
to methods in A(m). In other words, we keep only those stack frames below
the first stack frame of A(m) (the one generated by the CALL instruction that
started A(m)) and those stack frames above the first stack frame generated by
an unanalyzable CALL, if any (by looking at the return label for each frame, we
can find the CALL that generated it).

o The state of the other threads is unmodified.

Notice that the state outside 4(m)(Z4) is not a result of a valid execution (the stack
of thread ¢ has a “gap”). We defined it simply for the purpose of our proofs.
Now, the lemma that links the definition of the escape predicate to our intuition:

Lemma 7. Vo € Object,Vd € ID g(m) such that d > d¢(0), if =) = outside () (Z4a),
then

reachable(=!))(0) — e4(0)

Proof: Induction on the list of interesting dates ID 4(,,) plus case analysis on the
type of the instruction executed in the current transition. O

4.2.3 Sets and Notations

Figure 4-4 presents the sets and the notations for the abstract semantics. For each
interesting date d € ID 4(,), the abstract semantics computes an abstract state Z# €
State™ and an abstraction relation p € Abstr. It also maintains a calling context
¢ € Contexrt. We describe all these mathematical objects in the next paragraphs.

Calling Context

Formally, a calling context is a list of dates. As this definition is too generic, we try
to give it a more intuitive shape. The calling context at date d € ID g,y represents
the dates when we executed the CALLs which created the “relevant” part of the
current call stack of thread ¢, the thread where A(m) takes place. To understand
what “relevant” means, it is easier to understand what it does not refer to: there is
no need to consider the stack frames which existed when A(m) started nor the stack
frame of the root of A(m), because these stack frames are present in the stack during
the entire execution of A(m).

As a short example, suppose A(m) starts its execution and, at date d;, executes
its first CALL. Next, it executes instructions from the called method including, at
date dy, a new CALL. Let’s consider the first instruction from the method called by
the last CALL. This instruction was reached due to the CALL at date d; and the
CALL at date d». The calling context at the moment when the program executes
this instruction is ¢ = [d,, d;]. At that moment, the stack of the thread ¢ where A(m)
takes place contains all the stack frames which were there when A(m) begun, the
stack frame of the instance of m which is the “root” of A(m), the stack frame of the
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¢ € Context = list of Date
n € Node® = Node x Context

N = {ngn} x Contert

INode# = INode x Context
LNode#* = LNode x Context
PNode#* = PNode x Context
RNode* = RNode x Context
nhy. . o (nk, ¢) € INode*
ng. . = (nk c) € LNode”
ni,i,c Ciéf <n1}:1 7 ) € PNOde#
ny . = (nf ¢) € RNode?
def
nnull,c = <nnu117 ) S N
I* e IEdges® = P((Node® \ N') x Field x Node*)
O% € OFEdges® = P((Node™ \ N') x Field x LNode™)
L# ¢ LocVar® =V — P(Node#)
J# ¢ JavaStack™ = list of LocVar?

p € Abstr = P(Object x Node™)

=# ¢ State* = [Edges™ x OEdges™ x JavaStack™ x
P(Node™) x P(Node™)

Figure 4-4: Sets and notations for the abstract semantics
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method called at date dy, and, on the top, the stack frame of the method called at
date dy.

The abstract semantics transfer function maintains the calling context as a stack:
it is empty at the beginning of A(m), each CALL instruction pushes the current date
on the top of the context and each RETURN instruction pops the topmost element
of the context.

Comment: At a first look, the concept of calling context seems strange. The
reason for its existence is difficult to explain before examining the proofs for the
inter-procedural analysis from Section 4.4. For the time being, let’s say that the
calling context has the purpose of making the distinction between the current instance
of a method and its previous instances. This way, the nodes associated with the
objects manipulated by the current instance of a method will be distinct from all the
nodes previously created. A previous attempt to prove the analysis correctness failed
because the abstract semantics was not making this distinction. We discuss more on
this issue in Section 4.7.

Abstract State

The abstract states computed by the abstract semantics are very similar to the points-
to graphs computed by the pointer analysis with the modification that now, all nodes
are specialized function of the calling context in which they are created. Instead of
using nodes from the set Node, the abstract semantics uses “nodes with context”:

n = (', c) € Node* = Node x Context

We employ the term “node” for both simple nodes and nodes with context. The real
meaning of the term should be clear from the surrounding text.

In general, for each set of nodes X € {INode, LNode, PNode, RNode} from the
analysis, X# represents the equivalent set of nodes from the abstract semantics.
E.g., INode® = INode x Context. The set N contains the null node with all the
possible contexts. Figure 4-4 also contains the notations that we use for the nodes
with context. B.g., nj, . € INode” is the inside node nl, paired with the context c.

A second modification is that instead of a single state for the local variables
L* € LocVar®, an abstract state has a stack J# € JavaStack®. The pointer analysis
does not “step into” a called method. As it remains inside the analyzed method m,
it needs to model just the state of the local variables of m. On the other side, the
abstract semantics sequentially processes the instructions of the transitively called
methods, one by one, and hence, it has to maintain the state of the local variables of
all the methods that are in the call chain between the root method of the activation
A(m), i.e., m, and the top-most method. Intuitively, the stack J# from an abstract
state models the upper part of the concrete stack associated with the thread ¢ where
A(m) takes place.

All the other structures are similar to the corresponding ones from the pointer
analysis except that now, they are based on nodes with context, instead of simple
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nodes. Similar to a points-to graph, an abstract state
= = (I*,0%, J%, 5%, U#)

contains a set I# of inside edges, a set OF of outside nodes, a set S# of started
threads, and a set U# of nodes passed as arguments to unanalyzable CALLs.

As in the case of the points-to graphs, we can attach an escape predicate to each
abstract state computed by the abstract semantics. This predicate will tell us which
nodes might be reachable from outside the analyzed activation of method m.

Definition 12 (Escape predicate for the abstract semantics). Consider an
abstract state =% = (I* O% L# . J# S* U#) computed by the abstract semantics
of some activation of a method m. We define the escape predicate

e#(Z#) : Node® — {true, false}
as follows:
e (Z#)(n) = reachable(N, I* U O%)(n)

where the auxiliary predicate reachable s as described in Definition 1 and N, the set
of escapability sources, is

N = PNode* U L# () U S* U U* U RNode™

The parameter nodes (now with context) and the returned nodes (pointed to
by the dummy local variable v,;) are trivially reachable from the caller of A(m).
Note that in an abstract state computed by the abstract semantics of an activation
A(m), the only parameter nodes which might occur are m’s parameter nodes, nﬁ,i,[}.
The started thread nodes are reachable from the code of their execution threads,
while the nodes passed to unanalyzable methods and the nodes which model the
objects returned from these methods, escape into the unanalyzable methods. Like
reachability, escapability propagates along the inside and the outside edges.

The following easy lemma proves that the escape predicate for the abstract se-
mantics is monotonic:

Lemma 8. Consider two abstract states

=F = (Jf,of L g, st v
= = (¥, of Lf gt sy vy

I ciy, of cof, L (ve) C LY (v), 87 C SF and UF C UY, then
Vn, e®(ZF)(n) — e*(Z¥)(n)

Proof: By the conditions of the lemma, each escapability source and each path that

exists in =¥ exists in =¥ too. O
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Note: The previous lemma states a property that is stronger than monotonicity:
we do not impose any condition on the stacks of the two abstract states. We use this
additional power very frequently in our proofs. In general, the abstract semantics
transfer functions augment the sets of the inside/outside edges, the set of started
threads and/or the set of nodes passed to unanalyzable CALL sites. Based on the
previous lemma, if a node escapes at a certain point, it will escape in the future too.

Abstraction Relation

For each interesting date d € ID 4(m), the abstract semantics computes an abstraction
relation py; € Abstr with the following meaning: o pg n if at date d, location o is
modeled, i.e., abstracted, by node n. By defining p,; as an arbitrary relation instead
of a function, we allow the same node to model multiple locations, and multiple nodes
to model the same location. It is important to note that the abstraction relation is
not part of the pointer analysis: anyway, being attached to a specific execution trace,
it cannot even be computed by a static analysis. We introduced it just for the purpose
of the correctness proof.

4.2.4 Abstract Execution of A(m)

The abstract semantics starts with the initial abstract state Eio, initial abstraction

relation pjq,, and initial calling context ¢;4,, defined by the following equations:

5?;0 = (0,0, {pir> ni,i,ﬂ}ogigk—l], 0, 0) (4.10)
Pido = {(01‘7”;1',[])}09'5/9—1 (4.11)
cid, = || (empty context) (4.12)
where nf o> nl;l,l’[], .. '”Sz,k—l,[] are the k parameter nodes for method m (with empty
context) and og, 01, ... 0g-1 are the k objects the method m receives as actual argu-

ments. In the initial abstract state, the sets of inside and outside edges are empty and
each formal parameter p; points to its corresponding parameter node nf:” . A(m)
has not started any thread, nor lost any node through an unanalyzable CALL. In the
initial abstraction relation, we record the fact that the parameter node ”Z,i,[] models

the object o; that is the *" actual parameter in the call that generated activation

A(m).

The abstract semantics computes the rest of the tuples (Ef, pd; €d), @ € ID 40,y as
follows:

<Ef12i+1 1 Pidaiyys Cid2i+1> = [[id?i]]#(<5?;2i’ Pidy; > cidm)) (4'13)
<Ef§2(i+l)a Pidyirys Cidz(i+1)> = <E?§2i+1 s Pidaigrs Cid2i+1> (4'14)

As we are concerned only with instructions from A(m), the abstract state, the

72



[.]# : Date — State™ x Abstr x Context — State™ x Abstr x Context

| P(lbg,) | Definition of [d]# |
[dl#(( (I#,0%, L# . J#, 5% U#), p, ¢)) =
analyzable CALL ((I#,0% L% . L#.J# §* U#), p, d:c)
vR = v9.5(V1, ..., V;) where
Lfiuee = {pi— L#(Uz‘)}ogigj

[[d]]#(< <I#a0#’Liillee :L# : J#,S#, U#>7 P> dC : C)) =

( a(d)(ET), al(d)(p), c)

RETURN inside A(m) where

t y
rerHIm v Ef& = (I# O#, L# [vR — Lf;”ee(v)} : J#, 8% U#) and
vg is the receiver variable for the corresponding CALL
ﬂd]]#(< E#a P, € >) = < Ef, P2, € >
otherwise where
/ Ej& = [lbas, C]](E#)
P2 = Update_ﬂ“d’ lbd,E#,C>)(p)

Figure 4-5: Definition of abstract semantics transfer function [.J#

abstraction relation, and the calling context do not change from date ids;; to date
tdo(i+1). The interesting things happen when we pass from idy; to idgiy.

Transfer Function [.]#

Figure 4-5 presents the formal definition of the abstract semantics transfer function
[.]#. Given a date d = idy; when an instruction of A(m) starts its execution, the
function [d]# takes the current abstract state, abstraction relation and calling context

and returns their updated version for the date dy;;;. There are three cases in the
definition of [d]*.

When it processes an analyzable CALL, the abstract semantics “step into” the
called method. If the instruction was “vg = v.s(v1, ... ,v;)", the abstract semantics
initializes the state of the local variables of the called method to be Lﬁzllee = {p; —
L#(v;) Yo<icj where L¥ models the state of the local variables of the caller, and pushes
L#, on the abstract stack. Also, the abstract semantics pushes the date d on top

callee
of the calling context.
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(n',e) ifn={(n,d:c),n € Node
a(d)(n) = { n otherwise
a(d)(( I# , 0%, J*  S* U#)) =
Cald)(I#) , a(d)(OF), a(d)(J#) , a(d)(S7) , ald)(U*))

a(d)(I*) = {{a(d)(m),f,a(d)(n2)) | (1, f,ma) € T¥}
a(d)(0%) = {{a(d)(m),f,a(d)(n2)) | (m1, [, n2) € OF}
a(d)(T* =[LF,... . L) = [a(d)(L]),... a(d)(L])]
a(d)(L¥) = Xva(d)(L?(v))
a(d)(A) = {a(d)(n) |n € A},VA C Node”

a(d)(p) = {{o,a(d)(n)) | {o,n) € p}

Figure 4-6: Definition of conversion «(d), d € Date

A RETURN inside A(m) (i.e., not the RETURN which terminates A(m)) is the
opposite of an analyzable CALL: it returns from the callee into the caller. Suppose the
RETURN instruction has the form “return v”, and the abstract semantics executed
the corresponding CALL, which has the form “vg = v.5(v1, ... , v;)”, at date d.. Duc
to the nesting of the CALL/RETURN instructions and to the way we maintain the
calling context, the top clement of the calling context is exactly d.. In this case, the
abstract semantics operates in two steps:

1. It constructs a new abstract state Ef . In E;’E , the state of the local variables

of the callee, Lca”ee, is no longer on the abstract stack. Also, in Ef, the local
variable vy from the caller points to the nodes that the callee’s local variable v
points to.

2. The abstract semantics removes d, from the top of the calling context. In
addition, the conversion «(d.) removes it from the top of the context of any
node appearing in the abstraction relation p or in the abstract state = Hg Those
nodes which do not contain d. at the top of their context are unaffected by the
conversion. We describe the conversion «(d,) later in this section.

Finally, for the other instructions, the calling context remains the same, but the
abstract semantics computes a new abstract state and a new abstraction relation by
using the auxiliary functions [.,.] (Figure 4-7) and update p (Figure 4-8).
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Node Conversion a(d)

Figure 4-6 presents the definition of the conversion «(d),d € Date. When given a
node n, a(d) behaves as follows:

e If the context of n starts with d, i.e. n = (n',d: ¢), a(d) returns a “new” nodes
which is similar to n, but has a context without the date d at its top, i.e., (n/, ¢).

e Otherwise, a(d) behaves like the identity function.

When it receives a more complicated structure — an abstract state, a set of
inside/outside edges, a set of nodes, an abstraction relation, etc. — «(d) propagates
deep into it and replaces every node n with a(d)(n).

Auxiliary Function [, ]

For each label Ib and context ¢, [Ib, c] is a function which takes the current abstract
state, and returns the abstract state after the execution of the instruction from label
Ib, in the calling context c. Figure 4-7 presents the definition og [ib, ¢] depending on
the instruction from the label Ib. [Ib, ¢] is almost identical to the analysis transfer
function [[b]# (Figure 2-4), except that the newly created node, if any, has the context
¢. E.g., if the instruction at label Ib is a NEW, [b, ] uses the inside node with context
nf, . = (n},, ¢} instead of the “simple” node nf,. In the case of a LOAD instruction,
we have simply “inlined” the definition of the function process load (Figure 2-5), and
adjusted it to work with nodes with context.

Similar to the pointer analysis, the abstract semantics does not create edges start-
ing from 7nip11,0, Ve € Contezt, and does not load references from these nodes. This

is due to the fact that a program cannot read from/write to a null address.

Auxiliary Function update _p

Figure 4-8 presents the definition of the function update p. If, at date d = idy;, the
program is about to execute the instruction from label b, the current abstract state
is =% and the current calling context is ¢, then, the function update _p({d, Ib,=, c))
takes the current abstraction relation p, and returns the abstraction relation for the
date id2i+1.

The definition of update _p is closely related to that of [.,.]. While it is possible
to define them as a single function, we preferred to separate the part which is “inher-
ited” from the pointer analysis, i.e., the function [.,.], from the abstraction relation
maintenance part which is specific to the abstract semantics.

Most of the instructions do not modify p. There are four exceptions: NEW,
NULLIFY, LOAD (in a special case), and unanalyzable CALL. In the case of a NEW
instruction which creates the new object o, the abstract semantics extends p to record
the fact that the node n{b,c models the object 0. For both NEW and NULLIFY, the
abstract semantics extends p to record the fact that the node nyy11 . models the special
Omu11, Which represents the null pointers. The processing for a LOAD instruction
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[.,.] : Label x Context — State® — State™

[entry,,, ] and [ezit,,, c] are the identity function;
the other cases are presented below:

P(lb) [ib, c](E# = (I*, O#*, L* : J#, S# U#))
U1 — U <[#, O#, L# ['Ul — L#(’Ug):I : J#, S#, U#>
# # # [, I . J# # #
o= new O (12,0#L;£u»—+{7,,,,c}].,],5,U>
where IQ =17 {(nlb,cafa nnull,c)}feﬁelds(C)
v = null (I, OF, L¥ (v {nam1c}] : J#, S#, U¥)
of = v (IF, OF, L* . J#, §* U#)
A where IF = I# U (L#(v) \ W) x {f} x L#(v,))
Let B = {n|3n; € L¥(v)\ N, (n,,f,n) € I#}
E = {neL#¥(w)\N | e#(E*)(n)}
Case1: E=10
(I¥, O#*, L¥ [vw— B]: J#, S# U¥)
Up = Ul.f
Case 2: E#0
(I#, OF LT . j# S# U#)
where LY = L[#[v— (BU {nf 1]
Of = O*U(Ex {f} x {nf })

if (...) goto

=# (unmodified)

Vrp = 1}0.8(’[)1, Ce

, Uj-1)

Case 1: analyzable call
[.,.] will never be called in such a case

Case 2: unanalyzable call
(I#, O#, LT . J# S# UF)
where L¥ L# [vg — nf ]
Uf = U*UULL L*(w)

(I*, O%, L¥# [v,e > L*(v)], S#*, U#)

return v where v, is the dummy variable that stores
the return value of m.
start v (I*, O%, L¥ . J# S#* U L¥(v), U#*)

Figure 4-7: Definition of [., .]
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update p : Date x Label x State® x Context — Abstr — Abstr

P(ib) update _p({d, b, =% = (I¥ ,O*, L#, 5%, U#), ¢))(p)
v = Uy p (unmodified)
p U {<07 n[Ib,C>} U {<0nu117 nnull,c)}
v = new C where o is the object created in the concrete
execution at date d
v — null P U {(0nu11, Pau1n,e) }
u.f = v p (unmodified)
Let E = {nel#*(u)\N | e#(E#)(n)}
{(01,f,00) be the heap edge read by the concrete
execution at date d
v = vi.f Case 1: E=0  p (unmodified)
Case 2: E #10 po where

_ { pU{{o2,np )} if ea(or) # 0
P2 =

p (unmodified) otherwise

if (...) goto @

p (unmodified)

Case 1: analyzable call
update _p will never be called in such a case

vr = v.5(v, .. , ;) Case 2: uganalyzable call
pU{{o,nj )}
where o is the object returned by the call
in the concrete execution.
return v p (unmodified)
start v p (unmodified)

Figure 4-8: Definition of update p
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might introduce a load node nj; , (see definition of [., .] in Figure 4-7). In this case, if
the LOAD instruction read the heap reference (o1, f, 02) and 0; was an escaped node,
i.e., eq(01) was true, then, the abstract semantics extends p to record the fact that
nﬁ,,c models 0,. Finally, in the case of an unanalyzable CALL, the abstract semantics
extends the abstraction p to record the fact that the return node njf , models the
returned object o.

Example 5. Consider the following piece of code:

Cell a(Cell p0) { Cell b(Cell p0) {
0: v0 = pO0; 5: v0 = new Info;
1: 1if(v0 == null) goto 4; 6: p0.f = vO0;
2: v0 = v0.b(); 7: vl = p0.n;
3: 1if(true) goto 1; 8: return vi;
4: return po0; }
}
' PO\‘ 1 n
Cell { @
Info i; i i O
Cell n;

Initial concrete heap at the
beginning of a

For simplicity, we usc integer labels. Method a uses method b to scan a null
terminated linked list, and to update the information of all the list cells. The field n
of a list cell (class Cell) points to the next cell from the list. Method b, which is a
method of class Cell, does all the processing for a list cell: it sets the field i of the
the cell to point to a newly created object, and returns a pointer to the next cell. For
simplicity, we suppose that the class Info does not have any pointer field.

Table 4.1 presents a possible concrete execution that contains an activation of a,
A(a). We suppose that the argument sent by the CALL that starts A(a) is a pointer
to the first cell of a list of two elements, 0y and oy, as presented in the figure right
under the code. The field i of oy points to the object o3, while the field i of o, is
null. Table 4.1 presents only the dates when A(a) starts to execute an instruction.

The list of interesting dates of A(a) is:

ID 40y = [10,11, 11,12, 20,21, 21,22, ..., 43,44]

We look closer at several of these dates. Each row of Figure 4-9 presents the concrete
heap (the left side), the abstract state (the right side) and the abstract relation that
the abstract semantics computes for a specific date. For simplicity, Figure 4-9 ignores
the value of the local variables. We use continuous circles for objects and nodes, and
dashed circles for node placeholders. Similarly, we use solid arcs for heap references
and inside edges, and dashed arcs for outside edges.
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date | label: instruction context
other instructions
10 | 0: vO = pO; [
11 1: if(v0 == null) goto 4; | []
other threads

20 |2: v0 = v0.b(); [l
21 5: v0 = new Info; [20]
22 6: p0.f = vO, [20]
23 7: vl = pO.n; [20]
24 8: return vi; [20]
25 | 3: if(true) goto 1; (]
30 | 1: if(v0 == null) goto 4; | ||
31 | 2: v0 = v0.b(); I
32 5: vO = new Info; [31]
33 6: p0.f = vO; [31]
34 7: vl = pO.n; [31]
other threads

40 8: return vi; [
41 3: if(true) goto 1; [
42 1: if(v0 == null) goto 4; ||
43 | 4: return pO; [

Table 4.1: Execution of A(a) from Example 5. For cach intcresting date d listed in
the first column, the second column presents the instruction about to be executed by
A(a) at date d, and its label; the third column presents the calling context at date d.

At the beginning of A(a) (first row of Figure 4-9), the abstract state contains
only the parameter node nf,o,ﬂ that models the object 0y, and the calling context
is {]. At date 21, the abstract semantics “steps into” the method b that is called
with the parameter oy in the concrete semantics, respectively ni 0] i the abstract
semantics. At this point, the calling context becomes [20]. We briefly treat the next
instructions. The object o3 created by b is modeled by the inside node né,[QOJ' In
the concrete semantics, b reads the field n of og, i.e., 0;. The abstract semantics

introduces the load node n%[w] to model the loaded object 0, (Figure 4-9.b).

The next instruction is a RETURN that terminates this first invocation of b. The
node conversion a(20) transforms nf gy into nZy, and nf ) into ng; (Figure 4-9.c).

Skipping several instructions, Figure 4-9.d presents the concrete state, abstract
state and the abstraction relation at the end of the second invocation of b, right before
returning to a. Notice that the load node n%[m, and the inside node ng,[m that the
abstract semantics uses inside this second invocation of b are distinct from all the
nodes used before, including the nodes from the first invocation of b. The RETURN
instruction that follows applies the conversion «(31). As a result, n% ;31) 1s merged
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P40 Pao

Figure 4-9: Abstract execution of A(a) from Example 5
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with n%u, and nf (31] 18 merged with n! 0 (Figure 4-9.e). So, once the current instance
of b finishes, its nodes are merged with the nodes from the previous instances.
Several interesting facts are emphasized by this simple example:

e Objects that are not manipulated by A(a), e.g., 02, are ignored by the abstrac-
tion relation.

e The nodes introduced by the abstract semantics while processing an instance
of a method are different from the nodes introduced for the previous instances.

e A node can model several objects. E.g., at date 41, né,n models both 03 and oy4.

e At the dates that correspond to executions of instructions from the “root level”
of A(a), i.e., not from a callee, the current calling context, and the contexts of
all the nodes that appear in the abstract state arc empty.

A

4.3 Abstract Semantics Invariants

In this section, we prove a few invariants that describe the connection between the
concrete and the abstract sematics. The section concludes with a sufficient condition
for stack allocation.

The invariants are valid in any interesting date d € ID 4(,) of the execution of
the studied activation of method m. For the rest of the section, we use the following
notations for the concrete and the abstract state at date d:

Za = (Aa[t— (Lag,tbay) : Jay), Hg, TY o)
St - G048 If.51.UF)

In the concrete state =,;, we emphasize the local state of thread ¢, the thread of
A(m); Lq, is the state of the local variables of top-most method from A(m). In the
abstract state Ef, we emphasize the structure L* which describes the state of the
local variables of the topmost method in the call stack at date d; inE models Lg ;.
Also, we use the notation py for the abstraction relation at date d.

We start with two easy invariants which will be used in later proofs:
Invariant 1. Vd € ID 4(nm), Yo € Object, Yn = npuy,c €N, 0 pa n = 0= o1

Proof: Induction on the list of interesting dates plus inspection of the definition of
update _p (Figure 4-8). a

Intuitively, this invariant tells that a null node, i.e., ny,11 paired with some context,
models only the null object o04411-

Invariant 2. Vd € ID sm), (1, f,n1) € OF — e#(E%5)(n) A e#(Z%) (nz,).
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Proof: As escapability propagates along the outside edge (n,f,n.), it is enough
to prove e#(Z%)(n). We do so by induction on the list of interesting dates. The
invariant is trivially satisfied at the beginning of A(m), and each transition preserves
the invariant as follows. The transfer function for a LOAD instruction adds only
outside edges starting from nodes which escape. A RETURN inside A(m) projects
the abstract state through «(d); a(d) converts each path from the abstract state
before the RETURN into a path in the abstract state after the RETURN. So, every
node that escapes in the state before the RETURN escapes in the state after it too and
our invariant is preserved. The other instructions are irrelevant because they do not
add outside edges and preserve existing paths, and, by consequence, the escapability
status of the nodes. O

Invariant 3. Vd € ID gm), Yo € Object \ {omn1}, if do(0) < d and —eq4(0) then
{n | o pa n} = {nf, .} where lb is the label of the instruction that created o (the
instruction executed in the transition Zq,0)-1 =1 Z4,(0)) and ¢ is some calling con-
text.

Proof: As —e4(0), location o was created by A(m) (otherwise, Constraint 4.5 would
set eq(0) to be truc). So, the NEW instruction from label [b that created o was
processed by the abstract semantics, and an inside node corresponding to Ib was put
to model o. This means that {n | 0 pg n} N INode* = {n}, .} where the calling
context ¢ depends on the context at the date when the abstract semantics executed
the NEW instruction, and on the RETURN instructions which followed. However, for
the purpose of this proof we are not interested in the particular formula of ¢. Suppose
for the sake of contradiction that there are some other nodes that model 0. There are
three types of instructions which might extend the set {n | 0 py n}: NEW, LOAD,
and unanalyzed CALL. Some RETURN instructions might “adjust” the context of
some of the nodes from the set, but they do not add new nodes; NULLIFY is also
irrelevant because 0 # 0q,1. There is a single relevant NEW instruction, the one that
created o, and the node that it introduced is already in the set. We prove that the
other two cases cannot occur.

Suppose that A(m) executed at moment d’ < d a LOAD instruction that intro-
duced a load node to model 0. This means that A(m) read the heap edge (0, f, 0},
where ey (0') was true. If this edge was created by A(m), it is present in the set Hlf(m),
and by constraints 4.6 and 4.4, we immediately have that e;(0) is true; contradiction!
Otherwise, if the edge was created by a STORE from some other part of the program,
at the date of the execution of that STORE, o was reachable from “outside” A(m).
By Lemma 7, o escaped at that time and, as escapability is a cummulative property,
eq(0) is true; again, contradiction!

Finally, suppose that A(m) executed at moment d; < d an unanalyzable CALL
that returned o at moment dy, d; < do < d. In the abstract semantics, the return
node n{g,c models the object 0. In the transition from date do — 1 to dy, the method
called by the unanalyzed CALL executed a RETURN instruction, “return v”; in the
stack frame corresponding to that method, at moment dy — 1, v points to o. So, at
moment dz — 1, o is reachable from outside A(m).
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By the construction of A(m), di,dy € IDg(m); hence, eq and ey, are defined.
As —eq(0) and escapability is a cummulative property (Invariant 4.4), we obtain
—eq(0),Vd < d. In particular, —e4 (0) and —ey,(0). As —eg4(0), o is unreachable
from the parameters that are passed to the unanalyzable CALL (otherwise, con-
straints 4.6 and 4.9 would set eg4,(0) to true).

By Lemma 7, as —egq (0), o is unreachable from outside A(m) at d;. By applying
the previous observation, we have that o is unreachable from outside A(m) even at
dy +1. As from d; + 1 to dy — 1, only instructions from outside A(m) are executed,
o remains unreachable from outside A(m) at d; — 1 (we can prove this formally, by
induction, in the style of Lemma 6). Hence, o cannot be returned from the unanalyzed
CALL. Contradiction! This completes the proof of Invariant 3. O

The following three invariants are very closely related: the validity of one depends
on the validity of the others. For this rcason, we prove them together, in a single
proof by induction.

Invariant 4. Vd € IDagmy, (01,f, 02) € H(f(m) — dny,ne € Node, {0y pg ny) A
(02 pa n2) A ({n1, fyng) € Ij&)

Invariant 5. Vd € Dy, Yv € V, Ly (v) = 0 — 3In € Node, (0 pg n) A(n €
Lj&(v)).

Invariant 6. Vd € ID g, Vo € Object \ {ona1},Vn € Node™, ea(0) A (0 pg n) —
e*(Z5)(n).

Proof for Invariants 4, 5, 6: As d € ID 4(m), 35,0 < j < 2r+1 such that d = id;.
We prove the three invariants by induction on j.

Initial state In the initial state d = idy, Hy™ = 0 and Invariant 4 is trivially
satisfied. L4, is defined only for parameters: L;q, (p;) = 0; where o;’s are the objects
actually sent as arguments in the call that started A(m). As pig, = {(oi,nz’l.’ﬂ)},

Invariant 5 is satisfied. Finally, as trivially e#(EfZO)(nZ .)» Invariant 6 is satisfied,
too.
Induction step Assume that the three invariants hold for d € {id,,... ,id;}. We

will prove that they hold for d = id;;, too. If j =2 + 1, then :

=# . : — (=#

(Hidz(,-Hy Pidyiyy Cldz(i+1)> - <““id2,'+17pid2i+l’ Cidzi+1>

By the induction hypothesis, the three invariants are trivially satisfied for d = id 4, =
idogi+1). In the rest of this proof, we work on the more interesting case of j = 21,
when passing from id; to id;4, corresponds to a real transition:

d = idyg
<Eff7 Pd; cd> = <Ef12i+17pid2i+17 Cid2i+1> = [[Zbidzi,i]]#“afiﬁv Pida; s Cidzz‘))
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The method for proving the three invariants at date idos;y; is the same: case
analysis on the type of the instruction P(lb,s,,:). For all the instructions except
the unanalyzable CALL, this is the instruction from the transition E}{Z% =7 Efﬁzm.
For the unanalyzable CALL, it is the first instruction from the chain of transitions
Efiﬁ =" E?fim“; the other instructions from that transition chain are from the method
transitively invoked by the unanalyzable CALL, and so, they cannot affect the state
of the local variables of 4(m) nor the set of heap edges H4(™).

Before examining the invariants, we prove the following auxiliary lemma:

Lemma 9. Let idy; € ID g(,) be an even-indezed date that corresponds to the begin-
ning of the transition chain Efﬁzi =" EfZ%H. If the instruction at label lb;q,, ; (the
instruction executed in that transition chain) is not @ RETURN inside A(m), then

Pids; - Pidgiy -

Proof of Lemma 9: Simple inspection of the definition of the transfer function [.J#
for the abstract semantics (Figure 4-5), and the definition of update p (Figure 4-8).
D

We continue the proof of the three invariants.

Invariant 4 The transfer function for a RETURN inside A(m) modifies both the
set of inside nodes and the abstraction relation by adjusting the context of the nodes
appearing in those structures. As this adjustment is done in the same way in both
structures, the validity of Invariant 4 extends from udo; to idg; ..

From the remaining instructions, only NEW and STORE create new heap refer-
ences. All the other instructions leave the heap and the set of inside edges unchanged;
as Pidy; C Pidsi; (Lemma 9), they trivially preserve Invariant 4.

The NEW instruction “v = new C” creates the heap edges {(o,f, 0pun1) | f €
fields(C)} in order to initialize all the fields of the newly created location o. From the
definition of the transfer function for updating the abstract states [.,.] (Figure 4-7),
we have:

I:§2i+1 - ch};zi U {<nl[b7f7 nnull,c) I fE ﬁeldS(C)} and
Pidairr = Pidss Y {{0, nd)} U {(0ma1, Tinull,c)

and Invariant 4 is clearly valid at date ids; 1.

3

So, suppose that the last instruction was the STORE instruction “v;.f = 1" and
that L4, (v1) = 01 # 0pu11 (the program cannot write at null), L4, (v2) = 0g. The
only new heap edge is (o1, f, 02). By our induction hypothesis, Invariant 5 is valid at
moment id,;, which implies

dny such that (o1 pigy, 1) A (ng € L?;Qi(vl)) and
dny,  such that (02 pigy, n2) A (no € L?;zi(’l)g))
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Also, as 07 # oma1, by Invariant 1, ny ¢ M. Due to the abstract semantics of the
STORE instruction, {ny, f,ns) € Ii#d2i+1' As pig,; € pidy;,, (Lemma 9), Invariant 4 is
valid at date ido;y .

Invariant 5 The cases of STORE, IF, THREAD START, and the final RETURN
(the one that terminates A(m)) are easy to handle. By a quick inspection of the
transition relation for the concrete semantics (Figure 4-3), we notice that these in-
structions do not modify the state of the local variables: L, , = Lig,. Also, in
the case of the abstract semantics (Figure 4-7), L, =~ = Lg,  for all of these in-
structions except RETURN. The abstract semantics of the final RETURN affects
only the special dummy variable v, which we use to store the result of the method;
as this variable does not exist in the concrete semantics, it does not introduce any
complication. As pi,, C pig,.,,, the validity of Invariant 5 propagates from idy; to

idiq-

In the case of a COPY instruction “v; = vy”, we just have to look at the new value of
01 Ligy,,, (1) = 0 = Lig,, (v2). By our induction hypothesis, Invariant 5 holds at date
ido;, which proves that 3n such that (o pu, n) A (n € Lfi%(w)). By our definition
of [] for a COPY instruction, we have n € L¥

7 (u), and hence, Invariant 5 is valid
2241
at date 1do;4 ;.

A NEW instruction “v = new C” modifies L by setting Liq,,,,(v) = o, where o is
the new object created by this instruction. The abstract semantics sets L52i+1(0) =

{n}, .}, where b is the label of the NEW instruction and ¢ is the current calling
context. It also extends the abstraction relation such that o pa,, ., ny, .- The case

of a NULLIFY instruction is similar: Lig,,, (v) = 0Onu, szzm(v) = Npui1,c, and

Onu1l Pidsiy: Maurl,e- 1D both cases, Invariant 5 is valid at date idg;4;.

The case of an unanalyzed CALL “vg = w.5(vy,... ,v;)” is a bit different from
the others, because ids; 11 is not simply ids; + 1: although the abstract semantics
executes a single transition®, there are many transitions in the concrete semantics,
corresponding to the execution of the instructions of the methods transitively invoked
by the unanalyzable CALL and the instructions of threads other than {. However,
from all these many instructions, only the last one, the RETURN from the transi-
tion Zigy, -1 =T Zidy,,,, modifies the state of the local variables of A(m). It sets
Lidy.,, (v) = 0, where o is the location returned by the unanalyzed CALL. In the ab-
stract semantics, L¥_ (v) = {n} .}, where Ib is the label of the CALL instruction,

i1
and c is the current calling context. Since 0 pig,,,, 7 ., Invariant 5 holds at date
idoit1-

5L.e., one application of the abstract transfer function [.]J#.
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In the case of a RETURN instruction inside A(m), the transfer function [.]# (Fig-
ure 4-5) closely models the transition from the concrete semantics (Figure 4-3). Con-
sider a RETURN instruction “return v”, and let vg be the variable that stores the
result of the corresponding CALL instruction. The abstract semantics pops from the
stack the state of the callee local variables, and in the state of the local variables for
the caler, puts vg to point to the nodes which were pointed to by v in the callee.
The validity of Invariant 5 at date d = idy;41 for variable vg follows from the validity
of Invariant 5 for variable v at date ido;. The meticulous reader might notice that
the transfer function also adjusts the context of the nodes. As this adjustment is
also done in the abstraction relation, it does not harm our proof. The other vari-
ables remained unmodified both in the concrete and the abstract semantics from the
date of the corresponding CALL and so, by the induction hypothesis, they preserve
Invariant 5 too.

If we look only at the state of the local variables, an analyzable CALL is very
similar to a series of COPY instructions: it copies local variables from the caller
into the parameters of the callee. By the same arguments as in the case of COPY,
Invariant 5 is valid at date ido; ;.

We left for the end the most difficult case: a LOAD instruction “v, = v;.f". Suppose
that right before its execution, Ly, (v;) = o1 and (o1, f, 02) € H,qa,,; by our hypothesis
that the analyzed program is correct, 0; # 0Onu1. With these notations, the LOAD
instruction reads the heap edge (o1, /, 02) and sets Ljq,,,, (v2) = 02. By the induction
hypothesis, [nvariant 5 is valid at date id,; and so,

3”1 such that (Tll € L?;z (Ul)) A (01 Pids; nl)

i
There are two cases:

1. If e;4,.(01), then by Invariant 6 at date ido;, €% (id2;)(n1) is true. In this case,
the abstract semantics puts nﬁ,,c € L;’.‘Z%H(vg), where [b is the label of the
LOAD instruction, and ¢ is the current calling context, and updates p such

that 02 pid,;., n,’;,vc. This preserves Invariant 5.

2. If =€4,,(01), by Invariant 3 at date ids;, {n | 0 pig,, n} = {n} .} = {n1}; so,
the only node that abstracts location o at date idy; is 7y = nj, ..

Also —eyq,,(01) implies that o; cannot be accessed from outside A(m) (Lemma 7),
the heap edge (o1, f, 02) was created by A(m), i.e., (01,f, 02) € Higi?l). By the
induction hypothesis, Invariant 4 is valid at date ¢do; which, together with the
fact that {n | o pis,, n} = {m}, gives us that:

dng such that (02 pig,, n2) A ((n1, fyng) € Ifgﬂ)

#

By the definition of the abstract semantics, ny € Liy,i,

Pidy; < Pidg,s,» Invariant 4 is valid at date idg;q1.

(’UQ). As (02,n2> €
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In all cases, Invariant 5 is valid at date ¢ds; 1.

Invariant 6 Recall that the (abstract) escape predicate e#(Z%) (Definition 12)

—_—

tells whether in the abstract state =% for date d, a specific node is reachable from
a set of escapability sources (the set N from the definition) along a path of inside
and outside edges. Similary, in the concrete semantics, the concrete escape predicate
eq (Definition 10) tells whether an object is reachable in H 4 (™) (the heap references
created by A(m)) from one of the objects directly escaped by one of the constraints
4.5, 4.7, 4.8, and 4.9.

COPY, NULLIFY, and IF preserve the invariant: in the concrete semantics, they do
not directly escape objects and do not add new heap references. Therefore, ej4,,,,(0)
iff e;4,,(0). In the abstract semantics, they preserve the set of escapability sources
and all the paths consisting of inside/outside edges. As a result, all the nodes which
escaped at date id,; still escape at date 2do;41. As the abstraction relation is not
modified by these instructions — the extension done by NULLIFY is irrelevant, be-
cause 0 # 0gy11 — they preserve Invariant 6. We can apply the same reasoning for an
analyzable CALL and for a RETURN inside A(m) (i.e., not the last RETURN which
ends A(m))®.

A NEW instruction updates the abstraction relation such that o pig,,,, n}, ., Where
o is the newly created object. As o does not escape anywhere yet, i.e., —e;q,,., (0),
the invariant is preserved. A LOAD instruction might introduce a load node "{Z,c

to model the loaded object’. As e#(Z% )(nf ) from the very beginning®, this

id2iy:
instruction too preserves the invariant.

RETURN, THREAD START, and unanalyzable CALL escape nodes, due to one
of the constraints 4.7, 4.8, and 4.9 from Definition 10. This escape info propagates
along the heap edges by Constraint 4.6. We treat only the case of the unanalyzable
CALL; the other two cases are similar.

Suppose for the sake of contradiction that the invariant is not true at date ids; 4,
i.e., there exist an object o and a node n such that ejq,. (0), 0 pig,,, n, and
ﬂe#(Ef’;%H)(n). n cannot be the return node njf . which corresponds to the unana-
lyzable CALL because a return node trivially escapes. As a consequence, n models
o even at date idy;. Furthermore, n does not escape in the state Ef;m_; otherwise,
by Lemma 8, it would escape in E}im too. By our induction hypothesis, Invari-

ant 6 is valid at date idy; hence, —e;q,,(0). Also note that due to Definition 9,
HA(m) — HA(m

idaiin ido; ). The only reason o escapes at date idg; 1 is that it is reachable from

6 Again, the meticulous reader might notice that a RETURN inside A(m) adjusts the context
of some nodes. However, as this adjustement is done uniformly, into the abstract state and the
abstraction relation alike, it does not affect our proof.

"¢ is the current calling context.

8The load node is reachable via the newly introduced outside edges from one or more escaped
nodes.
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one of the nodes that directly escaped into the unanalyzable CALL by Constraint 4.9,
by a path of edges from Hﬁi:").

Hence, there exists a path, possibly of length zero, og,01,...,0, = o,
Vi, {0, fj, 0j41) € Hi’ggzz, that reaches o from a location oy that is pointed to by one
of the parameters passed to the unanalyzable CALL. As —e;q,,(0) and escapability is
propagated along the edges from H;;é:”), —eid,; (0;) for any object o; from the path.
By Invariant 3, for each of the objects o;, there is a single node n; that models it, i.e.,
0j Pidy; Nj, where n, = n. Therefore, by Invariant 4, which is valid at moment idy; by
the induction hypothesis, we have a corresponding path along the inside edges from
the abstract state at moment idy;: ng,n1,... ,np = n, {ny, fj,nj41) € Ii#d% - Ii#dzm.

Now, by Invariant 5 at moment id,;, as one of the parameters from the unana-
lyzable CALL, say v points to o4 in the concrete semantics, in the abstract state at
date idy;, v points to the unique node that models og, ng, i.c., ng € Lﬁ%(v). By the
definition of [.,.] in the case of an unanalyzable CALL, ngy € Uiim; therefore, ng
#

escapes in the state =7, . As the abstract escape information propagates along the
idoi41 propag g

#

edges from I 3321,, np, = n escapes in the abstract state =7, . . Contradiction.

The only remaining case is that of a STORE instruction “v;.f = v,”. This instruc-
tion does not create new objects nor extend the abstraction relation. However, it
creates a new edge, which can generate new paths in Higiﬁ)l. Suppose for the sake of
contradiction that Invariant 6 is not valid at date ids;q, i.c., there exist an object o
and a node n such that eq,,,,(0), 0 pia,., n, and ﬂe#(E?ﬁzm)(n). We immediately
obtain that o pi,, n and ﬂe#(Eﬁﬂ)(n) and as Invariant 6 is valid at date idy; (by
the induction hypothesis), we have that —e;q,, (0). The reason o became escaped at
date id2;11 1s that the edge introduced by the STORE instruction made o reachable

from one of the objects which were already escaped at date id,;.

Let us consider one of the shortest paths in Higiz)l from an object oy such that
€idy; (00) s true, to o. Let the objects from this path be oy, 01, ..., 0, = 0. Due to the
way we selected this path, with the exception of 0y, no other object from this path
escapes at date ids;. By applying the same idea as in the case of an unanalyzable
CALL, we obtain a corresponding path in IZSMI from the unique node which models
01, say ni, to the unique node which models o, the node n.

As 07 does not escape at date idy;, the heap reference between oy and o; is not
present in the set H;;;,m). But it appears in the set Hisiﬁ)l, which means that the
STORE instruction created it, i.e., Lig,, +(v1) = 0g, and Lig,, :(v2) = 0;. By Invariant 5
at date idy;, valid by our induction hypothesis, Lf;%(v]) contains one of the nodes

which models og, call it ng, and Lfi%(vg) contains the unique node which models oy,
the node ny. Thus, at date ido;+1, we have a path of inside edges from ng to n.

As Invariant 6 is valid at date idy;, 6#(51%2,-)(”0) is true. So, ny escapes in state
As n is reachable from an already escaped node, it escapes too. But we

A
tdoigr”

=
—udait1”

supposed that n is captured in = Contradiction.
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In all cases Invariant 6 is valid at date ¢ds; 1. This completes our proof by induction
for invariants 4, 5, and 6. O

Lemma 10. Consider an interesting date for A(m), d € ID 4(p. Let = ud and cq be
the abstract state, respectively the contert constructed by the abstract semantics of
A(m) for date d. If n = (n', ¢c) is a node appearing in Ef, then its context ¢ is a
suffiz of cq.

Proof: Induction on the index inside the list of interesting dates of A(m). The
property is clearly true at the beginning of A(m). The execution of an instruction that
is not a RETURN inside A(m) preserves the property for the nodes which already
exist; such an instruction might also create new nodes, but these nodes have the
context ¢4 which is clearly a suffix of itself. A RETURN inside A(m) uniformly
removes the date of the corresponding CALL from the head of the current context cg4
and from the head of each node context; hence, it preserves the property too. O

It is easy to prove that due to the nesting of the CALL/RETURN instructions and
due to our way of maintaining the calling context, at the end of the activation A(m),
i.e. at date d = idy4, the context is empty: ¢4, ., = []. So, by Lemma 10, in the
abstract state EZZTH, all the nodes have empty contexts. In particular, the inside
node which represents the objects allocated at label Ib is nj; N Now, we are ready to
prove the following theorem.

Theorem 11. Consider a concrete execution trace T, an activation A(m) of method
m and suppose that, at some date in its execution, A(m) allocated an object o by ex-
ecuting the NEW instruction from label lb. Also, consider the list of interesting dates
for A(m), ID sy = lidy, . .. ,idor1] and suppose the abstract semantics obtained the
following abstract state for the final date idgyyq:

—=# _ # #
“idar 41 —< zd2r+1’02d2r+1’ tdory1 ° J1d2 +17 Midor 410 id2r+1>

If ﬂe#(idgrﬂ)(n{b ) then the lifetime of object o is included into the erecution time
interval for A(m), i.e. [dc(0), dp(0)] C [ido, idz,).

(
Proof: As A(m) created o, dg(0) > idy. To complete the proof, we need to prove
that dp(o) < idgr. Let Zi4,,,, be the concrete state at date ids,+). By Lemma 7, we
have that

reachable(Z},, . )(0) = €ig,, ., (0)

where 2}, = outsidea(m)(Zid5,,, ). 1t is easy to note that outsides(m)(Zids,,,) =

Zids,4.: the stack frame created by A(m) was removed by the RETURN from the
transition =4, =71 Zig4,,,,. Therefore,

reachable(Z;q4,,,,)(0) = €y, (0)

When the abstract semantics processes the NEW instruction at label Ib that created
object o, it puts the inside node nj, , to model o, where ¢ is the current calling context
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at that moment. At the end of A(m), all the nodes have an empty calling context;
hence, 0 pidy,,, 1y, - By Invariant 6,

eid2r+1(0) - e#(id27‘+1)(nllb,[])
Combining these two implications we have that
reachable(Zia,, ., )(0) — e#(idgrﬂ)(nfb’u)

and so, as —e# (ida,11) (7], ), 0 is no longer reachable at date ids, ;. By the definition
of dp(o0), this implies dp(0) < idy+1 = id2 + 1, which completes our proof. a

As the stack frame for the instance of method m which is the “root” of A(m) is
created at date id, and destroyed at date ¢ds,, we have the following obvious corollary,
which represents a sufficient condition for stack allocation:

Corollary 12. In the conditions of Theorem 11, if ﬂe#(idgrﬂ)(n{bﬂ), then all the
objects that A(m) creates by executing the NEW instruction from label lb can be safely
allocated in the stack frame of the instance of method m which is the “root” of A(m).

4.4 Analysis vs. Abstract Semantics

In the previous section, we proved that the abstract semantics conservatively models
the concrete semantics, with respect to a set of invariants. This enabled us to obtain
Corollary 12, which gives a sufficient condition for the stack allocation of the objects
allocated by the activation A(m). That condition is defined for the abstract state
computed for the end of A(m). However, we defined the abstract semantics just for
the purpose of the correctness proof; we cannot even compute it statically. What we
actually need is a condition defined on the points-to graphs computed by the pointer
analysis.

In this section, we prove that the pointer analysis is a conservative approximation
of the abstract semantics, and hence, of the concrete semantics, too. This will enable
us to extend the sufficient condition of Corollary 12 into a proof for Theorem 5.

Consider a method m and an activation A(m). As the condition from Corollary 12
was expressed on the abstract state for the end of A(m), EfZZTH, we are particulary
interested in proving that the points-to graph G that the pointer analysis computes
for the exit point of method m, conservatively approximates EszTH. At a first look, if
we ignore the inter-procedural aspects, the pointer analysis and the abstract semantics
look very similar, except that the first one works with nodes from the set Node, while
the other one operates with nodes with context from the set Node® = Node x Contexzt.
However, we have already proved that in the abstract state for the end of A(m), all
nodes have the context [|. Therefore, the isomorphism S(n) = (n,[]) allows us to
compare analysis data structures against abstract semantics equivalent structures.

The major contribution of this section is the following theorem:
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Theorem 13. Let E?ZQTH be the abstract state that the abstract semantics computes
for date ida, 41 (the end of A(m)) and let G = oA(exity,) be the points-to graph that
the pointer analysis computes for the exit point of method m. Then,

Sl EA@)

The rest of this section is organized as follows. First, in Section 4.4.1, we present
several auxiliary notions and results, and give the formal definition of the node con-
version 3. Next, in Section 4.4.2, we prove Theorem 13. The proof is quite long and
difficult. In order to simplify it, we give a high level proof which uses an auxiliary re-
sult, Equation 4.17. We prove the correctness of this auxiliary result in Section 4.4.3.
As this proof is very long, too, once again, we give a high-level proof which uses two
auxiliary results: Equation 4.21 and Equation 4.23. Section 4.4.4 presents several
results about the node mappings. In Section 4.4.5, we use these results to prove the
correctness of Equation 4.21. This proof uses all the constraints from the definition of
the mapping function (Figure 2-8) which is the core of the inter-procedural analysis.
The proof for Equation 4.23 is rather technical and uninteresting; for completeness,
we present it in Appendix A.

4.4.1 Auxiliary Notions

Notations: Throughout this section, we suppose that we have a concrete execution
trace T and, in T, an activation A(m) of a method m which starts at date d; and
takes place in thread t. We also suppose that the list of interesting dates for A(m) is

[DA(m) = [id07 SR id?i; Zd?i’{»la SRR id27‘+1]

The activation A(m) is terminated by the RETURN instruction executed in the
transition from ids, to ido,11. We also use the following notation simplification: if
=# is an abstract state (where z is an arbitrary subscript), then we denote all the
components of =¥ by using the same subscript, i.e.,

=f=(If, Of, LY : J¥, SF, Uf)

We emphasize L¥, the state of the local variables of the current method (the top-
most method from the call chain), by separating it from the rest of the stack, J¥.
We formulate all the results from this section in the context of these notations. We
explicitly indicate any case where these conventions do not apply.

As the pointer analysis does not step into the callees (as the abstract semantics
does), not all the dates from ID 4, are relevant for it: for the dates inside the
execution of a callee, the abstract semantics constructs an abstract state while no
corresponding points-to graph is created by the analysis of method m. For this
reason, we select from ID 45, just the dates that correspond to the execution inside
the instanciation of m that is the root of A(m). Formally, we have the following
definition:
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Definition 13 (Intra-procedural interesting dates). Consider an ezecution trace
T and an activation A(m) of method m, whose list of interesting dates are ID gy =

lidg, ..., id2r41). We construct the list of intra-procedural interesting dates, 1P p(m),
as follows:
1. We scan the dates idy; in increasing order: idg, ids, ... ,idy,. In each such date

A(m) starts the execution of an instruction.

2. For each examined date idy;, if the instruction ezecuted by A(m) is not an
analyzable CALL, we add both idy; and ida;y) to IP gmy. If it’s an analyzable
CALL, we add to IP g(m,) both the date idy; when the CALL was executed and
the date idsj1q when the corresponding RETURN instruction terminates; in this
case, we also skip all the dates in between, i.e., we don’t step into the callees.

The additions to IP 4(,,) are always done in pairs. Therefore,

IP p(my = [ipgy - Do Woig1> - 7ip2q+1]

The list IP 4(m) is the concatenation of small lists of two dates [ipy;, ipy; ;] which
corresponds to the execution path of A(m) inside method: either a CALL instruction
from m starts at ip,; and the corresponding RETURN terminates at ip,, ., or the
transition from ip,; to ip,;,; cxecutes an instruction other than an analyzable CALL.
Notice that we are not interested in the instructions executed by the callees of A(m).
The only difference between ID y(,,) and IP y(p) is that the construction of IP s(m)
supposes that all the CALL instructions of m are unanalyzable. Finally, note that the
last two dates from IP 4(m) and ID 4(;n) are the same: idy, and ids,11; the transition
from idy, to idy-41 executes the RETURN which terminates A(m).

Lemma 14. For any intra-procedural interesting date, d € IP p(m), the context cg
computed by the abstract semantics of A(m) for d is empty: ¢4 = [].

Proof sketch: An analyzable CALL adds the current date to the head of the
context; the corresponding RETURN removes this date. Hence, at any date, the
current context contains (in reverse order), the dates of the analyzable CALLs which
have not been matched by a corresponding RETURN yet. At each intra-procedural
date d € IP (), all the CALLs have returned. Therefore, ¢4 = []. O

Now, we are ready to prove that not only at the end of A(m), but in any intra-
procedural interesting date d € IP 4(n,), the abstract state computed by the abstract
semantics contains only nodes with an empty context:

Corollary 15. Consider an intra-procedural interesting date for A(m), d € IP p(m)
and let Z% be the abstract state that the abstract semantics of A(m) constructed for
date d. If n = (n/, ¢) is a node appearing in Ef, then its context is empty, i.e., ¢ = [|.

Proof: By Lemma 10, the context of any node appearing in the abstract state Eff

is a suffix of the calling context c¢4. Combining this with Lemma 14, we obtain the
corollary. (|
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As a result of Corollary 15, it is possible to compare the abstract state from the
end of A(m) with the points-to graph that the pointer analysis computes for the end
of m. For this, we need the following node conversion:

Definition 14. Let § be the conversion B(n) = (n,|[]). This conversion takes a data
stucture specific to the pointer analysis and propagates deep inside it (in the same
style like a(d)), returning an equivalent abstract semantics data structure.

A first, easy result that we obtain is the following:

Lemma 16. If Ib is the label of an instruction that is not an analyzable CALL or a
RETURN inside A(m), then

A[p]*(G)) = [, 11(8(G)), VG € PTGraph

Proof: By a quick inspection of the definition of [.,.] (Figure 4-7) we note that [, []]
is exactly like [(b]?, except that instead of manipulating node n, it manipulates node
f3(n). Hence the lemma. O

Definition 15 (Call depth of an activation). For each interesting date d €
ID g(my, let Ef’f = (If,Od#,Jf,Sf, Uf) be the abstract state that the abstract se-
mantics of A(m) computes for date d. The call depth of the activation A(m) is the
mazimal height of the stack Jf, d € ID (.

Intuitively, the call depth of an activation is the length of the maximal call chain
from the activation. For example, an activation that does not call any method has
a call depth of zero; an activation which calls a method which itself calls another
method, has a call depth of at least two, etc.

4.4.2 Proof of Theorem 13

Proof of Theorem 13: Recall that we want to prove that Effhm C B(G) where

Ei’;h“ is the abstract state for the end of A(m), and G is the points-to graph for
the end of m. We do a proof by induction on depth, the call depth of the activation

A(m).

Initial case: depth =0 In this case, A(m) does not execute any analyzable CALL
(otherwise, its call depth would be at least one). Let IP gy = [ipy,.-. , gqe1]
and let Ib; be the current label inside m reached by the execution of A(m) at date
ip;, 0 < j < 2g+1. More formally, if in the concrete semantics, at date d, the topmost
frame of the stack of the thread ¢, i.e., the thread where activation A(m) takes place,
is (L, lbgy), then:

lb]‘ = lbipj’t,‘v’j € {0, 1, . ,2(]}
By convention, lby,11 = ezity,
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We prove by induction on j that E?;j C B(oA(lb;)),Vi € {0,1,...,2¢g+ 1}. This
proof by induction on j is nested inside the big, outer proof by induction on the call
depth of A(m).

e Initial case j = 0. Trivial by the definition of the initial points-to graph and
the initial abstract state.

# — =#
Woi+1) T Waig1’
Ibyiiy1y = lboip1 (because the program does not execute any instruction of the
thread ¢ is between ip,;; and 1p,;,,y) and the property we want to prove is
trivially preserved. Now, suppose we have an even j, j = 2i. By Lemma 14, we
have that c;,,. = []; hence,

e Induction step j — j+ 1. If jis odd, i.e., j = 2i 4+ 1, then =

gy =, NIEE ) (4.15)

“iPoign Tipy;
In the pointer analysis

oA(lbys1) = |J{Ao(lb) | b € pred(lboii)}

Q AO(leZ) = [[leZ]]a(OA(lbgi)) (416)
Using the monotonicity of 8, Equation 4.16 and Lemma 16, we obtain

B(oA(lbair1)) 2 B([lb]" (0 A(lb2:))) = [lba:, [[J(B(0A(Ib2:)))

By the induction hypothesis, S(oA(lby;)) 3 Efﬁzi. As [1b,[]] is a monotonic

function, just as the analysis transfer function [Ib]# was, we have that

b, [1(B(oA(b))) 3 [ibas, (L) = =2

Combining these last two relations, we obtain the desired result:

BoA(lbyi1)) IEL

We’ve just finished proving that Ef;j C B(oA(lb;)),Vj € {0,1,...,2¢ +1}. If we
put j = 2¢ + 1, as idyqq = 1P,y °, We obtain that Ef;wﬂ C B(oA(exit,y,)).

Induction step: Suppose that Theorem 13 is true for any activation having a call
depth strictly smaller than depth. We shall prove that Theorem 13 is true for an
activation of call depth depth.

As in the case of the initial case depth = 0, we do an inner proof by induction on
j to prove that Eﬁj C B(oA(lb;)),V5 €{0,1,...,2¢+1}. For simplicity, we keep the
same notations as in the previous case.

The only modification in the inner proof is that now, A{m) might execute an
analyzable CALL instruction. If we prove the induction step of the inner proof for

9Remember that ID A(m) and IP 4(y) have the same last two elements.
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the case when j = 2i and the instruction at label is an analyzable CALL, then we
finish the proof of Theorem 13.

Suppose that E?:% C B(oA(lby;)). We shall prove that Ezﬁzm C B(oA(lbyiy1)). In
the same way as in the case of depth = 0, we have that

0 A(lbair1) 2 Ao(lby) = [lbai]* (0 A(lb2:))

Let callee be the method that is called at date ip,;,. callee € CG(lby;), where CG
is the (correct) call graph of the program. By the definition of the transfer function
[ib]* for an analyzable CALL instruction

[1b2;]% (0 A(lbg;)) = |_| interproc(o A(lby;), o A(exit,y,, ), lbay, me)
mo€ CG(lby;)
3 interproc(oA(lby;), o A exit captee ), Ihos, callee)

We combine the last two relations and the monotonicity of 8 to obtain

B(oA(lbait1)) 2 Blinterproc(oA(lby;), 0 A(exit cauiee ), b2, callee))

The analyzable CALL that we deal with starts a new activation of method callee,
which we name A(callee). This activation has its own list of interesting dates, which is
of course a sublist of 7D 4(,) because each instruction of A(callee) is also an instruction
of A(m). Let

IDcallee — [idcallee,oa ey idcallee,?lca Z.dcallee,Qk—f—ly ey idcallee,?u—f—l]

The abstract semantics of A(callee) attaches to each interesting date of id capee & €

ID otiee, 0 < k < 2u + 1 an abstract state =i . We use the subscript 2 to make
zaldcallee,k
#

2aidcallee,k

A(callee) computes for date idcanee r and the the abstract state =% that the

idca”ss,k

the distinction between the abstract state = that the abstract semantics of

abstract semantics of A(m) computes for the same date.

Let’s examine the abstract states Ef;zi, i.e., the abstract state right before the

CALL, and E;’:dm“ee pett? i.e., the abstract state that the abstract semantics of A(callee)
computes for the end of A(callee). Both of them contains only nodes with empty con-
text. Suppose we have a function interproc* identical to interproc except that it works
with nodes with context. We’ll give its precise definition later, for the moment let’s
focus on our proof. As interproc? is exactly like interproc™ except that it manipulates

nodes with context, it is easy to prove a result similar to Lemma 16:

Binterproc(o A(lby;), o A exit catiee ), 1bas, callee)) =
interproc® (3(c A(lbx)), B(o A exit e ) ), Ibas, callee, )

Similar to interproc, interproc* is monotonic in its first 2 inputs. By the induction
hypothesis of the inner proof, S(cA(lby;)) 3 Eﬁzi. As the call depth of A(callee) is

strictly smaller than that of A(m), by the induction hypothesis of the outer proof,
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interproc¥: State™ x State® x Label x Method x Context — State™
interproc¥ (2#, Ef;uee’ lbe, callee, ¢) =
let 1’ = mapping® (2%, Ef;uee, Ib, callee, ¢) in

simplify™ (combine® (Z#,2% 1/ vg))

Where P(lbc) — “'vR — 'U().S('Ul, ceay 'Uj)”.

Figure 4-10: Definition of function interproc™

B(oA(exit caitee)) Ef i eottee s Combining all these, we obtain

B(oA(lbyyr)) 3 interproc® (2% 2% Iby;, callee, c)

P2’ \_‘277:dcallee,2u+1 ’

Suppose we have a proof that

interproc™ (Z% =¥ Iby;, callee, ¢) 3 =F (4.17)

HiPzi ! szidca“ee,Zuﬁ»l ? \_‘ip2i+1

Then, we finally obtain

5(0A(lb2i+l)) = Eﬁzwl

and we finish the inner and the outer induction proofs, together with the proof of
Theorem 13 itself! O
The rest of this section provides the missing parts of the previous proof.

4.4.3 Proof of Equation 4.17

To prove Equation 4.17, we first have to give the promised definition of the auxiliary
function interproc®. We do so in Figure 4-10. The definition of interproc# uses the
auxiliary functions mapping#, combine® and simplify”. We define them in Figure 4-
11, Figure 4-12, respectively Figure 4-13.

As previously mentioned, interproc” and its auxiliary functions are identical to
their equivalents from the pointer analysis, with the exception of a few technical
details:

e They work with structures built up of nodes with context, instead of plain
nodes.

e interproc and mapping” have an additional argument: ¢ € Context. interproc#
just passes it down to mapping”, which uses it to identify the parameter nodes
of callee in Constraint 4.18: instead of nk,,, ;, it uses nf . . E.g., if 2%

is the abstract state that the abstract semantics of A(callee) computes for the

end of A(callee), we use ¢ = [].
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e There is a “cosmetic” change inside combine™: instead of working with the
state of local variables L, it works with the single-element stack [L¥] (similar
for L:}fallee)’

Now, we are ready to attack the proof of Equation 4.17. Using the notations from
the proof of Theorem 13, we want to prove that
=#

ipaiq

C interproc® (=% =¥ lba;, callee, [])

_‘ipm ’ ‘_Izyidcallee,Zu—}—l ’

Intuitively, we want to prove that the processing done by the inter-procedural analysis,
which in this case is more appropriate to call inter-procedural combination of abstract
states, is a conservative (i.e., safe) approximation of the abstract semantics which
steps into the code of the callee and individually processes its instructions.

Proof sketch: Most of the proofs that we have presented so far were based on the
same idea: induction on the list of interesting dates. In each case, we verified that
the desired property was true for the first intercsting date and next, we proved that
each transition preserved the property. As the abstract semantics is a small step
semantics, each induction step worked with a single, simple transition!’. Therefore,
the complexity of the proofs was not very big. The case of Equation 4.17 is different,
at least at a first view. Now, we have to “jump” in a single step from ip,; to ipy;
without individually processing all the transitions that the astract semantics of A(m)
makes inside A(callee).

However, it is possible to go back to a small step semantics. The key idea is the
following: for each interesting date of A(callee), we can “freeze” the execution of the
callee at that moment and do the inter-procedural combination of abstract states by
using, instead of Ef idontie 30117 the current abstract state as computed by the abstract
semantics for A(callee), as if A(callee) ended at that date. So, for each d € ID e,
we compute a result of the inter-procedural combination of abstract states and prove
that it is more conservative than the abstract state that the abstract semantics for
A(m) computes for that date. This way, we process the instructions of the callee
one by one and we can apply our standard proof technique: induction on a small
step semantics. Hence, we can prove that near the end'' of A(callee), the result of
the inter-procedure analysis combination of states conservatively approximates the
abstract state that abstract semantics of A(m) computes for that date. For technical
reasons, we process the last instruction of A(callee), i.e., the RETURN which finishes
it, in a different way.

Proof of Equation 4.17: As we explained before, we would like to prove that at
any interesting date d inside A(callee), the result of the inter-procedural combination
of abstract states is a conservative approximation of the abstract state Ef. However,
we have two technical problems:

WEven in the case of an unanalyzable CALL, when we can have many concrete instructions, we
still have a single transition in the abstract semantics.
1'The meaning of this expression will become obvious in the next phrase.
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mapping™ : State™ x State™ x Label x Method x Context — Mapping™
Mapping™® = Node? x Node™

PARAMETERS:
Points-to graph right before the CALL, E% = (I*#, O% [L¥], §#, U#);
Points-to graph from callee, E%,1,, = (1700 Oltees [Lloiee)s Sthpees Ultine);
Label b, of the CALL instruction:
P(lbc) = “UR - 1}0.8('01, NN ,Uj)”;
Called method callee;
Context ¢ € Context for the parameter nodes of callee.

RESULT:
Mapping p' € Mapping, computed as follows:

1. Let p € Mapping® be the least fixed point of the following constraints:

L¥ () C pt(nfateeie) Vi € {0,1,...5} (4.18)

(77,1,_](., n2> S Oiltee’ <n37f7 TL4> S I#7 ng € ,Ll(n])
ny € p(ng)

(4.19)

<7’L1,f, n2> € Oﬁllee’ <n37f7 ’I’L4> € Iillee’
(Ga(m) U {m) 1 o na) U () NN 0, w0
(na #n3) V(ng € LNode#) )
w(ng) U ({ng} \ ParamNodes™ (callee, c)) C p(ny)

where ParamNodes™ (callee, ¢) = {n% e or- - -+ Mhnitco .o}

2. Extend u to obtain y' as follows:

(n) = w(n) if n € ParamNodes™ (callee, c)
B = p(n)U{n} otherwise

Figure 4-11: Definition of function mapping#
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combine®: State® x State™ x Mapping® x V — State™

COmbine (<I# O# [L#] S# U#> < callee? Ojlelee’ [L(clalleeL Sc#allee7 Ucfllee)’ /’L’? UR) =
let Ié# - I UIcallee[/J’]
02# = O U Ocallee[ ]
1 = I# [on o 1 (L (o)
SF = S*uu(Shy.)
uf = utuw (Uz:llee) in
(it 0F 111, 5F, U
where
Il = U W) \N) x {f} x @ (n2)
{n1 7f7n2>61i”ee
Of el = U W) \N) x {f} x {n*}
(n.fnLyco¥,

Figure 4-12: Definition of function combine®

simplify™ : State™ — State™

simplify® (% = (I*, 0%, [L§, LY, ... | LI ], 5%, U#)) =

let A — {n € LNode | ~¢*(=#)(n)} in
let I# = I#\{<n1,f,’l’l2> ’ {nl,ng}ﬂA#@}
0# = O*\{(n,f,n") | ({n,n"} N A #0) vV —e#(E#)(n)}
L# = M. (L¢(v)\A),Vie {0,1,...,5—1}
S# = S#\ A
U# = U#\ A in
<I.;#?Of7 [L8,37L§1¢s7 " ] 1, 9]’ Ss ’ U#>

Figure 4-13: Definition of function simplify®
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interproct - State™ x State™ x Label x Method x Context — State™

—#
mterpr002 (E*, 27 oo

let 1/ = mapping#(Z#,Z% . Ib., callee, ¢) in
simplify® (combined (5#, 2% 1)

lbe, callee, ¢) =

Figure 4-14: Definition of function interprocf

1. The abstract semantics of A(callee) starts with an empty context while the ab-
stract semantics of A(m) starts processing the instructions from A(callee) with
the context [ip,;] (ip,; is the date of the CALL which starts A(callee)). So, each
time the abstract semantics of A(callee) uses the context ¢, the abstract seman-
tics of A(mn) uses the context c@[ip]. Consider the case of a NEW instruction
from label Ib. The abstract semantics for A(callee) creates the inside node nj, ,
while the abstract semantics for A(m ) creates the inside node nj, c@[ipy]- A8

a result, some nodes appear in both = Hz , and =% but they have the context ¢
in the first state and c@[ip,;] in the second one. Therefore, it is generally not
possible to compare the abstract state Eff and the result of the inter-procedural
combination of abstract states.

2. The function interproc* does not work for the abstract states E;%d that corre-
spond to dates inside the execution of A(m) because these states might have

a stack with more than one frame (A(callee) might contain some analyzable
CALLs).

The first problem can be solved very easily by processing E;’fd to adjust the context
of the nodes appearing inside it: context ¢ will be turned into ¢@[ip,,]. To this
purpose, we define the conversion 7 as follows:

’7((”7 C>) = <TI,, C@[ip2i]>

Similar to a and B, v propagates deep into the structure it receives as argument.
If we use Hz 4), instead of Ef 4 into the inter-procedural combination of abstract
states, all nodes have the right context and we can do the desired comparison.

We solve the second problem by defining a version of interproc?, called interproc# ,
which is very similar to interproc*, but does a more general processing for the stack.
Figure 4-14 presents the formal definition of znterprocf It uses the same auxiliary
functions mapping and simplify which were present in the definition of interproc#.
However, instead of combine™, it uses the auxiliary function combineij’ﬁ from Figure 4-
15.

The function combinef is able to deal with abstract states =% 1. Whose stack

might have more than one frame. All the stack frames are projected through

J#

callee
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combzn62 State® x State® x Mapping® — State™
combined ((I*, 0%, [L#], 5%, U#>7(Icallee’OﬁtllewJillee’sc#allee’ Ultiiee) 1) =
let I;# = I U Iﬁllee[ I]
02# = O U 2callee[ ]
Jf = L# : Jcallee[u’l]
SQ# = S# U M’(Sc#allee)
U = U#Uu(Uffuee) in
<I;#703#5 [L#] SQ ’ U2 >
where
]illee[ﬂ,] = U (1 (n)) \N) x {f} x i/ (n2)
<7L1 7f’n2>61c%illee
Ofuecltt] = U W) \N)x {f} x {n"}
<" fnL)EOcallee
(e = L&, LI = [LEW], -, LFW) ]
LEW) = Mo p@(Lf(v), Vke€{0,1,...,1}

Figure 4-15: Definition of function combz'ne’;E

(JZ

callee

= [LF, . LD = [ LE ], -y LF[W])

As we did not encountered the final RETURN of A(callee) yet, we do not set the
variable vg that stores the result of the callee and do not throw away the stack
frame(s) from the callee. Instead, we compute the stack of the resulting abstract
state by adding L# i.e., the abstract state of the local variables of m, at the end (i.e.,
bottom) of Sy [ J# = (JAy (1)) @ [L#].

Suppose we have a proof that

Efim“ee’k C mterpmc;&( Z’i ,v(ufzd " k) lby;, callee, [ipy;]), (4.21)
VEk € {0, ..., 2u}
We introduce the following notations:
E?ﬁd = V(Efd)
Efffd = mterproc2 (= f, ,_.3 & lbgl, callee, [ipy;])

To save some space, we also use the notation d’ = id e 2, With this notations, if
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we put k = 2u in Equation 4.21, we obtain u# C= H4 » Where

—# #orr# #

Sy = Uj’ Oy, U"d’,callee’ Lf,], S#'éa Ui
= — # # #
th' = <I4 d’ Ofd” [Lﬁd’,callee’ L4,d’]7 S4,d” U4,d’>

The abstract semantics transfer function for the RETURN which finishes A(callee),
has two steps: it first alters the abstract state by appropriately setting vg and throw-
ing away the stack frame of the callee; next, it applies the function a(ip,;) to the

state produced by the first step. Suppose the RETURN instruction is “return v”.
The first step constructs the following abstract states:

Ef - <[j’:’ Of’:’ [Ld#’ [UR = Lcallee d’( )]}7 S:ﬁ’ U#>

Ef = de'vof,d'a [Lﬁd' [“R = L4,callee,d'(v)]]’ Sfd’? szd')

Obviously, Ef, C ufd, implies = C Z _,b As a(ip,;) is clearly monotonic, we obtain
the following inequahty

a(ipy)(EF) T alipy) (E]) (4.22)

By the definition of =#, a(ip,,)(Z¥) is simply E'f;QM: the conversion «(ip,;) is
the remaining part of the abstract semantics transfer function for a RETURN inside
A(m). The other term of the inequality is very familiar too: due to the way the
abstract semantics of A(callee) processes the final RETURN, and to the definitions

of interproc™ and interpmc#, we have that:

Ef = interproc* (2% =% Iba, callee)

ZI) -3 ldwuw,zw»l ’

= mterproc#( oo ,fy( lby;, callee)

=2,1d callee 2u+1)

Suppose we have a proof that

a(ipy; ) (interproc# (27, wz y(EF =Y o, 2Hl) lba;, callee, [ipy;])) T
interproc® (2% =¥ Iby;, callee, [])

P2 2,4 cattee, 2ut1’

(4.23)

Combining the last relations with Equation 4.22, we obtain the desired inequality

—=# —H#
S C interproc” (2] =2 3 id it pusr 0235 callee, [])

which finishes the proof of Equation 4.17, provided that we are able to prove Equa-
tion 4.21 and Equation 4.23. We prove Equation 4.21 in Subsection 4.4.5, and Equa-
tion 4.23 in Appendix A. O
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4.4.4 Properties of the Node Mappings

In this subsection, we study the properties of the mappings internally used by the
functions interproc? and interproc#. The results we obtain are used in the proofs of

Equation 4.21 (Subsection 4.4.5) and Equation 4.23 (Appendix A).

Lemma 17. Consider a CALL instruction at label lb., that might call the method
callee, a date d € Date, a context ¢ € Context, and two abstract states E#, Eﬁl“ee €

State™. Let u be the mapping obtained as the least fized point of the three constraints
from Figure 4-11. Then,

Vn, u(n) # 0 — n € LNode* U PNode®

Proof: Although the proof is very easy, it illustrates a powerful technique that we
use in future proofs.

A possible algorithm for computing the least fixed point of a set of constraints is
Chaotic Iteration |[16]. This algorithm works as follows:

1. Start with the smallest possible mapping, py = 0.

2. Iterate till no longer possible: pick one applicable instance of a constraint that
can extend the mapping, and apply it. The (k + 1)" iteration extends iy into

a strictly bigger mapping pig11, thr1 D M-

3. When no constraint can extend the mapping, stop the algorithm. The mapping
at that moment is the result of the algorithm.

It is a classic result from the program analysis theory that if the constraints are
monotonic (as in our case), the Chaotic Iteration algorithm terminates and its result
is the least fixed point of the constraints. Therefore, ;1 can be obtained by a finite
sequence of applications of the constraints. If we prove by induction on the iteration
index & that each mapping py satisfies the property from the text of the lemma, the
last mapping, i.e., u, satisfies them too.

The induction proof is trivial: the initial, empty mapping satisfies the desired
property and each application of a constraint creates new mappings from a param-
eter node with context, (Constraint 4.18), or from a load node with context (Con-
straint 4.19). d

Lemma 18. Consider a CALL instruction at label Ib. that might call the method
callee, a date d € Date, and two abstract states =%, =# € State* such that

callee

—#

callee? and

e 10 node appears in both =% and

e the parameter nodes that appear in =# are only the nodes from the set

callee
ParamNodes™ (callee, c), where ¢ € Context.
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Let

fy = mapping®(Z*, 5%, Ib,, callee, c)

ty = mapping® (a(d)(E*), a(d)(E%,.,), Ibe, callee, a(d)(c))
where a(d)(c) = {

¢ ife=d: e
¢ otherwise

Let py and py be the mappings computed internally by the two applications of mapping?,
i.e., the results of the first step of the algorithm from Figure 4-11. These mappings are
defined as the least fized point of the three constraints from Figure 4-11; 1} is obtained
by enlarging py to contain the pairs (n,n) for any node n that is not a parameter node;
similarly for py. With these notations a(d)(p1) C pa and ad)(u}) C uhy where

a(d) (i) = {{a(d)(m), a(d)(n2)) | (n1,n2) € p'}

Note: The two conditions that we imposed on =# and Efz”ee are not hard to meet.
We’ll use this lemma only with =# = Eff)zi, = e = W(Ejfd), and ¢ = [ip,,;]. These
abstract states clearly use disjoint nodes: p,; makes the difference. Also, all the

parameter nodes from 7(53’E 4) have the context [ipy,].

Proof: All we have to prove is a(d)(u1) C uo; the second relation is an easy impli-
cation of the first one.

As we explained in the proof of Lemma 17, we can compute uq; and ps with the
help of the Chaotic Iteration algorithm that itcratively applies constraints till a fixed
point is reached. Consider the computation of p: we start with an empty mapping
1,0 = 0 and apply a series of constraint instances till no further progress is possible.
Let pui g,k € {0,1,...,2} be the successive mappings that the algorithm constructs.

We prove by induction on £ that, if we start with pso = @ and apply the same
constraint instances, one by one, in the same order, but this time projected through
a(d) (i.e., n becomes a(d)(n), I* becomes a(d)(I#), etc.), we obtain the mappings
P2, -+ 5 fhoks - - - 5 Pho,; that respect the condition a(d)(p k) C pok, 0 < k < 2.

The initial step k& = 0 is trivial because both mappings are empty. For the
induction step, we suppose a(d)(p1x) C por and we prove that the same relation
holds for £ + 1. We do a case analysis on the type of the constraint that we applied
for extending p1  into g g41.

The constraints 4.18 and 4.19 are easy to deal with: we simply apply the same
constraint instance, but this time everything is projected through «(d). For brevity,
we skip these two cases.

The most difficult case is that of Constraint 4.20. Consider the nodes ny, ny, ns,
and n4, and the field f such that the precondition of Constraint 4.19 is satisfied. The
constraint extends p, x by mapping n, to

M = p1x(n4) U ({na} \ ParamNodes™ (callee, c))

If the constraint can be applied for psy, for the same nodes but projected through
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a(d), then pgx will be similarly extended by mapping a(d)(n,) to «(d)(M) and, with

the help of the induction hypothesis, we ultimately prove that a(d)(u1 ,+1) C ptkr1-
For convenience, we use the notation n} = «a(d)(n;),? € {1,2,3,4}. To finish

the lemma, we have to prove that if the precondition of Constraint 4.20 is valid for

Ty, N2, N3, N4, 1

illee’ Oﬁzllew it is valid for nllv nl27 ngv niia a(d)(lﬁllee)7 O‘(d)(oiuee)? too.

As Constraint 4.20 was applicable, we have that

1. (nl,f, 77/2> € O# and <n37fa Tl4> € [c#:llee;

callee

2. ((pap(n1) U {ma}) N0 (pae(ns) U{nsH) \ N # 0;

3. The predicate P(n;,n3) ="(ny # nz) V (n, € LNode#)” is satisfied.

Projecting the first condition through a(d) is trivial: (n, f,ns) € O

#

callee 1mphes

(nl, f,nh) € a(d)(0%,,,), etc. We can combine the induction hypothesis and the
second condition to show that ((uzx(n})U{n}) N(uer(nf)U{n;})\N # 0. Showing
that the predicate P(n],nj}), the last part of the precondition, is satisfied is more
delicate. We have two cases:

1. If n, € LNode¥, then, as the «(d) conversion does not change the type of a
node, the same relation is true about n{ and P(n}, n}) is trivially satisfied.

2. Otherwise, n; & LNode™; as P(ny,ns) is valid, n; # ns.

(a)

(b)

If ng € LNode?, as nodes n; and ny are from disjoint sets, n} and nj
are from disjoint sets too, and hence different. Once again, P(n},n}) is
satisfied.

If ny € PNode”, suppose n} = nj. Thus, ny € PNode* too. As all the
parameter nodes from =%, have the same context ¢, n| = n} implies

n; = n3. Contradiction! Therefore, n| # nj, and the predicate P(n},n})
is satisfied.

Otherwise, if ng & LNode® U PNode®, by Lemma 17, iy 4(n3) = 0. There-
fore, Condition 2 becomes:

(1 e(n1) U{ni}) N (ax(ns) U{ns}) = pag(ni) N {ns}

As the previous intersection is non-empty, ns € gy x(n1). We already sup-
posed that in this case, n; & LNode”. If ny ¢ PNode¥, by Lemma 17,
ok (n1) = 0, and the previous intersection is empty. Contradiction! There-
fore, n, is a parameter node. Let’s note that the only constraint that can
add mappings for a parameter node is Constraint 4.18. Furthermore, this
constraint adds only mappings from a parameter node from Eﬁlllee to a
node from Z#. As =# and 2%, do not have any common node, a pa-
rameter node from Ec#allee7

such as n;, cannot map to nodes from Efa”ee.
Contradiction with ny € py x(n1). Therefore, this case is impossible.
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In conclusion, the third part of the precondition is valid too when projected
through o(d) and so, Constraint 4.20 can be applied for psx too. So, if z is the
iteration when the computation of u; finished

a(d)(p) = a(d)(p,z) C pa,, C po

and the proof of 18 is complete. O

Notations: We introduce two new notations. If d € ID e is an interesting date
for A(callee), then let u/, be

py = mappz'ng#(E?f,zi , Eﬁd, Ibys, callee, [ipy;])

The computation of mapping™ (Figure 4-11) has in two steps: in the first step, we
compute the least fixed point of the three constraints from Figure 4-11. Next, we

extend the result of the first step to obtain p;. Let 14 be the result of the first step.
The relation between is y/; and pg4 is:

' wy(n) ifn = nP” [i0]
= callee i,[ipy; 4.9
Ha(n) { y(n)u{n} otherwise ’ (4.24)

Lemma 19. Consider the dates di = id guee 21 and dy = id capiee 2041 (where 0 < 21 <
214+1 < 2u+1). Using the convention of this section, let pqg, and pq, be the mappings
computed for date dy, respectively dy:

Miil = mappz'ng#(Eﬁzi, E?’ﬁdw lba;, callee, [ipy;])
Py, = mapping#(Ef;Zi, E?;%d27 lby;, callee, [1p,;])

Using the previously introduced notations, py and iy, are the extended version of pg,
and fig,.

1. If the instruction ezecuted in the abstract semantics transition from d; to dy is
not a RETURN inside A(callee), then pg, C pg, and ply C iy, .

2. In the case of a RETURN inside A(callee), we have a “cosmetized” version of
the previous relation: a(d)(ua,) C pa, and o(d)(p)y ) C ply,, where d is the date
when the corresponding CALL was executed.

Proof: The first case is very easy: as the abstract semantics maintains the sets of
inside/edges in a cummulative way (it just extend them with new elements), all the
applications of the Constraints 4.18, 4.19 and 4.20 at date id cee 21, are still possible
at date id e 2141 and so, pgy; contains all the mappings from g po; € progy:.
Obviously, py, € piy, 4, too.

In the case of a RETURN inside A(callee), let’s notice that the matching CALL
is inside A(callee) too and therefore d > ip,.. We apply Lemma 18 and notice that:
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#

o a(d)(E% ) =Z% because, as ip,; < d, none of the nodes from £}, contains d

1p Pa;
in its context.

e As a(d) works at the head of a context and y works at its tail, they commute
in a nice way: o(d)(v(Z2,)) = 1(a(d)(Z2,)). In general, a(d)(Zy ) # Thy,:
the processing associated with a RETURN inside A(callee) also supposes some
modifications to the stack. However, as the mapping construction uses just the
sets of edges from the callee, in this case we can consider them to be equal.

o a(d)([ipy]) = [ipai]
This completes the proof of Lemma 19. O

Lemma 20. Consider an interesting date of A(callee), d € ID nee, and, with the
previously introduced notations, the corresponding mapping pq. If n, ts a node of the
form na = ~(ny) and In, € Node® such that n, € pa(ne) (i.e., (ne,nq) € ), then
e (~3 ) (7).

Proof: Using the same idea as in the proof of Lemma 17, we have that the mapping
g is the limit of an increasing chain of mappings pgo C tay1 C ... fa, = pq that is
obatianed by applying a finite series of constraint instances. We prove by induction
on k that any pq, including the final one, which is 4, satisfies the property stated
in the lemma.

Initial case: £ = 0. The empty mapping trivially satisfies the property.

Induction step: £ — k+ 1. We do a case analysis on the constraint applied in
iteration k. Constraints 4.18 and 4.19 are irrelevant because they create mappings
toward nodes from J’; that cannot have the date ip,, in their context and hence,
cannot be of the form fy(nb) The relevant case is that of Constraint 4.20

It is worth examining only the nodes that are now targeted'? for the first time
by the mapping. For the other nodes, the property is true by the induction hypoth-
esis. Using the node notations from Figure 4-11, after we apply the constraint, ns
is mapped, in addition to its previous mappings, to n4 (if n4 is not a parameter
node) and to the nodes that ns was previously mapped to, i.e., the nodes from the
set ptgx(ng). The only node that might become targeted now is ns. We prove that

e#(ug#d)(m). There are two cases:

1. If ppag(ng) # 0, by Lemma 17, e#(Eg’fd)(ng).

2. Otherwise, pqx(n3) =0, and we have two subcases:

(a) If ny # ng, then, as (pgr(ni) U {n1}) N (par(ng) U {ns}) # 0, we have
that n3 € pak(n;). As ns is a node from E;‘fd, it is of the form ~(n) and,

by the induction hypothesis, e*(Z¥ ,)(ns).

12] e., those nodes n, such that exists a node n; that is mapped to 7,.
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(b) If ny = ng3, then nj trivially escapes because it is the source of an outside
edge (Invariant 2).

In all cases, e#(Ef 2)(n3). As escapability propagates over the inside edge from nj
to ny, e* (E:ﬁd)(m) too. This terminates the proof of Lemma 20. O

Lemma 21. If n is not a parameter nodes, then n € p')(n),Vd € ID sgce.

Proof: Obvious by the construction of y/, (Equation 4.24). O
Corollary 22. Vd € ID e, n € LNode™ U RNode® — ty(n) = {n}.

Proof: Direct application of Lemma 21 and Lemma 17. O

#(=H

Corollary 23. Vd € ID ..., V1 that appear in E;’fd, —e 3’d)(n) — ph(n) ={n}.

~~

Proof: Asn appearsin E;%d, and is captured there, it cannot be a load or a parameter
node. We directly apply Corollary 22. O

Corollary 24. For any interesting date of A(callee), d € ID e, if n' = v(n) and
n' does not escape in the state E?ffd (i.e., ﬂe#(Eﬁd)(n')), then no other node but itself
is mapped to n': {ny | n' € yy(n)} = {n'}.

Proof: Direct application of Lemma 21 and Lemma 20. O

4.4.5 Proof of Equation 4.21

As a quick reminder, we want to prove that

Vk € {O, RPN ,2’(1,}, if d = idcallee,k then

Eff C Efd = interproc#(Eﬁzi,y(Eﬁd), Iby;, callee, [ipo;])

Proof: The final step in the definition of interprocf (Figure 4-14), is a call to
simplify™. However, remember that simplify® removes only those load nodes and
outside edges that cannot be produced by the abstract semantics. Therefore, if we
are able to prove Equation 4.21 in the case when interprocg# does not call simplify™,
we also prove it for the “real” definition of intermeQ# because none of the load node

and the outside edges from Ef are removed by the simplification. For the rest of

the proof of Equation 4.21, we ignore the existence of simplify™. Hence, using our
previous notations

E?,:d = ’V(E;fd)
—# _ # #
=ipy; T <IiP2i’ OiPQi’ [Lﬁzi]’ SZZ::" Uifzz‘)
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we have the following definitions for the components of Efffd:

Ij,&d - I:;fz,-UIfd[uld]
Ofa = Of Uojfd[ﬂld]

) P24
Jie = Ufwa) @I}
Sta = Si U na(S3y)

> P2;
de = U} UN;(Usﬁi)

P2

Note that by the definition of Jffd, its topmost element, Lffd is always the projection
of the topmost element of ijd./ Lffd = V(L?;d):

Lﬁd = L?jfd[uld}

We do a proof by induction on k.

Initial case: k = 0,d = idcauee0- In this case, ipy;, 1p,; + 1 and d are consecutive
interesting dates for A(m): A(m) executes the CALL that starts A(callee) in the
transition from date ip,; to date ip,; + 1, and next, at date d = id gee 0, 1t starts the
execution of the first instruction of callee. By the definition of the transfer function
[.]# in the case of a CALL instruction (Figure 4-5), we obtain

E#f = Eﬁm"‘l - < If’zz ? Oim ? [{pw - Lﬁzi(vw)}OSij ’ L?;Zi ] ’ S;”Ezi ’ Uiii >

The abstract state Efffd at the beginning of A(callee) is

E‘id = < @ ’ @ ) [ {pw > nfallee,w}oﬁwﬁj ] ) (Z) 3 (Z) )

As the set I;%d is empty, I;’j'd = (Ifd) is empty too, and Iffd = If. Similar relations
can be obtained for Ofd, Sfd and Uffd. As Lﬁzi(va) C up(nt 3,0 < w < g

callee ,w
by Constraint 4.18 from the definition of mapping®, Jf C de. As a consequence,

=# —# 13
=, E“4,d .

Induction step: £k — k+ 1. The case of an odd k, & = 2{ + 1 is trivial because the
abstract states do not change when moving from date ¢d caitee 2141 t0 date 1d cantee 20+1)-

So, we focus on the case of an even k, £k = 2[. To save some space, we denote

dl = id capee 21, and d2 = idgppee 2141- The abstract states =% and =7, are obtained
; 20+ d2 2,d2

from =% | respectively E;’fdl with the help of the transfer function [.]#, which might

use the auxiliary function [.,.]. We do a case analysis on the type of the instruction

13As mapping® computes the least fixed point of three constraints out of which only Con-
straint 4.18 is applicable, we can even prove they are equal. However, this is not necessary for
our proof.
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from the transition from date d1 to date d2.

Lemma 19 simplifies a lot of our work: as pl;, C p/,, in each case, we need to
examine the things that actually change in the transition from d1 to d2, i.e., the
new inside/outside edges, the new started thread nodes, the new nodes passed to
unanalyzable CALLs, and the variables whose value changes.

A COPY instruction “v; = v,” modifies just the value of the local variable v; from
the top-most stack frame, as follows: L% (v;) = L% (%) and Lfdz(vl) = Léfdl('l)g)

(which immediately implies L;ff plu) = L?,ffdl(vQ)). By the induction hypothesis
Ld#1(”2) C Lf(ﬂ(?}?) = /v‘iil(L;idL(U?))
Furthermore, as p!; C !, and Lffdz(vl) = L;fdl(vg), we have that
Miﬂ(Lgfa(U?)) - /1,(12(L§%d1(”1)) = Lﬁdz(vl)

Therefore, sz;(q)l) = Lfl(UQ) C Lfffdz(vl), and, by consequence, Ej; C E_ﬁdz-

The case of a NULLIFY instruction “v; = null” is trivial: as Lfi’;(vl) = {Nnu11 },
L;fdg(m) = {Nnun1 }, a0d g1 € pho(Npur1) (Lemma 21), we obtain

Lzﬁdz(vl) = llf,d‘z(Ljfdz(Ul)) = o ({mu11}) 2 {Pmanr} = L?i%(vl)

By consequence, Eﬁ; C Eflﬂ.

A NEW instruction “v = new (” changes the value of the local variable v and adds
a few inside edges. The abstract semantics for A(callee) creates the inside node n{b,c
while the abstract semantics for A(m) creates the inside node nj, .q;, - We study
first the value of the local variable v:

L4#,d2(v) = H:iz(L;fdz(U)) = Mldz(’Y(Lz#,ﬂ(U))) = p”dz({nllb,c@[ipzi]})
As 71{,),6@[1.10%J € Mlli?(TL{b,c@[z’pZi]) (Lemma 21), we have that
Lde(U) 2 {nllb,c@[ipzlv]} = sz(”)-
The abstract semantics of A(m) extends Ij’; with the following edges:
{nlIb,c@[ipzi]} X fields(C) x {nnu11,calip,) }
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The same edges appear in I},, ¥ and, as n € u/; (n),Vn (Lemma 21), those edges
appear in IfdQ, too. Overall, % C Efffdz.

In the case of a STORE instruction “v;.f = 1", the abstract semantics of A(m)
extends [ fl with the following edges:

E= (Lfl(vl) \N) x {f} x Lfl(,U?) C (py (L 3d1(U1)) \N) x {f} x piyy (L 341(1’2))

The inclusion is due to the fact that L% C Lfdl = L;’fdl [t1] by the induction
hypothesis. As py(n) = {n},Vn e N (Corollary 22), we can prove that y/,, (A)\N =
py (A\ N)\ N for any set of nodes 4 C Node”. Therefore,

E C (py (L 3d1(vl)\N)\N) {f} < g (L 3d1(v2))

Furthermore, by the processing of the STORE instruction in the abstract semantics
of A(callee),

(LT () \N) < {f} x L} dl(UQ) C If ;5 hence,
(/LIdZ(L:?jdl(Ul) \MNAN) x {f} x (L 3d1('02)) - I;%d'z[ﬁ’/im] - IfdQ

As ply € plyy, we have that £ C Ifdz, I# C Ifdz, and finally, =%, C Ef,d?

In the abstract semantics of A(m), a THREAD START instruction “start v’
extends the set of started threads as follows: Sj; = Sj’i ) Lfl(v). As always, it

is sufficient to study the newly started threads, the set Ld#l(v). By the induction
hypothesis, L (v) C Ljffdl( ) = uﬁﬂ(Lfdl( )). On the other side, in the abstract

semantics of A(callee), Lﬁdl( ) C 5'2 s and so, L3 an(v) C SfdQ Combining these
facts with p), C p)), (Lemma 19), we obtain:

Lﬁi(”) - :U“Idl(Lf,dl(U)) C “:il(s?fﬂ) - M&Q(S?fdQ) - S4 d2

This proves that Sj; - Sfd,z, and finally, EfQ C Ef 42

An unanalyzable CALL “vg = w.s(v1,. .. , v—1)” modifies the set of nodes passed
as parameters in an unanalyzable CALL and sets the local variable vg to point to a
corresponding return node. Using the same ideas we used in the case of THREAD
START, COPY and NEW, we can easily prove that = d2 C _f 4o

An analyzable CALL is very similar to a series of COPY instructions: we copy
values from the variables that are passed as actual arguments to the corresponding

14I#d2 contains the edges from the set {nj, .} x fields(C) X {nmu1,.} and the conversion v adds

the missing ip,; at the end of the context c.
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parameters. The only difference is that the destination of these transfers (the param-
eters of the called method) are now in a newly created stack frame). As the other
stack frames are unchanged, we can use the same ideas as in the case of COPY to

prove that =% C Eiffdz.

Consider the case of a RETURN inside A(callee) “return v”. We can split this
instruction in two parts:

1. Pop off the stack the state of the local variables of the called method and set
vg in the stack frame of the caller.

2. Eliminate d. from the head of the node contexts with the help of the a(d.)
conversion, where d. is the date of the corresponding CALL.

If we ignore the conversion «(d,), what remains from the RETURN instruction is
very similar to a COPY and we can use the same ideas to prove that =%, C Ej’fdg.
As a(d.) is uniformly applied in the abstract semantics for both A(m) and A(callee),
and, by Lemma 19, a(d.)(pl;) C iy, it doesn’t harm our proof. We examine only
the sets of inside edges. The proofs for the other components of the abstract states
are similar.

In the abstract semantics for A(callee), ]2#,&(12 = a(dc)(ffdl) and so, Ifﬁ =
a(dc)(lfdl). As a(d.) (1)) € ppy, we can write the following chain of relations:

o = IE, UL pli) = IF Ua(d)(If) ]

Py P2

D IF Uald) (I ) la(de) (uy)]

Al§o, as no nod(? f:rom Eff’z;‘ has d. in its context (because ip,; < d.), oz(dc)(lé’f%) = I;’;Zi.
Using the definitions, we can prove that

o(de) (I g0)[o(de) ()] 2 e de) (1 41 [ )

We continue the previous chain of relations:

I«fﬁ 2 Ifﬁzi U a(dc)(l.’?,tdl[ﬂiﬂ])
= a(dc)(ff,f% U Ifdl[piﬂ]) a(d.) is irrelevant for I;’;i
= a(dc)(]fdl) Construction of Ifdl
D ald)Ih) =1% Induction hypothesis

We have proved that I% C Ifd?' The case of the other components of an abstract

state is similar. We finally obtain =7, T ijf &

Finally, we arrive at the most difficult case: the case of a LOAD instruction “v, =
v1.f" having the label lb. The proof for this case directly uses the two yet unused
constraints from the definition of the function mapping®, i.e., Constraint 4.19, and
Constraint 4.20 (Figure 4-11). The processing for the LOAD instruction changes the
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value of the local variable v, and might add new outside edges. In a first phase, we
prove that L% (v,) C Lfff(ﬂ(vg); we examine the outside edges later. Let

B = {n e Node* | 3n, € L% () \ N, (ny,f,n) € I

I = {nlb’c@[ip%]} if 3ny € L% (v)) \ NV such that e#(Z%))(n;)
0 otherwise

With these notations, L%, (1) = BU L. Consider n € L¥ (v;). We want to prove

that n € L4 s2(v2) and hence L% (w) C Lfdz(vg). We have two disjoint cases: n € B
and n # B.

Case 1: n € B. By the definition of B, 3n; € L¥ (v)\ N, such that (n,, f,n) € I7,.
By the induction hypothesis, L} (v) C L4,d1('“l) = Nm(L;'fm(vl)) = M'dl(’Y(L#,dl(Ul)))’
which implies 3nz € Lg)dg(vl) such that ny € uly (vy(n3)). As pi(n) = {n},vn € N,
and n; € N, n3 &€ N either. Therefore, ny € LﬁdQ(w) \WNV.

As If, C Ifdl If,’; U If 1 [1t] (we used the induction hypothesis again), the
relation (n,, f,n) € I, generates two subcases:

Case 1.1: (ny,f,n) € Ifdl[ufﬂ] = (7(Ifdl))[u’,1}]. In this case, we have two nodes
N4, Ns, such that

(ng, fyns) € Ifdl (equivalent to (y(n4), f,v(ns)) € I;le)
(m € ppy(y(na)\N ) A (n € py(yns)))

We have two sub-subcases:

Case 1.1.1: n3 = n4. In this case, in the abstract semantics for A(callee), n3 €
L;’fdl(vl) and (ns, f,ns) € I;%dl. By the processing of LOAD, ns € L;fdQ('UQ), which
implies v(ns) € L§ 4,(v2). We have:

n € iy (v(n5)) € iy (LY 15(v2)) C plan (LY g (w2)) = LY gy (v2)

To prove the second inclusion, we have used Lemma 19: p); C pl)y.

Case 1.1.2: n3 # ny. To save some space, we denote nj = v(ns) and nj = y(n4).
As n3 # ny, obviously nj§ = y(n3) # v(n4) = nj.

First, we prove that e#(Ejfdl)(ng). Suppose for the sake of contradiction that
_'6#(\_«;#‘11)(77,3). By Corollary 23, p;(n3) = {n}} and by consequence, n; = nj. So,
i, contains a mapping from n} to ny = nj. As njy # n}, ny € pa(n}). By Lemma 20,
e#(_fdl)(ng). This contradicts our assumption that —16#(52#,‘11)(713).

The abstract semantics for A(callee) introduces the outside edge (ns, f,n}; .} €
O;’f  and puts vy to point to the load node nf; . (and possibly to some other nodes):
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— existent mapping

= IleW mapping

Figure 4-16: Graphic representation of Case 1.1.2 for a LOAD

ng . € L% (v). Accordingly, (n},f, n{;,,c@[ip%]) € O;fdz,, and nﬁm@[%i] € L;fdz(w).
Figure 4-16 presents a graphical representation of this case.

Both !, (n}) and !y, (n}) contain the node ny € N. As py(ns) C par(ng) U {n}}
and a similar relation is true for n}, we obtain

(a1 (ns) U {nz}) N (par(ng) U{ng}) \NV 2 {m} # 0

As pg1 € o, the previous relation is also true for the mapping 4o Furthermore,
we already know that nj # nj. Hence, by Constraint 4.20, n & udg(nfb)e@[ ]) C

py;]/ =
u’dz(n{;}’c@[%_}) (note that as it appears in 2% n ¢ ParamNodes™ (callee, [ip,;])). We
can extend this as follows:

n e Ml(i‘l(nl[;},c@[ipzi]) c /“L,dQ(L;ifdz(U?)) = Lﬁdz(w)

Observation: We cannot apply Constraint 4.19 because (ni, f,n) is not necessarily

an edge from ]2,:1,; all we know is that it exists in Ifdl [ ]-

Case 1.2: (ny,fin) ¢ Ifdl [#5). In this case, (n1, f,n) € Iﬁzi. To save some space,
we denote nj = y(ng). As Z¥  contains only nodes that are created before ip,;, the

P2
context of n; does not contain ip,;. Hence, it is different from n}. As n; € pl);(nf)
and ny # nj, ny € pp(ny). By Lemma 20, e#(E?)#’dl)(ng), which is equivalent to

¢#(Z5 41) (n3)-
In these circumstances, the abstract semantics for A(callee) creates the outside
edge (ns, f,nj; ) and puts v, to point to the load node n{;,}c. As a consequence,

(nj, f, nﬁ)’c@[ipzi]) € O;de and n{;,’c@[ipzi] € Lg’fdQ(vg). Figure 4-17 presents a graphical
representation of this case. By Constraint 4.19, n € /‘dZ(”{E,c@[ip,])- We can develop
this as follows:

n e Md2(”z]3,c@[ip2,;]) - :u:ﬂ(nllllw,c@[ipzi]) c /”',dZ(L;#,dQ(UQ)) = Lfd?(")?)
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—— existent mapping

—~—. NeW mapping

Figure 4-17: Graphic representation of Case 1.2 for a LOAD

Case 2: n ¢ B. In this case, n € L. Therefore, n is the only element of the set L,

i.e., the load node nj ., - As L # 0, there is a node n; € L¥ () \ NV such that
e#(Z% )(n,). As in Case 1, by the induction hypothesis, LY (v) C Lfﬁdl(vl), and we
finally obtain 3n; € L;fdl(vl) \ WV, such that ny € p;,(v(ns)). To save some space, we
use the notation nf = vy(n3).

For the time being, suppose we have a proof that e#(Eﬁdl)(ng) is true; we give
the actual proof later. Then, the abstract semantics of A(callee) puts v, to point to
the load node nj; ,. As a consequence, n = nlll/):C@[iPZi] € L;’fdQ(vg). As n € py(n)

(Lemma 21), we have that n € MQQ(L?fdQ(UQ)) = Lfdz(l’?)-

In all cases, n € L§ 4o(t2). Asn is an arbitrary element of L% (), we have proved
that L, (vz) C L§ 42(v2).

A LOAD instruction also modifies the set of outside edges. More precisely, for
every node n; € L¥ (v) \ N such that ¢#(Z%)(n,), the abstract semantics of A(m)

introduces an outside edge (ny, f,n) from n; to the load node n = n}; c@ipy,]"
As in Case 2 above, dng € L;’fdl(vl) \ N such that n; € p'y(n}y) where n§ = y(ns3)
and e#(Z¥, )(n3) is true. Due to the processing done by the abstract semantics of

A(callee) in the case of a LOAD, (nj, f,n) € Orfdz, As ny € plyy(ng) C plp(nf), and
n, € N, we obtain

(n1,f,n) € (Wa(ng) \ N) x {f} x {n} C Ogﬁn[ﬂldz] < Otn
This shows that the new outside edges are present in OffdQ. As a consequence, OF, C

OF 1 and finally, =% C =¥ .

In all cases, Eﬁ; C Efffdz. This ends our proof by induction of Equation 4.21, pro-

vided that we are able to fill in the missing part from Case 2 of a LOAD instruction.
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Proof of the missing part: As a quick reminder, we have to prove that, in
the conditions of Case 2, 6#(53{:[11)(713) is true. This is equivalent to proving that

e#(Efdl)(ng) is true, where nj = 7(n3). Suppose for the sake of contradiction that

—e# (Efm)(”gz)
In Case 2, e# (2% )(ny), is true. Therefore, there is a path of edges from ¥ uo
that reaches n; from a node from the following set:

N = ParamNodes™ (m, [)) U 8% U UZ U L (v,e;) U RNode# (4.25)

The meticulous reader might protest that the definition of abstract escape predi-
cate (Definition 12) uses all the parameter nodes with context. However, the nodes
ParamNodes™ (m, []) are the only parameter nodes that might appear in =# . Suppose
the nodes from the path are n,1,np2,... ,n,; = n;, (the index p stands for path), and
the edges from the path are (n, ;, f;, np ;1) € I, UO7.

Idea: In this proof, we use a technique that we used in the proofs of the invariants
that described the relation between the concrete and the abstract semantics. In those
proofs, using some “good” properties of an abstraction relation, we translated a path
from an abstract state into a path through the concrete heap. In this case, we use the
properties of p!;; to show that the aforementioned path exists inside Ef,dl’ too. This
allows us to obtain a contradiction and conclude the proof. Instead of using the fact
that there is a single node that models a captured object, we use similar properties
of the node mappings: Corollary 23 and Corollary 24.

We prove by reverse induction on j that
o, (2)
vy, —e (w3 ) (M) A3 n - such that ny; = v(n, )

Intuitively, the relation we want to prove tells that all the edges from the path are in
fact captured nodes from E;’fdl (and so, the path exists in E;fd).

Initial case j = [. In this case, n,y = ny € ply(n}). As —e# (=i # 41)(n3), by Corol-
(2)

n,; = ns.

lary 23, ny = nj = (ns) and we obtain ~e*(Z¥ ;) (n,,) and n

Induction step j — j — 1. The edge (n,;_1,fj_1,np ;) is an edge from
I(?Li U Oj&l g Ij;m U ];%dl [:U',dl] U OZ#Pzz U O?i&dl [/‘L,dl]

By the induction hypothesis En; ; such that n,; = ( ;, J) ); as a consequence,

np,; 1 a node with ip,, in its context and it cannot appear in an edge from
15, V0L . Tt (ny 1, fi1,mp5) € OF 1[uly], by the definition of OF [}, ]"®

5For the outside edges, we project just the starting node, the target load node remains unchanged.
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n,.; is a load node, which contradicts the induction hypothesis —le#(Eg’f’fdl)(nm).

So, it remains that (n,;_1,fj_1, ;) € I;’Edl [/]. This implies the existence of
the nodes n,, ny, such that

b <na7f7 nb} € I;’#dla
@ s € iy (na) \ N, and

® 1y € py (1)

As —»e#(Ejfdl)(np,j), by Corollary 24, we have that n, = n,;. This implies
—e (E}‘fdl)(nb) and hence, —\e#(E?;fdl)(na). By Corollary 23, n, = n,__i; there-
fore, ﬂe#(Eﬁdl)(nP,j_l). Furthermore, as n, = n, ;1 appears in Ifdl =~(IF,),

(2)

it is of the type v(n,;_,

). This completes our induction proof.

Now, remember that n,; is a node from the set NV defined in Equation 4.25. As it is
captured in Eé’fdl, it cannot be a return node. Also, as we have not encountered the
final RETURN of A(m), L (vye) = 0. Furthermore, as n,, = v(ng), the context of
n,, contains ip,, and thus, n,; ¢ ParamNodes” (m,[]). It remains that

np. € SEUUE

Suppose 1,1 € Sj’i; the other case is similar. By the induction hypothesis of the proof
of Equation 4.21'%, §¥ C Siii U Sfdl[ugl}. np, cannot be an element of S;’fzi because
its context contains ip,;. It remains that n,, € S’;fdl (k] e, Ing € S,fdl such that
np1 € Py (ng). As —ne#(Ei’fdl)(np,l), by Corollary 24, n,; = n,. Hence, n,; € Sfdl.
Contradiction with —we#(Eé}fdl)(nm) !

Therefore, 6#(52#’[“)(”3) is indeed true. O

4.5 Correctness of the Optimizations

We can use Corollary 12 and Theorem 13 to obtain a proof for Theorem 5, which we
stated at the beginning of this chapter.

Proof of Theorem 5: Consider we have an execution trace T and, inside it, an
activation A(m) of method m. Let G = oA(exit,,) be the points-to graph that the
pointer analysis computes for the exit point of m. Suppose that b is the label of a
NEW instruction executed by A(m); Ib is either a label from m or a label from one
of m’s callees.

We will prove that if —e*(G)(n}), then all the objects which A(m) allocates by
executing the NEW instruction from label /b can be allocated in the stack frame of

16Remember that all this proof is done in the conditions of Case 2 for a LOAD instruction from
the proof of Equation 4.21.
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the instance of method m which is the “root” of A(m). Let E?fhrﬂ be the abstract
state computed by the abstract semantics of A(m) for the end of A(m). By The-

orem 13, Efflw“ C 3(G). From this relation, e#(Efier)(n{b,ﬂ) — e*(G)(nl,). As

nl, is captured in G, we obtain ﬂe#(EﬁQTH)(n{b’[]). By Corollary 12, we can stack
allocate all the objects created by the NEW instruction at label lb. As our trace T

was arbitrarily chosen, this completes the proof of Theorem 5. O

The theorem we have just proved states that the stack allocation optimization
(Section 3.1) is safe, both when it is applied in its simplest version and when it is
enhanced through method inlining.

For the second proposed optimizations, allocation in the thread-local heap (Sec-
tion 3.2), remember that the condition for it was that on any reverse call path, the
inside node coresponding to the optimized NEW instruction, becomes captured at
some level. So, any object allocated by an execution of that NEW instruction has
the property that its lifetime is included in the lifetime of a method which transi-
tively called the method which allocated the object. As the lifetime of that method
is clearly included in the lifetime of its thread — which is the same with the thread
which allocates the object because navigating on the reverse call path does not cross
any thread boundary — the second optimization is safe too.

The correctness of the third optmizations, the synchronization removal (Sec-
tion 3.3) infers from the correctness of the allocation in the thread-local heap.

4.6 Analysis Precision

Using the invariants from Section 4.3, and the fact that the pointer analysis is a
conservative approximation of the abstract semantics (Section 4.4), we can describe
how the points-to graphs that the analysis computes models the heaps from a concrete
execution. Intuitively, the analysis has precise information about the objects created
at object allocation sites whose corresponding inside nodes are captured in the points-
to graph.

More precisely, suppose we have a points-to graph G = oA(lb) for the program
point right before label Ib from a method m. Consider a concrete execution trace
that contains an activation A(m) for m, and suppose that at date d, A(m) starts to
execute the instruction from label b. Let o, and o0, be two objects created by A(m)
before d, by the NEW instructions from [b;, respectively 1b,.

If n{bl and n{bz are captured in G, then for each heap reference (o1, f, 02) from o,
to oy, there is an equivalent inside edge (nj, ,f,nj, ) in G from the inside node that
models o0, to the inside node that models o,.

The proof for this statement uses the invariants from Section 4.3. As o; is clearly
modeled by n{bl, and this node is captured, by Invariant 6, we have that o, is captured
in A(m). Therefore, by Invariant 3, o, is modeled only by nj, . Similarly, 0, is modeled
only by nl, ,» and we can apply Invariant 4 to obtain the previous statement.

Similarly, consider an object o created by A(m) by the NEW instruction from
label b, and suppose such that nl, is captured in G. Using the invariants from
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Section 4.3, we can prove that if o is pointed to by the local variable v, then n} is
pointed to by v in . This result implies that if o is a started thread object, the set
of started threads from G contains nj,.

As the analysis has precise information only about the captured nodes, it is im-
portant to minimize the number of escaped nodes. In particular, it is important to
have a small number of unanalyzable CALLs. In practice, most of the unanalyzable
CALLs correspond to native method invocations. We can alleviate the effect of these
native calls by providing the manually constructed points-to graphs that model the
effects of the most common native methods.

4.7 Final Look Over the Proof

In this chapter, we proved the correctness of the optimizations enabled by the pointer
analysis. Our proof idea was to introduce an additional layer, the abstract semantics,
between the concretec semantics and the pointer analysis. First, we proved a few
invariants which showed how the abstract semantics models the concrete semantics.
Next, we proved that the result of the analysis is more conservative than the result of
the abstract semantics. Proving this result implied proving that the analysis transfer
function for a CALL instruction is more conservative than “stepping into” the called
methods (as the abstract semantics does).

Now, after we completed the proof, it is worth looking at how we used each feature
of the analysis and the abstract semantics. We used the definition of the analysis
transfer function when we proved the invariants which enstablish the link between
the concrete and the abstract semantics in Section 4.3. We used the definition of
the transfer function for a CALL instruction In Section 4.4. In particular, we used
the rules for constructing the node mapping from the inter-procedural analysis in the
proof of Equation 4.21: Case 1.1.2 of a LOAD instruction relies on Constraint 2.7
while Case 1.2 relies on Constraint 2.8. The fact that we have actively used all these
analysis components is a good mark for the analysis design.

The only thing that remained unexplained yet is the reason for using nodes with
contexts in the abstract semantics instead of plain nodes. Now, we can finally explain
it. Our proof relied on the existence of three layers — concrete semantics, abstract
semantics and pointer analysis — where each layer is more conservative than the
previous one. One of the things we had to prove was that the inter-procedural analysis
is a safe approximation of the abstract semantics which steps into the called methods.
In the first proof attempt, we used plain nodes in the abstract semantics. However,
while trying to do the proof, it turned out that in some cases the result of the inter-
procedural analysis was not “bigger” than the result of the abstract semantics. In
fact, both results were safe models of the concrete state, but there was no hierarchical
relation between them. This prevented us from using the invariants proved for the
abstract semantics to prove the correctness of Theorem 5. The next example presents
such a “problematic” case:
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Example 6. Consider the following piece of code, where, for simplicity, we use inte-
ger labels:

0: void main() { 6: static Object callee() {
1 vl = callee(); 7: v4 = new C;

2: v2 = new C; 8: vb = v4.f,;

3: vi.f = v2; 9: return v4;

4: v3 = callee(); 10: }

5: }

As this program has a single thread of execution, the only possible trace is the fol-
lowing one:

date | label | instruction to be executed
vl = callee();
v4d = new C;
vb = v4.f;
return v4;
v2 = new C;
vli.f = v2;
v3 = callee();
v4d = new C;
vb = v4.f;
return vé4;
end of execution

]
—
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In the previous table, the label attached to each date is the label of the instruction
that the program starts executing at that date.

The abstract semantics of the only activation of the main method starts with the
initial state Eg’&, and sequentially processes the instructions from the execution trace.
Figure 4-18 offers a graphic representation of the most interesting abstract states.
The first instruction is a CALL to callee; the abstract semantics creates a stack
frame for callee and steps into it. The NEW instruction from label 7 makes v4
point to the inside node nf; in addition, is sets the field £ of n to point to the node
nnu11 that models the null references (Figure 4-18.a). Next, we load the field £ from
ni, which is currently pointing to n,1, into the local variable v3 (Figure 4-18.b).

In the next instructions, callee returns n! to main, which sets its f field to
point to the inside node nd which corresponds to the NEW instruction from label 2
(Figure 4-18.c). Notice that as we do not do destructive updates, n! points to both
na1r and ni. Next, callee is called again and it creates a new object, represented
by the same node nl that represents the object created by the previous execution of
the NEW instruction from label 7 (Figure 4-18.d).

We arrived at the interesting point: after the abstract semantics processes the
LOAD instruction from label 8, v5 points to both ny,; and ni. (Figure 4-18.e). This
is correct, but imprecise, because obviously the only value which can be loaded by
the LOAD instruction is null. The imprecision is due to the fact that the same node
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Figure 4-18: Abstract states for Example 6




models the two objects that the NEW instruction from label 7 created in the two
invocations of callee.

Now let’s compute the result of the inter-procedural combination for date 9, i.e.,
using the notations from Section 4.4:

Eﬁg = interprocl (E¥ ngg, 4,callee)

where z'nterproc?ﬁ’E is as previously but this time it works with nodes without context
and Eéf o 1s the state computed by the abstract semantics of the second activation of
callee for its end, i.e., the date 9. It can easily be checked that Ez#,g is like =¥ except
that its stack does not have the frame for main. As there are no placeholders, Eff’fg is
simply the merging of the two states. Figure 4-18.f presents a graphic representation

of Zf,. As in Zf,, v5 does not point to to n}, it does not point to n} in =1, either.
But v5 points to n} in Z§! So, Z¥ Z =7, A

The problem in the previous example is that when the abstract semantics steps
into the second invocation of callee, the inside node it creates to model the object
allocated in the NEW instruction from label 7, “collides” with the inside node which
was created during the first invocation. As a result, the LOAD instruction reads
edges which refer to a different object. In the state Ef:g, produced by running the
abstract semantics on the second activation of callee, this problem does not arise
because the abstract semantics is not interested in the objects which were created in
the previous activations of callee.

This problem would not occur if we separate the nodes introduced for the current
instance of a method from the nodes introduced for its previous activations. Pair-
ing a node with the calling context in which it is created is a natural solution for
accomplishing this.
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Chapter 5

Related Work

This chapter is divided in two parts. First, we present several pointer analyses, and
compare them with our analysis. Next, we investigate the much fewer correctness
proofs for pointer analyses.

5.1 Pointer Analyses

In the presentation of the related pointer analyses, we focus on three orthogonal
design parameters: heap modeling, flow sensitivity, and compositionality.

5.1.1 Heap Modeling

Modeling the heap, a potentially infinite structure, in a static analysis is an interesting
problem. Some analyses, including ours, model the heap as a points-to graph of
bounded size [6, 11, 26, 17, 7]. Other analysis do not use any graph at all: they
either work with a set of pairs of aliased heap paths, i.e., paths that lead to the same
object, e.g., [10], or use some other idea, e.g., [4]. In general, storing a points-to graph
requires less memory space than storing the set of aliased paths from it: by standard
graph theory, the number of paths is asymptotically bigger than the number of edges.
Also, the points-to graphs have the advantage of offering an easy to understand view
of the memory data structures.

As the number of objects that are created in the concrete execution might be
unbounded, it is necessary to summarize many objects into a single node. Historically,
k-limiting [14] is the first class of summarizing techniques. k-limiting uses a bound,
k, on the maximum acyclic path length in the heap: objects that are reachable from
the program variables along paths of length at most & are individually modeled by
distinct nodes, while all the other objects are merged into a single summary node.
This technique has several disadvantages:

e The number of nodes contained by a heap structure of depth £ is exponential
in k. For example, a complete binary tree of depth k contains 2¥ — 1 nodes.
To maintain an acceptable number of nodes, £ is usually chosen to be very
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small, but this choice significantly limits the amount of information that can be
retained.

e Summarizing all nodes deeper than k& in a data structure ignores hints provided
by the program structure. Some researchers [6] believe that some of the infor-
mation provided by the data structure, which are lost in k-bound techniques,
are more relevant than the length of the accessibility path.

In [6], Chase, Wegman and Zadeck proposed the alternative object allocation site
model. This model is based on the assumption that objects allocated by the same
statement in the program are likely to be manipulated in a similar way. The authors
assume that this similarity is more important than the similarity that might exist
between objects that are below the £ depth. Being directly related to the structure
of the program, it is expected that the results of the analysis using this model will
be easier to understand and use. Our analysis uses an extended form of the object
allocation site model, which contains, in addition to the standard nodes associated
with the object creation sites, special placeholder nodes that allow us to have a
compositional analysis.

Deutsch [10] proposed another model for going beyond the k-limiting techniques.
His model does not model the heap as a graph of nodes. Instead, he represents the
paths in the heap as regular expressions. In some cases, this model improves the
accuracy of the analysis of recursive data structures that are accessed in a regular
way.

5.1.2 Flow Sensitivity

Some pointer analyses [22, 2, 4] are flow insensitive: they do not consider the order
of the program statements and compute a single result that is valid for the entire
program, or one result for each method. By their nature, the flow insensitive analyses
are similar to the type systems: they both compute results that are valid throughout
an entire scope. Therefore, it is natural that they are often expressed as sets of typing
rules.

The advantage of these analyses is that, similar to the type systems, they have
small memory consumption, and are very fast in practice. They are the only pointer
analyses that are known to scale well. Steensgaard’s analysis is almost linear in
practice [22]. Heitze and Tardieu [12] obtained a finely tuned implementation of a
version of Andersen’s alias analysis [2] that is able to analyze programs of millions of
lines of code in seconds.

The disadvantage is the loss of precision. Unlike the type of a variable, which
does not change during the execution, the heap is likely to vary significantly as new
objects and references are created, and older references are deleted.

More sophisticated pointer analyses [6, 11, 26, 17, 7], are flow sensitive: they
compute a result for each program point. At least theoretically, they are more precise
than the flow insensitive analyses, and are able, in some cases, to handle destructive
updates in order to increase their precision even more. This precision comes with a
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cost: the flow sensitive analyses use more memory than the flow insensitive ones and
are known to have scalability problems. We believe that as machines become more
and more powerful, the flow sensitive analyses will be applicable for bigger classes
of programs, and the new high-level applications of pointer analysis, e.g., program
understanding and versification tools, will appreciate the additional precision of the
flow sensitive analyses.

5.1.3 Compositionality

It is possible to obtain an inter-procedural analysis by a simple extension of an intra-
procedural one: for each call instruction we introduce a control flow edge toward
the beginning of each possible callee and one control flow edge from the exit point
of each callee to the instruction immediately after the call instruction [16, Chapter
2]. As a result, the entire program is analyzed as a single big procedure. As this
technique does not preserve the matching of the call/return instructions, it creates
many false paths, i.e., paths in the control flow graph that do not correspond to any
real execution path; the propagation of information along these false paths reduces
the analysis precision. Also, analyzing the entire program requires the availability of
the entire program code. We consider that this simple technique is unsuited for real
programs, and focus instead on analyses that are able to analyze methods separately
and have some way of composing the separate results in order to model the effects of
the transitively called methods on the pointers.

One possible approach is to analyze the program in a top-down fashion starting
from the main procedure, reanalyzing each potentially invoked procedure in each new
calling context [11, 26, 17]. As the number of possible calling context might be very
big, implementations of such analyses require some mechanism of limiting the memory
consumption, which might require merging some of the calling contexts.

The other approach, which is used in our analysis, is to analyze the program in a
bottom up fashion, starting with the leaves of the call graphs and advancing toward
the main procedure [7, 4]. For each method, the analysis computes a parameterized
result that is later instantiated for the different call sites that might call that method.

Choi, Gupta, Serrano, Sreedhar, and Midkiff present a compositional analysis that
uses this idea [7]. Like our analysis, it uses placeholders to abstract over the unknown
calling context. It uses a connection graph to model the heap. The connection graph
abstraction is similar in many aspects to our points-to graph. However, there are some
differences due to the fact that the their analysis is focused on computing escape in-
formation. For instance, their analysis classifies objects as globally escaping, escaping
via an argument, and not escaping. Because the primary goal was to compute escape
information, the analysis collapses globally escaping subgraphs into a single node in-
stead of maintaining the extracted points-to information. Our analysis retains this
information, in part because we anticipated further thread interaction analyses [23]
that use this information. To the best of our knowledge, no correctness proof has yet
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been presented for the analysis of Choi et al.

Vivien and Rinard {24] extended the analysis of Whaley and Rinard [25] to obtain
an incremental analysis. Based on profile data, their analysis starts by analyzing
only a small part of the program. It then applies a performance/cost strategy to
efficiently extend the scope of the analysis to capture more and more nodes, until
either the analysis budget was exhausted or the fate of all the interesting nodes! has
been decided. Silcianu and Rinard [23] proposed another extension of Whaley and
Rinard analysis [25]. The resulting analysis is compositional not only at the method
level but also at the thread level. Unfortunately, these last two analysis do not have
a correctness proof yet.

5.2 Correctness Proofs for Pointer Analyses

Very few of the published pointer analyses have a correctness proof. For many flow
insensitive analyses, this is not a big problem: they are basically type systems and
standard type theory can be used to prove their correctness. However, the correctness
of the other analyses, especially the flow sensitive ones, is a much more difficult issue.

Among the recently published analyses, only two have been proved correct: the
flow insensitive analysis of Blanchet [4, 5], and the flow sensitive analysis of Sagiv,
Reps and Wilhelm |21, 20]. The correctness proofs of both of them use the abstract
interpretation framework of Cousot and Cousot [8]. In this section, we briefly discuss
these two analyses and their correctness proofs.

The analysis proposed by Blanchet [4, 5] is a pure escape analysis aimed at discov-
ering stack allocation opportunities in Java programs. The analysis is flow insensitive;
it computes a result for each method. It does not use a graph representation of the
heap: instead, it uses integer levels in a type hierarchy to represent the escaping parts
of the objects. E.g., if an object o does not escape but the object pointed to by its
only field fescapes, then the escaping part of o is o.f; if the type of the field fis 7, the
analysis represents this escaping part by the level of 7 in a type hierarchy based on the
type declarations. The type hierarchy satisfies the property that the level of a type is
at least as big as the level of any of its subtypes and “contained” types, i.e. types of
its fields. If the level associated with the escaping part of an object is strictly smaller
than the level of the type of the object, then the object does not escape the method,
and can be stack allocated. The analysis is inter-procedural and compositional: the
result it computes for a method is a function on the calling context. Each method is
analyzed once; the obtained function is applied for each calling context. The analysis
has polynomial complexity. As it computes additive functions of integers, it is very
fast in practice. The correctness proof for this analysis is a perfect application of the
abstract interpretation framework.

1 The nodes that correspond to the allocation sites that allocate most of the objects, as indicated
by the profile data.
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We consider that Blanchet’s analysis and its proof are less complex than ours: his
analysis uses a big approximation — the type levels — and is flow insensitive. Due
to the heavy use of the type hierarchy, the analysis seems to give a huge importance
to the type declarations. For some simple type declarations, the analysis will not be
able to do any stack allocation, independent of the specific code of the program. E.g.,
consider a set of two types where each type has a field of the other type. In this case,
there is a single level in the type hierarchy and, no matter what the program code
looks like, no stack allocation is performed by the analysis.

The analysis of Sagiv, Reps and Wilhelm |21, 20| is a flow sensitive shape anal-
ysis for a toy language. It uses graphs to model the heap but it does not use the
object allocation site model. Instead, each object that is directly pointed to by a
local variable is modeled by a distinct node; all the other objects are modeled by a
summary node. When a node is no longer pointed to by a variable, it is merged with
the summary node. When a variable is set to point to the summary node, a node is
extracted from the summary node. To allow a significantly precise node extraction,
a boolean predicate — “is shared” — is maintained for the summary node. For each
program point, the analysis computes a possibly exponential number of graphs. This
makes possible a precise processing of destructive updates but results in an exponen-
tial complexity. As presented in [21, 20|, the analysis is mainly intra-procedural. The
authors presents several ideas for extending it to the inter-procedural case but they
do not specify any clear inter-procedural analysis.

Unlike the proof for our analysis, the correctness proofs for the two analyses that
we presented in this section are both based on the abstract interpretation framework.
The abstract interpretation framework regards the analysis of a program as an ab-
stract interpretation of that program in an abstract space. It requires an abstraction
function from the concrete states to the abstract ones and a concretization function
in the opposite direction. The advantage of the abstract interpretation framework is
that it proposes a standard approach to correctness. We tried to apply this frame-
work for our analysis too, but it seems that due to the compexity of the analysis, the
abstraction and the concretization functions are difficult to find. We do not know yet
if this 1s the result of our inexperience with the abstract interpretation framework, or
is due to some feature of our analysis.
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Chapter 6

Conclusions and Future Work

In this thesis we investigated the design and the correctness of a pointer analysis for
the Java programming language.

The analysis was presented in the context of the Java programming language [3].
It is a flow sensitive, compositional, inter-procedural pointer analysis. We obtained
the analysis by completely redesigning the pointer analysis published by Whaley and
Rinard [25]. The final analysis is quite different from the original one. Therefore, we
consider it to be a new analysis.

The analysis is based on the abstraction of points-to graphs, which characterize
how local variables and fields in objects point to other objects. We use the object
allocation site model: all objects that arc allocated at the same allocation site are
modeled by the same node. Each points-to graph also contains escape information
that characterizes how objects allocated in the analyzed part of the program can
be accessed by other parts. The analysis computes a single parameterized points-to
graph for the exit point of each method. This points-to graph uses placeholders to
abstract over the calling context. The inter-procedural analysis instantiates such a
points-to graph for each calling context, by using a set of rules for disambiguating
the placeholders. The algorithm is able to analyze parts of the program, obtaining
precise information about the captured nodes, i.c., the nodes which are not reachable
from outside the analyzed part of the program.

We presented threec of the many possible applications of the analysis: stack alloca-
tion, thread-local heap allocation and synchronization removal. However, a compiler
for a safe language like Java should not use an analysis that is not formally proved
to be correct, no matter how big improvements that analysis might produce. We
believe that the the steady advances in hardware speed will shift the focus of the
pointer analysis, and program analysis in general, from program optimization to pro-
gram verification. This will further increase the need of using only analyses that are
formally proved to be correct. To address this issue, we allocated the major part of
this thesis to the correctness proof of the analysis.

The proof has a multi-layer structure. At the bottom level we have the concrete
semantics of Java. The pointer analysis is the top layer. To cope with the big differ-
ence in the complexity of these two layers, we introduced a third, intermediate layer:
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the abstract semantics. For each relevant point from the execution of a program, the
abstract semantics computes an abstract state that models the heap, and an explicit
abstraction relation that records how nodes model objects. We proved that in this
hierarchy, each layer is a conservative approximation of the layer beneath it. The
proof has two parts: the first part relates the abstract semantics to the concrete se-
mantics, while the second part relates the pointer analysis to the abstract semantics.
To the best of our knowledge, this is the first correctness proof for a flow sensitive,
compositional, inter-procedural analysis.

The correctness proof was long and difficult. To complete it, we had to introduce a
considerable amount of notations and auxiliary results. Designing the right formalism,
selecting notations, and choosing the right intermediate steps in the proof of the
analysis took much longer than the proof itself. Usually, once we decided on the
intermediate steps to be accomplished, each step was solved by an easy, but sometimes
long, proof by induction.

For this reason, we believe it is interesting to investigate the possibility of simplify-
ing the proof by using the abstract interpretation framework of Cousot and Cousot [8].
Expressing the analysis and the proof in such a standard framework will hopefully
allow the use of many existing results. It is possible that the analysis is inherently dif-
ficult, or even impossible to express in the abstract semantics framework. In this case,
it would be interesting to identify those features of the analysis that are responsible
for this situation.

The second observation is more positive than the first one: proofs, in spite of
their difficulty, are useful! Designing the analysis was a difficult task, marked by the
frustrating discoveries of corner cases that were not handled properly by the initial
versions of the analysis. Completing the proofs helped us to clarify our ideas, and
detect the missing part. It seems that while intuition remains fundamental for the
design of a new analysis, the problems introduced by the aliasing that might appear
in the context of pointers are very complex, and require more than just intuition.

A possible direction of future research concerns the various extensions that we
can add to the analysis in order to enhance its precision: context sensitivity, strong
updates, etc. The correctness proof will have to be modified to cover all of these
extensions. As the correctness proof is already very big, special care should be taken
to preserve its modularity.

A more immediate continuation of the work presented in this thesis is the comple-
tion of the analysis implemention, and the experimental evaluation of the analysis.
We are already working on such an implementation and plan to present it in a future
publication.
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Appendix A

Proof of Equation 4.23

Recall that Equation 4.23 has the form

a(ipy;) (interproc (Zf, ﬁ(uz 4)s 1bai, callee, [ipy])) T
interproc® (2 ff, ,uzd,lbgz,call()f) )

where d = id cattee 2u+1-

Notations: To increase the readability, we use the notation Eillee = Efd. We also
rewrite Equation 4.23 as

aipy) (simplify* (7)) T simplify* (=F)

where
Ef = let ul—mappmg #EL  V(EDee), b2, callee, [ipy]) in
combine® (2 21721’7( T ee)s M1 VR)
and (A.1)
Ef = let ,u’z—mappmg#(:# —i”ee,lbgi,callee,[]) in

#=# #
combine™ (2 zpz,_w”ee,u%vg)

Proof outline: First, we formulate three auxiliary results. The first two state that
the conversion a(ip,;) propagates deep into the definition of =¥, commuting with
simplify™ and combine®. The last result states an interesting relation between the
mappings g} and p). Next, we use these results to prove Equation 4.23. We conclude
by proving the three auxiliary results.

Lemma 25 (o and simplify® commute). Vd € Date, V=# € State?,
a(d)(simplify™® (2#)) C simplify™ (o (d)(2#)),
Lemma 26 (a(ip,;) and combine® commute). With the notations from FEqua-
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tion A.1,

a(Zsz)(Ei%) = Mp?z)((’OTnbzne ( Py, 7’7(‘—‘callcc) Ml ’UR))

C combine™ (= iz,uﬁ“ee, a(pg;) (K1), vr)

where
a(ipy) (11) = {{alipy)(n1), alipy;)(n2)) | (n1,n2) € pr}

!

Lemma 27. With the notations from Equation A.1, a(ipy;)(1]) C .

Proof of Equation 4.23: First, by a direct application of Lemma 25, we obtain:

a(ipy;) (simplify™ (ZF)) T simplify* (c(ip,;) (EF)) (A.2)

Next, we combine Lemma 27, Lemma 26, and the obvious monotonicity of combine™
in its mapping argument, and obtain:

alip,)(EF) C combine#(Ef;% Z ee> @(100:) (1)), UR)

o (TH o# !
T combine (_,ip%,_m”ee,ug,vﬂ)

Furthermore, as simplify™ is monotonic (for the same reasons simplify is monotonic),
we can extend Equation A.2 as follows:

a(ipy) (simplify™ (ZF)) T simplify® (o(ipy;) (1))
C  simplify® (cambme (= ff;z?‘—‘illee?/’l'lvvR))
#

= interproc® (27 Ty Zealleer (b2i, callee, [])

As in our notations, a(ip,;)(simplify™ (%)) is

a(z’pgi)(mterpmc#( Bl ,7(_2 4), lbay, callee, [ip,.]))

where d = 1d g4piee 2441, this completes the proof of Equation 4.23 O

Proof of Lemma 25: For any path along the inside and the outside edges of the
abstract state Z# from node n; to node ny, there is a path along the inside and the
outside edges of the abstract state a(d)(E¥) from a(d)(ny) to a(d)(ny). This im-
plies that if n escapes in Z#, then a(d)(n) escapes in a(d)(Z#), too. An immediate
consequence of this observation is that for each node or edge which is preserved by
simplify™ (E#), its projection through a(d) is preserved by simplify™ (c(d)(Z#)), too.
This ends our proof. 0
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Proof of Lemma 26: We introduce the following notations:

=f = alipy)ED)
Ef = combine® (= #; "—‘ﬁzllew a(ipg;) (147), Ur)
E? = W(Eﬁzllee)

With these notations, we need to prove that each component of :3 is smaller than
the corresponding component from = __4 We present only the proof for 53 C Sf ; the
proofs for the other components are similar. Using the definition of combine® and
the fact that none of the nodes from Sﬁ:m contains #p,; in its context, we have:

St = alip)(SE, U SF) = SE, U alin) (SF[)
Sf = Sj;z U Scallee [IU’S]

where 1 = a(ipy;)(1}). Consider n € S, If n € S* | then clearly n € S too. If

Po; 0 ?
n € alipy)(SF[K]) then, as §F = 7(56#0”66) there exist nodes ny, ny such that

® 7y S Sa”ee (le 7(”1) € 55#)
e (y(n1), n2) € py and
o n = a(ipy)(n2).

By the definition of uf, (y(n1), n2) € g} implies (ny, a(ip,;)(n2)) € p4 (because
alipy;)(v(n1)) = ny). Hence, n = a(ipy;)(n2) € ST, [1h] € SF. As n was arbitrarily
chosen, S,# C S as desired. This completes the proof of Lemma 26. ]

Proof of Lemma 27: Application of Lemma 18 for d = p,;, followed by the
following observations:

—#

L. a(ipy)(E f’;h) = —~f§ because none of the nodes from =7 =~ contains ip,; in its

context (they were all created by instructions executed before ip.;).

2. a(ipy)(V(EE 1)) = % ... Trivial: v changes the context of each node that

callee
appear in =7, from [] to [ip,;]; next, a(ip,;) changes it back from [ipy;] to [].

3. a1py;)([ipy]) = []. Trivial.
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