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Abstract

Media-access arbitration policies capable of guaranteeing a wide range of qualities
of service (QoSs) will play a vital role in future systems. Such systems include in-
tegrated services networks and advanced wireless networks. A general approach for
developing these policies begins by first considering media access as infinitesimally
divisible, or fluid. Fluid policies are convenient for design and analysis but are often
not realizable. The second step is to develop a granular, and therefore realizable,
method of approximating the fluid policy. Approximating some fluid policies requires
lookahead, knowledge of the policies' future behavior. We prove a lower bound of
order N on the lookahead required for granular policies to adequately approximate,
or track, fluid policies. We also present preliminary results in our study of an upper
bound on lookahead, above which all fluid policies can be tracked. We introduce a
particular granular policy and conjecture that with N lookahead it tracks any fluid
policy.
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1 Introduction

Arbitrating access to shared media is of great importance to many engineering sys-

tems. This is illustrated by the following three examples. In the first, an integrated

services network serves N data flows that enter a router. The router must transmit

each session's packets onto one of its M output ports, the shared media. In the second

example, N mobiles share a wireless channel for transmission to a base station. If

we assume the use of a frequency-division-multiple-access (FDMA) scheme, the base

station must indicate the frequency bands in which each mobile may transmit. For

the third example, consider N processes running on a single CPU. The operating

system must decide the order and duration for servicing each process.

1.1 A Common Framework

Examples such as those above can be placed into a common framework. The term

media refers to that which use must be arbitrated, like output ports, wireless channels,

and CPU-access. A medium is characterized by one or more axes which span the

media space. A medium's axes are the principle dimensions along which arbitration

occurs. For example, axes are time and frequency for time division multiple access

(TDMA) and FDMA, respectively. The media spaces of TDMA- and FDMA-accessed

media are all time and all frequencies, respectively. Devices like the router, base

station, and operating system that perform media-access arbitration can be referred

to as switches.

Switches have input ports through which media-access requests, or work, can enter.

Examples of input ports include router input lines and mobile transmitters. Each

input port has a queue that stores work that has arrived but has not yet been serviced.

The time sequence of work that enters through an input port is called a session.

Network data flows, mobile transmissions, and processes are examples of sessions. A

session with queued work is said to be backlogged. At each time, a session's work

is associated with a particular set of requirements, called quality-of-service (QoS)

requirements, concerning the manner in which it is to be performed. A session can be
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a time-multiplexed set of sub-sessions whose only common feature is that they share

an input queue. Work is measured in units of work. For communications systems, a

unit of work can be a bit for example. Medium access is parameterized by a rate that

is in units of unit work per unit time. Work sometimes occurs in indivisible units

called blocks. In communications networks, packets serve as blocks. Sessions whose

work is quantized into blocks are said to be block-based. While a switch is performing

a session's work, the current block, if any, and its session are said to be being serviced

by the switch.

Switches generate schedules that determine when and how sessions will access

media. A switch employs a policy to determine the manner in which it generates

schedules. Policies can sometimes consider the medium space as granular, divided

into slots. Slots' properties can be constrained by a policy. For example, in FDMA

systems, the slots are frequency bands which may have a fixed size. The act of

scheduling a session for a particular medium use involves the specification of a window,

a section of the media space. A window is defined by the information that a switch

requires to service a session for a particular media use. Such information can include

the access's duration of time, band of frequency, and spreading code. When all of

the windows that will include at least part of particular slot have been specified, the

slot is said to have been allocated. Each medium use is associated with a capacity,

the largest rate at which the medium may be accessed. Capacity can depend on both

which session is accessing the medium and the window it is using. For example, a

TDMA-accessed wireless channel may have a capacity parameterized by the time and

the transmitting mobile. Table 1.1 lists some of the framework's terms and some

specific examples.

A switch's scheduling task can become non-trivial with the introduction of QoS

requirements. Switches that provide QoS guarantees must serve each session in ac-

cordance with the session's own desired level of service. For example, in the com-

munications context, one session may contain streaming video data which requires

that its packets be delivered on time but can tolerate intermittent packet losses. An-

other session may be a file transfer. In this case, a maximum delay guarantee is not
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Term TDMA FDMA CDMA Processor
Sharing

media wireless, wireline channel CPU
axis/axes time frequency code time

properties

media space all time all frequencies all spreading all time
codes

switch base station, router operating
system

session transmission, network flow process
input port router input port, mobile transmitter
unit of work bit operation
block packet operation

slot time slot frequency band set of codes processor
cycle

rate units bits/s operations/s

schedule transmit signals transmit signals transmit signals service processes
at these times at these frequencies with these codes at these times

window time period frequency band spreading code time period

Table 1: Framework terms and specific examples

required, but packet loss is unacceptable.

A well-known approach for developing scheduling algorithms begins by initially

assuming that switches can set window properties with arbitrary granularity, or flu-

idly. An N x M fluid scheduling policy is capable of scheduling N sessions access to M

media with arbitrarily granular windows. For example, a TDMA N x M fluid policy

can assign each session an arbitrarily small duration of time for medium access. It can

therefore effectively service up to N blocks simultaneously. This flexibility makes it

*1
relatively simple for a switch to provide sessions with their desired quality of service .

This is demonstrated by the following example. Assume that a TDMA switch

employing a fluid policy can provide medium access at a maximum rate C. Also,

assume that each session i E {1, 2,... , N} requires service at a rate ri where E r; <

C. Let T be an arbitrarily small length of time. Then, to meet the QoS requirements

of all N sessions, every T units of time, the switch must transmit riT information

units for each session i.

'This assumes that a switch is not oversubscribed, i.e. that the QoS requirements do not exceed
the switch's ability to provide service even if one assumes perfect scheduling.
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Employing a fluid policy can be particularly helpful when the capacity varies along

the media axes and/or with the serviced session. The switch can then grant sessions

capacity according to their QoS requirements. For example, sessions with high QoS

requirements can be assigned windows in which the media has large capacity. Such

a session in an FDMA system may be assigned a band of frequencies in which the

channel's frequency response is relatively large.

In many cases, it is impossible or impractical to implement a fluid-policy switch.

It may be that, due to hardware or protocol constraints, windows must be specified

in whole slots. The following examples illustrate possible sources of this granularity.

For packet-based sessions passing through TDMA routers, it is impossible for the

router to service an arbitrary fraction of a packet. For FDMA switches, limitations

in modulation and coding schemes can make it undesirable or impossible to provide

arbitrarily granular frequency allocation. For code-division-multiple-access (CDMA)

switches, spreading code construction limitations can make assigning codes with ar-

bitrarily granular properties (such as processing gain and correlation) undesirable or

impossible.

A fluid policy's ease of design and QoS-provisioning effectiveness can still be uti-

lized even when a switch will not employ one directly. This is accomplished by

developing a slot-based method of approximating the fluid policy. Because such ap-

proximating policies are slot-based, they can sometimes be realized when fluid policies

cannot.

Approximating policies can involve simulating a fluid policy on the side. This

simulation is then used to generate a slot-based schedule. Such algorithms may

generate the slot-based schedule on a slot-by-slot basis as follows:

1. Choose a current slot, say slot ko.

2. Simulate the fluid policy until it has allocated slots ko, k1 , ... , kH.

3. Decide which session to assign slot ko in the slot-based policy by taking into

account the fluid policy's scheduling of slots ko, k1,... ,kH-
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Slots k1 , k2 ,. .. , kH are called the lookahead window. They are the information about

the fluid policy's schedule that an approximating policy with lookahead H requires in

addition to the current slot. It is of central importance to our work that approximating

policies require lookahead in order to adequately approximate fluid policies.

1.2 Prior Work and Motivation

A well-known N x 1 fluid policy is Generalized Processor Sharing (GPS). A GPS

server arbitrates GPS sessions' access to a single-axis medium. A GPS session is

a session whose QoS requirements are constant with time and can be expressed by

a constant real number called its weight. The server provides each session service

directly proportional to its weight. Formally, a GPS switch is defined as that for

which
Sj(T, t) > .

S(T, t) 0j

where T and t are both locations on the medium's axis, i is a session that is con-

tinuously backlogged on the interval (r, t], Sj(r, t) is the amount of session i work

performed in an interval (7, t], and Ob is the weight of session i. Note that equality

in the above expression holds when both sessions i and j are backlogged on (T, t].

When GPS is used in a router, the delay and throughput that a session experiences

are coupled and are directly related to the session's weight.

Under GPS, session i is guaranteed a rate of

r;=r (1)

where B(t) is the set of backlogged sessions at time t and r is the rate at which work

is performed by the switch.

Parekh and Gallager applied GPS to packet switching in [4, 5]. They demonstrated

that GPS can provide end-to-end delay bounds to leaky-bucket-constrained sessions

in networks using GPS at each switch. In this case, GPS is unrealizable. They,

therefore, present an implementable approximation to GPS called packet-by-packet
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GPS (PGPS), also known as Weighted Fair Queuing (WFQ). This approximation

preserves GPS's delay-bounding utility.

PGPS simulates GPS and bases its packet service order on GPS's packet service

completion times. Assume that a PGPS server is idle at time T. At the next time slot

during which a packet is queued for service, PGPS is defined as the policy that services

the first packet that would complete service under GPS if no additional packets were

to arrive after time r.

PGPS is work-conserving 2 and typically services packets in the same order as

GPS. The order is not preserved when the next packet that GPS completes arrives

too late to be serviced in order. Consider the following example. Assume that a

switch services 2 equally-weighted sessions, sessions 0 and 1. Packet po of session 0

arrives at time 0 and requires 10 time units of service, and packet p, of session 1

arrives at time 1 and requires 1 unit of service. Between times 1 and 3, GPS will

provide each session with a rate of 0.5, and p, will therefore complete GPS service at

time 3. po will complete GPS service after time 3. In order for PGPS to preserve the

packet service order, it should service p1 first. At time 0, though, it must serve po

because it is the only packet in the system. po will complete PGPS service at time 10,

and p1 will complete PGPS service at time 11. The order is, therefore, not preserved.

Parekh and Gallager also prove the following two facts concerning GPS and PGPS:

e Fact 1. Sj,GPS(0, T) - Sj,PGPS(0,T) < Lmax for all times T and sessions j

* Fact 2. There is no c > 0 such that Sj,PGPS(0,r) - Sj,GPS(0, T) < cLmax for all

sessions j over all traffic patterns.

where Sj,GpS(0, T) and Sj,PGPS(0, T) are the amount of session j work performed in

an interval (0, T] by GPS and PGPS, respectively; and Lmax is the maximum packet

size. Fact 1 states that at any time at which PGPS has provided a session with less

service than GPS, the deficit can never be greater than the maximum packet size.

Fact 2 states that the amount of PGPS service that a session receives in excess of its

2Work-conserving policies are policies that are always servicing a packet if a packet is queued for
service.
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GPS service cannot be upper-bounded in general. Therefore, PGPS is guaranteed to

"keep up" with GPS, but PGPS can get arbitrarily "ahead" of GPS.

In [1], Bennett and Zhang present another GPS approximating policy called

Worst-case Fair Weighted Fair Queuing (WF 2 Q). Let r be a time at which a WF2 Q

server is idle. WF2 Q is defined as the policy that then considers the set of packets

that have at least begun GPS service and, of those packets, services the one that

completes GPS service the soonest, assuming that no additional packets arrive after

time r. Because WF2 Q restricts itself to servicing packets that GPS has at least

begun servicing, the extent to which it can "get ahead" GPS is bounded. In fact, [1]

proves that

SJWF2Q(OT) - Sj,GPS(O, T) < (1 - -1)Lmax (2)
r

where Sj,WF2Q(0, r) and Sj,GPS(0, r) are the amount of session j work performed in an

interval (0, r] by WF2 Q and GPS, respectively; rj is session j's guaranteed minimum

serviced rate under GPS as defined in (1); and r is the maximum switch rate. Because

both Fact 1 and (2) applies to WF2 Q, WF 2 Q is guaranteed to better approximate

GPS than PGPS. In fact, using a term that will be defined later in this section, WF2 Q

tracks GPS, and WFQ does not.

Many other GPS-approximating policies have been developed by other researchers

with varying degrees of implementation complexity and approximation accuracy.

GPS-approximating policies are referred to as Packet Fair Queuing (PFQ) algorithms.

Despite GPS's usefulness at providing delay guarantees, it does possess some short-

comings. The five drawbacks that we consider arise from the fact that its weights

are constant. First, sessions can be time-multiplexed sets of sub-sessions, yielding

time-varying QoSs. GPS is unable to handle sessions with time-varying QoSs.

The second drawback is the fact that an N x 1 GPS switch can service at most

N differently weighted GPS sessions. A general switch is also limited to N sessions,

but these sessions can be made of any number of sub-sessions.

The dynamic environment described by these drawbacks may become common in
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future communications systems. Such an environment could exist in an integrated

services network in which input lines carry large numbers of network flows, each

with their own QoS. Another such environment is discussed in [10] and concerns

wireless mobiles transmitting on a common channel. Because of the nature of the

wireless channel, the link from each mobile to the base station will have a different

time-varying capacity. The base station could use its knowledge of the channel to

intelligently change sessions' weights. Mobiles' weights can be directly proportional

to their transmission capacities, for example. Also, mobiles that have received less

than their desired QoS because of a fade can be compensated with a larger weight

when their channel improves. GPS does not support this kind of flexibility.

A third drawback of GPS is discussed in [8]. Stamoulis and Liebeherr note the

fact that backlogged sessions will experience a sudden decrease in rate whenever a

previously un-backlogged session becomes backlogged. This is due to the sudden

change in the summation of (1). These sudden changes can create abrupt increases

in delay and jitter (i.e. delay variance). They propose an algorithm called Slow-Start

GPS (S 2 GPS) that avoids this effect by slowly decreasing the service rate of previously

backlogged sessions. S2 GPS accomplishes this by using time-varying weights.

In [6], Stamoulis and Giannakis bring to light a fourth drawback: delay and band-

width guarantees are coupled under GPS and PFQ. Because both derive from a scalar,

constant weight, it is difficult to independently control a session's guaranteed delay

and bandwidth. To decouple these guarantees, they propose a queuing algorithm that

uses deterministically time-varying weights.

A fifth drawback of GPS is presented in [3]. Duffield et al. question the manner

in which GPS and PFQ allocate excess resources in communications networks. Such

excess resources exist when at least one session is not backlogged. These algorithms

allocate unused resources to backlogged sessions proportional to their weights. They

argue that it may better serve sessions to redistribute these resources in a more QoS-

sensitive manner. For example, to reduce jitter, excess resources could be assigned to

sessions with the longest delays. Packet-loss probabilities could be decreased if excess

resources were assigned to sessions whose buffers are closest to overflowing. We believe
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that such flexibility could be obtained by considering GPS with time-varying weights.

To overcome GPS's drawbacks, we consider general fluid policies (GFPs), GPS

policies with time-varying weights. In [9], Tabatabaee et al. consider N x M GFPs

using FCFS input-queued switches and fixed-sized packets. A goal of their work is to

discover conditions that imply the existence of tracking policies. A tracking policy of

a particular fluid policy 7r1 is defined as an approximating policy of iX1 that emulates

w1 consistent with a specific accuracy criterion.

Note the following assumptions and notation from [9] given a particular fluid

policy 7r7 and a particular packetized policy 7rp:

* All packets are length 1 and the switch can input and output at most 1 packet

from each input and output port, respectively.

e Let wij[k] denote the amount of traffic that 7rj transmits from port i to port j

at time k. wi3 [k] possesses the following properties:

- w;;[k] > 0

- wij [k] 1, Vi E {1,2,...,N}

- Zgwij[k] < 1, Vj E {1, 2,. .., M}

* Let W[k] denote an N x M matrix with elements Wij[k] = L 1 wi;[l]

* Let J[k] denote an N x M sub-permutation matrix with elements Jij[k] such

that

Ji [k] = , 7rp services 0 packets from input port i to output port j at time k

1, ,rp services a packet from input port i to output port j at time k

Jij[k] possesses the following properties:

- EZ Ji[k] < 1, Vi E {1, 2, ... N}

- EZ Jig[k] < 1, Vj E {1, 2, ... M}

* Let I[k] denote a matrix with elements Iij[k] = J 3[l1].
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Tabatabaee et al. define the term tracking policy such that ir is a tracking policy of

1r7 if and only if irp

* never serves a packet after the end of the slot in which it completes fluid-policy

service and

* never serves a packet before the slot during which it begins fluid policy service.

Because they considered FCFS queues, this is equivalent to

[Wi[k]] < Ij [k] < Wij[k] + 1 Vi, j. (3)

Therefore, the solution to the following problem is a tracking policy of 7r.

Problem 1 Given W[l] for some values of 1, find a sequence of sub-permutation

matrices J[k] for k = 0,1,... such that (3) holds.

The result of [9] that is the most relevant to our work is the fact that a solution

exists to Problem 1 that uses no lookahead for the case that N = M = 2. Specifically,

it is proven that given W[k], J[k] can be found by the following algorithm such that

7rP tracks lrf through time k for any k:

Algorithm

1. Choose J[k] such that

Jij[k] = max {[Wij[k]] - Tih [k - 1], 0} Vil.

2. If for some column or row, say row 1, it holds that Ii1 [k - 1] = [Wi1[k]] for all

i and Wi1 [k] is non-integer for all i, modify J[k] by setting Jmi [k] = 1 for some

m such that the modified J[k] is still a sub-permutation matrix.

Because of this result, one might conjecture that if an N x N packetized policy

employed sufficient lookahead, it could track any N x N GFP. However, in Appendix
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B of [2], Bonuccelli and Cl6 give the following 4 x 4 counter-example.

0
3 3 3

1 1 1 0
w[k] = 3 2 6 Vk

013 2 6

1 0 1
L 3 6 2 _

This fluid policy cannot be tracked even with infinite lookahead. This therefore

implies the existence of an N x N GFP for any N > 4 that is unable to be tracked.

The focus of this thesis is to identify some of the requirements of tracking N x 1

GFPs. We derive a lower bound on the required lookahead, below which there exists

at least one GFP that is not trackable. We also present several lemmas that describe

the behavior of N x 1 GFPs.

This thesis is organized as follows. Notation is introduced in Section 2. A lower

bound on lookahead is presented in Section 3. We present a particular packetized

policy and preliminary analysis in Section 4. We conclude the thesis and discuss

possible future extensions in Section 5.

2 Preliminaries

We consider N x 1 packet switches, that is network multiplexers that can service up to

N sessions. Each port employs a unique FCFS queue and packets are of a fixed size 1.

Each time slot k C Z, each port j can serve at most 1 packet where j E {1, 2,. .. N}.

A fluid policy is capable of assigning each session at each time slot k a fraction of

a packet. wj[k] > 0 denotes the (possibly non-integer) number of packets that pass

through port j during time slot k under a fluid policy. Due to the constraint that

each port can service at most a single packet,

wj[k] < 1. (4)
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Let W[k] denote a length-N vector with elements Wj[k]. W[k] E R is the cumu-

lative (possibly non-integer) number of packets that have passed through port j on

the time interval [1, k] under a fluid policy. That is,

k

W[k] =Z [l] Vj. (5)
l=1

A packetized policy can service 0 or 1 packets for each time slot k. J[k] is a length-

N vector with elements Jj[k] equal to the number of packets that pass through port

j during time slot k under a packetized policy. Packetized policies may allow each

port to serve at most a single packet during each time slot. Thus,

Jj [k] ; 1. (6)

Let I[k] denote a length-N vector with elements Ij[k]. I[k] E {0, 1,... } is the

cumulative number of packets that have passed through port j on the time interval

[1, k] under a packetized policy. That is,

k

I [k] = 2 Jy[l] Vj. (7)
l=1

As specified in [9] and stated earlier for the N x M case, an N x 1 packetized

policy ir, is said to track an N x I fluid policy lrf if only if irp:

e never serves a packet after the end of the slot in which it completes fluid-policy

service and

* never serves a packet before the slot during which it begins fluid policy service

Because we consider FCFS queues, this definition can be restated. A packetized

policy described by the vector sequence I[0], I[1],... tracks a fluid policy described
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by the vector sequence W[0], W[1], ... if and only if

[Wj[k]] < I [k] <W[k] + 1 Vk,j. (8)

Define a packetized policy with H lookahead to be a packetized policy that uses

knowledge of W[k + h] for h E {0, 1, 2,..., H} to calculate J[k] for each k.

3 A Lower Bound on Lookahead

We now present a lower bound on the lookahead required to track an N x 1 GFP. We

consider a particularly difficult-to-track fluid policy called the N-H policy, denoted

wrj(N, H).

3.1 The N-H Fluid Policy

The N-H fluid policy is specified by N and H where H < N - 3. It possesses the

following properties:

Property 1. wj [k] = 0 Vj and k < 0.

Property 2. wj[k] = 1 Vj and 1 < k < H.

Property 3. For 0 < k < N - 2, if Jj,[k] =1 for any j, E {1, 2,. .. , N}, then

w,,[k + I + H + 1] = 0 Vl where 0 < l < N - 2 - k.

Property 4. For H + 1 < k < H + N - 1, wj[k] =N -k for each w [k] not made

zero by Property 3.

Figure 1 is an example of -rf(5, 3).

A fluid policy with these properties is very difficult to track because the packe-

tized policy's H lookahead time slots provide minimally useful and often misleading

information. Fluid policy service is evenly distributed, maximizing the number of

ports that appear to require service most urgently. By Property 3, ports that will

have no service under the fluid policy do so one time slot beyond the lookahead win-

dow. This hides this potentially useful information from the packetized policy. Most

importantly, this fluid policy works to nullify the actions of the packetized policy by
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w[11 [ (}) 5 5 5 5 1

w[2] [ ()

w[3] =[ } } Q()} }]

w[4]z=[ } } } (}) }

w[5]=[ 0 (1)4 4 4 4

w[6]=[ 0 0 1 1 13 3 3

w[7]=[ 0 0 0 1 1 ]2 2

w[8]=[ 0 0 0 0 1

Figure 1: An example lrf(N, H): 7rf(5, 3). w[k] [wi[k], w2[k],. . wN[]. If w[k] is
in parentheses, J [k] = 1

no longer servicing those links previously serviced by the packetized policy. The fluid

policy therefore maximizes the likelihood of tracking loss by concentrating service on

only those links that have not yet been serviced by the packetized policy.

3.2 Conditions for Tracking Loss

Under this policy, at any time H + 1 < k < N + H - 1, for an unserviced port v

where v E {1, 2, ... , N},

Wv~k] N-1 1 H + I
=-+ . (9)

a=N+H-k

We assume that the packetized policy always makes the best decision with the avail-

able information. Therefore, one port is serviced each time slot. Tracking is lost if

and only if at any time the number of unserviced ports for which Wv[k] > 1 exceeds

1, the number that can be serviced in one time slot. Let k* denote the earliest time

at which W,[k] > 1 for a port that was previously unserviced. Because of symme-

try, Wv[k*] > 1 for all ports v that are not serviced before time k*. The number of
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unserviced ports at time k* is N - k*. Therefore, tracking is lost if and only if

N - k* > 1, or equivalently

k* < N - 2.
(10)

Because W;[k] is a non-decreasing function of k, we can restate the necessary and

sufficient condition for tracking loss as

1 Wv[k*] < Wv[N - 2] (11)

(12)
N-1 I H + 1

W,[N - 2] =_ -- + - 1
a N

a=H+2

where H < N - 3.

3.3 The Lower Bound

The following lemma will aid the interpretation of (12).

Lemma 1

a. If there exists an No x 1 fluid policy that no No x 1 packetized

H is able to track, there exists a fluid policy that no N

with H lookahead is able to track where N > No.

b. If there exists an N x 1 fluid policy that no N x 1 packetized

HO is able to track, there exists a fluid policy that no N

with lookahead H < HO is able to track.

policy with lookahead

x 1 packetized policy

policy with lookahead

x 1 packetized policy

c. If there exists a tracking policy with lookahead HO of an N x 1 fluid policy, there

exists a tracking policy with any lookahead H > Ho of the fluid policy.

By Lemma 1, if (12) holds for -r1 (No, HO), an un-trackable fluid policy exists for

N > No and lookahead H < HO. If an (NO, HO) pair does not satisfy (12), there exists
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a packetized policy that can track 7rf(No, Ho). Then by Lemma 1, 7rf(No, Ho) is also

trackable by packetized policies for which H > HO.

Figure 2 shows the relative value of W,[N - 2] and 1 over the N-H plane. The

upper-left region corresponds to those (N, H) pairs for which (12) does not apply

because H > N - 3. The lower-right region corresponds to those (N, H) pairs for

which W,[N - 2] > 1. Such pairs, therefore, describe packetized policies for which

there exists an un-trackable fluid policy. The third, middle region consists of (N, H)

pairs for which W,[N - 2] < 1. All pairs within and, by Lemma 1, above this region

correspond to packetized policies that are able to track the N-H fluid policy.

Evaluation of WI[N-2].

250 - - -- --

200 -H.; N7.-2 W1v[N-2 cannobe evaluated .

150 -

100-

50 - ----- -- - -- [N-2J>= 1.. .Tracking io.oltpoosib

50 100 150 200 250
N

Figure 2: Evaluation of W, [N - 2].

We now present a closed-form lower bound.

Theorem 1 If N > Ne, there exists a fluid policy that cannot be tracked by any

packetized policy with only H = cN - 1 lookahead where c is any real number in

[cmin, 1),

1 + e1 -"
Nc = ,C (13)

1 - cel-c

and Cmin ' - 0.18556 is defined as the solution to c (1 + 2ec) 172 '
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Proof: First, note the following lower bound

- >j -dx (14)
j=a .j a

Applying (14) to (12) and evaluating the integral we obtain

Wv[N - 2] > In (N )+ H+1 (15)
-H + 2 N

Assume that H = cN - d for real -- < c < l and d > 0. Then, lrf(N, H) will be

un-trackable if

In N -1 + >cN l 1 (16)
(cN-d+2 N-

After some algebra this becomes

N- > exp 1-c+ d (17)
cN-d+2 - ~ NJ

The choice of d = 1 makes (17)'s right-hand-side independent of N. This choice

provides the following condition for the non-existence of a lrf(N, cN - 1)-tracking

packetized policy

1 + e1 C
N > -= N (18)

-1- cel-C

We wish to restrict the range of c to include only values of interest.

Such values of c E [i, 1) meet the following two conditions:

* H = cN - 1 > 0

* For some range of N, denoted N, there exists an un-trackable lrf(N, cN - 1)

Assume that N E N, and therefore, by (18), N > Nc. Because cN - 1 > cNc - 1

and cN, - 1 is a monotonically increasing function of c E [k, 1), we can restrict our
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attention to those values of c for which cNc - 1 > 0, or, equivalently,

1+ el-"
c___> 1

1 -ce1-c -

1 - cel-C
C el-c (19)

where we used the fact that +e > 0 Vc E [0,1). Note that in (19) for c E [0,1),

the left-hand-side is monotonically increasing and the right-hand-side is monotonically

decreasing. Therefore, (19) holds for all values of c greater than cmin, the value for

which (19) holds with equality. Algebra demonstrates that cmin can be defined as

the solution to c(1 + 2e-c) = 1 which is approximately 1 ~ 0.18556. Therefore, the

domain of c is restricted to [Cmin, 1).

Because N, is monotonically increasing in c E [Cmin, 1), its minimum value occurs

at Ncmn ~ 5.54. Therefore, Theorem 1 only applies to N x 1 GFPs for which N > 6.

4 The Greedy Policy

We now present the preliminary results in our study of an upper bound on lookahead,

above which any fluid policy can be tracked. Our work has led us to the following

conjecture.

Conjecture 1 There exists a packetized policy that with N lookahead could track any

N x I GFP.

4.1 Notation and Assumptions

Given a fluid policy whose actions before time I are described by W[l] and a packetized

policy whose actions before time k - 1 are described by I[k - 1], define

a [k,l] = W4 [l] - I3 [k - 1], 1 > k. (20)
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The following observations follow from this definition.

* ay[k, k] > 1 implies that a choice of J [k] = 0 will cause the packetized policy

to fall behind the fluid policy at time k. That is, the lower bound of (8) will be

violated.

* ay[k, k] > 0 implies that the packetized policy will not get ahead of the fluid

policy regardless of the choice of J[k]. That is, the upper bound of (8) will

hold.

* ay[k, k] < 0 implies that

- if J [k] = 0, the packetized policy will not fall behind the fluid policy. That

is, the lower bound of (8) will hold.

- if Jy[k] = 1, the packetized policy will get ahead of the fluid policy. That

is, the upper bound of (8) will be violated.

The following notation is used to define k' and P' at time k.

* Let Aj be an infinitely long vector defined at time k by

Ay = [ aj[k,k], ay[k,k+ 1], ay[k,k+2], ... ]

* Define ny such that the n h element of Aj is the first that is not less than 1.

Then, define mj = nj + k - 1, the time that corresponds to the n h element.

* Define the set K = {m :1 <j < N}. Let kl,k 2 ,...,k N be unique members

of K. Define the set K' = {k, k2 , ... , k} C K for 1 < i < N, and let K0 = 0.

Define k' for 1 < i < N at time k by

k'= min mi
{: myKi-1}

Let P' be the set of ports for which aj[k, k0] > 1 and, if k' > k, a[k, k' - 1] < 1.
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Let i' be the least value of i for which a1 [k, k] > 0 for at least one port j E Ps.

Let N be the set of ports that are the among the neediest at time k. N consists of

those ports j E P ' such that aj[k, k] > 0. Let kN - .

Assume the following packetized policy, called the greedy policy and denoted by

71g, which does the following at time k with lookahead H:

1. If k' > k + H,

(a) If ay[k, k] > 0 for at least 1 value of j, choose Ji[k] = 1 for port i such that

i = arg maxj aj[k, k].

(b) If a1 [k, k] < 0 for all j, choose Jyj[k] = 0 for all j.

2. If k' 1 k + H,

(a) If aj[k, k] < 0 for all j, choose Jj[k] = 0 for all j.

(b) Otherwise, choose Jp[k] = 1 where p = arg maxjENaj[k, kN]. That is, serve

the neediest port.

In this algorithm, when two or more ports meet the criteria for service simultaneously,

the tie is broken by some deterministic method.

Conjecture 2 irg with lookahead N can track any N x 1 GFP.

The following is additional notation. Let 7rY denote a fluid policy where x is any

symbol or symbols except "g" and y is any symbol or a blank. 7[Y generates the

vector sequence w"[0], wY[11,.... Let WY[k] = ZE wy [l. When irg approximates

ir, it generates vectors JY[k] for all k for which I"[k] = Z _ JY[l]. Subscripts index

the elements of these vectors. 7r tracks wY before time ty and loses tracking at time

ty. Additionally, let a,"[k, 1] = WY[l1] - I'[k - 1]. If 7ry is parameterized by a time n,

then let xy also be denoted by iry[n].

4.2 Worst-Case Fluid Policies

We now present some results that may be useful in analyzing 7r9. Assume that there

exists a set S # 0 of fluid policies that 7rg cannot track. Let 7i, 2... be the
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S members of set S. For i C [1, S], ij., is associated with a time t' at which 7r is

unable to track it. That is, ti is the smallest value of k for which (8) does not hold

where I[k] =- I[k] and W[k] = Wi[k] for all k. Define t = minitV, and let 7rf be a

fluid policy in S that lug is unable to track at time t. That is, 7u1 is a worst-case fluid

policy.

We now focus on 7fg approximating 7rf and assume that 7rg uses H = N looka-

head. Assume that 7rg and lrf generate the sequences of vectors J[1], J[2],... and

w[1], w[2], .. ., respectively. Also, because tracking is lost at time t, there exists a set

of ports M of size m > 2 such that aj[t, t] > 1 for j E M.

Lemma 2 For any N x 1 GFP that generates the vector sequence w[O],w[1], ... , if

Zj= 1 w[k] 1 for all k > 1, then for all k >1 I aj[k,k] = I and J [k] I for

some port.

Proof: The proof is by induction. At time k = 1, E a 11

Because E= aj[1, 1] > 0, it must be that a [1, 1] > 0 for at least 1 value of j.

Therefore, J [1] = 1 for one such value.

Assume that EN aj[k, k] 1 for some k > 1 and J[l] = 1 for some port for each

1 < I < k. Then

N N

Eaj[k+1,k±1] = E(W[k + 1] - Ij[k]) (21)
j=1 j=1

N

E(W [k] +wj[k +1] - I [k - 1] -J [k]) (22)
j=1
N N

= aj[k, k] + wj[k + 1] - 1 (23)
j=1 j=1

= 1 (24)

Because ZN aj[k + 1, k + 1] > 0, it must be that aj[k + 1, k + 1] > 0 for at least 1

value of j. Therefore, J[k + 1] = 1 for one such value. N

Lemma 3 For any worst-case N x 1 GFP that generates the vector sequence w[0],w[1],

... ,if for at least one time I > 1, 1 w [l] < 1, then there exists a fluid policy 7r'
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such that

E Z~w'[k] =1 for k > 1 and

That is, if 7rf services less than 1 packet for at least 1 time slot, then there exists a

fluid policy 7r b that services 1 packet each time slot and for which 7rg loses tracking at

the same time as it does when approximating 17r.

Proof: r bis constructed as follows. Let 6 = 1 - wj[l1]. For each time I for

which ZE 1 wy[l] < 1, let w [l] w[l] + !L. By this construction, E wj[k] = 1 for

k > 1. Note that by Lemma 2, J[k] = 1 for some port each time k.

We consider two cases.

Case 1. ay[k, k] > 0 for at least 1 value of j for each time k > 1:

In this case, Jj[k = 1 for some port each time k > 1. Therefore, Jj[k] =J [k]. That

is, adding the length-N vector [i, k,..., }] to some fluid-policy-service vectors will

not change the actions of 7rg.

Consider the event that adding the vector makes a [l, 1] > 1 for more than one

value of j and some time I < t. This would cause 'g to lose tracking before time t

when it approximates 7rb. This is a contradiction, though, of the assumption that if

is a worst-case fluid policy. Therefore, this event cannot occur and tb - t.

Case 2. aj[k, k] < 0 for all j and k E K f 0:

For each k E K, Jj[k] = 0 for all j. By Lemma 2, J[k] 1 for some port. That

is, adding the length-N vector [Q, h,..., g] to some traffic vectors will change the

actions of 7r .

This case, however, cannot occur because it implies a contradiction. If aj[k, k] < 0

for all j for some time k, there exists a fluid policy 7ra constructed by the following

algorithm.

1. wa[l] 0 < k

wl], l > k
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2. For each port j:

(a) If aj[n, n] > 0 for some n > k,

i. Let c3 > k be the earliest time at which a*[cj, cg] 0.

ii. x k

iii. s 0

iv. While s < aj[k, k]:

A. If wj[x] > a [k, k] -

- v4[x] := w[x] - (aj[k, k] - s)

- s := a1[k, k]

B. else,

- wg[X] := 0

- s := s + wj[x]

C. x := x + 1

(b) else, wa[m] 0 for m > k

3. wa[t] := wa[l - k - 1]

Step 1 makes it such that a![k, k] = 0. Because aj[k, k] < 0, we must subtract a [k, k]

from the fluid policy service that port j receives prior to the earliest time n at which

a.[n, n] > 0. This is accomplished by Step 2. Step 3 shifts the fluid policy service in

time.

The algorithm generates fluid policy service vectors that will cause Wg to lose

tracking at time t - k - 1. Therefore, this case cannot occur because it implies the

contradiction that 1r7 is not a worst-case fluid policy.

5 Conclusion and Future Work

We considered the problem of arbitrating users' access to a shared medium consistent

with quality of service (QoS) requirements. This problem arises in the designing of
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a wide variety of systems, collectively called switches, that include packet routers,

computer operating systems, and wireless networks. We have focused on a fluid-

policy-based solution. In this case, a switch first employs a fluid policy to generate

a medium access schedule. Because they treat medium access as infinitesimally di-

visible, fluid policies are typically easier to design and less computationally intensive

than granular, or packetized, policies. However, in many cases of interest, such as

packet routers, fluid policy schedules are unrealizable because medium access must

be granular. Therefore, a switch then employs a granular policy that generates a re-

alizable schedule by approximating the fluid policy schedule. If the granular and fluid

policy schedules are similar enough, consistent with a specific criterion, the granular

policy is said to track the fluid policy.

Tracking a fluid policy can require lookahead, or future knowledge of its schedule.

This lookahead can be obtained by operating the tracking policy at a fixed delay. We

derived a lower bound on the lookahead required to track N x 1 fluid policies of O(N).

We also presented preliminary results in our study of an upper bound on lookahead,

above which all fluid policies can be tracked. These results are an important first

step in understanding the requirements of tracking N x 1 fluid policies.

There are many interesting open questions for future research on this topic. An

upper bound on the lookahead required to track any N x 1 fluid policy would be very

useful to granular-policy designers. Whether or not this upper bound is finite and,

if it is, its value are currently unknown. Additionally, if a finite upper bound exists,

one could quantify the adverse effects of using lookahead below this bound. This

problem could also be studied statistically. Perhaps there is a relationship between

the quantity of lookahead and the probability that a particular granular policy tracks

any fluid policy at any given time. In addition, for cases in which the quantity of

lookahead used is below the upper bound, the effects on tracking of estimating the

future behavior of a fluid policy could be studied.
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