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Abstract

Delay and Power have become the most important metrics in modem VLSI. Applications
are becoming more demanding and the need for reducing both delay and power is emerg-
ing. Process scaling is constantly shifting larger portions of delay and power to buses and
interconnect networks.

This work focuses on the design of practical circuit implementations, that address these
two problems. A coding scheme that eliminates delay-costly transitions is proposed, thus
allowing faster clocking on the bus. An increase of 36% in the total throughput is
achieved, while there is a trade-off of increased latency. Furthermore, a smart and efficient
implementation of charge recycling, which reduces the dynamic power dissipation when
driving long buses, is presented. The design circuit can be used for an arbitrary number of
bus lines, and for the test cases that were examined energy savings up to 32% are reported.
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Chapter 1

Introduction

1.1 Motivation

In the Deep Sub-Micron era interconnect wires are responsible for an increasing fraction

of the delay and power in Very Large Scale Integrated (VLSI) circuits.

1.1.1 Interconnect Networks Delay

Delay [%]

100

80

60

40

20

0

Year

Figure 1.1: Interconnect v. Gate Delays

The graph shown in Figure 1.1 appeared in [1] and describes the trend for delay in mod-

em VLSI. It implies that, in the near future, the component that will determine the operat-

ing frequency in integrated circuits will no longer be gate delays. The operating frequency

bottleneck will be the interconnect network delay, that is the time that is required for the

data to be transmitted from one point of the chip to another.
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In order to examine the delay in driving a long line and driving a single gate, we used

a test circuit and its schematic diagram is shown in Figure 1.2. The symbol in case a

a

b

Figure 1.2: Driving long lines v. Driving gates

between the two inverters represents the long line.

For the purpose of the test, we laid out a 1cm straight metal line, with two adjacent

metal lines tied to ground, to serve as the interconnect network. The four inverters were

identical.

0.8-

0.6-

0.4-

0.2 -

0-

-0.2
0

Interconnect Delay

5 10 15 20 25
Time (ns)

Figure 1.3: Driving a Long Line
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The simulation results for case a are plotted in Figure 1.3. The input signal goes from

0 to 1 (solid line). The dotted line is the voltage at the second inverter input gate. The

dashed line is the output voltage. The fall time of the line signal is 7.5ns and the transition

at the second inverter output follows the first inverter input transition after 2.9ns.

The simulation results for case b are plotted in Figure 1.4. A signal transitioning from

0 to 1 was applied to the first inverter input (solid line) and the output of the second

inverter is represented with the dotted line. The propagation delay for the two cascaded

inverters is 70ps.

Therefore, assuming a single gate delay of 35ps, a logic block of 80 gate stages would

result in the equal amount of the interconnect delay.

For area concerns, modem buses are designed with the minimum allowed spacing

among the lines. This increases as well the total effective line capacitance and makes the

charging and discharging of the lines even more challenging.

Gate Delays

0.8

0.6

0.4

0.2

-0.
0.2 0.25 0.3 0.35 0.4 0.45

Time (ns)

Figure 1.4: Driving Gates
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15
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21 1 1 1
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The whole discussion above, proves the emerging need for smart and effective ways to

transmit data in long buses, where RC delays are becoming dominant.

1.1.2 Power dissipation in Interconnect Networks
Power consumption has become a major limiting factor in modem integrated circuits. This

constraint will become even more serious as the level of integration rises. The portion of

the power dissipated on the interconnect is increasing rapidly with technology scaling.

Therefore, smart power aware techniques have to be introduced in order to minimize this

component.

To make the previous point stronger, for the purpose of this thesis, we did a power

breakdown on a Cypress CPLD from the 39K design family.

The Block Diagram of the various components of the CPLD is shown in Figure 1.5.

Cluster

1,P loc

Channel memory
outputs drive
dedicated tracks
in the horizontal
and vertical

Cluster routing channels

FiurB15CypresCPD om netPin inputs from the
1/0 cells drive
dedicated tracks in
the horizontal and
vertical routing
channels

Figure 1.5: Cypress CPLD Components

The different blocks shown, were broken into subcomponents. PowerMill was used for the
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simulations and we measure the average current of each component. The data that was

collected is summarized in Figure 1.6, where the power breakdown is shown.

l0 DC
1% 1% Cypress 39K200 CPLD

Clock/Control Network Power Breakdown
17%

Clusters
13%

Channels
68%

Figure 1.6: 39K200 Power Breakdown

The thing that comes out from the graph, is that the interconnect network (Channels)

dissipates more than 65% of the total power consumption. What is also interesting is that

the logic circuit (Clusters) only consumes 13% of the power, and 17% is allocated to the

Clock/Control Network.

Appendix A gives a detailed description of the CPLD blocks and of the methodology

that was used to measure the different power components.

Similar results are also documented in [2]. The analysis that was done on the XILINX

XC4003A FPGA shows that the power consumed by the interconnect network was 65%,

on the Clock Network was 21% and that the logic blocks were only responsible for 5% of

the total energy consumption.

1.2 Approaches
For the problems of delay and power described above, we followed two different

approaches in this thesis.
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We used coding in order to reduce delays in long buses. It will be obvious in the pro-

ceeding chapters that some transitions can be very time consuming. So the delay penalty

paid in order to allow all the transitions on long buses is very high.

An efficient way to address this problem is coding. The data is encoded before trans-

mitted through the bus. Coding eliminates the transitions that have high relative delay and

allows only those that are not very time consuming. Using a theoretical framework that

was already developed in [4], we designed practical encoding and decoding circuits to

increase the actual bit rate.

Long buses, with lines strongly coupled to each other also suffer from huge power dis-

sipation. Due to the large total line capacitance, the charge that is needed to charge a line

and eventually wasted is very large, too.

In order to address the power that is dissipated on buses, we used a smart practical

implementation of a charge recycling technique. Using this technique, charge is re-distrib-

uted among lines experiencing a 0 -> 1 or 1 -+ 0 transition. Therefore, the charge that

was stored in the bus is not entirely wasted. The resulting partial charge conservation

reduces power consumption. Efficient charge recycling drivers were designed, appropriate

for modem deep sub-micron technologies.
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Chapter 2

Reducing Delay in Deep Sub-Micron Technologies

This chapter gives the necessary theoretical framework for coding. The behavior of buses

in deep sub-micron technologies is presented and we give an example coding for a 3-line

bus.

2.1 Modeling Buses in Deep Sub-Micron Technologies

As CMOS continues to shrink, interwire parasitic capacitances have become the dominant

factor affecting performance in very deep submicron integrated circuit design. To accu-

rately model a metal line in deep sub-micron, we should use a distributed line shown in

Figure 2.1 instead of a lumped one, in order to take into account all the line capacitive and

inductive parasitics.

u(t) 
-\ I__r y

T T T '(t)

Figure 2.1: Parasitic model for a long metal line

Things get more complicated when dealing with long buses. This is mainly because of

technology scaling. As transistors scale, the widths of the lines decrease as well. However,

for resistance concerns, the height of the lines doesn't decrease proportionally. This results

in narrow and tall lines and large inter-wire capacitance. This produces significant delay

increase.

Figure 2.2 shows an appropriate sub-micron bus model. The coupling between the

adjacent lines is very strong and is distributed among the whole length of the bus. Conse-

quently a transition in any line affects the transient response of all the bits in the bus.

19



u 2 2((t

Figure 2.2: Coupled RC model for a long metal bus

The key modeling challenges include modeling of interconnect capacitance, line resis-

tance and inductance along with the physical phenomena that determine these electrical

parameters.

2.2 Transitions and their Delays

In order to demonstrate the problems caused by interwire capacitance, we use the simpli-

fied bus model shown in Figure 2.3. The effective capacitance that the driver of line li

sees varies, depending on the transitions of the neighboring lines li-i and l+.

C C,
CL C117 CL

Figure 2.3: Simplified Model - 3 Adjacent Lines

In the model, the lumped capacitances CL and C1 are used to represent the total line-to-

ground and line-to-line capacitances, respectively. If X = Cl/CL and if we assume that a

line is only affected by the transitions on the neighboring lines, then the effective normal-

ized capacitance Ctotal /CL for line li can vary from:

1 When adjacent lines make the same transition

C total /C L (2.1)

I + 4X When adj.acent lines make opposite transitions

20



depending on the transitions on the adjacent lines.

When two adjacent lines make the same transition, assuming that there is no signifi-

cant relative delay between them, the interwire capacitance C1 has no effect on the charg-

ing of the lines. However, if only one line changes state, the driver sees an interwire

capacitance in addition to CL. The interwire capacitance becomes more significant, when

the two lines experience opposite transitions. Due to the Miller effect, the effective cou-

pling capacitance doubles to 2C. This explains the worst case for the line li, in (2.1).

Additionally to the line capacitance C1 there is the 2C, from li-, and another 2C, from 1-J

It is obvious that not all the transitions require the same time to complete. Unfortu-

nately, the operating frequency is determined by the worst case relative delay. However,

the different transition delays can be grouped into different delay classes [3]. This is

described in Table 2.1,

T 0 1 1 +X 1 + 2X 1 +3X 1 +4X

Transition Delay Classes X 0 (MO) 1 (MI) 2 (M2) 3 (M3) 4 (M4)

Table 2.1: Transition Delay Classes

where the different Delay Classes are denoted with {X,0,1,2,3,4} corresponding to the

total normalized effective capacitance C total /CL (equation (2.1)) that each time the

driver needs to charge.

2.3 Examples of Transition Delays

The plots in Figure 2.4 give us a visual impression of coupling between neighboring bus

lines and the effect of different transitions to the transient response of the state of the bus.

The circuit used for the simulations, is an eight-line bus, where one inverter drives each

line.

21



The solid line in the graphs is the input signal applied to the inverter that drives line 4.

The dashed line is the voltage of bus line 4. Each time the input signal of that line makes

an 1 to 0 transition. However, the transitions in the neighboring lines results in transitions

for line for that belong to different delay classes. We carefully chose the transitions to pro-

duce all the transition delay classes, as shown in the first five graphs. The last graph plots

all the previous delay classes together.

Class 0

- -- - - - - - --

0 0.5 1 1.5 2
Class 1

0 0.5 1 1.5
Class 2

/
/

-/

0.5 1
Time

0

2 0.5
0

0

1

0 0.5
0

0

0.5
0

0

1.5 2

Class 3

-

/

) 0.5 1 1.5 2
Class 4

/|

/

-

) 0.5 1 1.5 2
All Classes

-

IlI

0 0.5 1
Time

Figure 2.4: Coupling Effect on Different Transitions
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For the specific metal line that was layed out and for the specific bus line spacing, X is

approximately seven. The last graph includes the outputs of all the transitions, for every

class.

2.4 Grouping of the delay classes
We give, as an example, the delay classes per transition for a 3-line bus in Figure 2.5

The uO,u ,u correspond to the old state of the bus and the uI,u",u" correspond to the

n n n
U1 ,U 2 ,U 3

000 001 010 011 100 101 110 111

000

001

010

U1 ,2 ,3 1

100

101

110

111 0 1 1 1 1 i

Figure 2.5: Transitions and Delay Classes for a 3-line Bus [3]

new state.

The two most time consuming transitions appear, as expected, when the intermediate

line makes the opposite transition to the neighboring lines. This means that these transi-

tions should be eliminated in order to speed up the bus. For even better delay savings, the

eight transitions that give delays of the M3 class should also be eliminated.

23



The figure clearly shows that the distribution of the different delay classes is not even.

The class with the worst case delay [4], only appears twice. However, it is this delay that

determines the frequency of the whole bus.

2.5 Coding for speed Increase

In the traditional operation of data buses, the operation frequency is adequate so that

all transitions on the bus are completed. However, we can reduce bus delay by eliminating

slow transitions [5], [6].

Instead of sending the actual data to the bus, we encode it. The encoder outputs depend

on the input data and on the present state of the bus. The encoder is responsible for allow-

ing only the transitions of specific delay classes. We have to introduce some redundancy

on the bus lines, because we have to be able to represent all the values and all the transi-

tions of the original data. This means that the number of extra lines of the extended bus

has to be adequate to do so.

On the receiver side, the reverse action occurs and the original data is restored after the

decoder. The decoder is fed with both the new and the previous state of the bus and recov-

ers at the outputs the original data.
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Chapter 3

Design Implementation

This chapter presents a practical implementation of coding to increase speed. The overall

operation is described, and then each component is presented in detail separately. Also the

additional peripheral circuit is described in detail, to explain the interface of the core with

the I/Os. The last section presents simulation results and comments on the performance of

the implementation.

3.1 A practical implementation

This section presents a new practical implementation and Figure 3.1 shows the block

diagram.

Encoding Block Decoding Block
r-- ---- --- ---- --- ---- --- r-------------------------------

Dk 4 Encoder Ek 6 B 6 6 Bk k Decoder 4 D

Figure 3.1: A Practical Implementation

For the purpose of this thesis the data on a 4-line bus is encoded to a 6-line bus. Dk is

the data that will be encoded and Ek is the 6-bit data that is produced at the Encoder out-

puts. Bk represents the current state of the bus and Bk-1 the previous one. When new

data Dk arrives, the produced Ek are XORed with Bk - I The operation will give the new

state of the bus Bk .

25



The Encoder performs a mapping of the input data to six bits that don't have adjacent

bits set to 1 at the same time. If, for example, two neighboring lines of the bus had oppo-

site values, then an XOR operation with two 1's would force the state of both lines to

change. So these two lines would be forced to make opposite transitions. Not allowing two

adjacent ones at Ek prevents this from happening.

The Decoding Block is responsible for restoring the data. When the new state of the

bus Bk arrives at the Block inputs, then an XOR operation with the previous state of the

bus Bk gives Ek. The Decoder performs the exact opposite mapping of the Encoder, so

the original data Dk is restored.

3.2 Encoder Block

A 4-line bus can have 16 different states. All these states have to be mapped as

explained above. A bus with five lines doesn't have enough number of states with no adja-

cent ones, to represent all 16 states. Therefore a six line bus was used, which gives 21

states, that don't have consecutive l's. There are 5 states that aren't utilized. This gives a

21'
very broad number of possible implementations ( ).

5 !

In order to cope with the different possible implementations, bit EQ was hardwired to

bit DO. So the problem was reduced to mapping a three line bus to a five line bus with an

additional constraint (El can't be I when EQ is). Designing this encoder, instead of the

previous one was a much simpler task, which allowed some experimenting on different

possible implementations.

Each time the objective was to have the minimum number of gate stages from the

encoder inputs to the encoder outputs.
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Table 3.1 shows the mapping that was chosen for the implementation.

D3 D2 D1 DO E5 E4 E3 E2 E1 E

0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 1

0 0 1 0 0 0 0 0 1 0

0 0 1 1 0 0 0 1 0 1

0 1 0 0 0 0 0 1 0 0

0 1 0 1 0 0 1 0 0 1

0 1 1 0 0 0 1 0 0 0

0 1 1 1 0 1 0 0 0 1

1 0 0 0 1 0 0 0 0 0

1 0 0 1 1 0 0 0 0 1

1 0 1 0 1 0 0 1 0 0

1 0 1 1 1 0 0 1 0 1

1 1 0 0 1 0 1 0 0 0

1 1 0 1 1 0 1 0 0 1

1 1 1 0 1 0 1 0 1 0

1 1 1 1 0 1 0 1 0 1

Table 3.1: Static Mapping Truth Table

The first 4 columns of Table 3.1 ([D3, D2, Dl, DO]) are the values of the original data,

were the last 6 ([E5, E4, E3, E2, El, EQ]) correspond to the new encoded ones. As men-

tioned before, bits DO and EO have the same values for every state.
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The encoder block is shown in Figure 3.2.

D3 D3 D2 D2 DI Dl DO DO

E5

E4

E3

E2

El

HEE
BO

Figure 3.2: Encoder

Each output is a combination of the four input data and their complimentary. The max-

imum number of gate delays in this case is 4 gate delays and happens when E5 changes

value through the NAND and AND gate.

3.3 Decoder Block

The decoder block is analyzed in this section and is shown in Figure 3.3. It performs

exactly the inverse mapping operation from the encoder block. So at the outputs the origi-

nal data are restored and we can get the original 4-bit data from the extended 6-line data

28



bus.

E5 E5 E4 E4 E3 E3 E2 E2 El El EO EO

D3

D2

Dl

DF

Figure 3.3: Decoder

Again, the maximum number of gate delays is four, as it is on the encoder block and

happens when DI changes value through the two NAND gates and the one AND gate.

3.4 Driver and Receiver Circuit

The Driver Circuit includes, besides the driving inverters, logic for resetting the state of

the bus, so that the coding mechanism can start. Actually, from the 5 non utilized states

mentioned before, the state [010000] was chosen to be the one that resets the bus. This

was essential, because the initial state of the bus must be ensured to be acceptable (i.e.

when the new data arrives at the XOR inputs, then the operation won't give a transition

with delay greater than the ones that belong to the M2 delay class).
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Since we want to be able to reset the lines to both VDD and Ground, there are two

driver blocks with some different logic circuitry.

resetl Dt

i n ED .. ... .. .. .. out

reset2

clk

Figure 3.4: Driver Block with Modified Register

The modified register in Figure 3.4, differentiates the driver blocks. The modified reg-

ister is explained in detail below. Although there are two reset signals shown in the driver

block, there is actually only one. Depending on the value, that we want to set the line to,

reset2 is either reseti or inverted resetl.

In any case, when reseti is high, the XOR operation is performed between the input

and the old state of the line.

The two modified registers are shown in Figure 3.5

out
in

clk a clk

__ reset

k C l o u t
inE> - -

c1_k b clk

Figure 3.5: Modified Fully Dynamic Registers

When reset is high, the two registers act as normal fully dynamic registers. When reset

is low, the register output becomes 0 and 1, for cases a and b, respectively. The output of

30



the NAND gate of the driver block (Figure 3.4) is always 1, which means that in order to

reset a bus line to 0, a modified register of type a (from Figure 3.5) should be used in the

driver block.

Since our extended bus has 6 lines, we need six driver blocks to form the driving cir-

cuitry for our implementation. As previously mentioned, the reset state of the bus was

chosen to be [010000]. This means that 5 fully dynamic registers of type a and 1 of type b

were used.

The Receiver Block is much simpler. It consists of six blocks shown in Figure 3.6.

in out

clk

Figure 3.6: Receiver Block

The register shown is a normal fully dynamic register.

An XOR operation is performed between the new and the old state of the bus. So at the

output of the XOR, the data produced originally by the encoder block will be restored. It is

interesting to note that when the reset signal is asserted, the output of the Receiver Block

cannot be determined. However, after the first rising edge of the clock it will be reset to

[0,0,0,0,0,0] since the inputs of the XOR will hold the same data. For this reason, a special

register is not needed for this block.

3.5 Test Structure

In order to test and measure the performance of this coding scheme the test structure
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shown in Figure 3.7 was built. In a there are four pipelined stages. The encoder, the

driver, receiver blocks and the decoder are pipelined with the four registers. The symbol

between the Driver and the Receiver Blocks represents the bus.

This is the core circuit and has 9 total inputs and 8 outputs. 4 inputs for the circuit that

implements the approach of Figure 3.1, 4 inputs for the uncoded case and 1 input for the

Clock that synchronizes the registers. There are, as expected, 8 outputs that correspond to

the outputs of the 2 cases that are tested.

Structure a

Structu" b

Figure 3.7: Test Structure - Core Circuit

For each structure, the bus is fed with data that will produce transitions that have the

maximum delay times.

The inverters that were used to drive the bus for Structure B, are identical with the

inverters shown in Figure 3.4 and were used to drive the bus for Structure A.

3.6 Peripheral Circuit

This section describes the blocks that had to be built so that the test structure could inter-

face through the chip input and output pads.
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3.6.1 Input Shift Register Block

Due to I/O limitations, the number of 1/0 pads had to be minimized. As a result the data

had to be fetched serially through a single pad. Then, on chip the serial data is parallelized

using the circuit shown in Figure 3.8.

The shift register is clocked using a different clock from the rest of the circuit. This

modification was done for two reasons. The first one is isolation from the input/output

pads. After the shifting of the data is complete, that is, all the input serial data is parallel-

ized, the clocking of the shift register is stopped and won't affect the data of the register.

The data is then stored at the register outputs.

Shift 4

sel

clk

Figure 3.8: Serial to Parallel Circuit

The second reason was clock loading. Using a different clock, the core clock is

released from the additional loading of the input shift and output shift (described below)

registers.

This cell is used 4 times, because there is a need for four 4-bit latched data to feed into

the test structure. Only one pad is needed however, and that is accomplished by having the

bit, which is shifted out from one shift register, hard-wired to the input of the next shift

register.

The transmission gates at the multiplexer output are used to choose the data from one

of the four registers in the block.
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3.6.2 Structure Selection Switch

After the data is latched at the outputs of the multiplexer of Figure 3.8, the circuit shown

in the next figure follows. It is a switch, consisted of two multiplexers, that directs the

To Core Circuit - Structure A

S

4 4/ To Core Circuit - Structure B

Figure 3.9: Switch

input data (after they are parallelized) to the data input registers (par. 3.6.3 p. 34) in struc-

ture a and structure b.

Bits s and s are responsible for making the selection, and the data is fed to the appro-

priate data input registers in the two different test structures. This block was designed so

that only one input shift register block is needed to feed both structures, and consequently

only one input pad.

3.6.3 Data Input Registers

This section describes the Data Input Registers that follow the structure selection switch

and hold the data that will be tested. The outputs of this block is connected to the encoder

block for structure a and the inputs of the driver inverters for structure b.

The transmission gates in Figure 3.10 are necessary, because we need to have the

latched values from the input shift register block outputs, at the inputs of the four registers.
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So we first clock the value for register 4 and then register 4 is isolated from register 3.

S s2 s3

4 2 -3 4 -
S1 s2 s3

clk clk clk clk

Figure 3.10: Data Input Registers

This mechanism is continued, and each time one more register is isolated, until all the reg-

isters are fed with the appropriate values.

This procedure will have no effect on the bus state, because the reset signal is asserted

through the whole procedure.

All these blocks were designed to provide the core with the necessary input signals.

The two blocks presented next, appear after the core circuit outputs and are developed to

serialize the output data, so that only one output pad is required to give us data.

3.6.4 Output Register Block

The Output Register Block is shown in Figure 3.11. The multiplexer inputs come directly

from the core and are connected to the outputs of the two structures. The control signal for

the multiplexer is set before the whole procedure starts and is the same selection bit that is

s cOk clk clk clk 16

Figure 3.11: Output Register Block

used in the structure selection switch block, Figure 3.9.
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When all the register hold valid data, the clock is stopped and the 16 bits are stored at

the outputs of the registers.

3.6.5 Output Shift Register

The last block is a shift register that gets the 16 outputs from the previous blocks and shifts

the most significant bit on each clock cycle. As expected, the clock signal is the same as

the clock of the input shift register.

3.7 Simulation and Results

This section describes in more detail the operation of the core circuit and examines the

general performance of the implementation.

The technology that was used is 0.13 CMOS with dual threshold devices. The crite-

rion for the performance of each of the structures shown in Figure 3.7, is that the output

serial data has to be exactly the same with the input serial data. So there is no corruption

due to bus delays and that the operating frequency is appropriate for the driver-receiver

operation. In order to quantitatively evaluate the performance of the two structures, differ-

ent clock periods were used to clock the circuit. As we kept shrinking down the clock

period, at some point the voltage level at the end of the bus wasn't appropriate to give a

valid output signal.

In structure a the bus consists of six lines spaced at the minimum allowed distance. In

order to have a "fair" comparison for the two cases, the four lines of the bus in structure b

were spaced so that the total spacing area of the buses in each case would be the same.

The input signals transition from state [0000] to state [0010] and back to [0000]. The

reset signal goes to 1 with the second rising edge of the clock, right after the new data has

arrived. The state of the bus before the second rising edge of the clock is [010000] (reset

state) and the new data at the Encoder outputs is [000010]. So after the XOR operation the
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new state of the bus will be [010010]. There is a transition from 1 to 0, at the second low

order bit of the bus. Since the adjacent lines stay at 0, the transition delay for this line

belongs to M2 class, which is the worst case delay.

The graphs in Figure 3.12 show the simulated results for structure a, where the data is

encoded and then recovered at the receiver side.

The top and middle waveforms show the transitions of the input and the output respec-

tively, that change value. The pipeline latency for the structure is four clock cycles

(Figure 3.7). In all the graphs, the dashed waveform represents the clock.

Structure A

input
clk

0 10 20 30 40 50 60 70 8

output

0 10 20 30 40 50 60 70 8
data latched

bus line

10 20 30 40
Time (ns)

50 60 70

)

)

80

Figure 3.12: Coded Case - Correct Operation
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The bottom waveform represents the bus line that makes the transition from 0 to 1.

One clock cycle after the new input data has arrived, the bus line starts transitioning. After

an additional clock cycle, the new data is latched at the receiver circuit. Although, the

input signal returns to 0 after one clock period, the corresponding bus line doesn't follow

this transition and continues to rise to 1. At the following rising edge of the clock, the

input transition appears at the output of the structure (middle waveform).

If the clock cycle is not sufficient enough to latch the right data after on period, then

the input data will be restored at the outputs after an additional clock cycled. Figure 3.13,

shows this case where the bus line voltage doesn't reach an appropriate value.

Structure A

clk

input

- -

0 10 20 30 40 50 60 70 8

missed
cydle output,

0 10 20 30 40 50 60 70 8
data latced

bus li--e

-J -

10 20 30 40
Time (ns)

50 60 70

)

80

Figure 3.13: Coded Case - Faulty operation due to
insufficient clock period
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So the bus signal is misinterpreted by the receiver circuit. The output data (second

waveform) follows the input data (first waveform) after 5 clock cycles. The missed cycle

is shown in Figure 3.13.

The correct data is latched two clock cycles after the bus line starts transitioning.

Structure b uses the input pattern that gives the worst case transition delay. Adjacent

input signals on every clock cycle make opposite transitions. The top waveform in Figure

3.14, shows the transitions on the second line of the four line bus and the middle one the

corresponding output of structure b. The dashed line in all the graphs represents the clock

signal.

Structure B

1 - 2 clk

*D input

0 0 10.- -

0 10 20 30 40 50 60 70 80

0)

: 0.5

0

1

0.
0.5

0

0

- - - data latched - - - -

- bus ine

10 20 30 40 50 60 70 8
Time (ns)

Figure 3.14: Uncoded Case - Correct Operation
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The bottom waveform, shows the bus line signal. The voltage level on the bus line,

one clock cycle after the input transition, is appropriate to give a valid output (the middle

waveform follows the top after one period).

However, this is not true in the case shown in Figure 3.15. We increased the frequency

and the input transition didn't appear on the output after one cycle. The clock period was

not long enough for the bus line (bottom waveform) to reach an appropriate voltage level.

The missed cycle is shown in the figure, while the right data is latched after this

missed clock cycle.

Structure B

0
C 10 20 30 40

missed cycle

60 70 80

) 10 20 30 40 " 60 70 8

- - -- 1

- busline

0 i
0 10 20 30 40 50

Time (ns)

data+14c'hed - - - - -

(7~--

60 70

0

80

Figure 3.15: Uncoded Case - Faulty operation due to
insufficient clock period
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The total bus length, for each structure was 2.5cm. The length was chosen to be that

big so that off-chip generated clock signals could be used to validate the simulation

results. For this particular length, the maximum operation frequency for the coded case

was 71.4Mhz and for the uncoded case 52.6Mhz, resulting in a net frequency increase of

36%.

Despite the significant speed increase that was achieved using coding, it is obvious

from the discussion above that there is a latency penalty of two clock cycles that we pay,

as a trade-off for the increase in throughput.

3.8 Layout

This section presents the layout blocks of the encoder, the decoder, the driver circuit and

of the top core cell.

The area of the blocks that are used for the implementation are given at the appropriate

figures. The total area penalty for this implementation is 7800 m2
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3.8.1 Encoder

39um

39um

Figure 3.16: Encoder Block
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3.8.2 Decoder

A

33um

4 37um

Figure 3.17: Decoder Layout

3.8.3 Driver and Receiver Circuits

70um 75um

Figure 3.18: Driver and Receiver Circuit
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3.8.4 Core Layout

Figure 3.19: Core Layout with Bus
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Chapter 4

Power Reduction in Data Buses

The proceeding sections provide a brief overview of power dissipation which will be a

helpful background for understanding the motivation behind the approach that is

described later.

4.1 Power Consumption Components

There are different sources of power consumption for CMOS integrated circuits that have

been analyzed and are explained below: dynamic power, short-circuit power and leakage

power.

P = Pdynamic + Pshort + Pleakage + PStatic (4.1)

4.2 Dynamic Power

The dynamic power component in (4.1) is responsible for the largest portion of power dis-

sipation and comes from the charging and discharging of the capacitance CL as shown in

Figure 4.1

in out

CL

Figure 4.1: Charging and Discharging Capacitances

The dynamic power is given by
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Pdynamic = a - CL' VDD V swing . Freq (4.2)

The dynamic power is not a function of the transistor sizes but mainly is dependent on the total

output capacitance and the input data (switching activity).

Reducing Vdd has a quadratic effect, however it has a negative effect on performance. As seen

in (4.2), reducing the switching activity a and the operation frequency Freq we manage to reduce

the dynamic power, however logic and architecture decisions impact these decisions.

4.3 Short-Circuit Power

In practical circuits the slope of the input signal is not infinite. This causes a direct current path

between supply and ground for a short period of time, when both NMOS and PMOS devises are

conducting. The power dissipation due to short-circuit can be minimized, if the input and output

signal slopes are matched. In most cases, the short-circuit power approximately reaches 10% of

the dynamic power.

4.4 Leakage Power

There are two main sources of leakage power, namely the reverse bias diode leakage and the sub-

threshold conduction. Even if there is no switching at the outputs of a circuit, it will still consume

power due to the reverse biased drain and source diodes of the non-ideal MOSFET devices.

4.5 Addressing Energy Issues in Buses

Although leakage power is becoming very significant as technology scales down the operating

voltage and the device sizes, still dynamic power remains the most serious power consuming

component in VLSI.

As explained in (par. 4.2 p. 45), the driving capacitance has a linear effect on the total

dynamic power. Taking into account that there is an increasing need for driving large and long

buses, then there is no surprise that over the past several years, significant emphasis has been

placed on reducing the energy dissipation associated with on chip communication. Numerous
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schemes have been presented for reducing energy associated with driving wires including

low swing signaling [7],[8], charge re-cycling [9],[l0],[11],[12],[13] and data coding

[14],[15],[16].

This section summarizes the results that were presented on the above schemes, before

the implementation, that we developed, is presented in the next chapter.

In (4.2) is shown that, if the bus is not charged and discharged with full swing, we can

achieve dynamic power savings. Zhang et. al. [7] compares different low swing tech-

niques, used for reducing dynamic power in integrated circuits. A thorough examination

of those shows that some of the schemes have energy savings of a factor of seven using a

benchmark interconnect circuit.

Khoo et. al.[10] has shown a theoretical energy savings of 47% and 59% for a 32 bit

databus using charge recycling, using one and four charge transfers per bus access, respec-

tively. Also, it is shown that the theoretical maximum energy savings on a bus of 32 bits

wide is 72%, where random data is assumed.

A design for a charge recovery databus was also presented by Bishop et. al. [11], [13]

and Lyuboslavsky et. al. [12]. Initial results showed an average power savings of 20% for

an 8-bit charge recovery bus, based on realistic benchmarks, with the overhead of the con-

trol circuit estimated at 3.6% of the total power consumption. Extension on the work pre-

sented in [11], increases the energy savings to 28%, using 15 benchmarks and four high

level coding schemes.

Stan et. al. [14] focuses on low-power techniques for communication in CMOS VLSI

using data encoding methods. The encodings that are presented can decrease the power

consumed for transmitting information over heavily loaded buses.

Using Transition Pattern Coding (Sotiriadis et. al. [15]) an energy savings of 50% is

possible in submicron technologies. The coding strategy modifies the transition profiles to
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reduce the switching energy. In the case where the coupling capacitance is significant, favoring

specific transitions is a much more effective technique than trying to minimize the activity of the

bus.

The coding schemes that were designed and described in [16], achieve a reduction in switch-

ing activity of a factor of 32%. For typical values of bus capacitances, this reduces the total power

consumption by a factor of 36%.

4.6 The Charge Recycling Technique

A new practical Charge Recycling Technique (CRT) is introduced, appropriate for sub-micron

technology buses. Its performance is verified by both mathematical analysis and circuit imple-

mentation. In sub-micron technology the strong capacitive coupling between the lines must be

taken into account since it dramatically changes the energy consumption during bus transitions

(with or without the CRT). For this purpose a sub-micron bus energy equivalent model is used,

which is presented in [15] and shown in Figure 4.2.

line 1 line 2 line 3 - - - - line n

V V31 2 2 n vn

C1  C1  C1  CI
CLI C1 C .. CLI

Figure 4.2: Sub-Micron energy-equivalent Bus-Model

In this section the two steps of CRT are presented. Suppose the bus has n lines and let T be the

clock cycle period. New data is transmitted through the bus every T seconds. The time interval

[0,T] is divided into the subintervals Intl and Int2 . The two steps of CRT are timely related as in

Figure 4.3.

Suppose that during the clock cycle the bus transitions from its current values,

x= x ,I to its new values y=[yIYy2, (xi,yi correspond to line i). Normalizing by

Vdd = 1, then all xi and y, belong to {0,1}. The voltages of the lines as functions of time t E [0, T]
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Lines have settled to Lines have settled to
their intermediate values their final values

1st 2nd

Step Step

t
0 Int, T/2 Ints, T

Figure 4.3: Timing of CRT

are denoted by V=[V,V 2,---, vnf. At t = 0 and t = T it is V(O) = x and V(T) = y respec-

tively. The CRT is presented in Figure 4.4.with the modified driving circuit. We agree that

switch w; has value 0 if node i is connected to the output of driver i, and value 1 if node i

is connected to the common node q. During Intl the lines that change logical values (dur-

ing the transition x -+ y) are connected to node q and not to their drivers. The lines retain-

ing their logical values remain connected to their drivers. (This is a major difference to the

strategy in [11]. If there is coupling between the lines it makes a difference if the non-

changing lines remain connected to their drivers or not during the charge redistribution).

During Int2 all lines are connected to their drivers.

4.7 First Step (Int 1)

For every line i = 1,..., n we set d. = x. G yi. We also use the vector d = x y where

VO

0 1 0 1 0 1 l0 11
W I , W2 ' 3 Wn

Iit) W 2(t)1 13(t)-- In(t)I

V_ V2 V3 V0

C C C C

C1 C C...... C

Figure 4.4: CRT - Network Connections

49



and the diagonal matrix,

D = diag(d, d2, ... , dn) (4.3)

During the transition, line i changes value if and only if d. = 1. According to CRT, during the

time interval Int, = (0, T/2 ] the lines with changing values are connected to node q. The net-

work is configured respectively. For example let n = 4, x = [1, 0, 0, 1] T and y = [1, 1, 0, 0]

Then d = [0, 1, 0, 1] T and during Int1 the network is configured as in Figure 4.5.

During IntI the dynamics of the network satisfies the set of differential equations (see Figure

4.4),

I = CL * 1+ C -(Vl - 2 )

Ik CI(Vk-Vk-l)+CLV1+CI(Vk-Vk+1), 1<k<n

I C L' n+CI (-In-n-)

(q) V0

Vdd _

R PRN

0 1 1 0 1 0 31. 0 11

W1  W2  W3 4

I, (t) I2(t )1 13(t) 14(t)I

V V V V
1  2 3  4

CFg C4 C
CT CT CL CL

Figure 4.5: Step 1:Example (n=4)

(4.4)

The currents vector I = [II, I2' -''' n]T

matrix [15] of the network in Figure 4.4,

is defined and the n x n capacitance conductance
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1+X -X 0 ... 0
- 1+2X - 0

CT= 0 4 CL (4.5)

1+2X -

0 0 ... 4 1+ X

V(0) x = [x 1 , x2 ' ... x n] are the initial conditions of the lines and

V- =LV-j ,V 2K- , ... , Vn ] are the intermediate ones. Here we assume that

the time length T/2 is sufficient for the voltages of the network to settle. This assumption

is reasonable for the current technology and is always used in charge redistribution (and

adiabatic) techniques. So for i = 1, ... , n the voltage V is either x if d = 0 or

z if d. = 1. The value z is of course the same for all lines that change logical

value. Algebraically we have that V - = (1- di) -x + d -z or in vector form that,

V(- = (I-D)-x+z-d (4.6)

where I is the n x n identity matrix. The matrix D and the vector d are as defined before.

Since, V(0) = x we have,

T T(47
(d -CT-d)-z = d CT-D-x (4.7)

and

T
Sd -CT-D-x

z = V = T (4.8)
d .CT-d

4.8 Energy Dissipation on Step 1
The energy drawn from Vdd on the first step of CRT is given in here. The current

I (t) drawn from Vdd during (Intl) is the sum of the currents drawn by the lines that
dd

do not change logical value during the transition and remain connected to Vdd through
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their drivers, i.e the lines i = 1, ... , n for which x. = yi = 1.

n

So, IV (t)
dd

= z
X.

1

I1 t) = xj= Zx
1

- (1 -di) -I (t) which can be written in

and y = 1
matrix form as,

Iv ]d

T
(t) =x -(I-D) -I(t) (4.9)

(Symbol I is used for both the current vector and the identity matrix. Is should be clear what I rep-

resents each time).

The energy that is drawn is given by

T
E 1 =X . (1-D)

And by replacing z from (4.8) into we have,

E1 (x,y) = X

if d#0 and E1

T
-(I-D)- CT.

= 0 if d = 0.

- CT- (z -d-D -x)

T
d -CTD-x

T
d - CT-dt

4.9 Second Step (Int 2)
During the second step of the CRT, the time interval Int 2 = (T/2, T] , every line is connected to

its driver (with the new value yi). So for all i = 1, ... , n it is w. = 0. For the example with
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T
n = 4,x [1, 0,0, 1] and y 1 L, 1, 0,0]

T
the network is configured as in Figure

4.6.

(q) V0

Vdd Vdd

RP RP R N RN

0 1 6 1& 0 1 0 1&

I I(t) 12(t) 13(0) 14(t )

01'

C C 1 C1
CT CT CL CL

Figure 4.6: Step 2: Example (n=4)

4.10 Energy Dissipation on Step 2

During Int 2 the current drawn from Vdd equals the sum of the currents Ii(t) of the lines
n

connected to Vdd (through their drivers). So I (t) =
dd

or in vector form,

T
Iy (t)W = y

dd

SI
:y.=1

= Y -I 

.I(t) (4.12)

and

T
Imv (t) =y -(

dd

The energy drawn from Vdd on step 2 is:E2

And the integral gives,

(4.13)TV
T

f IV (t)dt.

T/2 dd

E2 = y . CT -(V(T)-V V-j
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Finally, V( T) = y, so we get,

T
E 2 TX' )=Y.CT y- (I -D) -x -

r T
d - CT-D-x

T
d - CT-dX

Complete derivations for the energy equations that were presented in the above sections can be

found in [19]

4.11 Energy Properties of CRT

The total energy E(x, y) drawn from

E(x, y) = EI(x, y) + E 2 (x,,

(4.11) and (4.15) we get,

Vdd during the transition x ->

y). Using the identity (I - D) -x = (I - D) - y

with CRT E without CRT

y is of course

and expressions

000 001 010 011 100 101 110 111
0 6 11 7 6 12 7 3

0001
S 6 1 6 12 7 3

010 0 10 6 3 6 6.32

101

0, 0 66 6 6 6 t2 2

010 -0 L1 W 1- 1,1" 2 1

Oil 505 0 5 .3 1

11

0 54 a 5 w t 1a wo 1

1 0 3 10 6' " ' ,,,I I . ". I I

71 5: 6- 5 1 0- 1

il0 5 10 5 5 10 5 0

S5- 5 T5

Table 4.1: Transition energies with and without the CRT
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T T
E(x, y) = y CT. (y-x)+y -D - CT -(D x-z -d) (4.16)

where z is given by (4.8). The first term of the right part of (4.16) equals the energy drawn

from Vdd by the bus during the transition x -- y when no charge recycling is applied

[15]. The other terms correspond to the energy difference (savings) due to CRT.

For a better intuition on how CRT influences the bus energy transition patterns,

Table 4.1 presents the case of a three line bus n = 3 when X = 5. Five is a representa-

tive value of X for the case of 0.18 t technologies (with minimal distance between the

wires). For simplicity we set CL = Vdd = I

For each transition (x1 , x2 ' x3 ) -> (y P y2, y 3 ) the shadowed value (below) is the

T
energy cost without CRT, equal to y - CT. (y - x). The numbers on the white back-

ground (above) are the energies with CRT, i.e. to the values given by (4.16). The energy

with CRT is always smaller. Also, the highest percentage of energy reduction occurs in the

most expensive transitions 010 -+ 101 and 101 -> 010 where adjacent lines transit in the

opposite direction and the interline capacitances are charged by 2 x Vdd.

4.12 Energy Reduction

The result for the transition energy, equation (4.16), allows us to estimate numerically the

expected energy drawn by the bus when the CRT is used. We do this for the case of uni-

formly distributed i.i.d. data. In Figure 4.7 we see the expected energy using CRT as a

percentage of the expected energy without CRT for the cases of n =

2,4,8,16,32,64,128,256 and X = 0, 5, 10. The figure suggests that for the number of lines

n = 32, 64, 128, 256 the energy drawn from Vdd can be reduced to one half using CRT.

Also, the results are independent of the capacitance to ground CL and they slightly

improve when X increases. In general X tends to increase with technology scaling.
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Figure 4.7: Energy with CRT / Energy

n n+1 lines Extended Bus
inuts n+l lines

u,(k) X2(k)
U(k_ Busbhag

20 Invert Recycling

Coding xn(k) Driving

un(k) _ Network

Figure 4.8: Combination of CRT with Bus Invert

4.13 CRT and Bus-Invert
In the previous sections we showed how CRT reduces energy consumption. In Figure 4.8 an

architecture is presented, where CRT is combined with Bus-Invert coding [14].

The Bus Invert coding works in the following way. Let u(k) = [u 1 (k), u2 (k), ... , Un(k)]

be the new input vector and x(k) = [x 1(k), x 2 (k), ..., x n(k)] be the new vector of the values

of the lines. If the vector u(k) ( x(k - 1) contains more than n/2 ones then we set x(k) = u(k)

and c(k) = 1 , otherwise we set x(k) = u(k) and c(k) = 0. This means that, instead of sending

the actual date, the complementary data is sent and a control signal is set. On the receiver side,

before the data is processed, an inversion of the data would be necessary if the control signal is

asserted.
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The combined performance of CRT and Bus Invert is shown in Figure 4.9. There is a

small improvement compared to the results of Figure 4.7. For buses with 16 lines or more

the energy saving is more than 50%.

Figure 4.9: Energy with CRT and Bus Invert / Energy without them

4.14 A Circuit for CRT Drivers
To verify CRT, a circuit that implements the conceptual network of Figure 4.4 was

designed and verified. The circuit implementation consists of the bus and the CRT drivers

line i lin

C1

CL

common node (q)

Wi

x

C1
I - - -

e i+1

CL

Wi Wi+1 - - Wi+ I

W W- Wi+1 Wi+1

clk clk

clk clk

i+1

Figure 4.10: Efficient CRT - Driver
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of the lines (Figure 4.10). The implementation is very simple and is explained next. If the CRT

driver detects a transition, it connects the line to the common node (q). Otherwise the line stays

connected to its regular driver (chain of inverters).

The CRT driver operates as follows. The switches w1, w2 , ... in Figure 4.3 are realized here

by the pair of transmission gates. The charge recycling phase begins when CLK becomes 1.

If the input x, changes value, the cascaded inverter delay makes a negative spike appear at the

output of the XNOR gate as it is shown in Figure 4.11.

1.6 -

1.4 -

1.2 -

1 0 3 04 05 O .

iTim

0.8 I

0.6 -

0.4-I

0.2-

0I

0 0.1 0!2 0 3 0.4 0.5 0!6 0.7 0.8
Time

Figure 4.11: Transition detection

The XNOR output voltage is shown in the figure with the thick dotted line. The XNOR is

designed to have a very fast fall time and a very slow rise time. The sizes of the NMOS and

PMOS transistors were chosen so that the spike has the appropriate width to set the cross coupled

NAND gates.

The dotted line that transitions from 0 to 1, is the output of the NAND gate denoted as w in

Figure 4.10. The other dotted line corresponds to the output of the second NAND gate and drops
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from 1 to 0. Note that the output of this gate crosses the rising edge of the spike below the

threshold of the other NAND gate, so the change of the state is secured.

When the outputs of the NAND gates change value, each bus line is connected to the

common node q through the transmission gate and is isolated from the driver. The charge

recycling phase ends on the falling edge of the clock. This resets the NAND pair, isolates

the line from the common node (q) and connects it to the buffer chain. If the input x does

not make a transition, the NAND pair remains reset during the whole clock cycle and the

line remains connected to the buffer chain. The same circuit can be used unchanged for

buses with arbitrary number of lines.

The proposed CRT driver was designed and laid out in 0.18g technology. Using this

driver we tested the CRT for a 4-line and an 8-line bus. The layout of both the CRT and the

standard drivers for the two cases are shown in Figure 4.12.

The control circuit that detects the transition and sets the switches could have been

implemented using a XOR to produce a positive pulse that would set a cross coupled NOR

gate pair. This specific implementation, however, would have resulted in a design that

would require an increased amount of area. For a very small output rise time, large PMOS

devices are needed for the XOR gate, for fast transition detections.

Figure 4.12: Layout of the CRT drivers
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Figure 4.13: Average energy per cycle of a 4 and 8 line buses with
and without CRT

4.15 Simulation and Results

The CRT drivers of Figure 4.10 were used to drive the lines of a four and an eight line bus,

n = 4,n = 8. A netlist was extracted from the layout of the drivers for the simulation with

HSPICE. The lines were modeled as in Figure 4.2 and for the capacitor CL we used the values

50fF,100fF,150fF and 200fF.

Note that these values could represent not only the line capacitors but all the loads that can

appear on buses. This is particularly the case of reconfigurable interconnect networks (e.g. in

FPGAs) where long buses are loaded by the parasitic capacitances of several mosfets resulting in

total capacitive loads of the size of a few picofarads [2].

The clock frequency in the simulations is 100Mhz and the buses were fed with uniformly dis-

tributed i.i.d. sequences of data. In Figure 4.13, the average energy per cycle is shown for the four

line bus (left) and the eight line bus (right). The curves in the graphs showing higher energy con-

sumption correspond to the standard buses. The curves showing lower consumption correspond to

buses with CRT drivers.
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Figure 4.14: Normalized energy
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In Figure 4.14 we see the average energy using CRT as a percentage of the average

energy without CRT for the 4-line and 8-line buses. Again, the ratios are parametrized to

CL . The flat lines correspond to the minimum possible ratios resulting from the theoreti-

cal analysis and shown in Figure 4.7.

As it should be expected, for higher capacitive loads we get higher percentages of

energy saving. This is because the average energy per cycle of the additional circuitry of

the drivers is relatively independent of the loads. For larger loads this additional energy

becomes less significant.

The energy savings for the case of a 4-line bus were up to 25% as the bus length

increased and for the case of an 8-line bus up to 32%.

It is interesting to look at the waveforms of the individual lines during the two steps of

the CRT. Figure 4.15 shows the waveforms of the line voltages of the 4-line bus. In this

particular case, one line experiences a 1 -- 0 transition and the rest three lines make a

0 -> 1 transition. Since all lines transit, they are all connected first to the common node q.
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The final voltage at node q during the charge redistribution period is Vdd/4 and correspond to the

converging point of the waveforms at time T/2 = 5ns.

Right after the positive edge of the clock, there is a small transition phase and is due to the fact

that there is a little delay before the switches that connect the drivers to the bus are turned off.

This is for the case that the line is changing value. We can see this on Figure 4.15, right after the

positive edge of the clock. The gate voltage of the p and n transistor on the transmission gates are

set after an XNOR gate delay and the delay of the cross-coupled NAND gates. However, it

doesn't really affect the whole operation much since the driving capacitances are large, and the

state of the bus practically stays unchanged for this short period.

It is interesting to note that for an individual transition the maximum energy saving with CRT

occurs when all lines transition and adjacent lines transition in opposite directions. This general-

izes to the fact that CRT preforms very well when the sequences of the transitions of adjacent

lines are negatively correlated.

4.16 Design Challenges

It is clear from Figure 4.14 that, when the length of the bus is very small, the savings that we get

2----------------------------------- -------
clock

1.5 -- - - - - - - L - -
line voltages
approaching

Sline voltages their final values
during charge
sharing

0 2 4 6 8 10
time (ns)

Figure 4.15: Line voltage waveforms during the two steps of CRT
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using charge recycling are not significant. Moreover, in extremely short buses the CRT

results in power consumption greater that the case where it is not used. Since, the addi-

tional circuitry that implements the CRT introduces some energy overhead, the design had

to be very efficient.

This particular implementation was chosen among others because it requires the mini-

mum amount of gates (1 XOR gate, 2 NAND gates and 2 Transmission Gates) for the

implementation of the technique. There is also no need of additional registers for the

detection of transitions, no extra control signals are needed since all the necessary control

is generated in every line and there is also no need for an extra clock, because the switches

are reset when the clock goes low.

The biggest advantage of this implementation, however, is that it can be implemented

for an arbitrary number of bus lines. This is because the control circuit is independent on

the other lines.
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Chapter 5

Conclusions

5.1 Conclusions

In deep sub-micron technologies, the strong capacitive coupling between the lines of the

bus, shifts large components of delay and power of integrated circuits, to the interconnect

network of a circuit.

As technology scales down device sizes, buses can no longer be modeled as a set of

independent lines, but rather as a distributed network where the output transient response

is strongly affected by all the input transitions.

Interwire parasitic capacitances have become dominant, degrading the performance

and increasing the dynamic power dissipation in buses. So the delay and power associated

with buses have become a serious problem.

This thesis has examined practical circuit approaches, that address the issues of delay

and power in deep sub-micron buses.

A practical coding implementation for speed increase was designed and the perfor-

mance was analyzed. Coding eliminates input transitions that result in large delays by

imposing redundancy on the bus. The circuit was designed in a 0.13g CMOS process

with dual threshold devices. The implementation has shown a significant increase of 36%

on the frequency of operation compared to conventional buses.

Using charge recycling the dynamic power dissipated on large buses can be reduced

substantially. When bus lines make one to zero transitions, the charge that is stored in

those lines is used to partially charge lines making a zero to one transition, therefore

achieving reuse. Effective charge recycling drivers were designed, and the performance
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was tested on a 4 and 8 line bus. The net energy savings, in the second case were 32%, which

proves the advantage of charge redistribution in buses with large capacitances.
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Appendix A

Cypress 39K200 CPLD Power Breakdown

The next sections describe the methodology that was followed for the 39K200 Cypress

CPLD Device Power Breakdown. A brief description of the 39K Cypress CPLD design

family is given first, to make the understanding of the methodology easier. The Block dia-

gram of the Cypress CPLD is shown in the Figure A. 1

A.1 CPLDs and FPGAs
CPLD stands for Complex Programmable Logic Devices and are very similar in func-

tionality with FPGAs (Field Programmable Gate Arrays). However, there are two basic

GCLK[3:0)-.m j T F GTL[3:01

GCLK3O 1/O Bank 7 tiO B44L

1/0 B'Aw 2

GCLK[3:01

GCLK13:01

2
/O anik a

Figure A.1: Cypress 39K CPLD Device
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differences between CPLDs and FPGAs. The first is the granularity of the blocks that are respon-

sible for the logic operations. The different sub-parts of the CPLD are shown in Figure A.2 with

more detail. Every cluster consists of 8 Logic Blocks (LB) that are connected with the Cluster

PIM (Programmable Interconnect Matrix). In the clusters, there are also two Cluster Memory

Blocks (CMB).

Cluster

Channel memory
outputs drive
dedicated tracks
in the horizontal
and vertical

Cluster routing channels

CMB CMB 0 0

Pin inputs from the
1/0 cells drive
dedicated tracks in
the horizontal and
vertical routing
channels

Figure A.2: Cluster and Channels

The second difference is related to the Channels (Interconnect Network). When data from the

clusters gets into the channels, the data is available throughout the whole width and height of the

channels, independently if it is needed or not. The H-to-V (Horizontal to Vertical) and V-to-H

(Vertical to Horizontal) Blocks just short the vertical with horizontal channels.

A.2 Methodology

The whole chip can be broken into 5 big conceptual units:

a) Channels and Channel PIMs
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This unit consists of the interconnect network (both data and configuration bit lines).

The channel memory, for the purpose of the power breakdown, is included in the Memory

Block unit and not here.

b) Cluster Block (LBs and PIMs)

It includes the Logic Blocks and the Cluster PIM. Again the Cluster Memory Block is

included in the Memory Block.

c) Memory Blocks

This block groups the Cluster Memory and the Channel Memory Blocks, as seen in

Figure A.2. They consist of static memory cells.

d) Clock and Control Tree

The Clock and Control Network are very similar in the design and they are grouped

together. They include the necessary drivers for routing the clock and control signals.

(Note that the control tree has nothing to do with the configuration of the device. The con-

figuration bits are included in the Channel Block.)

e) I/O Block

The I/O Block includes the Input and Output Cells of the Chip. There are 1/0 blocks in

the top and bottom of every Vertical Channel and the left and right side of every Horizon-

tal Channel (see Figure A.1).

f) DC component

This unit includes the circuit that is responsible for the Control Tree, the PLL that is

responsible for the clock and the Regulator Block. The Regulator block allows a 3.3V or

2.5V on the pins of the device, while running the core at 1.8V.
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Each unit was broken into sub-blocks and the average current of each block was measured

using PowerMill.

The CPLD can operate under two different modes. In the first mode (Mode 1) the chip oper-

ates as only a programmable device, where the embedded memory isn't utilized at all. In the sec-

ond mode (Mode 2) there is an option in the user to utilize the static memory. The total embedded

SRAM can be up to 500K-bits, in all the channel and cluster memory blocks.

Different parameters were provided by Cypress, namely the percentage of horizontal and ver-

tical channel routes used, the percentage channel routes switching and the percentage of channel

PIMs used. For the cluster blocks, information was provided about the number of cluster used in a

design, the average number of logic blocks used in a design and the average number of cluster

PIMs utilized.

Parameters about the memory blocks include the percentage of cluster and channel memory

used (only in the second mode). For the I/O blocks the average number of enabled Inputs and Out-

puts were provided. An important note should be made on this point. The average current of a

switching enabled output-cell driver was measured without including the output loading. This is

the main reason that in the graphs provided below the power dissipated on the I/O blocks is not

very significant.

A.3 Results

Based on the measured average currents and the statistical data that was provided there are the

two graphs for Mode 1 and 2 and correspond to typical operation of the chip. The two graphs are

given in Figure A.3 and Figure A.4 respectively.
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Figure A.4: Power Breakdown - Mode 2
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