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Abstract

Plasma-material interactions (PMI) in magnetic fusion devices pose significant sci-
entific and engineering challenges for the development of steady-state fusion power
reactors. Understanding PMI is crucial for the develpment of magnetic fusion devices
because fusion plasmas can significantly modify plasma facing components (PFC)
which can be severely detrimental to material longevity and plasma impurity control.
In addition, the retention of tritium (T) fuel in PFCs or plasma co-deposited mate-
rial can disrupt the fuel cycle of the reactor while contributing to radiological and
regulatory issues.

The current state of the art for PMI research involves using accelerator based ion
beam analysis (IBA) techniques in order to provide quantitative measurement of the
modification to plasma-facing surfaces. Accelerated ~MeV ion beams are used to
induce nuclear reactions or scattering, and by spectroscopic analysis of the resulting
high energy particles (s', p, n, a, etc.), the material composition can be determined.
PFCs can be analyzed to observe erosion and deposition patterns along their surfaces
which can be measured with spatial resolution down to the -1 mm scale on depth
scales of 10 - 100 pim. These techniques however are inherently ex-situ and can only
be performed on PFCs that have been removed from tokamaks, thus limiting analy-
sis to the cumulative PMI effects of months or years of plasma experiments. While
ex-situ analysis is a powerful tool for studying the net effects of PMI, ex-situ anal-
ysis cannot address the fundamental challenge of correlating the plasma conditions
of each experiment to the material surface evolution. This therefore motivates the
development of the in-situ diagnostics to study surfaces with comparable diagnostic
quality to IBA in order resolve the time evolution of these surface conditions.

To address this fundamental diagnostic need, the Accelerator-Based In-Situ Mate-
rials Surveillance (AIMS) diagnostic [22] was developed to, for the first time, provide
in-situ, spatially resolved IBA measurements inside of the Alcator C-Mod tokamak.
The work presented in this thesis provided major technical and scientific contribu-
tions to the development and first demonstration AIMS. This included accelerator
development, advanced simulation methods, and in-situ measurement of PFC surface
properties and their evolution.
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The AIMS diagnostic was successfully implemented on Alcator C-Mod yielding
the first spatially resolved and quantitative in-situ measurements of surface properties
in a tokamak, with thin boron films on molybdenum PFCs being the analyzed surface
in C-Mod. By combining AIMS neutron and gamma measurements, time resolved
and spatially resolved measurements of boron were made, spanning the entire AIMS
run campaign which included lower single null plasma discharges, inboard limited
plasma discharges, a disruption, and C-Mod wall conditioning procedures. These
measurements demonstrated the capability to perform inter shot measurements at
a single location, and spatially resolved measurements over longer timescales. This
demonstration showed the first in-situ measurements of surfaces in a magnetic fusion
device with spatial and temporal resolution which constitutes a major step forward
in fusion PMI science.

In addition, an external ion beam system was implemented to perform ex-situ ion
beam analysis (IBA) for components from Alcator C-Mod Tokamak. This project in-
volved the refurbishment of a 1.7 MV tandem linear accelerator and the creation of a
linear accelerator facility to provide IBA capabilities for MIT Plasma Science and Fu-
sion Center. The external beam system was used to perform particle induced gamma
emission (PIGE) analysis on tile modules removed after the AIMS measurement cam-
paign in order to validate the AIMS using the well established PIGE technique. From
these external PIGE measurements, a spatially resolved map of boron areal density
was constructed for a section of C-Mod inner wall tiles that overlapped with the
AIMS measurement locations. These measurements showed the complexity of the
poloidal and toroidal variation of boron areal density between PFC tiles on the inner
wall ranging from 0 to 3pm of boron. Using these well characterized ex-situ measure-
ments to corroborate the in-situ measurements, AIMS showed reasonable agreement
with PIGE, thus validating the quantitative surface analysis capability of the AIMS
technique.

Thesis Supervisor: Dennis G. Whyte
Title: Professor of Nuclear Science and Engineering

Thesis Reader: Richard C. Lanza
Title: Senior Research Scientist
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Chapter 1

Introduction

Nuclear fusion of hydrogen isotopes is perhaps the most abundant energy source in
the universe. However, producing these reactions on earth presents many scientific
and engineering challenges because temperatures of -10 keV (~108 Celsius) - sub-
stantially hotter the core of the sun - are required for fusion to occur at an appreciable
rate. Nonetheless, when the energy produced per fusion reactions (Q value) listed
below is compared to energy from typical chemical reactions, it is easy to see the
enormous potential fusion has to offer as an energy source if these challenges are
overcome.

H + H -+ He + n (Q = 17.6 MeV)
2H + 2H -+H + H (Q = 4.03 MeV)

2H + 2H ' He +1 n (Q = 3.27 MeV)

Chemical Reaction -- (Q ~ 0.00001 MeV)

As a result, substantial efforts have been put forth to improve our ability to
efficiently create the necessary high temperature conditions where fusion reactions
can occur in order to exploit fusion energy as a source of large scale, clean, low
emissions electrical power generation.

Due to the extremely high temperatures involved, the medium for fusion is the
plasma state, often called the fourth state of matter, in which collective charged
particle collisions dominate the behavior. The physical requirement for fusion energy
is the well known Lawson criterion which states that for the D-T fusion reaction
the product of the plasma thermal pressure and confinement time must reach 1 MPa-
second, at a temperature of -10 keV. At this temperature the majority of particles in
the plasma tend to be ionized. This makes the plasmas particles electrically charged,
allowing them to be manipulated by magnetic fields.

As result, magnetic confinement fusion devices are at the forefront of this research
effort. These devices, including tokamaks, confine plasmas using strong magnetic
fields, regularly reaching sufficient temperatures and pressures required to fusion.
Substantial progress has been made with confinement confinement of fusion plasmas
in tokamaks. For example the Joint European Torus (JET) achieved 16 MW of
fusion power using deuterium-tritium fuel, reaching a fusion gain (Q = fusion power/
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input power) of 0.64 in 1997 [30]. In addition, the International Thermonuclear
Experimental Reactor (ITER) is expected to achieve fusion gains as high as Q=10 [27].

Containing such high temperatures in laboratory devices inevitably leads to com-
plicated physics and engineering challenges, especially at the boundary between the
plasma and the material surfaces within the device. The physics of this "boundary"
plasma are complex and non-linear because of the continual and rapid interplay of
plasma particles and energy between the plasma and the plasma-facing surfaces. The
boundary physics is further complicated and by the confining magnetic fields that are
integrally related to the dynamics of the plasma particles, and the rapid exchange of
particles between the the plasma and wall materials. These plasma-material inter-
actions (PMI) can result in material erosion and migration as well as fuel retention,
plasma impurity production, and other phenomenon that can dramatically affect the
longevity of materials, the fusion fuel cycle, and the performance of the plasma con-
finement. Developing a detailed understanding the mechanisms and consequences of
PMI is therefore widely acknowledged to be critical to the successful development of
fusion power reactors.

1.1 The Alcator C-Mod Tokamak

Tokamaks are plasma confinement devices that are toroidal in shape and use magnetic
fields to stabilize and control their high temperature plasma. A combination of strong
toroidal fields (applied with external coils) and poloidal fields (created by toroidal
flow of plasma current and external coils) are used to create the proper magnetic
topology to stably confine the plasma particles as they orbit along magnetic field
lines. A comprehensive description of how tokamaks operate and confine plasmas can
be found in reference [17] and [57.

Magnetic fusion research at MIT is performed on the Alcator C-Mod tokamak
[26] which began operations in 1993. C-Mod is a compact, high field tokamak with a
major radius of R = 0.67 m, a minor radius a = 0.21 in, a maximum toroidal field on
axis B, = 8 T, and a maximum plasma current I, = 3 MA. C-Mod is also equipped
with 4 MW of 80 MHz ion cyclotron radio frequency (ICRF) heating that couples
power to the cyclotron motion of the confined ions. C-Mod also has a lower hybrid
current drive (LHCD) system to drive current in the plasma non-inductively with a
phased array of wave guides that launch plasma waves that couple momentum to the
plasma elections in the toroidal direction [6]. These power systems along with wide
variety of plasma diagnostics enable the study of high performance tokamak plasmas
on with Alcator C-Mod. Because Alcator C-Mod achieves plasma pressure and power
density commensurate with those expected in fusion reactors, it is a critical tool in
exploring the PMI of "reactor-grade" plasma, even though C-Mod itself does not
meet the Lawson criterion due to its small size.

22



1.1.1 Operating principles

To create and confine plasmas with thermonuclear fusion relevant temperatures and
pressures, tokamaks use a combination of externally applied fields and induced plasma
currents to stabilize and confine the plasma. The components of the Alcator C-Mod
tokamak are shown in figure 1-1. The general operating principles of tokamaks are
described below through the descriptions of the components of C-Mod:

The Toroidal Field Coils produce static toroidal magnetic fields during plasma
discharges of up to 8 T along the magnetic axis (#). At the same time, the Vertical
Field Coils produce a vertical field to stabilize the plasma in the radial direction. Dur-
ing the plasma discharge, the Central Solenoid is pulsed with current to inductively
drive plasma current in the toroidal (#) direction in order to produce the necessary
poloidal field for confinement.

The ((n Plhsim is confined by these magnetic fields as it is heated resistively by
the current as well as RF heating systems. Due to diffusion of particles and energy
within the plasma, particles leave the confined core into the Scrape Off Layer (SOL)
where particles migrate along the field until they interact with wall of the tokamak.

The plasma is produced inside of the V\'i i ii Vussul which maintains the necessary
high vacuum conditions. When the plasma forms during the discharge, the Liiiii (,I
serves as a solid plasma boundary on the outboard side of the plasma while the 1n r
\VWll serves as the boundary on the inboard side.

The PIdu)iti1 Shaipiuil C us are actively controlled to shape and stabilize the
plasma. For high performance plasmas, shaping using an external poloidal field coils
is used to 'divert' the plasma into the I)ivrt or region. When the plasma is in the di-
vertor configuration the divertor intentionally becomes the primary regions where the
plasma interacts with the material surfaces because the exhaust power is "diverted"
to these magnetic flux surfaces. The lengthening of the SOL into the divertor also al-
lows for enhanced dissipation of the plasma momentum through ion-neutral collision
and dissipation of power through radiation. These can substantially decrease peak
power loading on material surfaces required to avoid thermal limits of the materials.

The Vrtical md foita Purns provide access for diagnostics, instrumenta-
tion for experiments and tokamak operations. The large stainless steel (CiI S!()I]
St ruct ire provides mechanical support for to coils to prevent deformation due to the
magnetic forces produced by the coils. The entire C-Mod structure is then contained
with in the (iYsti that provides thermal isolation so that the copper magnetic field
coils can be cooled with liquid nitrogen to reduce their resistivity.

For PMI science the critical features of C-Mod are its field and power density. The
plasma pressure which can be obtained is limited due to local stability limits through
the -parameter where # = plasma pressure / magnetic pressure = P/PB. With
fields up to 8 T, C-Mod obtains boundary plasma pressures similar to those expected
in reactors since PB = (B 2 /2pu). The plasma boundary temperature tends to be
highly constrained by heat conduction and atomic physics [47], therefore achieving
the same pressure as a reactor produces near-equivalent plasma conditions. The
power density of the compact C-Mod device, up to 1 MW/m 2 of heating over the
entire plasma surface area, is also the same as expected in reactors and provides
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Figure 1-1: Complete cross section of the Alcator C-Mod Tokamak. Refer to section
1.1.1 for overview of each component and its function in Alcator C-Mod operations.

24



both high confinement core regimes and high local power density at plasma-facing
surfaces which are appropriate for PMI studies. Therefore while C-Mod plasmas only
operate for a few seconds due to cooling limits of the resistive coils, this timescale
is substantially longer than those of plasma phenomena making C-Mod a uniquely
important device for matching plasma regimes that are relevant to PMI in a reactor.

1.2 Plasma-Material Interactions in Tokamaks
The challenges of PMI have are a critically important area of study for development
of fusion devices. These challenges have been reviewed for the ITER burning plasma
regime and can be found in Federici et al [15] and more recently in [64].

Understanding PMI is crucial for reactors because fusion plasmas can significantly
modify plasma facing components (PFC) through plasma material interactions (PMI)
with disastrous implications for reactor performance if not properly understood and
mitigated. As plasma particles interact with PFC surfaces they can cause erosion and
migration of materials though a variety of processes including physical and chemical
sputtering. These effects can have a significant impact on material longevity - a major
issue for steady state reactors - and can introduce plasma impurities that degrade
plasma performance in fusion experiments of any size.

In addition tritium (T) retention is an issue of great significance to reactors be-
cause long-term fuel retention of T in PFCs or co-deposited material containing T
can disrupt the fuel cycle of the reactor while contributing to severe radiological and
regulatory issues.

Simplified Surface Picture Realistic Surface Picture

Ion Impact Material Recycling Fuel Recycling Lnan pr

ion~za~on mteriall transport
mm chemical * '4 exchange* -m removal secondary0

.1 relflection emission
"1mnaln e mr ,lo dissociation

Impurity atom * eoblaln
surface "prn, ecm iatio"O0gOO

nm~~~~ 0e~ C )oe 9 eg0"C 00 00 fuel
0000C %000 * .

surfae fuel saturadon fuel diffusion vacancylvolddefects bubbi.& amorphous
permeadon fets from Ion dstrs fim growthat defects olmah n

Figure 1. Schematic illustration of the complex, synergistic, and inherently multiscale surface interactions occurming at the material surface
in a realistic magnetic fusion plasma environment. H, hydrogen; D, deuterium; T, ritium; PFC, plasma facing component; y, gamma ray.

Figure 1-2: Illustrative description of the complexities of plasma-material interactions
in fusion devices. Figure reproduced from Wirth et. al [63].

An illustration of the complex processes that cause PMI issues such as erosion
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and T retention are shown in figure 1-2. This serves to motivate how intractable PMI
issues are purely from a theoretical and modeling standpoint. It is therefore funda-
mentally important to develop comprehensive diagnostic tools to properly understand
PMI to mitigate their consequences.

1.2.1 A Motivating Example for PMI

A recent fusion energy sciences advisory committee (FESAC) review determined that
materials PMI were among the greatest science and technology challenges for fusion's
development [39]. An example of the material challenges of the divertor of a tokamak
is presented to motivate this point and show challenges of the PMI.

The divertor must continually exhaust a large fraction of the plasma exhaust heat,
approximately 1/5 of the fusion power, in a deuterium-tritium (D-T) reactor. Simple
geometric considerations indicate this will approach average surface power density
~10 MW/m 2 in the divertor, which is dedicated to this power exhaust. However

actively cooled components in vacuum, are fundamentally limited in the their heat
exhaust capabilities due to material and coolant thermal properties. These engineer-
ing limitations prevent plasma facing components (PFC) from significantly exceeding
heat flux levels of 10 MW/m 2 . In addition, due to the finite thermal conductivi-
ties of materials PFCs must be relatively thin (not more than several mm) to allow
for sufficient heat conduction without unacceptably high surface temperature and
melting.

To access higher performance plasma regimes divertors are used to extend the
scape off layer at the edge of the plasma allowing cooling of the edge plasma before
it intercepts the wall. The divertor region promotes strong particle recycling such
that the local plasma temperature is approximately set by atomic physics effects for
ionization and radiation, leading to typical temperatures of 10 eV to be observed in
experiments. Because the heat is exhausted through a plasma sheath to the material
surface, this makes it possible to estimate the required incident particle flux density
<D at 10 MW/m 2

q 107 [W/m 2] 1024 particles
ykT 7 (1.6022 x 10-1 9[C/particle]) 10[eV] [m2 s

Where y ~ 7 is the semi-empirically derived sheath heat transmission coefficient.
Since fusion design studies typically require a minimum lifetime of the divertor com-
ponent of ~2 years for economics, and for limiting reactor downtime, this corresponds
an incredibly high fluence of particles compared to the number of particles that com-
pose PFCs. Exposure of 1024 particles/m 2s integrated over two year corresponds to

~ 6 x 1031 particles/m2, roughly 6 orders of magnitude higher than the areal density
of 1 mm of solid tungsten, a common PFC material.

In effect, this means that these plasma particles that interact with the divertor
must have an erosion yield of less than one part per million for the erosion levels
in a reactor to be acceptable. These rates are essentially impossible with carbon
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walls due to chemical erosion and push the limits of refractory materials like tungsten
under ideal circumstances. Furthermore, due to the multi-scale nature of PMI, first
principles prediction of erosion to such a level of control is unlikely. It is therefore
imperative that high quality measurements of net PMI effects to material surfaces,
such as net erosion, be made in order to explore and identify appropriate solutions
to these issues.

1.3 PMI Diagnostics for Fusion

Plasma materials interactions have been recognized as major engineering challenge
for fusion devices from the very beginning of fusion research, particularly for long
pulse devices. Laboratory tokamaks, however, are typically short pulsed devices,
with little or no access PFCs under normal operating conditions. This experimental
constraint along with the priorities of the fusion community has historically resulted
in a stronger emphasis plasma confinement and control, with inadequate diagnosis of
PFCs. This has left PMI science understudied despite how critical it is for the success
of fusion.

PMI is essentially a near surface phenomenon that typically affects surfaces on
the depth scales of 10s of ptm or less. This is the case because plasma erosion and
deposition typically occur with rates on the order of 1-10 of nm/s as illustrated by the
previous example. Since most tokamaks operate in short < 10 second pulses the net
growth or erosion of surfaces occurs on the Mm scale over the course of a several month
to year long experimental campaign. In addition, diffusion of absorbed hydrogen, for
example, typically occurs over pam length scales [66].

As a result, ion beam analysis (IBA) has become an important tool to study PMI.
IBA involves using ion beams to induce nuclear reactions, elastic collisions, or atomic
excitations in materials that are then used to identify and quantify isotopes in the
materials surface. MeV ion beams have penetration depths of 10s to 100s of Am into
solid materials and can induce many different reactions. At low beam current IBA
is also non-disruptive to materials. Since IBA has the appropriate depth scale and
versatility, it is therefore well suited for studying PFCs.

A review of IBA methods for fusion can be found in [53]. There are numerous
examples of successful IBA studies of fusion materials. For example, erosion rates
were measured in Alcator C-Mod with depth marker and Rutherford backscattering
spectroscopy [54]. Another example is the use of IBA to quantify deuterium co-
deposited with plasma impurity species such as beryllium, boron, carbon on PFCs in
the Joint European Torus (JET) [44].

These techniques are successful at studying PFCs and serve an important function
for PMI research, however standard IBA methods have several inherent limitations.
The first is a practical, experimental limitation of the restrictive beam target cham-
bers that are used in the analysis. After PFCs are removed they often need to be
disassembled further to fit into an evacuated chamber for analysis. This can be a
laborious process that limits the sample throughput and the size of the samples. This
issue was addressed as part of this thesis with the design and implementation of an ex-
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ternal ion beam system whereby, the ion beam exits the evacuated beamline through
a thin, vacuum tight foil, allowing analysis to be performed in atmospheric pressure
air. This enables the study of large PFC samples with relative ease and improves
throughput and is introduced and described in chapters 2 and 3.

The second and most fundamental limitation is that standard IBA techniques
necessarily make ex-situ measurements, meaning that a component must be removed
from the fusion device, usually requiring a vacuum break. Since occasions when
PFCs can be removed are relatively rare, IBA studies are typically limited to the
quantification of long term net effects of PMI, often over the course of hundreds to
thousands of plasma discharges. Since so many plasma discharges occur over the
months of an experimental campaign, there is essentially no way to diagnose how one
plasma configuration affects PFCs as compared to another.

Methods have been developed to increase the frequency of PFC access such as
the Divertor materials evaluation system (DiMES) on the DIII-D tokamak [65]. This
system allows samples to be inserted and removed from one location in the DIII-D
divertor without a vacuum break. DiMES can significantly shorten the timescale of
surface analysis, however, it comes at the expense of spatial resolution.

To date, there are no other viable methods to make measurements comparable to
IBA on the timescale of a plasma discharge. To address this fundamental limitation
of PMI diagnostics, a novel, spatially resolved, in-situ, and perhaps revolutionary
diagnostic has been developed. This new technique, referred to as accelerator-based
in situ materials surveillance (AIMS), is introduced in section 1.4.

1.4 Accelerator-Based In-Situ Materials
Surveillance (AIMS)

The simple fact that PMI can only be studied as aggregate effects of hundreds or thou-
sands of plasma discharges is a severe hindrance to PMI research, especially when a
time resolution of a single discharge with spatial resolution is desired. The accelerator-
based in situ materials surveillance (AIMS) technique was developed specifically to
address the diagnostic need for spatial and time resolved measurements simultane-
ously.

AIMS utilizes a compact linear accelerator, gamma detectors, and neutron detec-
tors to measure the evolution of PFC surface composition inside a magnetic confine-
ment device. The technique is nondestructive to the PFCs, can access large fractions
of the total PFC surface area, and is not disruptive to facility operations because it
is designed to operate between plasma discharges. AIMS is essentially an ion beam
analysis based in-situ diagnostic that is directly integrated with a tokamak. In and of
itself, this is a novel concept for a PMI diagnostic. In addition, AIMS also provides
spatially resolved measurements with approximately 2 cm spatial resolution on the
shot-to-shot time scale by using the tokamak's magnetic field coils and DC supplies
to steer and target the beam over a relatively large region of the plasma facing first
wall [22]. The ability of AIMS to simultaneous study PMI on timescale of a single

28



plasma discharge with cm scale spatial resolution therefore makes AIMS an enormous
leap forward in the state of the art of PMI diagnostics.

N[T] Horizontal Port

_Quadrupole Optics

Beam Instrumentation

Neutron Detector

Plasma Facin Com onents

Figure 1-3: Left:CAD model of the AIMS diagnostic installed on Alcator C-Mod.
Right: Schematic of AIMS components. AIMS utilizes a radio frequency quadrupole
(RFQ) accelerator produce a 900 keV D+ beam to induce nuclear reactions on the
surface of plasma facing components (PFC). Spectroscopy of the resulting neutrons
and gamma rays allow for the identification and quantification of isotopes on PFC
surfaces. AIMS uses beam optics and toroidal field B0 to steer the beam and achive
spatially resolved measurements.

The development and implementation of the AIMS diagnostic, illustrated in figure
1-3, was a collaborative effort among researchers and graduate students at the MIT
Plasma Science and Fusion Center with the work in the this thesis and the thesis of
Z.S.Hartwig [21] contributing the bulk of the scientific, technical, and computational
effort for AIMS. This diagnostic was a major undertaking involving engineering and
integration of complicated accelerator systems, particle detection method in unfavor-
able environments, and advanced computation. The AIMS diagnostic was successfully
implemented on Alcator C-Mod, making its first measurements during the 2012 exper-
imental campaign. A review of AIMS diagnostic and its implementation is presented
in [22] and the contributions of this thesis to design and implementation are outlined
in section 1.6 and are presented in the following chapters.

1.5 High-Z PFCs and Wall Conditioning
in Alcator C-Mod

One of the contributions of this thesis is the study boron using external IBA as well as
the newly developed AIMS technique. Boron is not a PFC material per se, however
it is used for 'conditioning' PFCs and plays a major role in the operation of Alcator
C-Mod and other tokamaks that utilize high-Z PFCs.
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From studies of PFCs for magnetic fusion reactors, there is a general consensus
that the use of high-Z refractory materials, particularly tungsten, is the best choice
for a reactor. This is due to tungsten's low erosion and low tritium retention and
its ability to withstand high thermal loads and resist neutron damage and activation
[14].

As a result, Alcator C-Mod uses almost entirely molybdenum PFCs - a high-Z
refractory metal with similar properties to W. Despite the advantages of W and Mo,
when high-Z elements enter the plasma energy confinement and plasma performance
is degraded severely due to increased radiation from the high-Z impurities. This tends
to have strong negative impact on C-Mod plasma performance when operating with
bare Mo PFC, typically only achieving H-Mode plasmas with confinement quality

HITER,89 - 1.
This was solved early on with the C-Mod boronization process which plasma

deposits boron on PFCs using an electron cyclotron discharge cleaning ECDC plasma
with a helium-diborane gas mixture (10% B2 D6 , 90% He). The plasma is created near
the ECDC resonance which is swept in the the radial direction by varying the toroidal
field to distribute the boron across PFCs in the divertor (with typical parameters:
field f = 2.45 GHz, B = 0.088 T at Ro = 0.67 m).

When PFCs are plasma coated with boron using this procedure, the impurity
radiation of the confined plasma drops substantially and the performance improves,
essentially doubling energy confinement time, with HITER,89 approaching 2. The
improvement in performance degrades with plasma exposure yet boron remains on
most surfaces according ex-situ measurements. This indicates that the decrease in
performance is due to localized erosion of boron that occurs over a relatively small
area of the PFCs [14].

Even though boronization is such a successful technique for improving plasma
performance through impurity control, there is still relatively little quantitative un-
derstanding of its distribution after boronization and or the erosion patterns that are
produced with plasma exposure. It therefore warrants further study with the newly
developed AIMS technique.

Though boronization and other low-Z coating are not feasible for long pulsed de-
vices or reactors, the erosion and deposition of boron is important to study because
the regions of boron erosion that lead to impurity injection in high performance toka-
maks like C-Mod can identify the regions or plasma conditions that are responsible
for the degraded performance. Thus, measurements of boron can, in a sense, serve
as a proxy for high-Z erosion and may play a vital role in understanding erosion in
reactors as well as the complex net transport or migration of materials around the
tokamak due to PMI.

1.6 Contributions

For this thesis, significant contributions were made to the field PMI research through
the development of novel ion beam analysis techniques for fusion fusion devices.

A 1.7 MeV tandem accelerator was refurbished and upgraded for this thesis work,
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providing the primary instrument used for ion beam analysis in the Cambridge Labo-
ratory for Accelerator Study of Surfaces (CLASS). An external ion beam system was
implemented on this accelerator to perform ex-situ ion beam analysis (IBA) on large
components removed from Alcator. This effort enabled the IBA study of materials at
MIT, a capability that was previously unavailable. In addition, this system was used
to perform particle induced gamma emission (PIGE) on PFC tile modules to spatially
map the boron content on post C-Mod and AIMS campaign boron. This provided
the necessary measurements for comparison and validation of the AIMS technique.

Major contributions were also made to the development of the AIMS diagnostic,
leading to its successful implementation and demonstration. The radio frequency
quadrupole accelerator used for AIMS was completely refurbished as part of this
thesis in addition to upgrades that allowed it operate remotely in the C-Mod cell.
This was followed by the successful installation and integration of the RFQ with the
Alcator C-Mod tokamak, a feat never before achieved. A suite of compact diagnostics
was also developed for operation in confined spaces in vicinity of the tokamak port
to aid with beam and optics characterization and alignment.

In addition, a comprehensive simulation code was developed to calculate the tra-
jectory and 6-D phase space dynamics of the beam in order to model the beam's evo-
lution in the complicated 3-D tokamak fields. This allowed the detection geometry of
the AIMS technique to be modeled in order to make quantitative IBA measurements
of boron surface density for the first time in-situ in a tokamak. In addition, modeling
allowed spatial resolution to AIMS technique to be calculated.

With implementation of the AIMS diagnostic on Alcator C-Mod, measurements
and analysis performed for this thesis yield the first ever large area, spatially resolved
and quantitative spatially resolved and quantitative in-situ measurements of boron in
a tokamak. These measurements demonstrated the capability to perform inter-shot
measurements. Spatially resolved measurements over longer timescales (- 1 hour
per 4 measurements) were also achieved, showing evolution of boron resulting from
C-Mod over a series of wall conditioning processes. Thus demonstrating, for the first
time, both spatially and time resolved in-situ measurement of boron solid surface
properties in a tokamak.

1.7 Chapters

This thesis is organized into six chapter, the first being this chapter the introduction.
The following chapters describe the theory, technical developments, measurement
techniques, and results that constitute the advances in PMI research demonstrated
in this thesis.

Chapter 2: Ion Beam Analysis for Fusion Materials

Ion beam analysis (IBA) techniques are used to determine the quantity and distri-
bution of elements in a materials surface. The theory and practices used for IBA are
described. Particle induced gamma emission (PIGE) was the primary IBA technique
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used for this thesis is described in the context of (1) external beam (in-air) ion beam
analysis and (2) In the context of accelerator in-situ materials surveillance (AIMS).
The applications specific theory and data analysis methodology are described pre-
sented for both PIGE and AIMS technique.

Chapter 3: Tandem Accelerator and External Beam Apparatus

External particle induced gamma emission (X-PIGE) analysis was used to generate
a spatially resolved map of boron deposition on the inner wall of the Alcator C-Mod
tokamak. The accelerator technology and hardware development is reviewed in this
chapter, followed by the development and applications of the X-PIGE technique. This
work and analysis was done to understand the spatial distribution of boron on PFCs
and validate the results from the newly developed AIMS diagnostic.

Chapter 4: Integration of a Compact Ion Accelerator with a Tokamak

The AIMS diagnostic technique requires the integration of a compact accelerator with
a tokamak to study plasma material interactions. The engineering requirements,
solutions, and innovations for this installation are described. The refurbishment,
upgrades, and principles of operation of the accelerator used for this diagnostic are
also reviewed. Since this is the first integration of an RFQ accelerator with a tokamak
and the first use of an RFQ for IBA of materials, significant hardware developments
and necessary innovations including compact beam diagnostics and instrumentation
are presented with their applications leading up to the successful implementation of
accelerator for the AIMS diagnostic.

Chapter 5: Beam Dynamics and Control

The fundamental purpose of the AIMS diagnostic technique is to enable spatially
resolved measurements of surface properties inside of fusion devices by localizing an
injected ion beam onto the desired locations. This requires advanced beam dynam-
ics modeling. Important aspects of particle interactions with electromagnetic fields
and beam dynamics theory are presented followed by a description of the compu-
tational modeling techniques that were implemented. The computational tools that
were developed demonstrate the capabilities and validation of the necessary beam
simulations that used to determine the beam trajectories, detection geometry, and
spatial resolution of the AIMS technique.

Chapter 6: Results and Discussion

AIMS was successfully implemented and applied to study boron erosion and depo-
sition on the surface of plasma facing components (PFC) in Alcator C-Mod. Mea-
surements were made on the inner wall of Alcator C-Mod using the AIMS technique
before, during, and after the last run day of the 2012 C-Mod campaign to observe
the effects of plasma discharges. Subsequent measurements were taken during the
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months following the campaign to observe changes due to plasma conditioning oper-
ations that include boronization, electron cyclotron discharge cleaning (ECDC), and
glow discharge cleaning (GDC). These results are presented with discussion of the
their implications. The results of the AIMS validation with external beam PIGE
analysis are also presented demonstrating the success of AIMS as a first of a kind, in-
situ materials diagnostic, followed by a description of future developments to improve
upon the capabilities of AIMS.
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Chapter 2

Ion Beam Analysis for Fusion
Materials

Ion beam analysis (IBA) techniques are used determine the quantity and distribution
of elements in a material's surface. IBA involves using ion beams to induce nuclear
reactions, elastic collisions, or atomic excitations in materials. Spectroscopic mea-
surements of the reaction products are then used to identify and quantify isotopes in
the material's surface. MeV ion beams can induce many different reactions and, at
low beam current, are non-disruptive to materials. As a result, there are a wide range
of IBA techniques that are used across many fields from semiconductor processing to
non-destructive analysis of historic art pieces. A comprehensive description of these
well established methods and particle detection techniques can be found in the Hand-
book of Modern Ion Beam Materials Analysis [51] and other references on particle
detection such as [33].

As the science of plasma surface interactions has progressed, the use of IBA has
become an integral part of how fusion materials are studied. There have been numer-
ous IBA studies on components from Alcator C-Mod and other tokamaks [44]. Most
of these studies use standard IBA techniques and performed on components removed
from partly disassembled tokamaks and are studied under vacuum in separate acceler-
ator facilities. These IBA ex-situ techniques, including those listed in shown in table
2.1, span a wide range of fusion applications and are vital to PMI research. However,
the development of new and innovative techniques such as the AIMS diagnostic for
in-situ measurements of PMI in Alcator C-Mod, and the implementation of an exter-
nal ion beam analysis as part of this thesis, constitute a significant contribution to
the field of PMI science.

The following sections focus on the theory and application of the gamma emission
and spectroscopy that enable boron detection for external beam PIGE analysis and
for AIMS. This serves to provide necessary IBA background to understand to data
analysis techniques used for the implementation of X-PIGE, described in chapter 3
and the implementation of modeling of the AIMS technique in chapter 4 and 5.
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Technique Application Mechanism
PIGE Quantify Low-Z isotopes, depth resolution -y-Rays

possible if resonance reactions exist
PIXE Quantify areal density of X-Rays

high-Z isotopes near surface
RBS Depth resolved measurements of backscattered ion

surfaces: Most effective for high-Z
features in low-Z substrate

ERD Depth resolved measurements of ejected atom
surfaces: Most effective for low Z
features in high-Z substrate

NRA Depth resolved measurements of reaction product
surfaces impurities: Most effective (a, p, n)
for low Z if reaction is available

Table 2.1: Common ion beam analysis techniques used for fusion materials: particle
induced gamma emission (PIGE), particle induced X-ray emission (PIXE), Ruther-
ford backscattering spectroscopy (RBS), elastic recoil detection (ERD), and nuclear
reaction analysis (NRA).

2.1 Particle Induced Gamma Emission

Particle induced gamma emission (PIGE) analysis utilizes an ion beam to induce
prompt gamma emission from nuclear reactions in a target material. Gamma rays
from the induced reactions are detected, identified, and counted. Using known cross
section data, the beam parameters from the experiment, and the detection geometry,
isotopes that are present on the target surface can be quantified if they are within
the penetration depth of the beam. Since PIGE analysis with ~MeV beams is best
suited for measuring low-Z isotopes and can have a dynamic range of spanning a few
nm up to 10s of pum, PIGE was the natural choice for analyzing PFCs in Alcator
C-Mod. For this thesis, PIGE analysis is used extensively for quantifying boron and
is described as it applies to external beams in section 2.2.1 and as it applies to AIMS
in section 2.6.

2.2 Gamma Detection

PIGE is essentially a particle counting technique that relies on the energy resolved
detection of individual photons. Each individual incoming photon that is absorbed
by a detector results in a signal that is proportional to (or is some function of) the
energy that was deposited by the photon. The details of the detection equipment for
PIGE is described in chapter 3, section 3 and is described for AIMS in [21].

As the particles are counted, they are used to construct a histogram of gamma
counts versus energy as illustrated in figure 2-1. Such a histogram is commonly
referred to as a gamma spectrum. For gammas of a single energy, there are multiple
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features that are observed in the spectrum that are related to the detection process.

(1) (4) (1) Single escape peak
(2) Double escape peak
(3) Compton edge

U >Width (4) Photopeak
(5) y from other reaction

0LL

Energy [keV]
Figure 2-1: Illustration of spectrum for generated from a PIGE measurement showing
the notable features in the gamma measurement. (Horizontal axis not to scale).

The most important feature is the photopeak which results form the photon being
completely absorbed by a single electron in the detector. Since the gamma is produced
by a specific nuclear energy level, the energy of the photopeak Eg can be used to
uniquely identify the reaction. Therefore, the counts that are within the photopeak
are counted and used to quantify the isotope involved in the gamma emission. The
width of the peak can be caused by a variety of factors such as the temperature
of the detector, the natural width relating the excitation-decay timescale, and the
energy resolution of the detector. Typically for PIGE, the width is primarily due to
the energy resolution of the detector and, for the purposes quantifying a reactions
photopeak, the peak width is is only important if there are neighboring peaks that
could overlap and interfere with the measurement [31].

The spectrum also contains a continuum of lower energy elastically scattered gam-
mas ending with a maximum energy E - mec2/2 below the photopeak due to Comp-
ton scattering. For higher energy gammas (E > 1.022 MeV = 2mec2 ), there are
two additional peaks resulting from pair production (the conversion of a photo to a
electron 3- and positron #+ pair). When the 0+ annihilates with an electron, there
is some probability that one or two of these gammas will escape the detector without
being reabsorbed. These events therefore appear to the detector like gammas with
energy Eg,det = Eg - mec2 or Eg,det = E - 2mec 2 , which are called single and double
escape peaks, respectively [31].

Most often for PIGE measurements, only the photopeak is of interest for quanti-
fying the reacting isotope. To properly determine the number of counts in the peak
due to reaction, the background in the spectrum is subtracted. The background be-
neath the photopeak is caused by a combination sources including Compton scattered
gammas from higher Q-reactions, natural radioactive decay, and cosmic rays. Usually
the background can be subtracted using a peak finding algorithm that linearly inter-
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polates the background across the region of the peak. These background subtraction
algorithms are well established and often built into analysis software [42, 21]. After
the background subtraction is complete, the peak can be integrated to give the total
number of gammas from that reaction of interest that were counted by the detector.
Since these photopeak counts are directly related to the quantity of the isotope that
is present, analyzing these results with the accompanying beam physics, detection
geometry and nuclear data are the subject of the following sections.

2.2.1 PIGE Analysis with an External Beam

PIGE analysis is usually conducted in an evacuated chamber because beams lose en-
ergy and gamma rays are attenuated as they pass through a gas such as air. However,
if the interaction of the air with the beam and detection geometry are well under-
stood, PIGE analysis can be performed in atmospheric pressure air. With proper
analysis this can be accomplished implementing a thin vacuum tight exit foil to allow
the beam to pass from the evacuated beamline to the sample in air at atmospheric
pressure.

Analyzing the sample in air is highly advantageous because the size of sample is
not limited to the size by the vacuum chamber - a common limitation with standard
in-vacuum IBA. Also, large samples can be repositioned and studied at multiple loca-
tions with relative ease. Samples can be replaced or repositioned without venting vac-
uum chamber for repositioning with complicated vacuum-mechanical feedthroughs.
For fusion PMI research, where large areas of plasma-facing surfaces are of interest,
external beams are thus highly valuable.

With the advantages of external beam IBA, there are also some experimental
considerations that must be accounted for in the analysis. In particular, the beam's
energy distribution is changed significantly as the beam passes through the exit foil
and air. Due the energy dependence of nuclear reaction cross sections, this is an
important consideration for making external PIGE measurements and discussed in
section 2.4.1. In addition, more of the practical and experimental implications of
using external beams are described in detail in chapter 3.

2.3 Beam Induced Reactions for PIGE

Ion beams of several MeV can readily penetrate the Coulomb barrier of light nuclei
making PIGE most effective for detecting light elements with Z < 30. Most of these
elements have measurable (p, ' ) and (d, 'i) cross sections at energies less than 10 MeV
[50]. PIGE is therefore useful for measuring low-Z elements on PFCs such as boron.
The probabilities of reactions resulting from energetic particle interactions are tabu-
lated in the form of a cross section u(E). Cross sections have units of area, commonly
given in of units of barns (1 b = 10-28 m2 ), and are dependent on the energies of the
interacting particles. Cross sections are convenient because the probability P of a
reaction per incident particle per unit distance is given by the relation Q = nt a for
energetic particles passing through stationary target particles with volumetric density
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nt(x). The reaction probability P can also be represented in terms of uniform layers
with areal density (D by relation P = CD a. These probabilities are then related to
the reaction yield Y by the number of incident ions Ni from the relationships given
in equation 2.1. The function dependences of these functions on beam energy, beam
range, and position are discussed further in section 2.5.1.

Y = Ni j nt o dx , Y = Ni 4C (2.1)

Reaction data are also tabulated as a quantity referred to as the astrophysical S-
factor, commonly with units [eV -b]. The S-factor S(E) is related to the cross section
a(E) by an exponential fitting function given by equation 2.2 and the Sommerfeld
parameter given in equation 2.3.

7(E) = S(E) exp (-27r7)- (2.2)
E

Z1 Z2e2  (A)1/
7 = = 0.1575Z 1 Z2  (2.3)

hV E

Where E and Zi are the energy [MeVi and nuclear charge of the ions, respectively
and A is the reduced mass of in [AMU]. The S-factor is usually a weakly varying
function of energy and has a functional form that is derived from the Coulomb barrier
tunneling probability for colliding charged particles. Since the functional form of the
S-factor captures the physics of low energy nuclear reactions, it can be used to make
reasonable extrapolations for charged particle induced nuclear reaction cross sections
to energies where no data is available [2]. This can be useful in the context of PIGE
analysis when integrating the low energy portion of the cross section. However, this
is often not necessary since the low energy portion of the cross section produces
negligible contribution to the yield in many cases.

Due to the quantized energy states within nuclei, an ion with an energy that
closely matches a particular nuclear excitation is more probable. This can cause a
reaction cross sections to be sharply peaked at a specific resonance energy E,. These
resonant reactions, can be useful in some cases because they allow elemental depth
profiling using measurements at multiple energies, especially if the resonance peak is
large compared to the non-resonant part of the cross section. However, in the context
of using PIGE to obtain the total boron areal surface density on the PFC surfaces,
resonant reactions tend to complicate the relationship between boron thickness and
a gamma yield causing a hypersensitivity to boron density at a certain depth but not
at others. Therefore, for determining areal surface density, the beam energy is chosen
to avoid such resonances.
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2.3.1 Reactions for Boron Detection

1OB(p, acy)7Be

The most useful reaction for external beam boron detection on C-Mod tiles is the
'0B(p, ay)7Be reaction. Cross section data for this reaction is shown in figure 2-2
[10]. This reaction has a very large cross section relative to other boron reactions and
is dominant in the gamma spectrum even though natural boron is only 20% 10B and
80% B. In addition it produces gamma photons with energy E, = 429 keV which
are low enough in energy to be in the range where the Nal detection efficiency is the
highest.

This reaction was therefore the natural choice for external PIGE analysis of boron.
Since this cross section -(E) has a resonance around 1.5 MeV, a beam energy close
to 2.5 MeV was chosen to avoid the resonance while utilizing the part of the a(E)
curve that still has a large cross section but varies weakly with energy. This ensured
that the measurement would have sufficient counts and would not be overly sensitive
to beam energy due uncertainty in sample positioning.

Cross Section for 10B(p,cc y) Be
180

160 - -

-140 -

120

0
- 100 -

20 -

60
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U40

20

0.5 1 1.5 2 2.5 3
Proton Energy ED [MeV]

Figure 2-2: Cross section data for the 11B(p, a-y)'Be reaction (E, = 429keV) mea-
sured by R.Day and T.Huus [10].

ilB(p, )12c

This reaction was also considered for PIGE detection of Boron. The cross section for
this reaction has several resonance energies (E, = 163, 675, 1390keV). The resonant
peak at E, = 1390keV, is very broad (1270 keV width). Though the 1390 keV peak
is classified as a resonance, the cross section is relatively flat and therefore favorable
because this weak variation in energy causes the gamma yield to be roughly linear
with boron thickness. However, this reaction has a relatively small cross section
even at resonance (, = 0.053 mb) and yields several relatively high energy gammas,
E, = 4.43, 12.80, and 17.23MeV which are absorbed less efficiently by the detector
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[50]. Its resonance is broad enough that the cross section will be approximately
constant over the expected thickness of the boron. Since this reaction was much
more difficult to detect, the 10B(p, a_')7Be was used for the analysis instead.

2.4 Modeling Ion Beam Interactions With Matter

To extract meaningful information from IBA data, information about the ion beam's
trajectory as it passes through the sample material must be calculated. In particular,
for depth profiling, the energy as a function of penetration depth x must be known.
The beam's trajectory is dependent on several parameters which are interrelated: the
atomic densities of the matter's constituent elements nr(x), the incident ion beam
energy Eb and the ion stopping power of the material, S(E) = -dE/dx.

The physical situation causes several of these functions to be implicit functions of
each other. As the ion beam passes through the material it loses energy at a smooth
continuous rate due to small angle scattering off electrons. This slowing down rate is
characterized by the stopping S(E, pj(x)) at a rate that is dependent on the energy of
the beam and the density of each atomic species j. Since the densities pj = mj -n(x)
of the elements that make up the target material are generally a function of depth x
in the direction normal to the surface, the ion stopping S(x, E) of the target material
can be calculated using Bragg's Rule shown in equation 2.4.

S(E)totai = (- .p (2.4)

The energy of the beam at a depth x depends on the initial energy of the beam Eb
on the sample and implicitly depends S(x, E) and is given by the following integral
(2.5):

E(Eb, n(x),x) = Eb - j S(x, E(x))dx (2.5)

2.4.1 External Beam Energy Loss

To study proton induced reactions, it is necessary to determine or predict the energy of
the beam as it interacts with the sample. Accelerators used for IBA typically produce
nearly mono-energetic beam with a well calibrated energy, however the beam loses
energy as it passes through the vacuum-air exit foil (described in section 3.3.5), the
air, and the sample. The energy loss in these regions must be quantified so that the
proper beam energy and cross sections can be used to interpret gamma yields.

To calculate the energy loss of the ion beam as it passes through the window and
air gap on its way to the target requires solving equation 2.5 numerically. This is
accomplished by iterating equation 2.6 over a 1-D spatial grid x".

E(xn+1 ) = E(x,) - S (E(x,)) -(x,+1 - x,) (2.6)
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2.5 PIGE Data Analysis

In order determine the areal density of an isotope with PIGE analysis, the photopeaks
in the gamma spectra corresponding to the reaction of interest must be identified and
integrated. The gamma counts from the photopeak must be properly normalized to
beam and detection parameters and then related to the areal density of the isotope
that produced the gamma emission. This is done by numerically calculating the
reaction yield for an assumed density profile n(x) for an array of different profiles to
generate a relationship between gamma yield and density profile.

Since n(x) is not known, a profile for n(x) must be assumed for the yield calcula-
tion. If the density profile is expected to be complex and if depth profiling is required,
the profile must be reconstructed from a series of measurements at different energies
and iterated upon until a solution (not necessarily unique) is reached. However, since
boron is plasma deposited on the surface of C-Mod PFCs with typical thicknesses
x ~ 1 ym which is much less than than be beam's range (x < R(Eb)), the profile
does not have a significant effect on the yield. Therefore, it is possible to calculate
the yield in a straightforward way by assuming the boron is a uniform solid surface
layer.

2.5.1 Calculating Gamma Yield

As the ion beam passes through the material the number of gamma photons produced
is dependent on the reaction cross section a(E), target density n(x) and the properties
of the beam. The total gamma yield Y, defined as the number of gammas produced,
is determined by an integral over the the ion beam's range, given equation 2.7.

Y(Eb, n(x)) = Ni - n(x)a(E(x))dx (2.7)

Where R(Eb) is the ion beam range, u(E(x)) is the cross section of the reaction,
and Ni = - is the number of ions incident on the surface of the target. These quan-
tities can be defined in terms of experimentally measured parameters: The incident
beam current 1b, the charge Q = ft lbdt equivalent to the integral of Ib over duration
of the measurement and ion charge e Zi.

Since the probability that the reaction will occur is energy dependent, given by
the cross section u(E), the yield can be equivalently represented as an integral over
the beam particles' energy as they slow down, weighted by the reaction cross section
as shown in equation 2.8.

Y(Eb, n (x)) = Ni f [n(x)u(E) dE (2.8)
JEb -S(x, E)

Though equations 2.7 and 2.8 can be used to mathematically describe the gamma
yield for PIGE experiments, they generally cannot be integrated analytically. This
is because the ion stopping S(x, E) is simultaneously dependent on position x and
energy E which are implicit functions of each other. Numerical integration is therefore
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necessary and is described in section 2.5.3.

2.5.2 Calibration and Normalization

Proper calibration is necessary because the count rates in these experiments are de-
pendent on a number of factors and experimental parameters some of which can
vary in time. Absolute calibration is often challenging because many aspects of IBA
experiments such as detection efficiency, losses due to attenuation, and other geomet-
ric effects, cannot be easily determined. This issue is further complicated because
many of these effects, including detection efficiency and attenuation, are dependent
on energy E_,. It is therefore advantageous, and often times necessary, to use known
standards to normalize out the detection parameters to avoid systematic experimental
error.

When taking PIGE measurements, all of the beam parameters can be kept con-
stant except for the beam current due to fluctuations in the ion source. These fluctu-
ations are usually fairly small (< 5%) during a 100 second experiment, but over the
course 10s or 100s of measurements, the beam current can often drift by a factor of
two or three. Since the current dQ/dt varies throughout the measurement and the
yield of the reactions is directly related to the total number of incident ions Q/e by
the reaction cross sections, the total charge must be integrated and used to normalize
the data.

Often with PIGE analysis the current can be measured directly from the sample
with the appropriate secondary electron suppression techniques to recollect the elec-
trons that are ejected from the material surface by the beam. This method however
is not reliable for external beams as discussed in section 3.3.2. Instead the beam
current is measured from aperture that supports the beam window using charge dig-
itizer. Measuring the beam current that is clipped by the aperture is only a relative
current measurement but it is highly repeatable from one measurement to the next
and is representative of the total beam current on the sample. Since the beam cur-
rent is necessarily a relative measurement in this case, external ion beam relies on
normalization to standards for quantitative measurements.

Since the gamma detection systems generally have a small but finite amount of
'dead time' as they are processing each absorbed photon, the charge collected must
be scaled so that it reflects the total charge collected by the sample when the detector
was active. This is done by multiplying collected charge Q by the ratio of the detector
live time r to the real time t.

To remove the detection geometry and detector efficiency from measurement, the
most convenient normalization for PIGE are thick target yield measurements of known
targets. Since the experimental parameters are the same between the samples and
the standard and the composition of each standard is known, dividing the yields from
each sample by the yield from the standard will cause the experimental constants
to cancel. The normalized yield Y used for comparing and analyzing data is given
by equation 2.9. Where the subscript 1 denotes the quantities associated with the
unknown sample and subscript 0 denotes those associated with the calibration target.
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V =_ N 1  ( No ) (2.9)Q1 - !I, Q0.-
Since the details of the geometry and detector have been factored out of the

equation, the absolute gamma yield from the sample can be inferred simply from the
gamma yield of the known target, removing the uncertainties that may exist in the
detection setup. The normalized yield can then be used in the analysis with cross
section data to make quantitative measurements.

2.5.3 Gamma Yield Calculation

To calculate the gamma yield for a specified material density profile, equation 2.7
must be integrated. This expression can be numerically integrated over the position
x, coordinate using the following method, described by equations 2.10, 2.11, 2.12, and
2.13.

xn+ 1 =x + Ax (2.10)

S (x,) = M)- mj . nj (x) (2.11)

E(x,+1 ) = E(x,) - S(xn) -Ax (2.12)

Yk(xn+1) = Yk(xn) + nk(xn) - Oj (E(xn)) - Ax (2.13)

First, the initial beam energy Eb, the cross section a(E) and the mass density
pj(x) = n -nj(x) of the elements is specified. The stopping power S(x, E) is depen-
dent on the particles' energy and the target material so the total stopping S(xn) must
be recalculated at every value of xn, using the tabulated stopping data S(E) 1 dE

[68] for each element in the material (equation 2.11). Next, the energy is calculated
using the S(xn) (Equation 2.12). The yield per incident particle Yk(xn) is calculated
for the cross section crk(E(xn)) of reaction k (Equation 2.13).

This method can be used to calculate the gamma yield for any assumed density
profile n(x). Since this density profile is not necessarily known for the sample, n(x)
must be assumed. Some iterative profiling techniques to determine n(x) were explored
in a previous work [3], however, as mentioned earlier, a uniform surface density of
boron is assumed for this study for since the boron films are relatively thin compared
to the proton range and are insensitive to the profile shape.

2.5.4 Error Analysis for External PIGE

The data collected in IBA experiments are essentially counting measurements where
each count is an independent, uncorrelated, random event. The uncertainty in the
measurement is therefore calculated using Poisson statistics. The same is true with
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the integrated current measurement made with the charge digitizer. As such, the un-
certainty in the number of counts N from these measurements is simply N ± N with
fractional uncertainty 1/1N. Since there are also other experimental uncertainties
that scale the yield measurement, the fractional uncertainties of all of these variables
must be added in quadrature [31].

The primary experimental uncertainty is due uncertainty in the charge integration
process. The Poisson statistics of the charge digitization produce negligible uncer-
tainty, however, as the beam shape drifts over time, the ratio of beam current passing
through the exit-window to the current that is intercepted by the aperture can vary
slightly. Measurements with a calibration standard are taken as often as possible to
minimize this uncertainty however it typically leads to uncertainties of 3-4%. This
can be measured by the fluctuations in normalized yield of calibration standard and
is the dominant contribution to the AQ/Q terms in equation 2.15.

Another experimental uncertainty is due to the precision of the sample positioning
which can be expected to be a fraction of a millimeter. Variations in position slightly
change the beam energy which changes the range of the beam and the average cross
section over the range. The fractional change in counts N in each measurement due
to changes in position x is given by equation 2.14. Where the stopping power of air
Sair and the cross section a form a function fx(Ebeam) which varies smoothly with
beam energy Ebeam except in the vicinity of resonances. If the positioning uncertainty
is assumed to be Ax 0.2 mm, the contribution of Ax is small, but non-trivial.

1 dN ( d(l ) (dE 1  Sairday - fx(Ebeam) (2.14)
N dx audE dx a a dE I EbeamairEea

1 2 2AXI1/2

-- = - + + + (+ O) + fAX fAx 1 (2.15)
S N1 No Qi Q0 f

The uncertainties in t and r could also be considered, but they are known to very
high precision and are negligible. The total uncertainty, based the experimental and
counting uncertainties are therefore combined in quadrature and given in equation
2.15 to give the fractional uncertainty in Y.

2.5.5 Boron Areal Density Correlation for External PIGE

For the external PIGE measurements of C-Mod inner wall tiles used for AIMS val-
idation, the apparatus described in chapter 3 was used to produce a proton beam
for boron analysis. A 2.5 MeV proton beam was used to induce the 'OB(p, a'y)'Be
reaction in the plasma deposited boron on the C-Mod and in the boron nitride (BN)
standard target. An energy of 2.5 MeV was chosen because the cross section for
1OB(p, a-y)7Be is greater than 60 mb and has a relatively shallow slope above 1.75
MeV (see figure 2-2 for cross section).

Since the boron layers are expected to be on the order of several Pm or less and
the stopping of boron is ~27 keV/pmm at this energy, the energy of the beam is not
expected to vary by more than ~100 keV within the boron layer. This means that
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the shallow slope and approximately constant stopping power in this energy range
should cause the gamma yield to vary nearly linearly with boron thickness.

The relationship between gamma yield and boron was calculated more rigorously
using the methods for gamma yield calculation described in section 2.5.3. A correla-
tion was generated to relate the measured gamma yield to the areal density of boron
present on the surface. This is done by numerically calculating the reaction yield
for a solid boron layer of thickness x for an array of different profiles to generate a
relationship between gamma yield and density profile. Due to the energy dependence
of the cross section and stopping power, this relationship is unique to this specific
beam energy and reaction.

To create this correlation, first the beam energy on the target surface was cal-
culated form the initial beam energy degraded by the kapton vacuum-exit foil and
the 5 mm air gap between the window and the sample using the methods in section
2.4. The calculated beam energy is listed bellow at the following locations along its
trajectory:

" Energy from Accelerator = 2.50 MeV

" Energy after Kapton = 2.36 MeV

" Energy on target after 5 mm of air = 2.29 MeV

For the 2.29 MeV proton beam on target, the gamma yield Y(xB) was calculated
for a range of boron thickness XB values by numerical integration of the cross section
data as described in section 2.5.3. Similarly the 'thick target' yield Yt was calculated
for boron nitride with a thickness greater than the beam's range. The calculated

Y(xB)/Ytt curve therefore provides a direct correlation between the thickness of boron
on the surface a sample the gamma yield normalized to the thick target yield from a
boron nitride target with the same detection geometry. This calculated correlation is
shown in figure 2-3.

As expected, this curve is approximately linear in the range from 0 up to >10 pm
of boron thickness. The slope of the linear region is B = 17.04gm essentially givesAYN
the proportionality between normalized gamma counts and boron thickness. Further-
more, since the cross section in this region has slope of = 0.587 [MeV- 1 ], the
uncertainty introduced by positioning of the sample can be estimated. The contribu-
tion of the sample positioning uncertainty can be calculated from 3 rd and 4 th terms of
equation 2.15, giving the relationship in equation 2.17. As expected, this calculation
shows that uncertainty due to sample positioning is quite small.

AxB Sair du 2 Sair do 2 11/2 1 dc
E Ax 0  ) A1 V2 Sair -- EAx (2.16)

xB o dE ( dE (r -dE A

1 do = 0.587 [MeV- 1 ]01 dE (jAXB (.7
Sair = 14.85 [keV/mm] >) - 0.00247 (2.17)

Ax1 ,2 = 0.2 [mm] J air
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Boron Thickness vs Gamma Yield Correlation
(E50m=2.5MeV, Ey =429keV, AXkapton =7.5pm, Axair =5mm)
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Figure 2-3: Correlation relating boron thickness to the gamma yield, normalized to
the thick target yield Yut from a boron nitride (BN) target.

Another potential source uncertainty in the measurement of boron the assumption
that that all of the boron is present on the surface. Due to the complexities of PMI, it
possible that there is some mixing between boron and molybdenum in C-Mod. This
could potentially be an issue because Mo has a substantially higher stopping power
than boron and does not contribute to the gamma emission.

Since the boron layers are -1 jtm thick, the cross section is approximately linear
over this range and while the stopping power is approximately constant. To observe
the effects of B/Mo mixing, the average beam energy over beams transit through the
surface layer should be considered. Since the stopping approximately S is constant,
the average energy of the beam E within the layer of thickness Axiayer is given by
equation 2.18.

( S
E = Ebeam (1 -- Ax Iayer (2.18)

For uniform layers, only areal density is relevant for stopping and for gamma yield.
If a 1 prm thick solid B layer is superimposed with a solid Mo layer of the same number
density, this is equivalent to creating a mixed layer of B and Mo equal proportions
while keeping the B areal density constant. Considering equation 2.18, this means
that change in average energy loss of the beam within the layer will be 1/2 the the
energy loss caused by the Mo. Therefore, for thin layers where S is constant and o- is
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linear, the change in reaction yield Y is given by equation 2.19.

AY 1 d1 do SvoAXiayer
-- =--A E = 1(2.19)

Y adE a dE 2
From this, the fractional change in the boron measurement (AXB/XB)Bl/mO can

be calculated as shown in equation 2.20. This shows that even if a 1 [an B layer
is mixed with Mo to form a layer that is half B and half Mo (nB/nM = 1), the
resulting measurement will only differ by 1.8%. Since Mo mixing is expected to be
substantially less than than this, it is likely that mixing will contribute < 1% to the
uncertainty of the measurement.

Idi =0.587 [MeV- 1]
SMO = 60.68 [keV/pm] __X_ SMoAXIayer -0.018

nB/nmo 1 XB B/Mo 2
x 1 [pm]

(2.20)

2.5.6 Areal Density and Boron Thickness

The measurement of boron thickness described in the precious section are actually
a measure of an areal density of boron [atoms/m 2]. The thickness is a convenience
for physical interpretation but uses an assumption of density which actually does
not affect the quantification of surface boron. To convert between areal density <D
and thickness x assuming a density PB = 2.34 [g/cm3], the conversion is given for
reference in equation 2.21. Where MB = 10.81 [g/mole] is the atomic mass of boron
is A, = 6.022 x 1023 [atoms/niole] is Avogadro's number.

pA0  f 1.0000 nm = 1.3036 x 1020[atoms/m 2]
D= x - 1.0000 pin = 1.3036 x 1023 [atoms/m 2] (2.21)

M 7.6713 nm = 1.0000 x 1021 [atoms/M 2]

2.6 Gamma spectroscopy for AIMS

The analysis of AIMS gamma spectroscopy data is similar to PIGE but with more
complicated geometry and without standard targets to normalize out the experimental
conditions such as detector efficiency, solid angle, etc. AIMS is essentially an ion beam
analysis technique however, it achieves spatially resolved in-situ measurements with
the use of magnetic steering field inside of tokamak in very much non-standard IBA
conditions. There are a number of complicating factors that make it more challenging
than standard PIGE analysis:

1. High instantaneous current (~ ImA) is a consequence of the accelera-
tor's compact RFQ design. High current leads to count rates of 105 - 106

counts/second which exceed the limitations of standard spectroscopy electron-
ics. To accommodate these high count rates and simultaneous gamma and
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neutron detection, digitizers were used were used to record the waveforms from
the detectors and post processing algorithms were developed for of gamma and
neutron analysis [211.

2. Low beam duty factor D < 2% is also result of the RFQ design. It can
make detection challenging because even with high instantaneous count rates,
the time averaged detection rate can be low. The advantage however is that,
by synchronizing and triggering the data acquisition system to acquire only
during the beam pulses, the total background counts are reduce by a factor of
D. This is beneficial because tokamak components can become activated from
runaway electron beams or possibly fusion neutrons in longer pulsed devices. For
the AIMS measurements on C-Mod, the background was essentially negligible
compared to beam induced reactions because of the low duty factor and high
beam current.

3. In-Situ Beam Steering is major feature of the AIMS technique. Successful
beam steering requires detailed trajectory and dynamics modeling in the toka-
mak fields to accurately determine the target location and the spatial resolution
of the measurement.

4. In-Situ Spectroscopy of gammas and neutrons is also a primary feature of
AIMS and requires precise modeling to determine the pathlength, scattering
properties, and attenuation of beam induced gammas and neutrons. All of
these parameter change, often dramatically, with beam steering. The solid
angle of the detector and detection angle with respect to the target must also
be calculated to properly account for the angularly dependent efficiency of the
detector. The nuclear data and kinematics also plays an important role in
AIMS measurements. In particular many of the cross sections, particularly for
neutron reactions, vary with angle. These cross sections and their angularly
dependent properties must be incorporated into the analysis so measurements
can be properly compared between target locations.

2.6.1 Deuterium Induced Gamma Emission for AIMS
The RFQ accelerator used for AIMS produces a 900 keV D+ ion beam. This is
lower in energy than most beams used for PIGE analysis and as a result, there are
not very many reactions that are accessible. However, boron (gamma emission) and
deuterium (fusion) are among the accessible reactions. This limits the isotopes that
can be quantified with AIMS, but is also advantageous because there are few known
reactions that compete with the reactions used for AIMS.

The primary reaction used for detecting boron is the B'1 (d, p'y)12 B reaction shown
in figure 2-4 [49]. This reaction has two reaction channels that produce gammas of
different energies E, = 953 keV and E, = 1674 keV. These two channels have different
cross sections and only the cross section for the 953 keV gamma is large enough at
energies below 900 keV to be readily observed.

48



11B(dpy)12 B
14

12. > E =1674 keV

10

~8-

0 6-

E =953 keV

U2

0 --

0 500 1000 1500 2000
Deuteron energy[keV]

Figure 2-4: Deuteron induced gamma emission cross section for used for AIMS [49].
The 953 keV is the predominant gamma that is observed in AIMS because of its
relatively large cross section and the energy range that is accessible with the RFQ.

2.6.2 Gamma Yield Calculation for AIMS

Due to geometric complexity of AIMS, there are a number of quantities that vary
with time or position. So, to develop the analysis technique, it is most useful to
begin with a general expression for the gamma yield produced by the beam, then
apply the proper assumptions based on the experimental conditions. The simplified
expression can then be solved numerically to provide a relationship that connects the
experimental parameters and gamma yield to the thickness or areal density of an
isotope such as boron. The generalized integral equation for the number of gamma
photons that reach the detector Yes, are given by equation 2.22.

YeX f '(dt i( Bd n,(x) a-(E(x), Q) dx (2.22)
exp e~ fidet JO

The first integral of the beam current 1(t) gives the total number of incident
particles of charge e Zi on the target with total incident charge Q. This is a quantity
that is measured in the experiment through current integration so it can be simplified
as Qexp. For this analysis, a solid, uniform layer of boron of thickness XB± is assumed
with a density of nB. It is also important to note that, due to the off-normal incident
angle the beam angle, the beam will travel a distance XB though the boron layer that
is longer than XBI. This relationship is given by equation 2.23 where ni, Pbearm and

Oinc are the unit normal vector to the surface, direction of the beam momentum, and
incident angle of the beam.

XBI = XB(T fibeam) = XB cOS(0i,,) (2.23)
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The detection geometry changes as the beam position moves so the solid angle
Qdet subtended by the detector must be properly accounted for in the analysis. Since
the detector area AAdet < r2, where r the distance from the target to the detector,
the detection efficiency ridet and solid angle Qdet are given by equation 2.24.

Ndet Qdet J (Odet) dAdet 1(Odet) AA (2.24)
f r2r-de2

Since the detector is not spherical, the detector efficiency is dependent on the
incident angle 0 det of the incoming gammas. Since the linear dimensions d of the
detector are small compared to the distance from the target (d < r), the angle of the
detector is also removed from the integral as shown in equation 2.24 and becomes an
angularly dependent quantity that is constant within a measurement. This angular
dependence is calculated in detail in section 2.6.8. In addition, the gamma cross
sections of interest can vary with polar angle (w.r.t. the beam direction). However,
the effect is small enough to ignore in this context and is assumed isotropic.

YeXP Qexp (Ex)) dx (2.25)e Zi cos(Oj,,) d
Combining all of these assumptions, equation 2.22 is simplified to become equation

2.25 which provides the relationship between the experimentally measured gamma
yield Yexp and the boron layer thickness (areal density) on the surface.

2.6.3 Boron Areal Density Correlation for AIMS

The gamma yield calculation described in the previous section directly relates the
the gamma counts to boron content on the PFC as given in equation 2.25. As with
external IBA, there is no implicit need for normalization, however since there no
calibration standard is used, all of the experimental parameters must be known to
quantify boron.

The integral given in 2.25 is not analytically solvable due to the x dependence
of the energy E. However, the integral can be calculated numerically for values of
XB with the methods described in earlier in section 2.5.3. Since all of the parame-
ters outside of the integral in equation 2.25 are constant for a given location or are
measured during each AIMS measurement, it is advantageous to solve the integral
so that it is normalized to the simplest geometric situation relevant to AIMS so that
only one correlation is required. The total gamma yield Y, for a beam with normal
incidence is therefore calculated because it can be related back to the experimental
measurements by Qexp, r7(Odet), Qdet, nB, e Zi, and Oi,, as shown in equation 2.26 and
2.27.

Y(xB) - -- X I-(Etx)) dx (2.26)Q0 Q0 4ire (

Y(xB) Z Yexp (2.27)
Qexp ??( 0det) Qdet
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The integral for the gamma yield y(xB) per unit solid-angle Q, per unit integrated
beam charge Q, is given in equation 2.26. Y(XB) is calculated for an array of values
of XB to generate a correlation relating Y to XB, shown in 2-9. Using this correla-
tion Y(XB), the experimentally measured yield can be directly related to the boron
thickness XB with equation 2.27 if all of the geometric and detection parameters are
known.
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Figure 2-5: Correlation relating 953 keV gamma yield to Boron thickness for AIMS
measurements.

As with the external PIGE analysis, for thin films, the yield is nearly linear with
boron thickness. As the boron thickness increases, the yield departs from its linearity
and becomes increasingly insensitive to boron at larger thicknesses as the beam slows
down in the material and the cross section becomes negligible. Another important
feature is that because the correlation is monotonic due to the cross section which is
also monotonic, the interpretation of boron from these measurements is unambiguous.

2.6.4 AIMS Detection Timescales

The timescales of the AIMS measurements are unconventional for IBA of materials
and are largely the result of the accelerator technology that is used. AIMS requires
high beam current in order to induce sufficient gammas due to the small solid angle
of the detectors. The accelerator is also constrained by the tokamak environment
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so it necessarily had to be compact and non-magnetic. Since RFQ accelerators are
best suited to satisfy these criteria, and are also inherently short beam pulse devices,
AIMS naturally becomes a low duty factor, high count rate technique that spans
several timescales from the nanosecond timescale to the 1000s of seconds timescale.
An illustration of the timescales of AIMS detection is shown in figure 2-6.

AIMS Detection Timescales

t
r

t[10 ms]

t [10 ms]

t [100 his]

1 [100 pIs]

t [< 1 ps]

Figure 2-6: Illustration of AIMS detection timescales show the low duty factor, high
intensity nature of the AIMS technique. The 900 keV ion beam current Ibeam induces
gamma and neutron reactions while detectors convert the particle detection events
into voltages Vdetector. These beam and detector signals span timescales from the
sub-microsecond to timescales of >10 minutes.

2.6.5 Gamma Detection in C-Mod

Gamma spectroscopy in C-Mod presents significant challenges in the tokamak envi-
ronment. The high gamma and neutron production rates and the small detector solid
angle present a challenge because there is a much higher probability that particles will
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scatter and produce a large gamma continuum as opposed to being absorbed directly
in the detector. This essentially eliminates the possibility of using detectors outside
of the tokamak.

Significant efforts were therefore made to mount the detector as close as possible
to the PFC target locations inside of the tokamak. To accomplish this, the detectors
where housed in a re-entrant tube inserted the horizontal port below the beam in-
jection point. Being inside of the tokamak fields the detectors had to be designed to
operate in high magnetic fields. Due to the restrictive size of the re-entrant tube the
detector had to be compact so high detection efficiency was required. The need to
operate in magnetic fields also prevented the use of a photomultiplier tube (PMT), a
standard component in most scintillation detectors. To address these issues a cerium
doped lanthanum bromide (LaBr3 ) scintillator was used because of its high detection
efficiency for its compact size. The LaBr3 crystal was coupled to a silicon avalanche
photo-diode in place of a PMT. Also, due to the extremely low duty factor of gamma
measurement and high gamma count rates the voltage waveforms from the output
detector and amplifier had to be directly digitized which is fundamentally different
than standard particle detection with analog electronics and was the subject the
Ph.D. thesis of Hartwig [21].

The details of hardware are not inherently important to the spectrum analysis
methods however, it is important to consider how there experimental condition affect
the spectrum. The major issues that result are as follows: The low duty factor
and high count rate means that all detection events must be measured over a short
period of time. From a typical digitized waveforms such as the waveform shown
in figure 2-7 from an AIMS measurements, the count rate cannot be increased by
more than a factor of several without detection events beginning to overlap and
interfere. While the count rate cannot be substantially increased, the continuum in
the spectrum from Compton scattered gammas tends to be much larger than the
photopeaks from reactions of interest. Compared to PIGE, more optimization of the
beam and detection parameters are necessary to collect enough gamma counts to have
statistically significant peaks acceptable levels of uncertainty.

2.6.6 Background Rejection

The low duty factor of the beam and the correspondingly short data acquisition
window is advantageous for background radiation rejection. Since background gamma
count rates are typically 102 - 103 cps while the deuteron induced gamma rates are
typically ~ 106 cps, the measured count rate from the induced gammas are at least
3 orders of magnitude higher than the background. Also, since the typical duty
factor for the AIMS measurements was 0.15-0.3%, the probability of even detecting a
background gamma <1% within an acquisition window. Because of this, even if the
vessel becomes activated from plasma operations, the high instantaneous count rate
and low duty factor essentially eliminates the background in the measurement.
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Figure 2-7: Digitized waveform from AIMS gamma detector.

2.6.7 Detection Geometry

The modeling of the AIMS beam trajectory and detection geometry is one of the
major developments that enables the AIMS technique. Beam modeling is presented
and discussed in detail in chapter 5. A 3-D plot of beam trajectories is shown in
figure 2-8 illustrating the complexity of the geometry and the need for modeling.

Beamn Spo
on PFCs

Figure 2-8: Calculated beam trajectories and AIMS gamma detection geometry in
Alcator C-Mod.

Using this trajectory and target data produced by the beam simulations, the
detection parameters, listed in table 5.3, are calculated and used to fully specify the
detection geometry .
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Detection Parameter Symbol Definition
Radial Unit Vector _ see fgure 2-9
Vertical Unit Vector Z see figure 2-9
Toroidal Unit Vector 0 0 = Z x R
Beam Unit Vector b see figure 2-9
Target Normal Unit Vector i see figure 2-9
Detector Axis Unit Vector d see figure 2-9
Target Position Ft Ft = Rt f + Z Z
Detector Position rdet rdet = Rdet R + Zdet Z
Gamma Path Length Ldet Ldet I -rdet - rt
Gamma Unit Vector g = (Fdet - Ft)/Ldet
Target Toroidal Angle see figure 2-9
Beam Incident Angle Obn cos Ob, = b - n
Gamma-Target Angle 0-4 cos 0, = gn
Gamma-Beam Angle 4 'yb coso,, = b
Detector-Gamma Angle X-yd cos Xyd =

Table 2.2: Definitions of AIMS detection parameters.

Top View:

z R

orzzor -s O.
otr

Inner
Wall T

....... ......... ...... -. n

yb Oyn bn Bearn
b

dd

iles

Figure 2-9: Graphical definitions for detector geometry. Refer to table 5.3 for math-
ematical definitions.

2.6.8 Detection Angle for Gamma Spectroscopy

Since the detector width is considerably shorter than the length (w/L = 0.36), the
orientation of the detector with respect to the beam target affects the detector solid
angle and the path length of the absorbed gamma rays. These effects can have a
significant impact on the detection efficiency. To approximate the angular depen-
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dence, an analytic expression was derived for the detector efficiency as a function of
angle 0, length L, and width w. This derivation assumes that distance between the
detector and gamma source dsource is large compared to the dimensions of the detec-
tor Ldet/dsource < 1 so that the gamma rays are approximately parallel as they pass
through the detector. It is also assumed that the detector efficiency is directly pro-
portional to the number of gamma photons absorbed, neglecting other effects within
the detector such as Compton scattering and pair production. This is a reasonable
assumption because, for 953 keV gammas from boron, photoelectric absorption effi-
ciency is relatively high, pair production is impossible and only a moderate number
of gammas are Compton scattering in the detector.

The LaBr3 detector used for AIMS has dimensions 0.9 x 0.9 x 3.5 cm (w = 0.9
cm, L = 3.5 cm). Since the w x w end faces the inner wall, the detector area Ao and
absorption probability PO are calculated with equations 2.28 and used to normalize
the equations for 0 > 0.

P = - exp(-pAL) (2.28)
Ao = 2

Where p is the gamma attenuation coefficient of LaBr3 calculated with mass-
attenuation coefficient data provided by NIST [11]. The value for it = LaBr3 is given
with relevant data in equation 2.29.

(pA/P)La= 0.06103 [Cm 2 /g]1
(Ip/P)Br = 0.05896 [cm 2 /g] P-ILaBr3 = 0.30219 [cm'] (2.29)
PLaBr3  5.06 [g/cm 3]

When the incident angle is increased above 0, the path length of the gammas
becomes a function the location where gamma intercepts the detector. In addition,
the effective area of the detector changes with angle. The rectangular geometry can
be broken up into to sections, the bulk: a parallelogram shaped section with uniform
path length, and the corners: shown in figure 2-10.

The gamma rays in the bulk section all have the same geometric attenuation
length for a given angle whereas the gamma rays that pass through the corners have
an attenuation length varies linearly with position. Solving for the gamma absorption
probability is solved for in the bulk P4 and the corners P3 along with their effective
areas A 4 , A 3 by applying the geometry shown in figure 2-10 to equation 2.30.

Alabs = f dy f dz fX('") dx[exp(-p x)]
- A1 f dz [1 - exp(-pA X(0, z))] (2.30)

A 3 P3 + A 4 P4

Where Pabs is the gamma absorption probability, X(0, z) is the maximum gamma
path length in the detector and 1A is the gamma attenuation coefficient. The normal-
ized detector efficiency 7/q is then given by equation 2.31.
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Figure 2-10: Angular dependence of gamma path length(red) passing through the
detector and effective detector area change as a function of incident angle 0. The
gray shaded regions are the parallelogram or "bulk" portions of the detector while
the blue shaded regions are the "corners". Diagrams for three ranges of 6 are shown
because the ray geometry is different for each of these ranges.

S_ A3P 3 + A 4 P4

no AoPO (2.31)

The integrated equations for each of these terms and the domains for 0 where they
are valid are given by equations 2.28, 2.32, and 2.33.

0 < 0 < tan-1 (w/L)

P4

A4

'jP3

A3

P4

tan-' (w/L) < 0 < 7/2] PA4

A3

= 1 - exp(-p; L)
Sw (w - L sinG)

1-exp (-A(tano+ ' )Lsino)

tatan+

= 2 w Lsin9

= 1 - exp(-pf-)
=w L - WgtanOG

- 1 -exp (-0 tan± 1 )w cose)

p-tan+ o
=2w 2 Cos 0

Using this model, a calibration curve was generated (figure 2-11) to provide the
total detector efficiency 7. Q normalized to the detector efficiency %k - Q, when the
angle is 0. It is clear that the efficiency is very sensitive to incident angle. The
detector normalized efficiency changes by a factor of 2.5 within the first 30 degrees,
reaches a peak, then decreases back to nearly the same value as the end-on case at
90 degrees. Since the detection angle tends to vary by 10s of degrees while sweeping
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the beam, it is important to factor in this correction into spectroscopic results when
comparing absolute boron measurements at different positions.
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Figure 2-11:
to efficiency

Detector efficiency as a function of incident gamma
at 0 = 0.

This modeling suggests that other geometric configurations for
tor should be explored for removing this sensitivity from AIMS.

angle, normalized

the gamma detec-
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Chapter 3

Tandem Accelerator and External
Beam Apparatus

For this thesis work, the use of external proton beam techniques have been developed
and used to perform ion beam analysis on fusion materials. In this study, external
particle induced gamma emission (X-PIGE) analysis was used to generate a spatially
resolved map of boron deposition on the inner wall of the Alcator C-Mod tokamak.
This was done to understand the spatial distribution of boron on PFCs and validate
the results from the newly developed AIMS diagnostic. The accelerator technology
and hardware development is reviewed in this chapter, followed by the development
and applications of the X-PIGE technique.

3.1 Accelerator and Components

The accelerator used in this study is a 1.7 MV TandetronTM tandem accelerator
designed by General Ionex Inc. The accelerator was reconstructed and refurbished
for the Cambridge Laboratory for Accelerator Study of Surfaces (CLASS) and is
shown in figure 3-1.

Tandem accelerators have a long history of providing measurement capabilities
for nuclear physics research and are very useful for studying materials. They produce
stable, continuous, well characterized beams which work well for measuring nuclear
cross sections and for performing ion beam analysis.

As the term implies, a 'tandem' accelerator consists of two successive linear ac-
celerators that use the same power supply. Negative ions are injected into the first
stage and are accelerated toward the positive high voltage (HV) terminal. The ions
are then stripped of some of their electrons by nitrogen gas that is injected inside the
HV terminal (carbon foils can also be used in other designs). The now positive ions
are then accelerated away from the HV terminal through the second stage, then exit
the accelerator. Though the terminal is at high potential, ions are injected into the
first stage at ground potential, then exit the second stage at high energy, into a beam-
line that is also at ground potential. The tandem arrangement therefore allows for
the entire accelerator structure to reside inside of an electrically insulated structure
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Figure 3-1: Photo of the 1.7 MV tandem accelerator in the CLASS facility

that is at ground potential. This greatly improves laboratory access to the attached
beamline and injector components.

Tandetrons are designed to accommodate most low energy ion beam analysis
(IBA) techniques that are typically used for studying materials. The accessible en-
ergies and beam currents are well suited for Rutherford backscattering spectroscopy
(RBS), elastic recoil detection (ERD), particle tnduced x-ray Emission (PIXE) and
various types of nuclear reaction analysis (NRA) including particle induced gamma
emission (PIGE) [18].

3.1.1 Ion Sources

The injectors for tandem accelerators are designed to produce a variety of ion beam
species with negative charge. This can be challenging because many elements and
compounds do not readily form negative ions. As a result, many negative ion sources
rely on charge exchange processes that involve elements with very low electro nega-
tivity (which are typically very reactive and difficult to handle). These ion sources
are also electrically isolated with from the injector and biased with the extraction po-
tential (typically 10-20 kV) so that all of the injector beamline components can be at
ground potential. The Tandetron has two negative ion sources: a cesium sputtering
source and a recently installed RF-charge exchange source for produce He- ions.

Cesium Ion Sputtering Source

The cesium sputtering source can produce negative ions from most elements that
can exist in solid state in vacuum, with low vapor pressure. The negative ions are
produced by a several step process involving sputtering and charge-exchange. An
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annotated diagram of the sputter source is shown in figure 3-2. The ions are produced

Insulator
Target Holder

Sputter Target

Extraction Electrode

Beam Axis

Ion Exit Aperture

Ionizer Coil

Figure 3-2: An annotated diagram of the cesium sputtering source.

from a cylindrical target made from (or containing) the species of interest. The target
is biased with -3 kV, relative to the source potential and is bombarded with Cesium
(Cs1 + ions). The Cs is first evaporated from liquid Cs in a chamber heated to ~150'
C. The vapor is then thermally ionized by a resistive heater that is -700' C. The
~3 keV Cs ions sputter particles from the target while Cs vapor accumulates on the

surface of the target as a thin layer. The sputtered particles are usually positive
ions or neutral atoms and undergo one or more charge-exchange interactions with
the solid Cs at the surface to gain an extra electron to become negative ions. These
negative ions are then extracted from the source by a -15 kV potential relative to the
extraction electrode at ground potential, after which, they leave the source towards
the accelerator [19]. The cesium sputtering source was used to produce H- beams
from titanium hydride (TiH 2) targets PIGE analysis. For more details on H- and
other ion beams, a comprehensive guide to making negative ion beams with cesium
sputtering sources can be found in reference [40].

RF Charge Exchange Ion Source

The RF charge exchange ion source produces an inductively coupled plasma with
helium gas. Positive helium ions are extracted and pass though a heated section of
beamline containing rubidium vapor to charge exchange with the He+ ions to produce
He- ions. This source was not used in this study. For more information on its design
and capabilities, see reference [8].

3.1.2 Electrostatic Optics for the Injector

As the beam emerges from the ion source, it is divergent and requires alignment for
injection into the accelerator. Due to imperfections in the mechanical alignment of the
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source, electrostatic steering is necessary to deflect the beam in the vertical direction,
in conjunction with magnetic steering in the horizontal plane (section 3.1.4). This
is accomplished straightforwardly with parallel electrostatic deflection plates with
opposing potentials that can be adjusted to ±500 V.

The beam also has a divergence angle of > 10. Since the inner diameter of the
acceleration column is < 1 cm and beam path between the source and the accelerator
is several meters, focusing is required to prevent substantial beam loss. In the Tande-
tron, this is accomplished with an electrostatic Einzel lens. To produce the focusing
effect, the Einzel lens creates an axisymmetric E-field between a wire mesh grid at a
high voltage (3-5 kV) and two co-linear cylinders at ground potential. This design
creates an E-field geometry, shown in figure 3-3, that causes no net acceleration but
has a radial component that causes the negative ions to be focused.

0
+V

Figure 3-3: Diagram of the E-field geometry in the electrostatic Einzel lens. When
positive voltage +V is the applied, an E-field with a radial component is created
which has net focusing effect on negative ions.

3.1.3 Acceleration of Ions

The accelerator uses a high DC voltage to accelerate the ions. The high voltage is
created by a feedback stabilized 30 kHz oscillating 10 kV supply powering a sulfur-
hexafluoride (SF) insulated Cockroft-Walton charging network. The power supply
is adjustable, and generates a very stable, steady-state terminal voltage of up to 1.7
MV ± 200 V which is connected directly to the acceleration sections of the accelerator
(referred to as acceleration columns).

The tandem design uses two acceleration columns joined by an ionization section
(or electron stripper) which is connected directly to the high-voltage terminal. The
design allows the accelerator to exploit the ionization of accelerated negative ions by
an electron stripping medium (nitrogen gas in this case) to convert negative ions,
accelerated in the first section, into positive ions which are then accelerated in the
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next section. This increases the effective acceleration potential of the power supply
by a factor of two for singly charged ion species, or by a factor of (1 + Zi) for final
charge states of Zi. The tandem accelerator concept is shown schematically in figure
3-4 and described in table 3.1.

Figure 3-4: Schematic describing the tandem accelerator concept. Annotations 1-7
are described in table 3.1

1 Negative ions are produced by an ion source.
2 The desired ion species are selected and injected toward terminal

by low energy magnet.

3 Negative ions are accelerated toward the (positive) high voltage terminal.
4 Electrons are stripped from ions by N2 gas that is injected at terminal.
5 Ions are now positive and accelerate away from the HV terminal to reach a

final energy Ei = (Zi + 1) - Vterminal where Zi is the final
charge state of the ion species.

6 The ion beam is focused by the magnetic quadrupole lens.
7 Desired ion species/charge-state are steered into beam line towards

the experiment.

Table 3.1: Basic process of ion acceleration in a tandem accelerator

3.1.4 Magnetic Ion and Energy Selection

A large electromagnet is used to select the desired ion species to be injected into
the accelerator. This magnet is referred to as the low energy (LE) magnet. After
acceleration, and the quadrupole focusing section, a second magnet called the high
energy (HE) magnet, is used to steer the high energy ion beam to select the desired
ion beam charge state and direct it into the proper beam-line.
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Ion Species Selection

The LE magnet is used much like a mass/charge spectrometer. From the Lorentz force
on the charged particle F = qv x B, the bending radius RB in a uniform magnetic
field is given by equation 3.1.

V2mE 10-4 2 m[amu] E[eV]RB = = (3.1)qBo BO[T] Zion

Where B, is the magnitude of the magnetic field, and q,m,E are the particle's
charge, mass, and kinetic energy, respectively, first in SI units, then in more practical
units. For accuracy better than 2%, the numerical constant 104 should be replaced
by the square root of the mass/charge ratio of a proton 1.021747740 x 10-4.

The ion source has a constant extraction potential Vext such that each ion has an
energy of Vxt [eV]. Since the magnet current Im is proportional to the magnetic field,
assuming a fixed Vext, the expression for RB results in relation 3.2.

Sm = (3.2)

Where mi, qj are the ions' mass and charge respectively. This relationship is
useful because it allows the accelerator operator to identify and select the desired ion
species simply by varying the magnet current. Using the second relationship, if one
ion species can be identified (such as H-, the lightest ion usually present), the rest
of the ion species from the source can be identified.

Energy Selection

The HE magnet is used for bending the beam of high energy ions so that they are
directed into the correct beam line to the desired experiment. This is necessary
since ionization in the N 2 stripper creates a spectrum of charge states, leading to
populations of ions of different energies. From the geometry of the magnet and the
angle of beam deflection 0 B from the axis of the accelerator, is given by equation 3.3.

sin () = do -+sin (OB) = qBod, (3.3)
RB %B -2mi E

Where do is the length of the magnet in the direction of the incident beam, RB
is the bending radius, B, is the field q, mi, E are the ion's charge, mass, and kinetic
energy, respectively (SI units). For tandem accelerators the final energy E of the
accelerated ion depends on the initial charge state Z(-) (which is essentially always
-le), the final charge state Z(+) of the ion, and the high voltage terminal potential V.
Equation 3.3 can be rewritten for the tandem accelerator account for the charge state
dependence of E, shown in equation 3.4. From this equation the convenient scaling
rule (3.5) is given to determine the charge state/energy of the ion selected by the HE
magnet, assuming the LE magnet selects a single ion species (with Z=-1e) by mass.
Ions of a single mass and charge state can therefore be selected after acceleration to
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produce the desired mono-energetic beam.

sin (Os) = Bod o  ( Z(+) )

2mi Vo QZ(+) + Z(-_
(3.4)

(3.5)Im d m_ i VO (Z(+) + 1)
Z(+)

3.1.5 Magnetic Focusing

A magnetic quadrupole lens is used to focus the beam immediately following the
electrostatic acceleration section. Though quadrupoles cause more aberrations than
an axisymmetric electrostatic lens, they are necessary because the required voltages
would be much too high to electro-statically focus the high energy beam in an axis-
symmetric manner. Quadrupole lenses use two focusing sections, each with two mag-
nets with four pole pieces that produce a magnetic quadrupole field, shown in figure
3-5. The second section is the same as the first except rotated by 900.

Figure 3-5: Quadrupole field viewed along the beam axis, z.

In the two side quadrants of the quadrupole lens, the particle trajectories bend
radially inward in the first section causing a focusing effect, and then are slightly
defocused because of the second section as shown in figure 3-6. The defocusing effect
is less pronounced in the second section due to the B-field gradient. The ions are
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focused by the beam in a stronger part of the field and travel radially inward where
the defocusing field of the next section is weaker.

Ion B (quad 1) B (quad 2)
Beam

@@@@@@@ x x xxx xx x

Figure 3-6: Particle Trajectories in the quadrupole lens from the top view

The opposite process occurs in the top and bottom quadrants but still produces
the same effect. The particles are defocused by the first section (quad 1) and move
radially outward. They then enter the second section (quad 2) in a region of higher
field which focuses the beam to a larger extent than quad 1. This process has a
net focusing effect as illustrated in figure 3-7. The quadruoples are critical in the
beams transverse dimensions and angular profile in order to properly transport the
beam through the energy selection magnet and beamline, and focus it on the target
or exit-foil for external IBA.

B (quad 1) B (quad 2)

eamam

x x®x x x ® x @ x@ xxx

Figure 3-7: Particle Trajectories in the quadrupole lens from the top view.

3.2 Accelerator Upgrades

While refurbishing the accelerator for this thesis work, many of the power supplies
and hardware were repaired or replaced. In addition, several systems were upgraded
either to improve the accelerators operational capabilites:
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3.2.1 Centralized Controls

The accelerators controls have been centralized so that most major accelerator com-
ponents including the sources, HV supply, steering magnets, and beam lines can be
operated from the accelerator control station. The accelerators original design had
one control rack for the HV supply and beam alignment, and a two source control
racks with power-supplies and controls for each of the ion sources, but did not have
the hardware to operate the experiments remotely. To centralize all of the controls
the three original racks were set up in the same location and an additional rack was
added for controlling the beam line hardware remotely. A list of the list of new
hardware added in the beam-line control rack is given by table 3.2.

Beam-line Control Rack
1 6 channel controller for pneumatic beam-line hardware such as

gate valves and Faraday cups
2 ±1000V power supplies for x and y electrostatic steerers
3 18 channel BNC patch panel for routing signals from the experiments

to the control center
4 Digital data logging oscilloscope for recording data and using

beam profile monitor
5 Nuclear instrumentation module (NIM) bin and space for

additional equipment

Table 3.2: A list of new hardware for remotely contolling beam-lines and experiments.

All of the hardware in the new rack is routed internally to a patch panel on the
HE magnet table. A photo of the control center is shown in figure 3-8.

3.2.2 Sputter Source Alignment

Prior to its repair, the sputter source (figure 3-2) had several severe alignment prob-
lems. The misalignments caused the beam trajectory to deviate from the axis of
the injector beamline enough that it inhibited proper electrostatic steering focusing,
producing beams with negligible currents. The most significant misalignment was
between the source and the extraction electrode. This problem arose because the two
flanges on either side of the insulator were not concentric; their centers off by 1.8
mm. Since the components in the source require alignment tolerances of ±25 tm,
correcting the misalignment was absolutely necessary.

This was accomplished by redesigning the the extraction electrode such that its
position could be adjusted relative to the source. The source was then mounted
on a rotary table on a milling machine and was reassembled with each part aligned
using a dial indicator to within the required tolerances. The second misalignment
was between the source and electrostatic Einzel lens. For the lens to focus properly
it is critical that the beam pass through the center. The beam however did not pass
through the center and could not be adjusted because source was rigidly mounted to
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Figure 3-8: Photo of the new arrangement of the tandem accelerator controls

the lens. This problem was solved by replacing a rigid section of beamline between
the source and lens with with vacuum bellows with compression bolts to correct the
angular misalignment. After the source's alignment was complete, the beam could
be focused through the injector aperture (- 0.5 cm diameter) with greater than 90%
transmission efficiency.

3.2.3 Improved N 2 Gas Stripper control

At the high voltage terminal when the two accelerator tubes join, it is necessary to
inject a small amount of gas (dry nitrogen) to strip the electrons from the negative
ions to produce positive ions for the second acceleration stage. The stripper gas inflow
and outflow due to pumping, will reach an equilibrium with a constant average den-
sity. This density is proportional to the probability that an electron will be stripped
from the negative ion. Since too much gas leads to vacuum degradation and electric
breakdown, and too little causes insufficient stripping, fine control of the stripper gas
flow is advantageous for maximizing the stripping efficiency.

The original design used a flow valve mounted on to the stripper section of the
accelerator. This valve was controlled by a knob that turned a metal rod which passed
through a swagelock fitting, then to a - 2 in nylon rod that turned the valve. The
swagelock fitting made a very poor feed-through, so it was necessary to replace it
with a high pressure feed-through that can be rotated with little friction. Currently,
the flow can be adjusted manually by rotating the feed-through, however, in the
future, this feed-through can be adapted to a stepper motor and controlled remotely
if necessary.
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3.2.4 Improved Interlocks

The accelerator was designed with a built-in interlock system that disables the ap-
propriate systems when the necessary conditions for vacuum, cooling, air pressure,
arcing, or stripper-gas are not satisfied. This system was expanded to include an
interlock system for the beamlines and radiation interlock for machine protection and
personnel safety.

Beamline Interlock

The new interlock system connected for the beam-lines allows for six reconfigurable
interlock chains to be connected to a relay that closes the first gate-valve at the high
energy end of the accelerator. If any of the interlock chains on the beam-lines or
experiments are broken, or if the radiation alarm is activated, the gate valve will
close preventing any beam from reaching the experiments. Since this interlock allows
the ion beam to be contained without shutting down any major components or power
supplies, the operator does not need to restart or re-adjust the accelerator.

Radiation Interlocks

Linear accelerators like the Tandetron that operate with a static acceleration potential
in the MeV range, can produce ionizing radiation, particularly X-rays. These X-rays
can be generated as stray high energy electrons or free electron collision in the gas
stripper region. In the Tandetron, these sources of radiation are mitigated with lead
shielding and by electron suppression using permanent magnets in the ion sources and
a slightly helical E-field in the acceleration columns. Radiation can also be produced
within the experimental setups at the end of the beamlines either intentionally for IBA
measurements or unintentionally, so there are three permanently installed radiation
alarms

Two alarmed radiation monitors with Geiger-Mueller detectors were installed; one
at the high energy end of the accelerator, and the other behind the control racks at
the low energy end. In addition a neutron detector was installed near the experiment
section. These radiation monitors were set up to interface with the accelerators inter-
lock system to shuts down the high voltage supply and close the gate-valves between
the accelerator and the beam lines. Because of this modification, if a radiation hazard
arises, the lights and alarms will warn the operator, and the high voltage supply will
shut down, preventing further radiation exposure and potential damage to accelerator
components.

Due to the wide range of beam energies, ion species, and targets that can be used
for IBA, proper calculations must be made to determine which precautions should be
taken for each experiment, however, in the event of unexpected radiation producing
reactions or accelerator failure modes, the operator is now protected from unforeseen
radiation hazards.

69



3.2.5 Recirculating Cooling System

Many of the accelerators components require water cooling including the turbo pumps,
steering magnets, and beam-line components. Refrigerated water is piped into the lab
from the building's recirculating chilled water system. The system however, is very
old and the water is often discolored and filled with particulate matter (such as flakes
of rust). The debris could potentially cause clogs to form if it were piped directly into
the accelerators hardware. To avoid this problem, a new cooling system was built
which has a self contained recirculating cooling loop for the accelerator which trans-
fers its heat to the chilled water system through a heat exchanger. Though cooling
systems are relatively is a straightforward, this system was a significant improvement
because it was connected to series of manifolds that are reconfigurable and available
to experiments on the beam lines as necessary.

3.3 External Beam

The optimized design and implementation of an external beam for PFC analysis was
a significant contribution from this thesis work. IBA is typically conducted in an
evacuated chamber. However it is possible to configure a beamline such that the
beam passes through a thin vacuum tight exit foil (or window) so it can be used for
IBA of samples that are in air, at atmospheric pressure. This is referred to as an
external beam. The external beam set up was implemented in 2008 and has since
been used for this thesis as well as notable PMI studies described in section 3.5.2 and
3.5.3.

External IBA is advantageous for the study of PFCs because samples can be
arbitrarily large and can be positioned with relative ease to achieve high spatial
resolution. The most notable disadvantages however, are the increased uncertainty in
the incident energy due to straggling from the window and the air and inaccuracies in
the sample position. In addition there can be increased background radiation causing
a decrease in signal to noise ratio [51.

The capability for handling large samples is particularly useful for studying PFCs
such as divertor tiles from C-Mod because each section is large in size and contains
tens or hundreds of ~ 2cm x 2cm tiles. Since no vacuum chamber or pump-down time
is required, many individual tiles or even sections of the divertor or limiters can be
repeatedly repositioned and analyzed quickly. This allows hundreds of measurements
to be made in a matter of hours. Such fast throughput makes analysis with high
spacial resolution possible as well as analysis aimed at measuring macroscopic trends
from tile to tile. A CAD model of the beam line for external IBA is shown in figure
3-9.

3.3.1 Beamline instrumentation

Many applications including the external beam require the beam to be focused or
aimed properly at a sample target (in this case an exit foil/aperture). This requires
several instruments; an X-Y steerer, a Faraday cup, located in the beam line for rough
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Figure 3-9: A CAD model of the beam line used for external ion beam analysis. The
numbers correspond to the following components: (1,6) vacuum gate valves, (2,3) y
and x electrostatic steerers, (4) insertable Faraday cup, (5) beam profile monitor, (7)
beam aperture/window assembly. (8) turbo pump.
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beam alignment, and a quadrupole lens and, possibly, a beam profile monitor for
focusing and the final alignment. Instruments for precisely measuring beam current
are also necessary for proper normalization of measurements.

Faraday Cup

A Faraday cup is a fairly simple device that is used for directly measuring beam
current. It is essentially a micro-ammeter that is connected to a metal cup, that can
be inserted into the path of the ion beam. The cup is positively biased (or surrounded
by a negatively biased enclosure) to capture the secondary electrons that are emitted
as the cup absorbs the ions from the beam. There is one Faraday cup built into the
beam line that can inserted with a pneumatic actuator. It is used for rough alignment
of the beam and can be used to measure the beam current incident on the window.

3.3.2 External Beam Current Measurement

With external analysis, the beam's transit through air leaves a trail of ionized gas
creating current pathways to beamline and ground. If current is measured directly
from the sample in air, this makes secondary electron suppression less reliable, often
leading to leakage currents from the e- suppression supply to be larger than the
beam current. Instead, for external PIGE measurements, the samples are electrically
isolated from their support structure and beam current is measured with a charge
digitizer connected to the aperture supporting the beam exit-foil. Since some of the
beam is clipped by the outer edge of the aperture before passing through the window,
this current is be used for making a relative measurement of the beam current that
passes through the window so the reaction yield measurements can be normalized to
beam current. This provides adequate, repeatable current measurements provided
that that beamspot stays constant in shape and position. Since this is only a relative
measurement, the relationship between beam current measured and beam current on
target must be measured with a know target with known cross section.

Beam Profile Monitor

The beam profile monitor (BPM) that was installed in the beamline is an instrument
made by National Electrostatics Corporation. It consists of a helical wire mounted
on a ~ 20 Hz rotary drive (such that the axis of rotation is perpendicular to the
beam). As the wire rotates, it passes through the beam. Since the wire is helical,
part of each cycle provides a horizontal sweep and part produces a vertical sweep.
When energetic particles in the beam collide with the surface of the wire, secondary
electrons are emitted and absorbed by a cylindrical collector. Since the secondary
electron emission measured by the collector is proportional to the local beam current,
as the wire sweeps through the beam in both directions due to its helical shape, the
collector signal can be used to measure X and Y profiles in real time [9]. The beam
profile monitor can thus be used to determine the local shape of the beam and to
optimize focusing with the quadrupoles. This instrument is useful to have on the
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beamline, however it was not necessary for the external beam measurements because
the beam alignment could be determined and maximized by directly measuring of
beam current with an external Faraday cup.

3.3.3 Window Design

When designing a beam window there are several issues that must be considered:

1. The window must be thick enough and mechanically strong enough to maintain
vacuum on one side with atmospheric pressure on the other.

2. The window must be thin enough that ion beam loses as little energy as possible
as it passes through.

3. The energy lost by the beam must also be dissipated by the window to prevent
it from melting. All of these conditions must be simultaneously satisfied by
choosing a suitable window material and properly choosing maximum beam
current and window dimensions.

There are a variety of materials that can be used to make windows that are
typically less than 10pm thick and several millimeters in diameter [5]. It also possible
make larger diameter windows by supporting the foil with a solid metal or carbon
mesh with a high transparency fraction.

Metallic foils are often ductile and can be made very thin and typically have high
thermal conductivities for good heat dissipation. However, energy loss approximately
increases with thickness and Z 2 , so only low-Z metals or extremely thin metallic
windows are suitable. Some polymer foils, particularly Kapton, are also suitable for
beam windows.

Kapton® is a polymer made by DuPont. It is designed for many applications
and is commonly used in electronics. It is particularly useful because of its ability to
maintain its mechanical and electrical properties over a wide range of temperatures
(-269 0C to 4000C). It can also can also withstand higher radiation doses than most
other polymers [13]. Due to its availability and favorable properties, Kapton was
chosen as the preferred exit-foil beam window material.

3.3.4 Mechanical Properties

In order to make a vacuum tight window of minimal thickness, it is often necessary
to choose a film that is thin enough that atmospheric pressure causes it to exceed
its yield strength and plastically deform. It is difficult to accurately model thin films
that are plastically deformed so it would require considerable effort to optimize the
window geometry from first principles. It is not necessarily advantageous to push
mechanical limits of the window, because beam heating will undoubtedly change the
properties of the exit foil and radiation damage will eventually degrade its strength.

For this study a 1/ 8th inch (3 mm) diameter aperture was used with an unsup-
ported, 7.5pm Kapton exit foil. This geometry was chosen based on the minimum
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available Kapton thickness and conservative, estimates of the maximum window di-
ameter. The foil supporting aperture was made with a rounded edge to minimize the
curvature of the foil to reduce the shear stress at the edges. The structural integrity
of this window was then verified experimentally with a vacuum pump.

3.3.5 Beam Energy Loss in Window

It is important to minimize the amount of ion energy that is lost in the window to
ensure that ions are able to exit the window with sufficient energy to be useful for
IBA. The rate that the ions lose energy as they pass through a material depends on
the material's stopping power S = -dE/dx. S is dependent on many factors, most
importantly: the energy of the ions, the ion species, and the composition of the target
material. To determine loss of ion energy, the stopping power vs. energy data S(E)
was generated with the 'Stopping and Range of Ions in Matter' code (SRIM2008)
[68].

The energy loss of the beam was calculated numerically using theoretical and
experimental proton stopping data using the method described in section 2.4.1. The
stopping data for Kapton (H 25 .64 C56.41 N5 .13 012.8) is given in figure 3-10 and the
stopping data for dry air (C0.02 021.08 N78.43 Aro.47) is given by figure 3-11. Using

Stopping Power for Protons in Kapton
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Theoretical

> 0.2

0 .2
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Proton Enerav [MeV1

Figure 3-10: A plot of stopping data for protons in Kapton. The theoretical data
was calculated using SRIM2008 [68], and the experimental data was provided by E.
Rauhala, et al [43].

the stopping data for Kapton and dry air, the energy of a proton as a function of its
distance traveled can be calculated numerically. The proton energy-trajectories were
calculated for several different initial energies for the thinnest available Kapton film.
These calculations are shown in figure 3-12 for 7.5pm (0.3 mil) Kapton.
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Figure 3-11: A plot of stopping data for protons in dry air. The data were generated
using SRIM2008 [68]

3.3.6 Thermal Model for Kapton

Energy loss of the beam also has practical implications for the window because it
directly leads to volumetric heating of the window. Kapton has a relatively low
thermal conductivity (0.37 Wm- 1 K- 1) [13] so it is likely to reach equilibrium over
its 7.5 pum thickness, but is not likely to conductively dissipate much of its heat to the
edges. The dissipation of the heat deposited by the beam is, therefore, dominated by
convection by the air on the surface of the window.

To model the thermal properties of the Kapton window, a 1-D (cylindrical) ther-
mal relaxation code was written to calculate the radial temperature profile of the
window for a given beam energy and current. The code first calculates the beam
power absorbed by the window. Then, from an initial temperature profile, it iter-
atively redistributes and dissipates the heat among the radial locations ri by con-
duction, radiation, and convection. As the system approaches equilibrium, the time
steps increase so that the simulation converges to steady state. The code essentially
iterates equation 3.6 in time until it relaxes an equilibrium solution. Where A is area
of each concentric volume element with radius r, density p, thermal conductivity r,
and heat capacity c,.

a
qbeam ± qconduction - qconvection Uinternalat

4ii + k Aj(j Ti Ti i + Ai(+f) Ti+- - hAu(T - T.0 ) = pcpV (3.6)
ri - ri1 r - rj+j at

Like many thermal modeling problems, however, it is difficult to accurately determine
the heat transfer coefficient h. These h coefficients are usually determined from
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Proton Energy vs. Distance for 7.5pLm Kapton and 10cm Dry Air
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Figure 3-12: A plot of the calculated energy-trajectories of protons as they pass
through 7 .5tm (0.3 mil) of Kapton (at 0 cm) followed by 10 cm of Air for 10 different
initial beam energies. The vertical section of the curves at position 0 represents the
energy loss of the beam in the exit foil and the sloped section represents the energy
loss in air.

experimentally derived correlations because they can vary over a wide range based
flow conditions and geometry. Depending on the conditions, h for air can vary as much
as an order of magnitude within the range 10 - 100 W/(m2 K). To accommodate this
large range, 10 W/(m2K) was used in the calculations to make a conservative estimate.
The results of this calculation are shown in figure 3-13. These results suggest that a
Kapton window can survive steady state exposure to 100 nA of beam current at 2 MeV
if the beam is not highly focused. A 7.5pim Kapton exit foil was implemented and
used with 1-2 MeV beams up to >100nA for >50 hours without thermal failure. This
experimental result validated predictions from the model and the window design. In
addition, to accommodate higher currents, a 1/8 inch compressed-air line was added
to actively cool the exit foil.

3.3.7 Nuclear Properties of Kapton

Kapton is a polymer with a the chemical formula C22H 10N 2 0 5 . Therefore Kapton can
produce background radiation from particle induced reactions of carbon, hydrogen,
nitrogen and oxygen. Some possible interfering reactions are shown in table 3.3. None
of these elements however, produce neutrons at energies below the maximum energy
for protons in the Tandetron, 3.4 MeV [34]. Fortunately these background reactions
tend to be negligible compared to the boron reaction used in this study because of
their low cross section.
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Temperature Profiles of Kapton Exit Foil for
Various Ion Beam Radii (I = 1OOnA, E= 2MeV)
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Figure 3-13: Plot of the calculated temperature profiles (T - T..)in a Kapton exit foil
from a 100 nA, 2 MeV ion beam. This calculation uses a conservative heat transfer
coefficient h = 10 W/(m2K) and assumes gaussian beam profiles with full width half
maxima of 0.3, 0.7,1.0,1.3, 1.7[R/R,] where all R, is the exit foil radius. The beam
currents were normalized such that 100 nA was incident on the window.

3.3.8 Radiation and Radionuclide Production in Air
A potential issue for external beam is the radiation produced by reactions in the air.
To make an estimate for the radiation production or activity a [Bq], all of the the
relevant cross sections o-t are averaged over the beam's energy range then multiplied by
the maximum beam ion current Imax/Zie [s-1], the range Rmax [in] at the maximum
energy, and the target particle densities nr [m- 3], as shown in equation 3.7.

a = nt - ( " -i "e-Rax (3.7)

Using this method, the radionuclide production rates were calculated for the most
significant nuclear reactions induced by a proton beam in air. The results are shown
in table 3.4. For a typical external proton beam used in PIGE boron measurements,
these reactions produce an activity of a = 1.43. 10' Bq from prompt gamma emission
and an activity of a - 1.5- 105Bq from accumulated radioactive nuclides (from 1 hour
of operation). This activity is small and is well below acceptable limits.
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Table 3.3: These reactions can occur in Kapton and potentially interfere with external
proton beam IBA measurements [34]. The emitted gammas overlap in energy with
the reaction of interest.

Reaction Rate [nuclides/s]I Qreaction[ MeV] 71/2 Qdecay [MeV]
160 (p ) 7F 1.43.10' 0.600 64.49 see 2.7618 9 py
14N (p, y) 15O 1.51-10 3  7.297 122.24 sec 2.754
12C (p, y) 13N 8.47-102 1.943 9.965 min 2.220

Table 3.4: Nuclide production rates for a 2 MeV, 100nA proton beam passing through
Kapton then stopping in air. This represents an activity of a = 1.43 x 10 5 Bq from
prompt gamma emission and an activity of a < 1.5 x 105 Bq from accumulated
radioactive nuclides for a typical external proton beam used in PIGE boron measure-
ments (from 8 hours of operation).

3.4 Photon Detection and Spectroscopy

IBA measurements are generally made by exposing a sample to an ion beam then
counting the scattered or emitted particles with an energy analyzing detector. The
features in the energy spectrum can then be correlated to specific properties of the
sample. Photon counting measurements are made with a detector that "absorbs"
the photon energy and converts it into an electronic signal (usually a current pulse).
The signal is typically amplified then converted to voltage pulses that are counted
by a multi-channel analyzer (MCA) [32]. Different detectors must be used depending
on the energy range of the photons. Detectors that are relevant to this study are
described in the following sections.

3.4.1 Gamma Detectors

For PIGE analysis, using (p,-y) reactions, it is necessary to detect the gamma-ray
photons that are produced within the irradiated samples. Since each (p, Y) reaction
produces photons with an energy that is characteristic of the reacting isotope, it is
also necessary to discriminate between photon energies. This is done by converting
the energy from the gamma photon into a form that can be measured electronically.
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3.4.2 High-Energy Photon Conversion

All gamma detectors stop photons by the same basic processes. At low energies below
several MeV photoelectric absorption dominates whereby each absorbed photon is
absorbed by single electron, creating a high energy (or fast) electron; this is the
preferred interaction for photon detection because it produces a distinct peak in the
energy spectrum. For medium energy photons ~ 3 - 7MeV, Compton scattering
dominates whereby photons elastically scatter off of electrons, producing background
continuum in the spectrum. And with high energy photons the dominant process is
pair-production, the spontaneous creation of an electron-positron pair. In addition
to the full absorption photo peak, pair-production also produces two peaks with
energies that are 0.511 MeV and 1.022 MeV lower in energy than the photopeak due
to the escape of positron-electron annihilation photons. As the energy of the gammas
increases they are less likely to be absorbed. This means that the efficiency of the
detector usually decreases as the gamma energy increases [32].

After a photon is absorbed by a photo-electron, the energy must be converted
to a measurable signal. For scintillation detectors, this is done through the 'scin-
tillation process' where the fast photo-electron deposits its energy by in a medium
that converts the energy loss of the election into low energy photons which are sub-
sequently measured. In inorganic scintillators, this occurs because the fast particle
causes a number of bound electrons in the valence band of the scintillation crystal
to be excited to the conduction band. Each electron-hole pair then migrates until it
de-excites and emits a low energy photon that is detected by a photomultiplier tube,
resulting in a current pulse that contains an amount of charge Q that proportional
to the energy of the photon.

Semiconductor detectors operate somewhat differently. They are essentially large
volume diodes made from ultra-pure semiconducting materials such as germanium.
The detector is cooled, typically to liquid nitrogen temperatures, to avoid thermal
noise and prevent thermally induced breakdown before since it is reverse biased with
>100 V to create a large depletion region. When a high energy photon is absorbed
to create a photo-electron, charge carriers are liberated as the electron deposits its
energy in the bulk of the detector. The migration of those charge carriers can then
be measured directly as a current pulse. There the total charge measured is again
proportional to the energy of the photon.

3.4.3 Analog Pulse Processing

Each gamma that is detected produces a very short current pulse, often 10s of nanosec-
onds in length. With modern digital electronics, it is possible to digitize these pulses,
however, for most standard photon counting experiments, only the charge Q con-
tained in each pulse is important because Q is proportional to the gamma energy.
Since Q is the relevant quantity the shape of the pulse is not important in this case,
the gammas can be detected with analog electronics through a several step process,
shown in figure 3-14.

This process essentially takes a very short current pulse, amplifies it, and converts
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Figure 3-14: Illustration of the process by which high energy gamma photons are ab-
sorbed and converted with a scintillation detector and photo multiplier tube (PMT),
then converted to a pulse height spectrum using a charge integrating pre-amplifier, a
shaping amplifier, and a multi channel analyzer (MCA).

it into a longer, smoother, easily measurable voltage pulse. First the gamma is
absorbed in the detector producing the current pulse Q. The ~ns pulse is then
integrated with an analog current integrating amplifier with an RC timeconstant
that is much longer than the pulse. Then on the ps timescale, the output voltage
that is produced is essentially a voltage step dV that is proportional to Q. This
signal is then processed with a 'shaping amplifier' which outputs an approximately
Gaussian voltage pulse with a long risetime and fall time with a height h that is
proportional to dV. Now that the pulses are smoothed and lengthened and have a
height (voltage) that is proportional to the photon energy, the final step is count
the pulses and histogram them based on height. This is done with a multi channel
analyzer (MCA) which is essentially a digital counter with many channels, each of
which can only count pulses between voltage V and V + AV. This creates histogram
that is binned in terms of pulse height h. Since h oc dV oc Q oc E,, this histogram
gives gamma energy spectrum when calibrated to gammas from known radioactive
sources.

3.4.4 Common Gamma Detectors

There are many types of gamma detectors available. Common scintillation crystals
for gamma spectroscopy include sodium iodide (Nal) and bismuth germanate (BGO)
crystals [32]. The most common semiconductor detectors are high purity germanium
detectors which are large, semiconductor devices that convert the absorbed photon
energy directly into a current pulse.

Sodium Iodide NaI(T)

Sodium iodide (NaI) detectors are the most common scintillation detectors available.
Nal detectors use a NaI crystal doped with Thallium which is optically coupled to a
photo multiplier tube. Over all, Nal scintillators have the highest light output of all
commonly available gamma detectors, and have moderately good energy resolution.
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Bismuth Germanate

Bismuth Germanate (BGO) detectors are another type of scintillation detector. BGO
has a lower light output than Nal. However, because of of Bismuth's high nuclear
charge (and thus higher electron density), BGO a has greater ability to stop and
detect high energy photons than Nal. This significantly improves BGO detection
efficiency for photons with energies greater than 3-5 MeV.

High Purity Germanium

High purity Germanium (HPGe) detectors are semiconductor devices that have ex-
tremely precise energy resolution which makes them excellent for discriminating pho-
topeaks from reactions that nearly overlap in energy. They are less convenient to
use because they must be operated at cryogenic temperatures. They are also more
difficult to manufacture with large detector volumes so they generally have a smaller
active volume than scintillators and therefore have lower detection efficiencies.

3.5 Applications of external beam IBA

3.5.1 2-D Boron Mapping of Boron on the Inner Wall
for AIMS Validation

After the AIMS measurements were made on the inner-wall of C-Mod, four inner-wall
tile modules, with 16 tiles each, were removed following the 2012 C-Mod campaign
and subsequent wall conditioning operations. The external beam PIGE analysis set-
up shown in figure 3-15 was used to generate a map of the of the boron content on the
surface of these tiles. Since some of these tiles overlapped with the locations of the
AIMS measurements these tiles provided a method to validate boron measurements
with the AIMS technique. All of the 64 available tiles were analyzed to generate
the map shown in figure 3-16. This plot shows the gamma yield, normalized to the
integrated beam current during the measurement which is directly related to boron
content. This provided an effective method to quantify the boron over the analyzed
section of the inner wall. Analysis and discussion of these results are provided in
chapter 6 section 6.5.

3.5.2 Tungsten Erosion and Migration Study with PIXE

In 2009, an IBA study of tungsten was performed set of C-Mod Divertor tiles, giving
the first spatially resolved measurements of tungsten migration in C-Mod as well as
the first erosion rates, presented in [4]. For this study, a toroidally-continuous row of
bulk tungsten (W) tiles was installed near the typical location of the outer strike-point
in the Alcator C-Mod divertor and was removed for analysis after two campaigns
(3151 plasma discharges). External beam particle induced X-ray emission (PIXE)
analysis - a technique similar to PIGE - was used to observe campaign-integrated W

81



Figure 3-15: Photograph of the external beam PIGE analysis setup.

migration patterns in the otherwise Mo divertor using the W as a tracer for divertor
erosion and transport.

Using a set of high spatial resolution PIXE measurements (3 mm resolution), a
poloidal profile of W migration was constructed, shown in figure 3-17. This result
shows W redeposition of up to 1.5 x 1021 atoms/m 2 (~20 nm equivalent thickness) on
the outer and inner divertor, and in the private-flux region. The campaign-integrated
deposition on the analyzed tiles corresponds to net W erosion of ~60 nm (>0.014
nm/s) demonstrating reactor like high-Z errosion on C-Mod PFCs. The migration
profiles indicate sputtering and prompt redeposition in the outer divertor, neutral
and ion transport through the private - flux region, and transport in the scrape off
layer. This study demonstrates the capabilities of external IBA and constituted the
first ever poloidal measurement of tungsten migration in the C-Mod divertor.

3.5.3 Measurement of Boron in the Divertor with PIGE
In parallel with the 2009 Tungsten erosion study, boron profiles were measured with
external beam PIGE analysis on the same set of tiles. These results are presented
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Figure 3-16: Gamma Yield measured with external proton beam PIGE analysis.
Error bars quantify Poisson error.

in [3]. A map of the analyzed tiles and the boron profile from the inner divertor
are shown in figure 3-18. The boron profile for the outer divertor and divertor dome

(covering the EFl coil) are shown in figure 3-19. All of the measurements were made
with spatial resolution of 3-4 mm, using 3 mm diameter proton beam.

For the 2009 campaign, the inner divertor was made up of ramped tiles that were
designed to shade the bolt hole in the middle of the tile from the direct impact of
plasma particles. The spatial resolution of the external PIGE measurement allowed
for each of the three sloped regions of each ramped tile to be studied. These boron
patterns on the inner divertor did not seem to follow a trend and seemed to be most
affected by the slope of the tiles. The deposition in the inner divertor is also higher
than any other region of the divertor even though boronization is not expected to
cause significant deposition in this region. This indicates that the inner diveror was
a region of net boron deposition during the 2009 campaign. This pattern was very
different from the tungsten measurements on the inner divertor which were highly
localized towards the bottom of the inner divertor near the strikepoint.

Boron on the outer diveror seems to show a pattern that is essentially identical to
the profile of tungsten from the tungsten migration study of the same tiles. This indi-
cates that the both low-Z and high-Z materials migrate through the similar transport
mechanisms in the outer divertor. The divertor dome spans the region of the vessel
where the EC resonance is expected to deposit boron during boronization. Most of
this region also resides in the private flux region which is topologically excluded from
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Figure 3-17: Spatially resolved map of net poloidal migration of tungsten in the lower
Alcator C-Mod divertor measured with external ion beam analysis. W is the tungsten
tile row located near the outer divertor strike point used as the tungsten source in
this study.

the edge-plasma so erosion is expected to be minimal. As a result most of the EF1
dome region appears to have a relatively smoothly varying profile whereas there is
substantially more scatter in the data and an increase in boron close to the inner
divertor near the inner divertor strike-point.

3.6 Discussion of Exteral PIGE Analysis and PMI

These measurements demonstrate that external IBA is effective for measuring long
term integrated effects of PMI. Extrapolating from the measurements, boron deposi-
tion rates appear to exceed 10 cm/year (of plasma exposure) in some cases. Tungsten
erosion rates also extrapolate to > 0.4 mm/year in the outer divertor. For tungsten
in particular, these rate are approaching the maximum acceptable erosion rates for
high-Z PFCs which are likely to be implemented in future reactor scale fusion devices,
yet it is difficult to understand the mechanisms these erosion and deposition patters
when the available measurements techniques can only capture net effects that are
integrated over thousands of plasma experiments.

The PMI effects produce a complex spatial pattern that can be measured with
IBA in great detail, but with no method to determine when and how these changes
occurred it is not possible correlate the observation of materials changes to specific to
plasma conditions. While ex-situ analysis clearly exposes the problems of PMI and is
a powerful tool for studying long term effects of PMI, ex-situ analysis is fundamen-
tally limited by the measurement timescale. Adequate time resolution requires in-situ
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measurement techniques to study surfaces of with comparable diagnostic quality in
order resolve the time evolution of surface conditions. Thus, this fundamental di-
agnostic need motivates the development of accelerator in-situ materials surveillance
(AIMS).
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Figure 3-18: Top: map of the lower divertor showing regions that were PIGE analyzed
for boron after the 2009 campaign. Bottom: spatially resolved boron measurements
on a set of tiles spanning the inner divertor.
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Figure 3-19: Top: spatially resolved boron measurements on a poloidal set of tiles
spanning the outer divertor. Bottom: spatially resolved boron measurements on a
set of tiles spanning the divertor dome which covers the EF1 poloidal field coil in the
lower divertor.
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Chapter 4

Integration of a Compact Ion
Accelerator with a Tokamak

The AIMS diagnostic technique fundamentally requires the integration of a compact
accelerator with a tokamak to study plasma material interactions. The accelerator
must provide the necessary ion beam parameters and access to the tokamak plasma-
facing surfaces. To date, this is the first integration of an RFQ accelerator with a
tokamak and likely the first use of an RFQ for ion beam analysis of materials. The
successful implementation of the RFQ on the Alcator C-Mod tokamak represents a
unique and important contribution to fusion PMI research.

4.1 Overview of Accelerator Integration

Installing and operating an accelerator in the vicinity of a tokamak for the AIMS
diagnostic poses constraints on the accelerator size and design. The accelerator must
be small enough to fit within the tokamak shielding cell while also producing a beam
in the MeV range with high enough beam current to induce sufficient nuclear reactions
to make spectroscopic measurements. In addition, the accelerator cannot have large
magnetic components that might interact with the tokamak's fields.

Radio-frequency quadrupole (RFQ) accelerators are well suited to satisfy these
criteria. RFQs can accelerate high current beams by ~I MeV per meter of accel-
erating structures - significantly more compact than other conventional accelerator
technologies such as the electrostatic accelerator used for ex-situ IBA (chapter 3).
In addition, RFQ structures are typically made from copper or Cu-plated aluminum
which are non-magnetic and do not cause issues with the tokamak's magnetic fields.

RFQ accelerators are resonant RF cavities with four vane structures that a spe-
cially machined produce spatially varying fields near the beam axis. The specially
designed field structure bunches and accelerates the beam while simultaneously pro-
viding strong transverse focusing. The combination of beam bunching, beam focusing,
and ion acceleration with RF rather than ~MV DC voltages allows RFQ cavities to
be extremely compact high current ion accelerators, typically achieving ion acceler-
ation gradients of 1 MeV/m [48]. RFQ accelerators also produce high quality (low
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emittance) beams compared to other similarly sized accelerators. The compact size
enables the use of RFQs for the AIMS technique buts comes at the expense of flex-
ibility. Each RFQ is designed and machined for a single mass to charge ratio and
final output energy. Therefore, only IBA techniques using a single ion energy can be
employed without the use of energy degrading techniques.

The accelerator used for the AIMS diagnostic is a 1990s era prototype RFQ accel-
erator, called the DL-1, designed by ACCSYS Technologies [1] for use as a neutron
source. It was designed to produce neutrons by bombarding a beryllium target with
deuterons, inducing the 'Be(d, n)' 0 B reaction. This accelerator was re-purposed for
the AIMS diagnostic with comprehensive refurbishment and upgrades to its controls
and power systems. In addition, accelerator support structure, RF transmission lines
and beamline were redesigned to accommodate operation the tokamak cell.

To achieve C-Mod wall tile size spatial resolution (2-3 cm) on the target PFC
surfaces, beam optics are necessary to maintain a focused beam over the beam's ~ 2
m trajectory through the beamline and tokamak vessel. The low emittance of the
RFQ beam is important for the beam optics because it allows for a better collimated
beam. However, the optical components combined with the non-uniform tokamak
fields form a complex beam transport system that requires computational modeling
of the fields, trajectories, and evolution of the beam's spatial and velocity distribution
for proper implementation (Chapter 5).

For MeV beams, electromagnetic quadrupoles are the most commonly used beam
optics because of their strong focusing and versatility. However, standard quadrupoles
are not suitable in tokamak ports because their large magnetizable iron components
can interact with the tokamak's fields, potentially perturbing the plasma or causing
destructive forces on the beamline during plasma shots. Instead, permanent magnet
quadrupoles (PMQ) were used because of their compact size, zero net B-field, and
ease of implementation. The beamline also requires compact beam diagnostics which
were developed to provide reliable current measurement, beam alignment and beam
characterization (section 4.7).

4.2 Accelerator: Principles of Operation

The RFQ design process allows for significant flexibility to fit various ion source
types and accelerator applications. RFQ cavities can be designed for any ion species,
charge state, beam current range up to >10 mA, and beam energy up to several
MeV. However, after the cavity design is complete, all of the beam parameters are
fully specified by the design. So, after the cavity is fabricated the only free parameter
is the RF power which must be set in order produce E-fields with sufficient amplitude
to accelerate the particles and compensate for the reduction in E-fields due to the
power coupled to the beam. Also, many designs can only operate in pulsed mode
because continuous wave (CW) operation may not be possible due to limitations in
the RF power system, or would lead to excessive RF heating of the cavity.

RFQ accelerators, despite their lack of operational flexibility, provide several dis-
tinct advantages that allow them to be compact. The combination of strong transverse
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focusing fields with longitudinal accelerating fields allow RFQs to achieve accelerating
gradients as high as 1 MeV/m at high currents in mA range. In both accelerating
gradient and beam current, RFQs outperform any other type of similar sized acceler-
ator ion accelerator up to ~ 2 MeV/nucleon. Also, since the RFQs can be designed
to efficiently bunch DC beams before acceleration, a compact ion source can be in-
tegrated into the accelerator unit without having a separate injector like most other
linac designs.

The DL-1 RFQ accelerator from manufactured by ACCSYS, designed to accelerate
high current D+ beams to 900 keV, was used for the AIMS diagnostic. The following
sections 4.2.1 and 4.2.2 describe the principles of operation of the RFQ accelerators
with emphasis on the design used in the DL-1.

4.2.1 Duoplasmatron source

RFQ accelerators are composed of an ion source coupled to a specially designed
resonant RF cavity. The ion source used in the DL-1 is a pulsed duoplasmatron
source shown schematically in figure 4-1. The pulse of ions produced by the source
is synchronized with the RF power system so that the ions enter the cavity after the
cavity has been energized. The DL-1 source ionizes D2 gas and extracts D+1 ions at
25 keV. The source operates in the following sequence:

1. The source's cathode is a filament, made from tantalum mesh coated with bar-
ium oxide, that is heated to >1000 K to produce a continuous supply of thermal
electrons. The barium oxide has a low work-function and aids the thermal emis-
sion process.

2. The filament is pulsed with a negative 200-300 V pulse Vf to initiate a plasma
inside of the intermediate electrode (IE). This voltage repels electrons from the
filament, ionizing some of the ~200 mTorr of D2 gas contained in the source to
create a plasma are inside of the IE.

3. As the IE accumulates negative charge, electron current begins to flow though
the opening of the intermediate electrode across a gap to the aperture in the
anode, creating a secondary plasma in the gap. The low resistance of both of
these plasma causes the intermediate electrode to reach a voltage that is roughly
Vf/2.

4. The IE is made from magnetic steel alloy and concentrates the magnetic field
from the solenoid. The field confines and compresses electron flow as it passes
through the gap. These confined electron orbits enhance the ionization process
of deuterium gas to create a low temperature but high ionization fraction plasma
(allows for low emittance, high current extraction).

5. Plasma escapes through the aperture and expands in the insulated plasma ex-
pansion cup.
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6. The surface of the plasma is shaped by the Pierce anode (biased at 0-300 V)
and the D+ ions extracted from the plasma surface by the 25 kV extraction
voltage.

Vext = 25kV

Anode
(source body) B

Das-
Vext + V Filament

Vext - 300V Arc Pulse
Vext - V Fiament

V=o

Filament

Intermediate
Electrode

High B for Impro

0

0

ved Ionization

Plasma Expansion

Field Shaping

Ion Extraction

Figure 4-1: Schematic of Duoplalsmatron Ion Source used in the DL-1. Refer to
section 4.2.1 for principles of operation and component descriptions. The blue arrows
represent electric field lines set by the geometry and the extraction potential. The
green arrows represent the magnetic field lines and their paths through the magnetic
iron body of the source and in the ionization gap.

This process in the duoplasmatron source produces a low emittance, high current
pulse of ions (for the DL-1, emittance = 0.02 wrcm-mrad [1], Current-20 mA). The
ions then pass through an electrostatic einzel lens to focus the 25 keV beam and match
the ion distribution to the acceptance for the RFQ cavity. Acceptance is defined as
the phase volume of particles at the accelerator entrance that will result in stable
orbits and acceleration over the length of the cavity.

4.2.2 Radio Frequency Quadrupole

Radio frequency quadrupole accelerators, as the name suggests, use a resonant RF
cavity that supports standing wave modes with quadrupole symmetry. More specif-
ically, RFQs are cylindrical cavities designed for a TE210-mode. Four copper vane
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structures separate the four lobes of the cavity mode and concentrate the electric
field near the beam axis.

As particles travel along the axis of the cavity, the quadrupole component of
the transverse field provides alternating gradient focusing, much like a electrostatic
quadrupole focusing system except with the fields varying in time rather than space.
This effect appears different in the lab frame, but is identical in the frame of the
particles.

Transverse Cross Section Longitudinal Cross Section (x-z plane)
(x-y plane)

X CZ

o ok o lk ilk o

B~

0 0. 02 03 4 05 44

z/psj\

Figure 4-2: Schematic of REQ field geometry. The transverse cross section (left)
shows E and B fields of the TE210-mode creating quadrupole electric fields near the
z axis of the cavity for transverse focusing. The longitudinal cross section (right)
shows how the transverse modulations of the vane spacing create a net longitudinal
E field for acceleration during 1/2 of each RE period. The spatial wavelenth A of
the modulations increase with z to keep each particle bunch with velocity f3, c in
synchronous phase with the time varying RE fields [551.

The spacing of the tips of the vanes r(z) are modulated longitudinally as a function
of z, as shown in figure 4-3. This perturbs the E-field of the otherwise purely trans-
verse TE21 0-mnode near the longitudinal axis of the cavity to produce a longitudinal
component for accelerating the ions. The modulations are designed such that, as the
ion bunch passes from a narrow region to a wider region, the longitudinal component
of the B-field accelerates the ions. Then, as the ion bunch passes the middle of the
modulation, the RE fields reverse polarity, causing acceleration in the second half of
the modulation. In order for the ion bunches to be accelerated over multiple modu-
lations, the width of the modulations must increase continuously in spatial period to
allow the particle bunches to remain in synchronous phase with the RE (which is at a
fixed frequency) as the velocity increases. This increasing longitudinal spacing occurs
primarily in the last 60% of the cavity where most of the acceleration occurs. Before
the primary acceleration region, both the transverse spacing between the vanes and
the vane profile are optimized for shaping and adiabatic bunching of the beam rather
than acceleration.
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Figure 4-3: Schematic of RFQ vane profile. The modulations increase in spatial
period to allow the particle bunches to remain in synchronous phase with the RF as
the velocity increases.

Figure 4-4: Photo of RFQ cavity with the case and end-plate removed, showing the
quadrupole symmetry of the cavity and the modulations of the vane tips.

4.3 RFQ Accelerator Refurbishment and Upgrades

The accelerator used for the prototype of AIMS is a refurbished 0.9 MeV deuterium-
ion RFQ from ACCSYS called the DL-1 which was originally designed as a prototype
for a neutron source. The specifications for the DL-1 and the achieved parameters
following refurbishment are shown in table 4.1. The DL-1 was designed for manual
operation, using mostly potentiometers, switches, and panel meters on the power sup-
ply racks for controls and monitoring. The accelerator, however, needed to operate
remotely in the Alcator cell. The C-Mod environment poses significant operational
challenges for the accelerator, associated with high radiation, other high-power RF
sources, electrical noise, and compliance C-Mods operational requirements. In addi-
tion, many of the accelerator's power systems were damaged or unreliable, needing
significant repairs. This necessitated a complete overhaul of the accelerator's controls,
electronics, and power supplies. These upgrades constituted a major component of
the research efforts for this thesis.

Comprehensive upgrades to the accelerator's controls, instrumentation, mechani-
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Parameter Design Achieved Unit
Operating Frequency 425 425 MHz
Input Energy 25 25 keV
Final Ion Energy 900 see section 4.8 keV
Output Energy Spread ±15 see section 4.8 keV
Design Input Current 5-15 10-20 mA
RFQ Cavity Beam Transmission >90 <10 %
Maximum Final Beam Current 21 1.5 mA
Beam Pulse Length 5-100* 10-50 /-IS
Maximum Repetition Rate 640* 60 Hz
Maximum RF Duty Factor 2.25 0.3 %
Required RF Power >39.5* 55 kW
Maximum RF Power 60 60 kW

Table 4.1: Design parameters for a the DL-1 Radio Frequency Quadrupole Accelerator
Manufactured by ACCYS [1]. Design parameters are accompanied by achieved pa-
rameters after DL-1 refurbishment. * There is some uncertainty in these parameters
based on conflicting information from the manual and the manufacturer.

cal support structure and vacuum system were required for integration into the toka-
mnak environment. All of the accelerator's controls and instruments were upgraded
from manual control to operate Group 3 fiberoptic loop controllers for remote oper-
ation in the Alcator cell. In addition, the mechanical support structure and vacuum
system were redesigned to fit in the confined space surrounding the tokamak port
while allowing for precision alignment of the RFQ cavity to the port flange.

4.3.1 RFQ Timing

To understand the AIMS diagnostic system and how its components interrelate, it is
informative to understand the sequence of events that occurs to produce a beam pulse
while measuring signals from the detectors in order to understand the function of the
various components in the accelerator system. A timing diagram of the controls,
monitor, power systems, and data acquisition is shown in figure 4-5. These pulses
typically have pulse widths of ~50 pts with repetition rates of 60 Hz.

To create a beam pulse, first 1F gate pulse activates the RF amplifier to produce
a 425MHz, 60 kW RF pulse to excite the RFQ cavity. Immediately the forward
1F amplitude begins to increase (measured with a directional coupler). A transient
reflected 11F amtplitide signal is measured as fields build up in the amplifier and
cavity, but drop to near zero if the amplifier and cavity are properly impedance
matched. At this time the fields begin to build up in the cavity and are measured as
the cavity- HRF (implitti(le by a small pick-up loop in the cavity. The cavity has a finite

RF fill time, usually ~5 ps, related to the Q of the cavity. Slightly before the cavity
has reached its maximum field the arc gate pulse initiates the are pulser circuit that
generates a plasma in the duoplasmatron source. As the plasma forms in the source,
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Figure 4-5: RFQ accelerator timing diagram. This diagram schematically shows the
voltage waveforms of the accelerators control signals, feedback from instrumentation,
and signals from detectors.

the arc current monitor provides a measurement of the current flowing through the
plasma and the internal source current transformer provides a measurement of the
beam current entering the RFQ cavity.

While the beam pulse is being generated and its ions are inducing reactions on at
the PFC target, the digitizer system that collects signals from the iw11ton,' ( ijna118

LI e ors and beam current transformer (installed on the beamline before upstream
of where the beam is injected into C-Mod) is enabled by the data acquisition gate
pulse, which spans the beginning and end of the beam pulse. After the measurement
is complete, the digitized neutron and gamma pulses are then analyzed to produce
spectra that are used to quantify isotopes on the target surface. The details of the
neutron and gamma post processing techniques are given in reference [21]. This
sequence thus describes the complete process of how the AIMS diagnostic operates.
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4.4 RFQ Systems and Installation Overview
The hardware upgrades to RFQ systems involve too much engineering complexity and
excruciating detail to be described thoroughly in this thesis. Instead the hardware
upgrades are briefly summarized with a series of figures and descriptions. Detailed
engineering drawings can be found archived by the MIT Nuclear Engineering Depart-
ment's technical staff.

The RFQ accelerator system has three major groups of components shown in a
photograph in figure 4-6: (1) The injector rack contains the power supplies, controls,
and monitor for duoplasmatron ion source. (2) The RF power amplifier is a 4 stage
system that produces RF pulses up to 100 pis in length and is designed to operate
with 100 [is pulses of up to 60 kW. (3) The accelerator contains the ion source and the
RFQ cavity to produce the accelerated beam. A complete system level schematic is
shown in figure 4-8 which describes how the various components interact to produce
the proper timing, beam, and measurements (as described in timing diagram 4-5). A
simplified version of this block diagram is also shown in figure 4-9.

All of the accelerator controls and instrumentation redesigned and custom built
for the upgraded accelerator. The analog and digital I/O were implemented using
Group III [37] programmable logic controllers that interface with PC through fiber
optics. These controllers were used in the custom built control modules that replaced
the manual controls and are consolidated into the following units: The ion source
rack controls (figure 4-10), The RF rack controls (not shown), and the high voltage
deck controls (figure 4-11).

All of these control units were operated through a custom interface designed in
LabViewTM [35]. An image of the user interface is shown in figure 4-12. Through this
interface the accelerator operator can control every aspect of the accelerators opera-
tion and monitor the accelerators instrumentation. In addition, for signals requiring
greater bandwidth than the Group III modules could provide, a digital 100MHz USB
oscilloscope was integrated into the injector with an 8-channel signal multiplexer for
monitoring timing pulses and high frequency measurements from systems such as the
RF power diagnostics.

Following the completion of the refurbishment and upgrade efforts, the RFQ accel-
erator was installed on the B-port of the Alcator C-Mod tokamak. The installation
process began in August of 2012 and was completed in September of 2012. Pho-
tographs of the installation are shown in figure 4-14. The general layout of the RFQ
hardware in the alcator C-Mod Cell are shown in figure 4-7.

The refurbishment of the DL-1 was a challenging engineering endeavor spanning
over 3 years. The successful completion of the accelerator upgrades as part of this
thesis followed by its installation enabled the implementation of the AIMS diagnostic,
contributing a major and critical component to successful demonstration the AIMS
technique.
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Figure 4-6: RFQ accelerator (black) with 60 kW amplifier (upper left) and ion source
power supply and control rack (upper right).

Figure 4-7: Top view showing
the C-Mod Cell.

the layout of the RFQ accelerator's power systems in
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Figure 4-8: Complete schematic of the RFQ accelerator's upgraded controls and power

systems. This system wide block diagram shows the interconnections and propagation

of signals throughout the RFQ accelerator system. In order to see the details of this

diagram use the pdf version of the thesis.
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Figure 4-9: Simplified block diagram of the RFQ accelerator's upgraded controls and
power systems. This diagram provides a system wide overview of the RFQ accelerator.
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Figure 4-10: Injector control module: (a) Programmable pulse signal generator for
synchronizing timing of the accelerators RF, beam, and data operations. (b,c) Group
III controllers with digital and analog I/O. (d) modular array for relays used for
control and routing of multiple signals and power controls. (e) Control and monitor
signals for the high vacuum system. (f) 8 multiplexed signal inputs for the integrated
100 MHz oscilloscope used for measuring high frequency signals from accelerator
instrumentation.
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Figure 4-11: High voltage controls: Since the ion source operates at 25 kV, the
source controls and power supplies are electrically isolated in a high voltage rack
that operates at 25 kV. (a) The arc pulser is used to make -300 V, 20 A pulses to
initiate and sustain the plasma in the ion source. This device was redesigned and built
with modern components. A schematic is shown in figure 4-13. (b) An electrolytic
capacitor is used to store energy between beam puses to provide the wired charge to
deliver the are pulse. The Pierce electrode supply provides the is used store energy
between beam pulses to proved the required to deliver the are pulse to the ion source.
(c) The Piece electrode supply provides allows plasma shaping in the extraction region
to improve efficiency. (d) Group 3 module provides digital and analog I/O. (e) All of
the components are wired into terminal modules that communicate with the group 3
modules.
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Figure 4-12: A custom computer interface was designed for the accelerator in
LabViewTM [35]. This interface allows the accelerator operator control every aspect
of the accelerator's operation and monitor the accelerator's instrumentation.
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Figure 4-13: Schematic of upgraded arc pulser design. This device is used to produce
-300 V, 20 A pulses to initiate and sustain the plasma in the ion source. The are pulser
was redesigned using modern IGBT components and drivers for better reliability and
power handling.
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Figure 4-14: View of the RFQ accelerator installed on C-Mod (top). The RFQ
accelerator being lifted into place using the gantry crane in the C-Mod cell (lower
left). View of the RFQ beamline with permanent magnet quadrupole optics with the
beamline connected to the beam injection flange on B-port (lower right).
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4.5 Accelerator Integration

The integration of the RFQ accelerator with Alcator C-Mod posed unique hardware
and instrumentation challenges. In particular, beam alignment techniques, compact
beam diagnostics, and optics were extensively studied and developed and process
of integrating the accelerator. The following section describe the beam alignment
considerations and the necessary engineering and diagnostic solutions.

4.5.1 RFQ Alignment Geometry

The injection angle and position is important for determining which plasma facing
surfaces in the vessel are accessible with AIMS. The assessment and optimization
of the initial positioning of the accelerator was performed by Z.S.Hartwig using 3-D
Euler integration based trajectory code with boundary detection [21].

Alignment of the accelerator during installation was critical because even relatively
small angular misalignments or deviations from collinearity between the axis of the
accelerator, beamline, and injection flange can cause the beam be miss the desired
target, create severe aberrations in the optics, or cause the beam to be occluded.

For trajectories with small deflections, the beam travels roughly 1 m through the
vessel after entering through the port flange and intercepts the inner wall with inci-
dent angles of > 40'. Every trajectory must be calculated numerically and responds
differently to errors in the angular alignment of the accelerator AOacc, however, the
error in target position Ax can be approximated for small angles using equation 4.1
where s is the path length of the beam.

s
AXX~ Adacc (4.1)

cos(Oin,)

Figure 4-15: Photos of B-Port during Alcator C-Mod vacuum break: View through
beam injection port (left). View of open port flange on B-port (right).
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Based on this simple estimate it is clear that the target location varies strongly
with beam injection angle. For example, an angular misalignment of 1 degree can
cause the beam to miss the target by as much as 2.5 cm, roughly the width of a C-
Mod molybdenum tile. It is therefore necessary to make the accelerator's alignment
as precise as engineering resources will allow and to quantify alignment errors to
minimize systematic error in the spatial resolution of the measurements.

When installing the accelerator, collinearity of the beam axis with the center of
the injection port flange was measured by mounting a diode laser concentric with
the ion source that was carefully adjusted to be aligned with the RFQ vanes. This
ensured that the laser would trace the exact path of the beam centroid after exiting the
accelerator. This was necessary because it was not possible to use proper surveying
equipment severe space limitations and obstacles in the C-Mod cell.

Figure 4-16: Precision alignment flange to adjust beamline angle with respect to the
accelerator case.

Alignment of the beamline with the accelerator is also very important because,
if the beam does not travel through the center of the beamline quadrupoles, severe
beam aberrations can result. It was necessary to attach the beamline rigidly to the
accelerator and compliantly to the port with vacuum bellows, adding an extra degree
of freedom to the alignment. This was required because if the beam line were rigidly
attached to the RFQ and the port, it would be extremely difficult to position all
the components precisely enough to make vacuum seal on the conflat flanges. In
addition, subtle movements or adjustments of the accelerator's position would bend
the beamline - the weakest connecting component.

Since the faceplate on the DL-1's case was not originally fabricated with enough
precision to orient the beamline to the accelerator axis, an adjustable alignment flange
was needed. The faceplate was also not fabricated with a standard vacuum flange or
bolt pattern. In addition, the optics did not allow more than several centimeters of
distance between the RFQ and the first quadrupole so a custom, compact, precision
alignment flange had to be designed and welded directly to the beamline. The design
is shown if figure 4-16. An oversized O-ring is used in place of vacuum bellows, and
precision (100 threads/inch) jack-screws are used for adjusting the angle allowing for
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Component Length Gradient Inner Radius Outer Radius
L [mm] ' [T/m] ri [mm] r[mm

Drift 133.47 -
PMQ 1 70.0 52.4 15.5 26.7

Drift 47.18 -
PMQ 2 70.0 -36.7 17.7 26.7

Drift 71.25 -

PMQ 3 35.0 48.1 16.0 26.7
Drift 1000 __ ___

Table 4.2: Permanent magnet quadrupole parameters (PMQ) [28] with drift spacing
optimized with TRACE3D [29] for a 1 cm diameter beamspot at 1 m from the last
PMQ. Blue and red are fonts are used for PMQs that focus in vertical and horizontal
transverse directions, respectively.

adjustments as small as several milliradians. This flange was used in combination
with the beam imaging techniques described in section 4.7.5 to align the beam with
axis of the focusing system.

4.6 Beam Optics

The DL-1 is designed to produce a low emittance beam, however, as the beam exits
the accelerator, it is small in spatial dimensions so the angular envelope of the beam is
large and it diverges rapidly in the transverse dimension. Optical imaging of the beam
of the beam indicates that the beam diverges with an angle of ~ 70 after exiting the
accelerator, meaning that the beam will diverge to 24 cm in diameter after traveling
only 1 m. Optics are therefore necessary to focus the beam on the target PFCs which
are typically >2 m from the end of the accelerator cavity.

The optics must be compact and must not interact with the tokamaks fields.
Permanent magnet quadrupoles (PMQ) are small compared to standard quadrupole
magnets. Also, they do not have any magnetizable iron and, being quadrupoles, they
have no net magnetic moment so their interactions with Alcator's fields are minimal,
making them well suited for the tokamak environment.

A PMQ triplet was used to focus RFQ beam for AIMS. These PMQs were custom
made and characterized for an earlier application of the DL-1 for the thesis work or
E.B. Iverson [28]. The only reliable source of the PMQ gradients and effective lengths
that were available were from [28] are shown in table 4.2.

Preliminary analysis with the TRACE3D [29] beam modeling code was used to
show that the PMQs could provide adequate focusing for AIMS. A TRACE3D simu-
lation shown in figure 4-17 shows that a beam from the RFQ with typical parameters
(2 mA) and trajectory length (1 m) can be focused to a 1 cm diameter beam spot.
Table 4.2 list the optimal amount of 'drift' space between the PMQs that was deter-
mined in this simulation.

This simple simulation with no steering fields is a good indication of the effective-
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ness of the PMQ system for the trajectories that were accessible with the toroidal
field using the available DC supplies for B coils on C-Mod. For a preliminary anal-
ysis, this was sufficient because the trajectory lengths did not substantially exceed
1 m and the effect of beam the steering the tends to have net focusing effect on the
beam. These assertions are shown more rigorously through advanced simulations in
chapter 5 that determine the beam spot size on target.
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30.e0e mm X 30.888 mrad
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Figure 4-17: TRACE3D [29] simulation of the permanent magnet quadrupole optics
demonstrates that the RFQ beam can be focused to a 1 cm diameter beam spot.
Upper left: initial beam envelope, upper right: final beam envelope, bottom: plot of
transverse vertical (red) and horizontal (blue) beam radius along the trajectory.

Figure 4-18:
ponents) for

AIMS Beamline with three permanent magnet quadrupoles (gray com-
focusing and the toroidal current transformer (green).

4.6.1 Optical Sensitivity and Beam Characterization

The adjustment of the PMQ optics and the measurement of the beam's ellipse pa-
rameters require an understanding of the beam's sensitivity to the placement of the
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Figure 4-19: Photograph of the AIMS Beamline with permanent magnet quadrupoles
for focusing. The white ceramic section to the right is the insulating break required
for proper beam current measurement with a toroidal current transformer.

PMQs. Unlike standard electromagnetic quadrupoles, PMQ rely on proper posi-
tioning of the PMQ along the beamline to provide the desired focusing effect. The
sensitivity of the PMQ positioning can be used for two purposes: 1) To quantify the
amount the that the quads must be moved to observe a sufficiently large change in
the beam dimensions to determine the ellipse parameters (discussed further in chap-
ter 5. 2) To determine the uncertainty in the spot size of the beam due to error in
the positioning of the PMQs.

The sensitivity study was performed using TRACE3D. First, using TRACE3D
optimization routines, the positions for the PMQ triplet were determined for a 1 m
straight trajectory that reaches its minimum diameter 1 m beyond the PMQ system
(optimal spacing shown in table 4.2). Then, the positions of the PMQs were var-
ied independently in increments of 5 mm. The resulting RMS beam width in the
transverse directions x, y are plotted in figure 4-20. The ellipse parameter 3 and its
sensitivity to PMQ position are plotted in figures 4-21 and 4-22 for both transverse
dimensions.

RMS WidthX= RMS Width Y - e

- Quad - Quad 1
Quad 2 12-- Quad 2

4.0 Quad 3 Quad 3
10

S E
6-

3.0
4

2.5

UO 0

2 -10 -5 0 a1 -10 -5 0 5 10
Quad Position az (mm2 Quad Position Az [mmin

Figure 4-20: Right: RMS Beam width in x (horizontal) direction versus changes in
quad position Az. Left: RMS Beam width in y (vertical) direction versus changes
in PMQ position Az. Az z - Zoptimal is the relative position of the quad positions
relative to optimal spacing given in table 4.2.

From these simulation results, since PMQ positioning uncertainties are likely to
be < 1 mm, it appears that errors in PMQ positions are inconsequential to beam
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Figure 4-21: In the x - x' phase plane:
changes in quad position z, where Az
given in table4.2.
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Figure 4-22: In the y - y' phase plane: Relative changes in / and /-sensitivity due to
changes in quad position z, where Az is the perturbation from the optimal spacing
given in table4.2.

focusing in this application of AIMS on C-Mod where spatial resolution of 20-30 mm
is required. Also, these results indicate that pertubations of ±1 cm in the PMQ
positioning or greater would be required for adequate resolution in determining the
ellipse parameters (discussed in section 5.5).
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4.7 Beam Diagnostics

Modeling of beam dynamics is strongly dependent on accurate knowledge of beam
energy and phase space distribution. All accelerator facilities use beam diagnostics
characterize their beams. There is a set of well established techniques that can be
applied a variety of applications, beam energy, beam current, and geometric con-
straints. However, compared to most IBA applications, AIMS is atypical in that the
RFQ beam energy is relatively low while the instantaneous current is unusually high,
but with low duty factor. For diagnostics that are used during the AIMS analysis,
space is also extremely limited in the Alcator cell, so the development of innovative,
compact, in-situ diagnostics was necessary.

4.7.1 Current Measurement

For any ion beam induced reaction, the reaction rate is directly proportional to the
beam current. Likewise, the total number of reactions that are detected must be
normalized to the number of particle that are incident on the target. It is therefore
necessary to accurately measure beam current to 1) use as a figure of merit while test-
ing an accelerator to describe beam quality and 2) throughout IBA measurements to
integrate the total particles on the target. For initial testing of the accelerator (pre
IBA experiments) a Faraday cup is the most accurate and straightforward way to
measure beam current and serves as a benchmark for all other beam current mea-
surements. For real time beam current monitoring during the AIMS experiments,
current transformers are the best suited diagnostic because they non-perturbatively
couple to the beam's magnetic fields without blocking the beam.

Faraday Cup

A Faraday cup is essentially a metal cup that is connected to an ammeter and is
used as a beam target. For low energy accelerators with low average beam power
(~ 1 Watt), Faraday cups are the simplest and most accurate way to measure beam
current. This is extremely useful when testing the accelerator before installing it as
a diagnostic or as a retractable device to be used between experiments.

The difficulty with Faraday cups is the suppression of secondary electrons that
are emitted from the target surface as the beam perturbs the electronic structure
of the target. 'Suppression' of secondary electrons simply means that the emitted
are electrons are re-collected by the Faraday cup conductor so that the secondary
electrons do not produce a net current that would interfere with the measurement.
This is a significant issue because the secondary electron yield can be as high as several
electrons per ion. Since the ammeter cannot distinguish between an absorbed ion and
an emitted election, it is very important to suppress these secondary electrons.

Faraday cups are shaped like a cup to reduce the solid angle of emitted electrons
so fewer escape the volume of the cup. This is insufficient for suppressing all of
the secondary electrons so electric fields are typically used in addition. For DC
accelerators this E-field is provided by a biased metallic structure or cage surrounding
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the Faraday cup that is connected to a negative voltage source with ~100 V. This
produces an E-field that repels the electrons (most having energies 0-50 eV) and
directs them back into the cup in order to obtain an accurate beam current reading.

In the case of the DL-1, the beam is pulsed and has a low duty factor so a simple
ammeter will not work for the measurement. However, since the instantaneous beam
current from the RFQ is relatively high (-1 mA), the current in the Faraday cup
can be measured from the voltage drop across a shunt resistor. This voltage drop
can easily be measured with a 1 kQ resistor using an oscilloscope or digitizer (from
V=I-R, I = 1 mA/V).

When using the shunt resistor, the election suppression issue must still be ad-
dressed. Since the beam current is so high, however, electron suppression can be
accomplished with a 100 kQ resistor in series with with the Faraday cup and shunt
resistor as shown in figure 4-23. For a 1 mA beam, the 100 KQ resistor produces a
100 V potential on the cup which is sufficient for electron suppression.

Beam Faay
Current I Faraday

to Scope

gnd

Figure 4-23: Circuit diagram for beam current measurement resistor (R1) and sec-
ondary election suppression resistor (R2).

4.7.2 Current Transformer

Current transformers are commonly used for in-situ beam current measurement. Typ-
ically, these transformers are toroidally wound coils with air or ferrite cores that en-
circle the beam. The beam acts as the primary "winding", inducing a signal in the
toroidal secondary. For the beam produced by the DL-1, ferrite core transformers are
the appropriate choice because of their compatibility with the beam's bunch size, their
wide bandwidth and the simplicity of the required electronics. For further reference
a tutorial on beam current measurement can be found in [56].

Bandwidth

The macro bunches can range from 10 - 100 its in length, separated by ~ 10 ms, with
each macro bunch composed of micro bunches < 1 ns in length with a period 2.35 ns
(1/425 MHz). A more detailed explanation of the beam's timestructure is given in
section 5.1.1. For the purpose of current measurement for AIMS, it is sufficient to
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say that the ~1 ns timescale is very challenging to measure and does not need to
be resolved because: 1) the beam's micro structure is shorter than time scale of the
beam the particle detection hardware and electronics, and 2) due to conservation of
flux, the integral of the measured current trace should be the same regardless of the
high frequency ns scale fluctuations in current.

In general, when measuring transient signals, the frequency bandwidth of the
transformer is important in resolving the signal. By analyzing the Fourier transform
of the signal, a current transformer can be chosen with the appropriate frequency
domain parameters (low frequency 3dB cutoff, high frequency 3dB cutoff) to observe
the harmonic content of the pulse.

For measuring macro bunches that are essentially square pulses, it is often simpler
to choose a suitable transformer based on the time domain parameters of the beam
pulse. Manufacturers of fast current pulse transformers often specify the time domain
response of the transformers in two easily measurable quantities, the 'rise-time' and
the 'droop'. As the name suggest, the rise time is the characteristic timescale that
the voltage output from the transformer requires to respond to a step function in
the current, typically measured in ns or ps. Likewise, the droop is the rate that
the voltage signal droops when responding to step function in the current, typically
measured %/ps.

Observing that the rise time of the current trace from the Faraday cup is typically
3 - 5 ps and the typical flat-top of the current waveform is 50 ps an transformer can
be acquired the appropriate pulse specs. For the AIMS measurements, a "Pearson
Electronics Wide Band Pulse Current Monitor, Model 4688, Ouput: 1.0 Volts per
Amp" transformer was used because of its availability. The Model 4688 has a rise
time of 12 ns and a droop of 0.4%/ps. This rise time spec is sufficient, but the droop
spec is too high because it suggests that a 50 ps pulse would decay by 18% over
its duration. However when testing this transformer with a pulser and oscilloscope,
this spec from Pearson proved to be an extremely conservative estimate, with the
measured droop being almost undetectable at ~0.01%.

Isolation and current path

The simplest location to put a current monitor is on the outside of the beamline so
it does not have to be high -vacuum compatible. However, beamlines are typically
made of conducting metals, most commonly stainless steel. Stainless is not a good
conductor compared to copper but its conductivity - is high enough to interfere with
inductive current measurements due to current return paths in the beamline and
attenuation of the beam's magnetic. Some form of electrical isolation is therefore
necessary to prevent the beam measurements from being attenuated. The diffusion
of the magnetic fields from the beam are limited by the beamline's conductivity which
can be quantified by an exponential attenuation scalelength called the skin depth 6.
For thin, conducting materials, equation 4.2 gives the value for 6 where p = 1/- is
the resistivity and w is the angular frequency of the AC magnetic field B from the
beam [20].
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6 2p B exp -8.69t [dB] (4.2)

With a stainless steel 1/16 inch diameter beam tube it is clear that some of the
lower harmonics of the beam's magnetic fields will diffuse through the tube however,
the higher harmonics will be severely attenuated and therefore cause significant dis-
tortion. Furthermore, if some or all of the beam current returns from the target back
to the accelerator through the beamline, it will cancel the flux in the transformer
from the beam causing the measured current to be substantially lower than the real
current.

These problems are resolved by inserting an insulating section into the beamline
with the current transformer on the outside. A grounding strap is also added on
the outside of the transformer to provide the return path for the beam current. A
schematic of the implementation of the beam current monitor is shown in figure 4-24.

Toroidal
Ceramic tube transformer

.Beam
--... -.... -. . ....

Beam current
return path

accelerator \
ground Low impedance

ground strap

Figure 4-24: Schematic of beamline with current transformer for measuring beam
current.

Implementation

Two methods were implemented to solve these issues. The first method - and the one
used for the AIMS measurements - was to use a clamp-on transformer from Pearson
Electronics (figure 4-25). This transformer was clamped on the beamline over the
insulating break as shown in figure 4-18.

However, the clamp on transformer from Pearson tended to pick of noise from the
Alcator cell and was not mechanically supported so it had to be removed before any
plasma discharges. As a more permanent solution, an effort was made to develop
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Figure 4-25: Clamp on transformer for beam current measurement. (Pearson Elec-

tronics, INC, Wide Band Pulse Current Monitor, Model 4688, Ouput: 1.0 Volts per
Amp)

a transformer that could operate in vacuum and be integrated into the beamline so

that the beamline would fully shield the transformer. A current transformer to fulfill
this purpose was designed, built, vacuum baked, and tested, but was not installed

due to time constraints.
High vacuum compatibility was required for the internal components of this trans-

former. An Amidon FT240J toroidal ferrite was used in this CT and was chosen
because it contains no coatings and is designed for pulse signal applications. Alpha
Wire 2841/1, 30AWG solid copper wire with Teflon insulation was used as it had
been previously qualified for use in C-Mod vacuum and 431 turns (calculated) were
wound around the ferrite. A CAD model and photograph of the in-vacuum CT are
shown in figure 4-26. A oscilloscope trace of testing and calibration of the in-vacuum
CT is shown in figure 4-27.

Figure 4-26: In-vacuum integrated current transformer for beam current measure-
ment.
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Figure 4-27: Calibration test of the in-vacuum CT for beam current measurement.
The top red trace is 250 mV, 5 mA test pulse and lower blue trace is the 600 mV
output from the in-vacuum CT and amplifier. The calibration factor is therefore 120
mV/mA

Amplification

Since the Pearson current transformer is calibrated to produce an output voltage of
1 V per amp of measured current, the output is typically less than 2 mV which is
comparable or smaller than the electrical noise that is picked up in the cable between
the transformer and the digitizer. To improve the signal to noise ratio, an amplifier
with 100x gain was built and installed as close to the transformer as possible (< 1
m). In addition the amplifier circuit contained a 4 MHz low pass filter to remove high
frequency noise pickup in the transformer and a 50Q line driver ensure a high quality,
impedance matched signal between the amplifier and the digitizer. A schematic of
the amplifier circuit is shown in figure 4-28.

4.7.3 Uncertainty in Current Integration

Since the reaction yield is proportional to the total number of incident ions (Nio=
Q/e), it is important to quantify the error due to random fluctuations in the beam
current integration and DC subtraction due to noise pickup. To determine Nin,
the total charge Q is determined by integrating digitized current waveforms from
all of the beam pulses Npuise. Therefore, the uncertainties in the integrated charge
Apuise from each pulse should be added in quadrature. However, since all of the
beam pulses have approximately the same amplitude, duration, and associated error,
the total uncertainty in charge integration AQ can be determined for large Npuise
using equation 4.3 by first calculating the uncertainty in a single typical current
waveform Apuise.
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Figure 4-28: Fixed gain 100x amplifier with 4 MHz low pass filtering for current
transformer signal.
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Uncertainty in DC Subtraction

The DC subtraction routine uses the average VDC of first NDC bins of the digitized
current signal to estimate the DC offset, then it subtracts this value from each bin
in the waveform. Since VDC is calculated from a series of voltage measurements
V, each having random noise associated with them, the uncertainty in the mean
VDC is proportional to the standard deviation in voltage o-v and 1//NDC, given in
equation 4.4. This means that the integral of each voltage waveform from the digitized
current pulse has an uncertainty of -DC due to the uncertainty in DC subtraction.

CDC -(4.4)QD - NDC

Uncertainty in Current Integration

The uncertainty in the integration of the current pulse also involves the sum of NQ
digitized voltage measurements V. However, it is difficult to distinguish the 'real'
signal induced from the beam current from the electrical noise. Since the beam pulse
is measured to be a smooth relatively low noise pulse in the laboratory, it is assumed
that beam behaves similarly in the noisy C-Mod cell environment. Therefore, to
calculate the uncertainty in the current measurement the assumption is made that
the real voltage output from current transformer is a smoothly varying function of
time for the duration of the pulse. The pulse is then fit to a polynomial function Vfit
and the standard deviation with respect to the fit is quantified as the uncertainty O-vq
in each digitized voltage V1 . A typical current waveform with voltage uncertainties is
shown in figure 4-29.
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Figure 4-29: Typical digitized output from current transformer plotted with the mean

DC offset VDC, and uncertainties in digitized voltages Vq.

Oya = IN > [Vo(tn) - Vfit(tn)] 2  (4.5)
NDC

Since there are Nq measurements, the uncertainty in the integrated charge in a

single pulse AQpuise with DC subtraction included is given by equation 4.6, where

V,= (Vq) - VDC is the average voltage during the pulse with DC subtracted.

AQ(puise _ V1 Vq 2  
2 2 + o2 (4.6)

Qpuise Nq VQ \ V VDC/X/q N DC

Since 200 voltage samples determine the DC subtraction and there are >9000

samples in each pulse, the results from this analysis shows that the uncertainty from

each pulse is quite small AQ/Q ~ 0.0025. This means that for a typical AIMS run
containing > 105 waveforms, the quantifiable, random error in the current measure-

ment should be vanishingly small as compared to typical Poisson uncertainty in the

particle counts.

4.7.4 Energy Measurement of the RFQ Beam

The most common type of high resolution energy spectrometers for ~MeV ions are

made with a large iron-core dipole electromagnets that produce an approximately

uniform, well characterized magnetic field to measure the beam's energy from its
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deflection. However for AIMS, this is not practical in the C-Mod cell because these
magnets are large and can weigh as much several tons. Compact energy diagnostics
are therefore necessary because of space limitations in the cell and in the vicinity of
the beamline.

Calorimeter

Calorimeters provide the simplest method for measuring the average energy of the
beam. Though calorimeters do not provide information about the energy distribution,
they are a useful check to make sure that the beam is being accelerated and is close
to the correct energy.

A beam calorimeter is essentially a thermally isolated beam target with a well
characterized mass m and a known heat capacity Cp. From conservation of energy,
the average beam energy is given simply by equations 4.7 and 4.8.

dT QQ = mCpT - - where : Q[W] = I[A] E[eV] (4.7)
dt mC,

(E[eV]) = mCp j <J dt~- mCP AT (4.8)
O I (t) dt (I) At

These equations assume perfect thermal isolation of the target. In reality, the
target must be physically supported and must be designed to minimize losses due
to conduction and radiation which tend to make the calorimeter measurement of
beam power appear artificially low. Since the beam calorimeter must be used in
vacuum, there is no convective heat transfer so the heat losses can be calculated
straightforwardly. In the absence of convection, the heat losses Ql,, are calculated
with equation 4.9.

7 (T - T) + ucA (T 4 - T) (4.9)

For testing the RFQ beam, a calorimeter was designed and built using a cylindrical
3/4 inch diameter copper beam target suspended in vacuum by a 1/8 inch diameter
stainless steel tube containing a thermocouple. Copper was chosen for the target
because of its high thermal conductivity k that allows the target to maintain an
approximately uniform quasi-static equilibrium temperature profile as it is heating.
This ensures that measured temperature rise at the thermocouple contact point is
representative of the increased thermal energy of the whole target. A CAD model
and the completed calorimeter are shown in figure 4-30.

The dimensions and thermal properties used in this design were inputed into
equation 4.9 to give the heat loss from the calorimeter as a function of absolute
temperature T normalized to ambient temperature T. in equation 4.10.

Q1OSS[W] = [0.3501] - I + [0.03965] - 1 (4.10)
( TO TO
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Figure 4-30: Vacuum insulated copper calorimeter design for measuring average beam
energy. CAD model (left). Photograph of calorimeter before installation (right)

Both terms are similar in magnitude and are nearly linear near ambient tempera-
ture, as shown in figure in figure 4-31. Since the typical operating regime is between
0-20K above, ambient the heat loss is likely to produce ~3% error and can be can be
accounted for in the measurement.

Heat Loss from Beam Calorimeter
0.12 , (for ambient T = 300 K)

-- Q1,, Conduction

0.10 - Q .. Radiation

Q > 1lWatt
0.08 Q Beam

0.06-

0.04-

0.02 -

00 320 340 360 380 400
Temperature [K]

Figure 4-31: Heat loss mechanisms for the beam calorimeter are compared. Since
most measurements are taken within 0-20 K above, ambient temperature the heat
loss is small, and can be easily accounted for.

The calorimeter was installed on the RFQ on several occasions while the RF sys-
tem was being tested. The results from three separate calorimetry measurements are
shown in figure 4-32 with differing forward RF power, measured from the directional
coupler on the RF amplifier's output. From these measurements it is clear that the
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average beam Energy is substantially lower than the 900 keV beam energy specified
in the DL-1 design. These results also demonstrate the strong dependence of the
beam energy on RF power.

Calorimeter Temperature Rise Normalized to Beam Current

++ PRF=58kW

4-+ PRF=56kW

4 -+ PR<45kW

CP/

<2-

0 50 100 150 200 250
Time [s]

Figure 4-32: Calorimeter time traces are shown for three beam measurements with
differing forward RF power measured at the amplifier output. The temperature AT =
T(t) - Tambient is normalized to beam current to show an equivalent comparison. The
average beam energy inferred from average AT/At is displayed adjacent to each data
set.

Thin-Film Rutherford Backscattering Spectrometer

A novel compact energy spectroscopy system was designed and built for AIMS based
on Rutherford backscattering from a thin-film target inserted into the beam. Standard
silicon charged particle detectors including the ORTEC 50-116V10 detector used in
this device are compact and have good energy resolution (typically ~10 keV) and are
therefore suitable to provide an energy spectrum for the RFQ deuterons. However,
like most particle detectors, they are limited to instantaneous count rates of 10 4 -101

counts per second whereas, a 1 mA singly charged ion beam has a particle current of
6.24 x 1015 ions/sec. Attenuating the particle flux by more than 10 orders of magnitude
is infeasible with apertures alone. Rutherford backscattering (RBS), however, can
reduce the particle flux by as much as 6 orders of magnitude making the combination
of RBS and apertures sufficient for lowering the count rate.

Using backscattered ions from a thick target is not necessarily straightforward
because particles of a given energy backscatter with a continuum of energies because
some particles slow down in the target more than others before scattering. This is
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problematic because the detector resolution is not necessarily fine enough to properly
deconvolve the beam's energy spectrum from the RBS spectrum. Instead a thin-film
target can be used, as shown in figure 4-33.

Si Detector

Range Foil
(optional)

Aperture 2

Beam

5Onm Au

Aperture 1 on SiO 2

Figure 4-33: thin-film Backscattering Geometry

This is advantageous because when a particle of backscatters off of a thin-film it
does not travel enough distance in the target to lose an appreciable amount of energy.
Therefore, the backscattered energy is directly related to the incident energy by the
kinematic factor r, which is an energy independent function of mass and scattering
angle. This means that the thin-film RBS spectrum from a D+ beam will directly give
the beam's energy spectrum, scaled by a factor of r,. For deuterium ions scattering 900
off of gold, 'Au= 0.9799 so the scattering energy is nearly the same as the incident
energy.

A thin-film backscattering spectrum is shown schematically in figure 4-34. Since it
is difficult to produce a sufficiently thin, self-supporting scattering target, a thin-film
supported by a substrate is a better choice because of its mechanical robustness. The
target must be a high-Z/high-mass element, supported by a low-Z/low-mass substrate.
The Z2 dependence of the Rutherford cross section makes scattering from the film
much more probable that the substrate and the mass difference creates a separation
in energy between the thin-film peak and the continuum from the substrate due to
the mass dependence of the kinematic factor. Using a range foil was considered to
prevent the scattered ion from the substrate from reaching the detector to reduce the
total count rate. This is problematic, however, because energy straggling in the foil
is detrimental to the energy resolution of the technique. The effect of straggling is
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Figure 4-34: Schematic picture of the
substrate.

RBS from a thin-film of gold on a target

apparent in the straggling width for 900 keV D+ passing through a range foil, shown
in figure 4-35. Furthermore, using a range foil to remove a significant portion of the
spectrum is not desirable because it reduces the dynamic range of the technique. After

700 00keV D+ energy spectrum

600

500 -

400-

300 -

200

100-

RA 450

5pm Al Foil (FWHM-31keV)

Energy (keV
550 600

Figure 4-35: If range foils are used to remove backscattered particles from the sub-
strate, straggling of D+ Ions in the foil degrades the energy resolution. Straggling is
shown for a 5 ptm aluminum foil, calculated with SRIM [68]

analyzing the recoil spectra of deuterons off of various thin-film targets and substrates
with SIMNRA [38], a predictive modeling code for RBS and nuclear reaction analysis,
it was determined that the range foils could be avoided by using gold target films
on low Z-substrates such as glass, carbon, or beryllium. A series of calculated RBS
spectra for a variety of gold thicknesses on silicon dioxide (Si0 2) are shown in figure 4-
36. Since gold on Si0 2 targets are readily available and 50 nm provide the sharpest
peak with minimal scattering from the substrate, 50 nm gold targets were chosen for
the spectrometer.

This novel design for a compact beam energy diagnostic was demonstrated using
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Figure 4-36: RBS Simulations using SIMNRA [38] show that that 50nm gold films on

SiO 2 provide good energy resolution with relatively low counts from backscattering
from the substrate.

SIMNRA [38], a reliable predictive modeling tool for IBA. It was then fabricated and

is shown in figure 4-37. Time constraints and the failure of the DL-1's RF amplifier

prevented the final implementation of the diagnostic. However, this is a critical

diagnostic for AIMS and will be used in future AIMS implementations.

4.7.5 Beam Imaging

Methods for optically imaging the beam provide a useful tool aligning beamline com-

ponents and setting up beam optics. The simplest way to image the beam is with

a digital camera observing light from a scintillating target that intercepts the beam.

Since the light output from scintillators is approximately proportional to the de-

posited energy, the light emission from the target (corresponding to brightness seen

by the camera) provides an image that is representative of the transverse profile of

the beam's current density.
A scintillation method was used for aligning the beamline and adjusting the PMQs

for the AIMS diagnostic. For this implantation a quartz (Si0 2 ) vacuum window was

used with a 450 mirror so the camera could be mounted perpendicular to beam. This

was done due to space constraints and to avoid bombarding the camera with a high

fluence neutrons forward directed neutrons from (d, n) reactions with Si0 2 . An image

of a typical beam spot exiting the accelerator is shown in figure 4-38 along with a

CAD model and photograph of the diagnostic. This diagnostic was successfully used

to align the RFQ beamline and verify the focusing quadrupole optics.
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Figure 4-37: Implementation of a fixed target design for a thin-film backscattering
spectrometer.

RPAm c~nnt

Figure 4-38: Compact beam imaging tool to align the beam with the beamline. A
CAD model and photo of the beam imaging diagnostic are shown left and center. A
photo (right) of the RFQ beam scintillating on quartz is shown on the right.

4.8 Beam Energy Correlation to RF Power

The RFQ physics and design principles dictate that RFQ acceleators should the
produce nearly monoenergic beams of a specific energy (900 keV for the DL-1) if
supplied with sufficient RF power and an ion beam that is matched to acceptance
envelope of the cavity. However, neutron and gamma count rates, and the calorimeter
measurements described in section 4.7.4 suggest that there is a strong correlation
between the RF power coupled to the cavity and the average energy of the accelerated
beam.
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With RFQs at other facilities, detailed measurements of the energy distribution
have demonstrated that if the RF cavity fields are substantially below its design
requirements, the resulting beam distribution tends to be peaked at the design energy
with broad low energy tail that can cause the average beam energy to be substantially
lower than the peak [12]. The DL-1's RF system was operating with appropriate
power levels for the cavity's specifications, however, potentially similar behavior was
being observed. Since ion source alignment issues caused some difficulties in the DL-1
refurbishment, it is possible that poor matching between the ion source beam and
the cavity acceptance contribute to improperly accelerated orbits or other anomalous
RF dependent behavior, though this could not be confirmed.

Since the gamma count rates and the RF amplitude could be measured reliably
but the beam energy could not be sufficiently characterized at the time of the AIMS
measurements, a calibration curve fRF was developed experimentally to relate the RF
in the cavity ARF to the gamma counts measured in the experiments Ny,exp, in the
form of equation 4.11.

Ny,exp (~ R ARFNyex - fRF AF(4.11)

Nky A6okw

The RF field amplitude in the cavity as well as the forward and reflected RF power
were measured during each AIMS measurement. The cavity field amplitude directly
determines the energy coupled to the beam so it was used for the calibration. The RF
amplitude ARF was measured with a pickup loop mounted inside of the cavity and
is normalized to the RF amplitude A60kw at with 60 kW of forward power coupled
to the cavity. This measurement was used in conjunction with measurements of the
total gamma count rate summed over the entire spectrum. The data required to
create this calibration curve was only available at lower RF amplitude so it had to be
constructed from two types of measurements:

1. Direct Measurement: Data for direct measurements of gamma yield (summed
over all energies) vs RF amplitude was available for cavity RF of 80-91%
[ARF/A60kw]. Since the PFC conditions for these measurements were identical
and the cross sections for the known (d,g) and (d,n) reactions increase roughly
linearly with energy near 900 keV, the total gamma yield is approximately pro-
portional to the beam energy.

2. Derivative Measurement: Above RF = 91% [ARF/A60kw] , data for direct com-
parison of an identical target was not available. However, since three RF read-
ings were recorded for most AIMS runs, it was possible to calculate the deriva-
tive dNY/dARF of the instantaneous gamma count rate dN. with respect to the
RF amplitude within a each AIMS run. The derivative data was then fit with
a polynomial, then integrated to give an approximate functional form for the
roll-over and flat top of the curve which was not captured by the measurements
from (1).

The data for measurements (1) and (2) are shown in figure 4-39. The direct mea-
surements (1) were straightforward. The RF amplitude was increased from in steps
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of 2% [ARF/A60kw] and the gamma spectra were integrated and normalized to the
beam current, then the data were fit to a polynomial. The derivative measurements
(2) were more complicated and are shown schematically in figure 4-40.

Total Gamma Counts versus Cavity RF Derivative of Count Rate w.r.t. Cavity RF250

Dr A60kw dN-y
200- N dARF

UU

1
Cr

ru0

84 96 Ws 90 9se 2 94 -1.11 92 93 95 Ws 97
RF Cavity Amplitude [A/A(60kW)] RF Cavity Amplitude [A/A(60kW)]

Figure 4-39: Data points and fit for direct measurement of RF amplitude versus
gamma counts (left). Derivative of gamma counts N, with respect to RF amplitude
measured within individual AIMS runs.

Since each AIMS run had up to 3 measurements of cavity amplitude, and the
g~amma measurements are in the form of pulses digitized as a function of time, the
AIMS run could be divided in to smaller sections in time where the average count rate,
average charge (for normalization), and average RF amplitude can be determined for
each section. Even though the absolute boron counts cannot be compared between
different AIMS runs since the targets were not necessarily the same, the derivate can
be calculated from the averaged quantities with equation 4.12.

(Ny2 Nyg

- = t Q (4.12)Q dARF ARF2 - ARF1

After the derivatives were calculated, the were fit to a polynomial which was then
integrated to give the functional form of the region of the calibration calibration curve
where ARF is high. These two curves from the direct fit and derivative fit were then
joined by matching their amplitudes and derivatives. Then the curve was scaled such
that it asymptotes to I as ARF/A60kW -+- I and goes to zero with the experimental
data at low ARF/A60kW. This calibration curve shown in figure 4-41 was critically
important for removing the beam energy fluctuation in the results through calibration.
It was therefore incorporated into the analysis described in chapter 2 and results in
chapter 6.
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Figure 4-40: Illustration of the derivative measurements used for RF calibration.
Each AIMS run is divided into regions where the average RF cavity amplitude A,
average gamma count rate N, the integrated beam charge Q. The derivative can
then be calculated from neighboring N,/Q points with respect to A
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RF Calibration Curve
Average Gamma-Rate vs Cavity RF Power

- Direct Measurements -

- Derivative Fit

88 90
RF Coupled to Cavit

- Flat Top dN/dRF=o

92 94 96
y [% of full scale]

Figure 4-41: Calibration curve to correct for beam energy fluctuations due to changes
in RF power. This curve gives the downgraded (expected) number of counts normal-
ized to the ideal number of counts from a 900keV beam.
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Chapter 5

Beam Dynamics and Control

One of the fundamental design goals of the AIMS diagnostic technique is to enable
spatially resolved measurements of surface properties inside of fusion devices by lo-
calizing an injected ion beam onto the desired locations. To achieve this goal, the
AIMS technique requires detailed modeling of the beam's trajectory and spot size
on target to ensure reliable and quantitative measurements. Since the dynamics of
beams in complex fields are not analytically solvable, computational beam dynam-
ics modeling tools were developed and implemented as part of this thesis to provide
beam control and to determine the spatial resolution and detection geometry of AIMS
measurements.

The D+ beam used for AIMS, like any charged particle beam, has a finite energy
spread, transverse velocity components and finite spatial dimensions which must all
be accounted for in the modeling. As the beam passes through the complex magnetic
fields of the tokamak, the trajectory of the beam centroid must be calculated numer-
ically in order to determine the location where it intercepts the PFCs. In addition,
the evolution of all of the position and velocity components of the beam's distribution
must be calculated to determine the spot size at the target PFC and, therefore, the
spatial resolution of the measurement. The following sections describe the theory and
implementation of the code used to analyze dynamics of the beam used for AIMS.

5.1 Beam parameters

A beam is generally characterized by a 6-dimensional particle distribution function
f (x, y, z, ps, py, pz). It is conventional to use the z direction as the propagation direc-
tion for the beam while x,y are the transverse directions. It is also typical to assume
that has as small spread in position and momentum about the center of mass with a
mean momentum pzo that is much larger than the momentum spread in any of the
transverse dimensions.

Beams produced by electrostatic accelerators are spatially continuous in the z di-
rection whereas beams produced by RF accelerators are typically composed of particle
bunches that are spatially localized in all dimensions, traveling at velocity v as shown
schematically in figure 5-1. There are several parameters that are used to quantify the
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Figure 5-1: Simple illustration of a beam bunch traveling at velocity v,

beam including the beam energy and momentum, current, time structure, emittance,
and phase space distribution. It is important to fully define and understand these
parameters to properly model the beam.

5.1.1 Beam Current and Time Structure

With beams from DC accelerators, the current is straightforwardly describes the
average number of particles propagating in the beam. RF accelerators are distinctly
different in that, the beam current is periodic on the timescale of the RF period and
can be pulsed on longer timescales. It is common to discuss the structure of the
beam current in the time domain because the 'time structure' of the beam provides
an intuitive description of the instantaneous rate that particles arrive at a particular
location. Typical values for the timescales of the beam from the DL-1 accelerator,
used for AIMS, are given in table 5.1. From the time structure picture, the beam
current can also be easily converted to the spatial distribution of the beam where a
timescale t relates to length scale of a beam pulse f = #ct as it moves through the
lab frame at velocity 3c which is useful for some applications.

Timescale Symbol Value [sec]

Micro-bunch width To ~ 10-10

Micro-bunch period TP 2.35 x 10-
RF period TRF 2.35 x 10-'
Macro-bunch width TpuIse 5.00 x 10-'
Macro-bunch period TBeam 1.66 x 10-2

Table 5.1: Characteristic timescales for the DL-1 accelerator used for AIMS. Graph-
ical definitions are given for the quantities in figure 5-2.

RF accelerators operate by accelerating micro-bunches of particles, each with
charge Q and a width r,,, which is a fraction of an RF period TRF. RF systems
are often pulsed, creating macro-bunches that consist of a train of accelerated micro-
bunches that are spaced in time by the micro-bunch period T, (equivalent to TRF)-
These beam macro-bunches have a width Tpulse and period of Tbeam, or equivalently,
a repetition rate of 1/Team. The time structure of a typical beam in figure 5-2.
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Figure 5-2: A schematic picture of the time structure of a pulsed beam from an RF
accelerator. Timescales for the DL-1 RFQ are given in table 5.1.

The time structures of beams have obvious implications for synchrotrons, storage
rings, and particle colliders because of the critical role timing plays in the acceleration,
transport, and collisions of particles, but also has implications for IBA techniques like

AIMS. The DL-1 RFQ used for AIMS has a high instantaneous current a low duty
factor compared to any common IBA technique. The average current is related to the

average current within a beam pulse by the duty factor D, defined in equation 5.1.
The average current (')beam is related to the current during a beam pulse (I)puis, and
the charge Q in each micro-bunch.

D = ton _7 -pulse (5.1)
ton + toff Tpulse

()beam = D (I)Puise = D (5.2)
TRF

ipeak 2 (I)pulse (5.3)
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These timescales are important to consider because the average current directly
determines the time the detector will require to collect sufficient counts while the
instantaneous current can lead to count rates that approach the limits of the detector.
In addition, high peak beam current can complicate beam optics because space charge
effects tend to cause unwanted expansion of the beam.

It is difficult to observe the micro-bunch structure because it requires current
measurement with nanosecond resolution. In the case of AIMS, the micro-bunch
structure can be ignored because the micro-bunches within a pulse arrive faster than
the timescale of the gamma and neutron detection so, for practical purposes, the
beam behaves like a DC beam during the pulse. For AIMS, the only consequence
of the micro bunches is that the peak current Ipeak is higher than the pulse current,
affecting the space charge expansion of the beam. The peak current 'peak can be
estimated in equation 5.3 from the range of RF phase AO that can support stable
orbits in the accelerator and the measured current Ipuse. The quantity AV depends
on the design of the accelerator and is necessarily less than on W/TRF-

5.1.2 Energy and Momentum

It is necessary to measure the beam energy and/or momentum of beam particles to
calculate the beams trajectory in E and B fields and to interpret the spectroscopic
measurements from beam-target interactions. In addition, the momentum in the
traverse direction becomes important when focusing and transporting the beam.

For low energy beams, the average kinetic energy per particle is used to describe
the beam energy in units of electron volts [eV]. The beam's energy distribution is
also important. Since most charged particle sources rely on thermal processes, the
momentum distribution is typically assumed to be Gaussian which continues to be
Gaussian as it is propagated through the accelerator system. An illustration of the
beam distribution is shown for each position and velocity components is shown in 5-3.
The general distribution function for a Gaussian beam with an average momentum
vector PO, traveling in the Z direction with momentum pzo are given equivalently by
equations 5.4 and 5.5.

f(p)dsp 1 exp - PO) (5.4)
V27r a2  2a.2  J

1[ 2 22
f(p)dpz _ y - PZO (5.5)

(27)3 /2 PX OPY OPz 27 2a2 2

For any good quality beam, the momentum spread o in the longitudinal direction
(the direction of propagation) is much smaller the average momentum of the beam pzO,
so an expansion about p.o (equation 5.6) shows that the longitudinal distribution can
also be approximated as Gaussian in energy E. The important consequence of this
expansion is that simple beams can be assumed to be Gaussian in both longitudinal
momentum and energy.
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Figure 5-3: Simple illustration of a particle bunch's Gaussian distribution in all spatial
and velocity dimensions. The distribution in each dimension has a characteristic
width that evolves in time as the beam propagates in the z direction.

Pz - Pzo = 2m(Eo + AE) - /2mEO ~ /2mEo AE, for : AE < 1 (5.6)
EO

1 [ m (E-EO) 2

f(px, pY, E) = f(px, pY) exp (5.7)
T e a l u27, [ 2E, 2o, I

This means that the longitudinal momentum Ap/p is proportional to the energy
coordinate AE/E so they can be used interchangeably, differing only by a numerical
factor of 1/2 for non-relativistic beams. This fact is useful because magnetic beam
optics such as quadrupoles, sector magnets, and B-fields in general are analyzed
most naturally in momentum coordinates while accelerating structures are typically
analyzed with potentials and energy coordinates. This is also true for a relativistic
beams where the beam's total energy E from the relativistic Hamiltonian is more
commonly used (equation 5.8) where the relationship between energy and momentum
coordinates is given by 5.9.

R = eV + /(cp - eA)2 + m2c4 -- E= /c 2 p2 + m 2c4 (5.8)
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Ap- - AE (5.9)
p 1+7yE

5.1.3 Beam Distribution in Phase Space

As described in the previous section, most simple beams produced by RF accelera-
tors have approximately distributions Gaussian in momentum. Since the spread in
momentum tends to cause the particles to spread in spatial extent, it is typical that
beams can be assumed spatially Gaussian as well. When using linear models to cal-
culate the evolution of these beams, the distribution also remains Gaussian as the
beam is transported or accelerated.

In many cases it is sufficient to model the beam more simply as an envelope
surrounding the beam distribution. For distributions of particles, where particles
and momentum are conserved, Liouville's theorem asserts that the phase volume in
position-momentum phase space occupied by the distribution remains constant. As a
direct consequence, a distribution can be represented by surfaces enclosing conserved
phase volumes regardless of the shape of the distribution. For simple distributions

(e.g. Gaussian in spatial dimensions and in momentum), ellipsoidal envelopes can be
used to model the beam in each phase plane, described in more detail in section 5.1.5.
In addition, the entire distribution can be modeled as a 6-dimensional ellipsoid that is
centered about a coordinate system (section 5.1.4) that moves with the beam centroid
along an ideal trajectory.

To model the evolution of the distribution, semi-analytic methods are used. The
equations of motion of single particles in the fields of the transport system are lin-
earized and then used to derive matrix transformations that can be applied to the
entire distribution. The transformations can either represent the net effect of sin-
gle components or a series of transformations that are applied iteratively to model
complex field geometries.

These linear transformations are referred to 'transfer matrices'. These transfer
can also be self consistently applied to an envelope function enclosing the entire
distribution in 6-dimensions, particularly if the envelope is assumed to be ellipsoidal.
An illustration of how the beam envelope relates to the evolution of the beam in z
is shown in figure 5-4. A more in depth description these transformations and beam
envelopes are described in sections 5.2 and 5.3.

5.1.4 Phase Space Coordinate System

To model beam dynamics in a complicated geometry it is important to establish an
appropriate coordinate system. The most convenient choice is a curvilinear orthogonal
coordinate system that follows the ideal trajectory of the beam's centroid (referred
as Frenet-Serret coordinates, shown in figure 5-5). This system maintains a direction
z that is parallel to the trajectory and a transverse plane that is perpendicular to
the trajectory, spanned by orthogonal directions x, y. The unit vectors representing
these directions are listed below in 5.10 [58].
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Figure 5-4: Illustration of the beam envelope in the transverse position-momentum
x-x' phase plane. An initially converging beam is shown drifting in z. The minimum
transverse dimension at x2 is due to space charge forces and non-laminar effects of the
beam. The x coordinate represents the spatial width of the beam and x' coordinate
is the canonical momentum x' in the x direction, equivalent to the beam's angular
width and analagous to the beam's transverse velocity.

6i2(z) position unit vector 11 to trajectory
ix(z), 6i,(z) orthogonal position unit vectors I to trajectory (5.10)

Pn(z) momentum unit vector 11 to trajectory
x(z), f,(z) orthogonal momentum unit vectors I to trajectory

Since the beam (relativistic or not) interacts with fields and components that are
stationary in the lab frame and are typically time invariant on the timescale of a
particle transit, canonical momenta u';(z) = dui/dz are a more convenient coordinate
choice than velocity. They provide a more natural choice of coordinates because
they relate directly to the spatial variation of the beam transport system in z, are
appropriately time invariant, and normalize out the relativistic effects which can be
incorporated into the parameters of the transfer matrices.

Another useful interpretation is the following: It is more convenient to solve for
motion of particles in terms of a "trace equation" in the form d2x/dz2 = f(z) which
gives particle's trajectory rather than an "equation of motion" in the form d2x/dt2

f (z, t) which gives the particle's position as a function of time. As such, the forces
and momentum coordinates are transformed to be canonical time invariant and are
used in the solutions the trace equation.

The magnitudes of the transverse canonical momenta are defined as x'(z) = dx/dz
and y'(z) = dy/dz. The transverse momenta effectively cause a deflection angle with
respect to the ideal trajectory. Since px and py are generally orders of magnitude
smaller than the total momentum po the simple approximations shown in (5.11,5.12)
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Figure 5-5: Frenet-Serret coordinates: curvilinear coordinate system maintaining two
transverse coordinates x and y and the longitudinal coordinate z with respect to the
ideal trajectory s.

give the relationship between momentum and canonical momentum shown in (5.13)
to a high degree of accuracy despite the approximation. From 5.11 and 5.12, it
also follows that x' and y' have units of radians. This is analogous to the paraxial
approximation commonly used with charged particle beam optics.

x= tan(dx) dOX (5.11)

- sin(dOx) d6x (5.12)
Po

Px ~ POX' , Py ~ Poy' for px,y < po (5.13)

The longitudinal coordinates are important to consider because of the momen-
tum dependent dispersive effects caused by a non-uniform beam distribution. For
transport systems that use magnetic steering and focusing, it is most useful to define
longitudinal momentum as 6 = Ap/po and longitudinal position as a length f = z - zo
relative a to beam centroid. For RF accelerators, where the average RF potential dur-
ing a particle's transit directly relates to the change in kinetic energy, it is more useful
to convert from the momentum or energy coordinate to a phase angle 0 relative to
the synchronous RF phase of the accelerating structure. For reference, a vector repre-
senting a location in phase space is defined in general by equation 5.14 and in matrix
form in equation 5.15.

'(z) = x nx + y ny + e n, + X' bo + Y' by + (5.14)

x (m)
x' (rad)

y(m) (5.15)
y' (rad)
f (m)

_ (rad)
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5.1.5 Ellipse Parameters

Simple distributions such as Gaussians can be described by a characteristic width such
as O-RMS, FWHM, etc. When the distribution is projected onto any phase plane, the
width parameter will trace out an ellipse in the plane. In addition, a non-collisional,
dense distribution of any shape that can be enclosed by an ellipsoid can be repre-
sented by that ellipsoid because of Liouville's theorem. As such, ellipses and ellipse
transformations are well suited to model beam distributions.

Twiss Parameters for Ellipses

Any 2-D ellipse centered about the origin can be uniquely specified by three param-
eters. A fourth parameter 6 is typically factored out of three parameters to reflect
the area of the ellipse. This set of four parameters a , , y , E are called "Twiss
parameters" and are defined on the x-x' phase plane by equation 5.16.

-yx2 + 2 axx' + x' 2 = E (5.16)

3_ - a 2 = 1 (5.17)

In this form and -y determine the eccentricity, a determines the inclination
angles of the axes of the ellipse, and E is equal to 1/7r times the area of the ellipse.
Since only three parameters are required, equation 5.17 relates a, # , and -y. Some
useful relationships between the Twiss parameters and ellipse geometry are shown in
figure 5-6.

X
tan(2p) = 2a

Area: C
7rc

Figure 5-6: Ellipse geometry relationships for Twiss parameters of envelope functions.
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Phase Incompressibility and Emittance Conservation

The ellipse parameter E is called the emittance and is important because it represents
the phase space volume (or area in 2-D) enclosed by an envelope surrounding the
distribution. The physical consequence of e is that it quantifies the simultaneous
spread in position and momentum, thus quantifying the 'disorder' contained within
a distribution. For example, the minimum focal spot size of a beam is limited by the
emittance. This fundamental limit on beam focusing makes large 6 beams much more
difficult to accelerate and transport and low e beams desirable.

An important characteristic of e is that, in the absence of acceleration, it is a
conserved quantity under a wide range of beam optics components and electromag-
netic fields if the applied forces can be linearized. The 2-D definition of e is given in
equation 5.18 and can be generalized by integrating over all N dimensions.

EX -- dx'dx [7r m rad] (5.18)

Though emittance e is not conserved with acceleration, there is another quantity
called normalized emittance EN = #'c that is conserved (where 0 and -y are the rel-
ativistic factors, not ellipse parameters). This is important because the conservation
of ON, starting from the ion source and propagating through the accelerator compo-
nents, indicates that the emittance of the final beam is a fundamental parameter set
by the accelerator hardware that cannot be improved and can only be worsened by
non-linearities in accelerator components [23].

Now that the useful properties of the emittance have been stated, the use of
ellipsoidal envelope functions must be justified. This justification is provided by
Liouville's theorem which states that the phase volume that a distribution occupies
is conserved under the following conditions which are typically satisfied by particle
beams [24]:

1. The particle distribution must be dense, having a large number of particles
N >>> 1 contained within a relevant phase volume.

2. The beam must be non-collisional with forces varying smoothly in space and
time.

3. Velocity dependent frictional forces within the beam must be negligible.

The validity of Liouville's theorem is derived rigorously in [24] and [58]. This con-
servation principle, often called 'phase incompressibility', implies that if a boundary is
defined for a phase volume containing the distribution, and boundary transformed by
the same physics as the particles that it contains, the particles will necessarily remain
within that boundary. This result provides the justification for using an envelope
function to model the whole distribution.

For most beams, including the beam used for AIMS, all of the Liouville criteria are
satisfied so an envelope function is appropriate. Using ellipsoidal envelope functions,
the emittance 6 is therefore equivalent to the phase volume and is conserved when the
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forces are linear with position. Though Liouville's theorem does not require linear
forces, the forces must be linear for the envelope to remain in the shape of an ellipsoid.
In the case of non-linear forces the ellipse becomes distorted requiring a larger ellipse
to contain the same volume of the distribution. This expansion of the envelope to
fit the skewed distribution is referred to as emittance growth and is typically avoided
because it is non-reversible and effectively reduces the quality of the beam [23].

As a practical consequence, if linear transformations can be used to apply fields
and forces to single particles, the same transformations can also be applied self con-
sistently to the envelope of the distribution (described in section 5.3.1). If the forces
in each direction are uncoupled, each phase plane can be transformed independently,
conserving emittance EX, Ev, , in each plane. Furthermore, even if forces are cou-
pled, the 6-D envelope defining a characteristic width of the distribution in all of its
dimensions can be transformed, conserving the phase volume of the distribution.

5.1.6 Beam Generated Force and Emittance Force
Beam generated forces such as space charge repulsion and the effects of emittance
lead to fundamental limits on the beam transport system. It is therefore instructive
to study these limits intuitively and analytically to guide the computational efforts
described in the following sections.

Electromagnetic forces that are generated within the beam can have a significant
impact on the beam's dynamics, especially for low energy, high current ion beams.
The charged particles that make up the beam repel due to the Coulomb force causing
the beam to expand. The beam's current also produces a magnetic field that coun-
teracts the E-field reducing the expansion. The resulting changes to beam evolution
are generally referred to as space charge effects. As the beam energy increases, the
ratio of Be/E, scales like (v/c)2 causing space charge effects to be most significant at
low energies and negligible as the beam becomes highly relativistic [25].

A realistic beam with a finite emittance is non-laminar. This limits the minimum
focal spot size of the beam and generally affects beam transport. Though the non-
laminar mechanism is much different than space charge expansion, the effects on the
beam envelope are similar as illustrated in figure 5-7. Both the non-laminar effects
and the space charge will cause a collimated beam to expand and will limit the
minimum diameter of a focused beam. As a result, the expansion due to emittance
can be quantified by introducing an emittance force Femittance.

For beam transport systems, the effects of space charge require numerical solu-
tions. However, it is useful to quantify the relative importance of space charge with
a dimensionless parameter K called the perveance that appears in the equation of
motion for simple beams.

In deriving the radial equation of motion for particles in a non-laminar cylindrical
beam with beam generated electromagnetic forces (specifically, Coulomb repulsion
and magnetic compression), two force terms appear as shown in equation 5.19 [25].
With a beam at constant energy, this equation of motion can then be converted to
canonical coordinates recognizing that c = c- from the chain rule, where R is the
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R' Laminar beam with space charge R'
JR

__ _ _ _ __ _ _ _ __ _ _ _ _ R

z

Non-laminar beam
R' J R'

R

Figure 5-7: Top: particle trajectories within a high-current, laminar beam where
space charge dominates. Bottom: particle trajectories within an non-laminar beam
with finite emittance. Where R and R' are the transverse position and momentum
coordinates of a beam with circular cross section. Initial and final transverse phase-
space beam envelopes are shown on the left and right, respectively.

radius of a circular beam and 3,-y are relativistic factors.

dR eI 1 (-ymov )62  d2 R 1 1
&mo ) -+ =K--+E2 (5.19)dt dt 276 0 c-y 2 R R3 dz 2  R R3  (

The term containing K (defined in equation 5.20) corresponds to the effects of
space charge while the term containing e corresponds to the non-laminar effects related
to the emittance e.

K qlpeak (5.20)
27em,(#yc) 3

If the beam is laminar, meaning that c is negligible, the remaining term containing
perveance K, which is proportional to the charge density of the beam, will determine
the minimum focal size of the beam. Likewise, if the K is negligible, the emittance
effects will dominate and will be the primary limitation on focusing. Equation 5.19
also lends itself to analytic solutions in these regimes for certain special cases described
in [25].

Since real beams have non-zero emittance and always contain charge, it is infor-
mative to compare K to the emittance c (from section 5.1.5). Comparing the two
quantities can therefore determine which is the dominant effect limiting the mini-
mum beam spot size and, consequently, can determine where which of the effects are
important to model for a specific application.

Since the emittance term has a 1/R 3 dependence and c is constant, while the
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space charge term has a K/R dependence, and both terms behave like forces, the
relative importance of K and c can been compared with the dimensionless ratio given
in equation 5.21, where Femittance is the effective 'emittance force' caused by the non-
laminar effects and Fharge is the beam generated space charge force.

Femittance E2 AR'2

Fcharge KR 2  K

This comparison is plotted in figure 5-8 for a range of beam currents arid beam
radii assuming a constant emittance 6 = 9.950 wrmm mRad (the transverse emittance
of the beam from the DL-1).

Emittance vs. Space Charge Effects F ,2

4 (E 9.950 n mm mRad, 900 keV D+) Fhage 12 K

10

2
10

101
U

10

u_10~

10-2 R 2 m 900 keV D+

-Rbe = 5.0 mm Beam for AIMS

10~3 Rbe = 10.0 mm6

-- Rm = 20.0 mm
4 -10 10-s 10-4 10-3 -2

Peak Beam Current [A]

Figure 5-8: Comparison of space charge force to emittance force for 900 keV D+ ion
beams over a range of beam currents and radii. A constant emittance E = 9.950
7rmm-mRad is assumed which corresponds to transverse emittance of the beam from
the DL-1 accelerator. The outlined shaded region highlights the operating space of
the DL-1 beam used for AIMS. Since Femittance/FCharge ratio is of order 1, both space
charge and emittance are important for AIMS beam dynamics calculations.

Since the DL-1 accelerator, which was used for AIMS, operates in the -1 mA range
with typical collimated beam sizes with 0.5-1.0 cm radii, it is clear that Femittance/FCharge
is within an order of magnitude of 1. This means that beam is neither space charge
dominated nor emittance dominated. As a result, it is necessary to include both
effects in the dynamics calculation to accurately model the beam for AIMS.
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5.2 Single particles and transfer matrices

The most straightforward method to model the evolution of the beam in a transport
system is to use a beam with much smaller spatial dimensions than the gradient
scale length of all of the forces, then discretize the system into small enough sections
that there is very little variation of each component in z. These conditions allow
the forces to be approximated as linear and, therefore, allows linear transformations
to be derived for single particles which can later be applied to envelope function.
The concepts used to describe these equations and matrix transformations will be
developed in this section for the x-x' phase plane assuming that there is no coupling
with other phase planes leaving the coupled effects to be described later in section 5.4.

The transformations, in matrix form, operate on vectors representing individual
particles in phase space or matrices representing the beam's phase volume. A general
example of the equations of motion in one phase plane is shown in equation 5.22
where each mij is a function of the centroid position z along the trajectory. Each
mij term describes how the xn and x' coordinates evolve and couple as the centroid
moves from zn to zn+1-

xn+1 = fn(x,, xn') M11 xn + M 12 X('
I f(Xn, ) M21 X i 2 2 X(5.22)Xn+1 = fn(n xn n + 2 n

Likewise, these linear equations are used to define a matrix Mij for the x-x' plane
is give by equation 5.23 where Mij describes the interaction of the particle with the
fields at z. These matrices are referred to as 'transfer matrices' because they transfer
a particle vector from one position or time to the next.

[X1 n M2[1 -M Un+1 = Mn Uln (5.23)
- - n+1 = .1 In 1X n

It important to note, a more common notation of the elements of the transfer
matrix are shown in equation 5.24 [59]. This is due to the fact that nearly all realistic
focusing elements, including quadrupoles, contain cos or cosh like terms abbreviated
with C and sin or sinh like terms abbreviated with S along with C' and S', their
derivatives with respect to z.

C S] M-[ S/ ' ] (5.24)IC/ S' ' 1-C' C

A simple example of a transfer matrix for the transverse motion of a particle in
the x-x' plane when moving from position n to n + 1 separated by a distance As is
given in equation 5.25.

Xn+1 = Xn + As Xn (5.25)
n31=' [Ln'i+l I' AS] [Xj

For certain components that are relatively uniform in along the beam axis, the
entire component can be represented by a single transfer matrix. For example the
impulse from an ideal lens with focal length f on a particle in the x - x' plane is
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given by equation 5.26.

xn+1 = n.6)
1 / f n 1 /

n+1 A -1 X + / [i n+ } ] - 5.26n

Another more realistic example is the magnetic quadrupole. Transfer matrices
for the focusing plane (x, x') and defocusing plane (y, y') are given by equation 5.27
and 5.28. Where B' is the magnetic field gradient and constant k and the magnetic
rigidity BP are given by equation 5.29.

[cos(kAs) i sin(kAs)MX k= (5.27)-k sin(kAs) cos(kAs) I

[cosh(kAs) i sinh(kAs)(
ksinh(kAs) cosh(kAs) J

B' 1/2 m oc# (5.29)
Bp q

In some cases, including the beam steering with magnetic fields, coupling occurs
between the orthogonal phase planes. For example, in the case of magnetic fields,
the longitudinal momentum component J couples to the transverse phase planes.
Since this technique is formulated based on a linear theory, transfer matrices M can
be combined and applied to higher dimensional phase space vectors representing all
of the beam's relevant spatial and angular components, as shown in equation 5.30.
Transformations like these allow for the evolution of the phase space coordinates
of particles to be calculated iteratively. Furthermore, these transformations can be
applied to phase space volumes to capture collective effects of beams consisting of
many charged particles.

[Mxx,] [MXY,] [MX6]
l = [Myxe] [fMYY] [MY6] I (5.30)

[Mex] [Mey'] [Me] [:
-* n+1 ,Jn

5.3 Linear Transformations of Beam Parameters

Particle tracking codes that use Monte Carlo methods are also possible, in principle.
These methods involve stochastically sampling many test particles from the initial

distribution then tracking their trajectories through applied fields. With enough

tracked particles, the final distribution will eventually converge to a realistic distri-

bution. This technique is rarely the first resort because computation provides very

little intuition for the beam dynamics and it is difficult to include collective effects

like beam generated forces.
The linear transformation methods have several distinct advantages: 1) The trans-

formations are reversible and this allows for the initial beam parameters to be cal-

culated from a desired result. 2) Matrix transformations are not computationally

145



expensive compared to particle tracking. 3) For periodic focusing or accelerating sys-
tems, the matrices can be solved as an eigenvalue problem to determine stable orbits
and other important properties of the system. This is of particular importance with
periodic systems like RF accelerators and storage rings.

For unitary transformations (det|MI = 1) in x and x' given by equation 5.24, the
Twiss parameters transform according to the matrix equations 5.24 and 5.31.

-C2 -2CS S2-

[<1 = [i ' C 'C'S -S'l a (5.31)
nl -c12 - 2C'S' s12 -n - n

This matrix formulation works well if each phase plane is independent, but it
cannot be used when momentum couples between phase planes. Instead, the sigma
matrix formulation is developed for more convenient computation with the incorpo-
ration of the coupling terms.

5.3.1 Sigma matrix formulation

The sigma matrix formulation is an alternative method for representing phase space
ellipses is in terms of a symmetric matrix o defined by equation 5.32. This formulation
is frequently used because it can be easily scaled to N-dimensional phase spaces.

0" ]- E x'] all92] J [x]= 1  (5.32)
_921 922_ X _

Carrying out the matrix multiplication in equation 5.32, the result is the equation
for an ellipse, as shown in equation 5.33.

(-1) 2 (-1) (~) 2
all xi + 212 XlX2 + U22 2 1 (5.33)

Similarly, since the general equation for an N-dimensional hyper-ellipsoid is given
by equation 5.34, the a-l matrix for an ellipsoidal boundary in N-dimension phase
space can be defined using the constants aij as the 0471) entries in an N x N matrix.

N N

I:aiuiuj -1 (5.34)

Starting from the general definitions of o- and the transfer matrix M" that
models the evolution of a vector ' from position n to n+ 1 (equation 5.35), with some
matrix manipulation, it can be shown the ellipse parameters contained in o, 1 can

also be evolved by pre and post multiplying by Mn and its transpose (equation 5.36).

i-lu = 1 Un+1 =M n (5.35)

Un+1 = M 0, MT (5.36)

The important conclusion from this result is that this allows the evolution of
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the beam envelope to be calculated iteratively if the transfer matrices M of the beam
transport system that are known and derived purely from the single particle behavior.

[[- ' [oh;] [O7X 161
0'6D = {yA' [ryyi [0w5] (5.37)

Lor [ux' key'] [ue31

= -] ;](5.38)
[2 a] --- , - "I

Furthermore, from the 6-D sigma matrix that represents the envelope of the entire
distribution (equation 5.37) and the 2-D definition of sigma (equation 5.33), the Twiss
parameters for the boundary ellipse in any phase plane can easily be extracted with
the relationship given in 5.38. This formalism provides the foundation for linear
dynamics codes to calculate the evolution of beam distributions.

5.4 Beam Dynamics in a Magnetic Field

The Lorentz force acting on a beam passing through a magnetic field causes the
beam's trajectory to bend. The dimensions of the beam about the trajectory of the
beam centroid effect the shape of the beam envelope. The finite transverse dimensions
of the beam produce a slight focusing effect while field gradients can have a focusing
or defocusing effect depending on the direction of the gradient with respect to the
beam's curvature. These effects are illusrated in figure 5-10. Definitions for Frenet-
Serret coordinates in the bending plane are illustrated in figure 5-9 along with an
illustration of the many trajectories that are possible for different values of x and x'.
Definitions for curvilinear coordinates and field parameters are also given in table 5.2.

Trajectories in B Curvilinear Coordinate
Definitions

Particle B-Field Particle -. ds

Centoi d entroid dz

dO" do _

P K P

Figure 5-9: Left: Multiple trajectories can be observed for particles in a B-field for
the same differential angle dO0 depending on x and x'. Right: definitions for the
Frenet-Serret coordinates in the bending plane are illustrated.
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Par

Centroid dz

p \
dO0
do

VB4 ®B,

- -s--ds

Centroid dz ,dx'

dO

do,

VB B,

tie ds dx'

Centroid dz

dQ

do

Figure 5-10: Left: A uniform B-field produces a weak focusing effect. Middle: A B-
field with gradient VB that is parallel to the radius of curvature increases focusing.
Right: A B-field with VB that is anti-parallel to the radius of curvature decreases
focusing and if VB is large enough, can cause defocusing.

Description Symbol Definition
Momentum p p = ym3c
Momentum Coordinate 3 6 = ApP
Transverse Coordinate u u = aU + Au, u p
Magnetic Field Magnitude B B = IBi(x, z)
Radius of Curvature p p =
Curvature = - 1-

P
Focusing Strength k k = B

Differential Angle d&O, do dO0 = KO dz, dO = -- ds
Arc Length of Centroid dz dz = podO0 = -dO
Arc Length of Particle ds ds = (1 + Kou)dz +

Table 5.2: Definitions of curvilinear coordinates and field parameters for beams in a
magnetic fields. Coordinates with subscript o are associated with the ideal centroid
trajectory, coordinates without a subscript are associated with a particle

5.4.1 Equations of Motion

The motion of individual particles can be calculated straightforwardly by simply
applying the Lorentz force F = qv x B without using specialized coordinate system.
However, since curved trajectories are significantly affected by variations and path
length and field intensity due to finite transverse dimensions in the curved geometry,
the curvilinear system must be defined properly to capture the geometry effects on the
beam envelope. A detailed description of the following derivation is given in Chapter
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2 and 3 of reference [59, 60], first in terms of Taylor expansions and second based on
Hamiltonian mechanics.

For the simplest derivation, the equation of motion for a single particle is first
transformed to a Frenet-Serret coordinate system following a beam centroid as the
reference trajectory, shown in equation 5.39 where the effects of the transformed
Lorentz force are incorporated into a magnetic curvature function K(u, u', 6) and a
dispersion function D(u, u', 6). Note: K is not the same as perveance discussed in
section 5.1.6.

d du\ - - d 2U
-- qc x B d 2 = -K(u, u', 6)u + D(u, U', 6)u (5.39)dt du dZ2  ) Du, 8u

Using the definitions given in table 5.2, keeping only the first order terms in ds,
the trace equation can be rewritten as equation 5.40.

dO dGo
U - -) u" = -(1 + u)K + K" (5.40)

To linearize and solve this equation, n must be expanded. The expansion of
B1 (equation 5.41) is now required, where the focusing strength k is introduced, in
addition to the expansion of i/p (equation 5.42).

BI = BO + pku + 0(u2 ) , k = = dB1 (5.41)
q fAz p,, du

[1 1=1
1 _ (16o + (62)) (5.42)

P Po(1+ 6 ) PO
Combining the expansions with the definition of K retaining only the first order

terms gives equation 5.43 which is inserted back into equation 5.40. The result is the
trace equation describing the particles trajectory in the curvilinear system, providing
the proper geometric effects on the trajectory's curvature (equation 5.44).

K = KO(1 - 6) + ku (5.43)

u" +Ku=D6 - " + (k + '0)u ='026 (5.44)

This differential equation provides the basis for deriving transfer matrices for
particles and envelope functions in magnetic fields. This equation is solved in more
detail in section 5.6.7 for the beam's 6-D phase space to develop the transfer matrices
for the beams dynamics in B.

5.5 Measurement of Beam Parameters

For modeling beam the results of the calculations rely on accurate initial beam pa-
rameters. This requires verifying or measuring the Twiss parameters of the beam
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envelope. Since it is not necessarily possible to measure each Twiss parameters in-
dependently methods have been established to infer these parameter from those that
can be measured. The spatial width of a beam, related to the parameter /, can
be measured most directly by beam imaging or with a wire scanner, or other beam
profile monitors.

Simply measuring the beam width down stream of the accelerator is insufficient
to determine the Twiss parameters. Some well characterized beam optics must be
used between the accelerator and the measurement location. Since an ellipse is fully
specified by 3 parameters, width measurements must be made under at least three
distinctly different optical conditions. A common way this can be done is by varying
the fields in a set of quadrupole while operating some type of beam profile monitor
installed downstream.

Fo
[C2 -2CS S2 ] ao (5.45)

[7fOJ

From the transfer matrix modified for Twiss parameters shown in equation 5.31,
the first row of the matrix gives the relationship between the parameter / after a
focusing element and the initial Twiss parameters #,, ao, -y, as shown in equation 5.45.
Using this relationship for multiple optics, assuming that the C and S parameters of
the optics are well known, a matrix equation (5.46) can be constructed that relates
measured /3 values to the initial Twiss parameters.

#1 C2 -2C 1 S1 S 0

/2 C 2 -2C 2 S2 S22 [0 II
1. =.ao =M ao (5.46)

#n C2 -2CnSn S [a
Since it is unlikely that exactly 3 measurements and the inverse of M will pro-

vide an exact solution due to uncertainties in the experiment, the Twiss parameters
are most effectively determined by applying a least-squares fitting method to >3
measurements. Using the definition of M from equation 5.46, the least squares so-
lution for the intial Twiss parameters are from a set of / measurements is given in
equation 5.47.

ao[ (M T M)~1 M T H (5.47)

It is important to note that / cannot be measured directly either, however, it
can be determined from its relationship to the measured RMS width V/x 2). The
relationship between the sigma matrix, physical RMS parameters, and the Twiss
parameters are listed in equation 5.48 [61].
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all (in2 ) - 0

(Xn 2  

(5.48)
=12 (x x') = -a

0 1 2 = 21

With these relationships, the least squares method in equation 5.47 can be rewrit-
ten in terms of the physically measurable RMS width f(i 2 ) as shown in equa-
tion 5.49.

.. . . x 2)
~31 F(2)1x) 1E~O xo)2

EaO = ('2) J (M TM)-IM T  (X (5.49)
E- (iO X)2 JKX2)

( 3 )(ey) - (Ea)2 - 2 (5.50)

From this equation, the initial Twiss parameters multiplied by the emittance can
be determined. Provided that emittance growth is minimal in the optics, this result
can be with the relationship given in equation 5.50 to determine all of the initial
Twiss parameters a, 0, Yo, Eo.

5.6 Beam dynamics code

The beam code for AIMS was developed and operates in two parts: 1) the AIMS tra-
jectory code calculates the beam trajectory in the C-Mod with user specified toroidal
and vertical fields and 2) the AIMS dynamics code calculates the evolution of the
beam's 6-D phase space envelope along the trajectory. Both codes were implemented
in Python [16] to provide the modeling capability needed to provide the AIMS to
determine the beam trajectories, target locations, particle detection geometry, and
beam spotsize on target.

5.6.1 Trajectory Calculation

Calculating the trajectory of the beam is the first step in modeling the beam. To
properly apply the transfer matrices to the beam distribution with the linear theory
described in section 5.4, the trajectory and fields along that trajectory must first be
calculated.

The trajectory can be calculated by integrating Newton's law with the application
of the Lorentz force shown in equation 5.51.

mrn = q x B (5.51)

The simplest method to calculate the position r and velocity v components along
the trajectory is Euler integration where the acceleration a, velocity v, and position
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vectors r are calculated recursively over time steps At. The recursive form of the
Euler method is given in equations 5.52, 5.53, 5.54.

an = q [vn x B(r,)]At (5.52)
m

Vn+1 = Vn + anAt (5.53)
rn+1 = rn + vnAt (5.54)

Since the deflection of the beam in a magnetic field occurs in approximately the
same radial direction over many time steps, the error in the trajectory accumulates
proportionally to the step size At. To reduce this error, a variant of the Euler method,
called the leapfrog method can be used.

5.6.2 Leapfrog Method

The leapfrog method staggers the calculation of r and v by At/2 to alternately
advance r by the average acceleration as shown in equations 5.55, 5.56, 5.57.

r - rn_1 + v_ i At (5.55)

an -[v, x B(rn)]At (5.56)
m

v = vn_ + anAt (5.57)

In effect this calculates the force on the particle at the center of its step rather
than at the edge. This is particularly important for AIMS trajectories where the
beam bends primarily in one direction because the staggered steps cancel out first
order error that occurs in Euler integration. Also, the leapfrog method conserves
energy (unlike 4th order Runge Kutte) [24]. These features allow the leapfrog method
to provide accurate, energy conserving trajectory calculations. This method was
therefore implemented in the AIMS trajectory code because of its simplicity and
accuracy. A block diagram of how this code functions is shown figure 5-11.

5.6.3 Adaptive Circular Arc Method

The adaptive circular arc method was derived for this thesis though it has similarities
to other methods used for particle simulation in plasmas_[52]. The equations are
given in 5.58, 5.59, 5.60. Where k is the curvature vector, b is the unit vector in the
magnetic field direction, w, is the cyclotron frequency, and AO is the constant angular
step size.

v _ B 1  9xB q
_ = b = -B , K = x b (5.58)

Ivl B1 I1 x Bl Jqj

K = B 1 I , As = KsAt =iAO (5.59)
p
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1 1
Ar = - sin(AO) v - -[1 - cos(AO)] k (5.60)

This method is basically an adaptive method that uses constant angular step size
and makes semi-circular arc steps which have an arc-length that is proportional to
the radius of curvature. This is useful because this method more accurately calculates
trajectories in large field gradients because the step size is also proportional the local
magnetic field strength rather than maintaining a constant linear step size like many
other methods. The adaptive circular arc method was successfully developed and
programmed, however it was not used because the spatially varying step made the
subsequent 6-D dynamics more complicated.

Target and
ndary Detector

Geometry
rtarget, rdetector

0
li n I V)yb) X-Yd

Initial Trajectory Integration Step n
Conditions --, v._ +. = a rn, Vn Bou
ro, vo a,, = -Eiv, x B(r,,)]At Deb

,--.0-----.

rn+1, In+1 Calculate Local Field B(r)

r-( / Y

K-
Calculate Local Coordinate System

r, - rn 1

in 6nynSn 5

Sn+ 1

rn+1
Vn+1

Bn+1

Figure 5-11: Block diagram of iterative procedure used to calculate trajectories using
the leapfrog method. This code also defines a local F-S coordinate system during
every time step and calculates the local B-fields that are later used for the beam
dynamics calculations.

5.6.4 Basis Transformations to Maintain F-S Coordinates
As the beam moves through the magnetic field, the direction of the beam changes. If
the longitudinal and transverse components of the beam are desired, as with Frenet-
Serret coordinates, the coordinate system of the beam must rotate as the beam
evolves. Defining Z as the direction of the motion of the beam centroid, a local coordi-
nate system can be defined for the beam in the magnetic field by equations 5.61, 5.62,
and 5.63. The x coordinate was chosen to remain parallel to the transverse component
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of B-field with the other transverse direction y orthogonal to x and z.

=n+1 - rn (5.61)
rn+1 - -rn1

z x(F)
yn = (5.62)

In x Bz'n

xCn = n X i (5.63)
Jyn X znj

The basis vectors for this coordinate system are calculated after the centroid
trajectory is complete. Since all of the position vectors F are already known, a forward
step (n + 1) and a backward step (n - 1) are used calculate the vectors at n to reduce
the 1st order error in the calculation, much like the leapfrog method.

Xi 0 Yi 0 z, 0
0 x1  0 Yi 0 z,

= x 2  0 Y2 0 Z2  0 (5.64)0 X2  0 Y2 0 Z2

n[iX3 0 Y3 0 Z] 0
0 X3 0 Y3 0 zn_ n

Using this basis, transfer matrices can be projected onto the rotated basis by
applying the basis matrix Sn given in equation 5.64. Since Sn is composed of an
orthonormal set of vectors, the inverse transformation can generated simply from its
transpose: S' = S'. Vectors and matrices can be projected from one basis to the
next using equations 5.65 and 5.66.

Sn+Idn+1 = Sn Utn - Un+1 = S+Sn Un (5.65)

Sn+1 Mn+1 Sn+1 = Sn Mn S - Mn+1 S+1 Sn Mn S Sn+1 (5.66)

SlabFlab = Sn Fn - Fn SnFlab (5.67)

Slab Mfield Sb Sn MnS Mn = Mfield Sn (5.68)

In addition, the fields that act on the beam are generated in the lab frame. Since it
is convenient to calculate the forces in a Cartesian coordinate system with a basis ma-
trix Slab = 1 equal to the identity matrix, the transformation given in equations 5.67
and 5.68 can, in general, be used to rotate force vectors Flab and transfer matrices

Mfield calculated in the lab frame to the frame of the beam.
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5.6.5 Representation of Beam Envelope for Modeling

The beam envelope is defined to enclose some fraction of the beams phase volume. For
symmetric ellipsoidal envelopes, the envelope essentially represents a surface who's
radius is proportional to the second moment of the distribution. For the purposes of
this code, the beam envelope is take to be the RMS width of the beam in all spatial
and momentum directions (e.g. the 1-o- width if the beam is Gaussian).

Since the dynamics theory is linear and the phase volume of the distribution is
conserved, the envelope can arbitrarily be scaled by a constant to enclose more or less
of the beam. This is true for any beam envelope where the dimensions of the beam
are small enough relative to the field gradients for the linear theory to be valid.

However, when space charge effects are included, the spatial dimensions of the
beam directly influence the forces generated within the beam. The space charge
model used in the AIMS code and TRACE3D assumes the charge distribution in the
beam is uniform with an equivalent RMS width. In general, the radius r of a uniform
beam has a RMS width of 1/,F r. Therefore, a Gaussian with RMS width 0- is
equivalent in RMS width to a uniform beam of radius requiv Vo. As a result, the
spatial dimensions of the beam must be scaled by a factor of V5 before applying the
space charge model, then scaled back after the model has been applied (described
further in 5.6.8 and in references [29][46]).

5.6.6 Calculation of Fields

Small deviations in the magnetic field and its traverse gradients can have significant
effects on the beam targeting and spot size. Accurate modeling of fields is therefore
necessary for the trajectory and the transverse dynamics calculations.

I-tNI Ro
B BO (5.69)B 2 1R B 0 R

The toroidal field (TF) can be accurately modeled inside of the TF coils simply
by equation 5.69. However, the transition region where the beam passes from outside
of the TF to inside occurs over ~10 cm in radial position and does not have a simple
functional dependence. The most accurate way to calculate the fields in this region
would be to use numerically calculate the fields from each coil with Biot-Savart Law
given in equation 5.70.

B (r) o f Id' x (r - r') (5.70)
47r n oi r - r'13

Since the beam enters the TF close to the midplane, the TF field has minimal
variation in the vertical direction and can be reduced to a 2D problem to reduce
computation time. In doing so, the Biot-Savart Law integral is reduced to the sum
over the field produced by the each vertical leg TF coils that approximated as current
elements that is infinite in the vertical direction. With z as the vertical direction and
x, y defining the horizontal plane, the simplified solution to equation 5.70 is given by
equation 5.71 and in vector form by equation 5.72.
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2N

B(x, y) =
n

2ftr
2ir

In K(y - y)x + (x - xn)y ]

(x - xn)2 + (y - yn) 2

)2 +(y-(Y - n

)2 + (y - yn )2 0 n

2N

I:(X - Xn

1.6 1.8

(5.71)

(5.72))
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Figure 5-12: Toroidal field magnitude at 0 = 0 compared to the ideal 1/R fields
in a tokamak (left). Two dimensional contour map of the tokamak toroidal field
magnitude viewed from the top (right). Tokamak coils are approximated as filament
currents for these calculations.

The vertical field (VF) used for steering the beam in the horizontal plane is pro-
duced by two coils which are otherwise used for radial plasma positioning during
tokamak plasma discharges. The VF is nearly uniform within the plasma region of
the vacuum vessel but, like the TF, the beam enters the VF through a non-uniform
transition between the coils. More sophisticated modeling is therefore needed to
capture these edge effects.

Since the cross-sectional dimensions of the conductors in the VF coils are very
small compared to the radius the coils can be approximated as ideal current loops.
For an ideal current loop, a classic E&M derivation provides the analytic solution for
the vector potential AO(r, z) shown in equations 5.73 and 5.74 in terms of complete
elliptic integrals of the first K(k) and second kind E(k). The following solutions are
described in reference [45].

2 4r r,
(r + rc)2 + (z - ze)2

(5.73)

AO(r, z) = 8-
27r /(r + rc)2 + (z - ze)2 [ _ K(k) - E(k)j

2)

Where the coil dimensions are defined by their radius r, and the distance zc from
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z=O plane. Close to the axis and plane of the coil where r < r, and k < 1, AO does
not depend on 0 causing the AO to simplify to equation 5.75. This yields a simple
form of the magnetic field B, near the axis given in equation 5.76.

puIr2 r
A4(r,z) = " ] 3

4 [r2 + (Z - ze)2 2
(5.75)

Bz/(z) = 2 + , B,(z = zc) = AO (5.76)
2 [r +(z-zc)2s 2r,

The simplified solution in 5.76 is adequate for plasma regions, however, it is nec-
essary to capture the non-uniformity at larger r using the full-field solution without
approximations. The magnetic field components B, and Bz for the complete solution
are derived from vector potential in equation 5.74 using the definition B = V x A,
resulting in equations 5.77 and 5.78.

radial B, and vertical Bz components of the field has been derived and is given in
equations 5.77, 5.78, from reference [45].

_ I z - z r2 + (Z - Z,)2
B,(r, z) - 2 -K(k) + (r 2 r)2  (Z - Z)I E(k)l

2r / r r) 2 -+- (z - ze)2 L(rc - r)2 + (z - zc)2 j
(5.77)

Bz(r, z) = 2
27

1

/(r + rc)2 + (z -z)2
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Figure 5-13: Vertical field magnitude at the
contour map of the vertical field magnitude

midplane z = 0 (left). Two dimensional
in the R-Z plane (right).
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Vertical Field Map (Poloidal View) |B(r,z)|/|B(0,0)
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Figure 5-14: A toroidal field map (left) and vertical (right) field map are shown with
a nominal beam trajectory for AIMS on C-Mod shown in red. This illustrates the
complexity of the fields that occur in the transition regions between coils.

5.6.7 Transfer Matrices for B-Fields and Gradients

For the simplest case where the B-field is uniform, there are no gradients and k = 0.
Solving for the behavior of the transverse coordinate a between longitudinal position

zn and z,+1 = zn + Az, gives the system of coupled linear equations shown in 5.79.
This linear system fits well into the general transfer matrix form for transverse dy-
namics in B with dispersion (equation 5.80) where M is given in equation 5.81.

cos(ri0 Az) Un
ti sin(rizz) Un

an

+
+

osin(Az) u',,
cos(KAZ) U',

+±

+

1(1 - cos(tOAz))
sin(,oAz)

Un+1 = M -i i -+

cos(rzoz)

M =O sosin(r,,Az)

0

1- sin(r,,Az)
cos(', 0Az)

0

For modeling complex 3-dimensional fields,
field gradients in both transverse directions x,y

1(1 - cos(KAz))1
sin(r,'Az)

1 J
(5.81)

however, this model is too simple;
must be included while accounting

for curvature that does not necessarily align with the local coordinate system. To
include the gradient effects, it is important to first note that K = k + . can be
positive or negative because the sign of k depends on the direction of the gradient.
This means that the trace equation (5.44) will have trigonometric solutions for positive
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K (focusing) and hyperbolic solutions for negative K (defocusing) [62]. In addition, to
globally conserve phase volume, dispersion terms D.,,, D' that act on the transverse
planes must also operate inversely on the longitudinal phase plane (e.g. compression
in the transverse direction must cause expansion in the longitudinal direction, etc).
When the gradient effects are included, the matrix form of the solutions for the 6-D
space containing all the spatial and momentum components is given in equation 5.82,
with its entries C(z), S(z), D(z), etc. given in equation 5.83.

CX(z) SX(z) 0 0 0 D,(z) x
C'(z) S'(z) 0 0 0 D'(z) X'

MB = 0 0 Cy(z) Sy(z) 0 Dy(z) for _ , = / (5.82)
o o C'(z) S'y(z) 0 D' (z) f

-D'(z) -Dx(z) -D'(z) -D.(z) 1 dz/%2

0 0 0 0 0 1 L

C = cos( K/Az)
C' - sin( KAz)
S - ' sin( K/Az)

K =kXY + 2 ,, > 0 5' = cos(K Az)

D=-g (1 - cos( KAz))

D= sin(/K/Az)

C = cosh(/KIRIAz) 
(5.83)

C'= V/Kj sinh(/IAz)
S = sinh(V/ IKAz)

K k X Y + 2 < 0 <K 'I)
<0 =- s cosh( sKIAz)

KD ( - I - cosh( Il-KlAz))

D' = sinh(/[KI/Az)

Now that the gradients and extra dimensions are included, the final step is to
account of the bending plane which in general is not aligned with the transverse
directions. The most straightforward way to accomplish this is to rotate the transverse
coordinates to align with the magnetic bending plane. Using this method, the rotation
is performed by calculating transverse field B1 and the rotation angle a with respect
to the yz plane using equation 5.86.

&= [B. , Btan- (5.84)
0 1 -x

KRy = q IB1 |, kRx = (& -VB), kR- q( -VB) (5.85)
pO pO pO
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cos a 0 sin a 0 0 0
0 cos a 0 sin a 0 0

Ra -sina 0 cosa 0 0 0 (5.86)0 -sin a 0 cos a 0 0
0 0 0 0 1 0
0 0 0 0 0 1

The rotation angle a is then used to generate the rotation matrix Ra in equa-
tion 5.86. In addition, the values for K and k are calculated in the new rotated
system with equations 5.85. With the rotation matrix R, and the B-field transfer
matrix MBI calculated in the rotated system the beam's sigma matrix can be stepped
forward using the matrix multiplication shown in equation 5.87

Rn+1 =R MB R Un -+ n+1 = R MBI R, On (Ra MBI R,)T (5.87)

5.6.8 E Field Impulses for Space Charge Effects

The implementation of the space charge model uses the same model used in TRACE3D [29].
The model applies the effects of beam generated forces in the form of E-field impulses
that couple to velocity components of the distribution with each simulation step. The
model is based on the following two assumptions:

1. The evolution of the rms envelope of the beam depends only on the linear parts
of the space-charge forces.

2. The beam generated forces depend primarily on the second moments of the
charge distribution (e.g. width a for Gaussians).

These assumptions are valid because the behavior of space charge expanding beams
is very insensitive to the distribution for most beams that have 'equivalent dimen-
sions', where equivalent means that the distributions with equal second moments. It
has been shown that beams with Gaussian, parabolic, annular, and uniform circular
beams of equivalent charge density and RMS width behave almost identically when
expanding due to space charge [46]. This allows the space charge force model to be
derived more straightforwardly assuming a uniform beam. The uniform beam solu-
tion can then applied to any beam where the second moment of the distribution is
known. The model used in the TRACE3D and the AIMS dynamics code was derived
was derived in [36] (in French) and explained in [29] (in English). This model pro-
vides the E field impulses as a function of the beams linear dimensions showing in
equations 5.88, 5.89, 5.90.

Ex = 3A ( f) X (5.88)
47reo cy 2 r (rX + ry)rz)

1 31/N (1 -f)Ey = y( ) Y (5.89)
47eo c-y2 ry (rX + ry) r.)
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1 3IA f
E 4 = c r z (5.90)

47r co c r, ry r

From the E-fields, the impulses on the momentum components u' are then applied
with using equation 5.91.

qEuAs
A(P#0)U = M 2 (5.91)

moc2/3
A numerical form factor f is used in these equations is given in tables in the

literature. A more convenient polynomial fit was calculated for the AIMS code and is
given equation 5.93. Furthermore, it is important to note that this model only works
for an 'upright' system, meaning that its major and minor axes align with the x, y,
z coordinates.

p = -r (5.92)

f = ao + a, p+ a2 p2+ a3 P+a 4 p4 (for: 0 < p < 1)
an = [0.32685993, -1.10422029,1.64157723, -1.52987752, 0.99919503]

1 1 1 1 1
f bo + b1 - + b2 2 + b3 - + b4 7  (for : 0 < - < 1)

p p p p p
bn =[0.39122685, -0.97242357, 0.74316934, 0.1744343, -0.0020169]

Since the AIMS dynamics code primarily computes the effects of magnetic fields
that tend to spatially rotate the distribution, rotation matrices must be applied to
the distribution to rotate it upright before applying the space charge model, then the
inverse must be applied after space charge impulses are applied. The rotation angles
in and their associated planes denoted by their subscripts are given in equation 5.94.

1 ta 1 (2 U13E8xy = - tan1 203

2 \ 0 33 - 711

e yz = I tan_ 1 2 (34 (5.93)2 055 - 033

1 4 2cr 5 18 = - tan-
2 (9 11 - 75 5

5.6.9 Beam Projection

When the beam intercepts the wall at a non-zero incidence angle, the transverse
beam dimensions must be projected onto the PFC surface. For large incident angles,
the beam projection is often the largest contributor to the broadening of the spatial
size of the beam. This projection is done simply by applying the inverse coordinate
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transformation matrix as shown in equation 5.94. Where :b, Yb are transverse basis
vectors in the beam coordinate system and ±i, yt are the transverse basis vectors in
the target system (i.e. orthogonal vectors that are tangent to the PFC surface).

[Xb] ([:
Tb -] [

xL y_

5.7 Beam Dynamics Code: Results for AIMS

The AIMS trajectory code was successfully implemented in Python [16] as a compu-
tational tool to use for AIMS and as a major contribution to this thesis. It provides
the modeling capability determine ion beam trajectories in C-Mod and the parti-
cle detection geometry with user specified toroidal and vertical fields. In addition,
the AIMS beam dynamics code provides comprehensive tools for calculating, plot-
ting, and analyzing the evolution of the beam distribution's 6-D RMS envelope and
project it onto the target PFCs to predict beam spotsize, and thus spatial resolution
for the PFC measurements.

5.7.1 Trajectory and Beam Dynamics Calculation

For each AIMS measurement the AIMS trajectory code was used to calculate the
trajectories and target locations and all of the parameters describing the detection
geometry. The detection parameters for the four most studied AIMS locations are
shown in table 5.3, with a 3-D projection of the trajectories and geometry shown in
figure 5-15.

Toroidal Field B [ 0.000 0.0582 0.1135 0.1618 T
Magnet Current ITF 0.000 1600 3120 4450 A
Target Radial Position R 0.440 0.440 0.460 0.468 n
Target Vertical Position Z -0.0818 -0.1693 -0.2547 -0.4039 m
Target Toroidal Angle 0 35.31 37.99 39.06 47.37 deg
Bean Incident Angle 0 bn 44.67 53.05 55.98 81.78 deg
Gamma-Target Angle O-y 63.02 66.28 67.22 78.59 deg
Gamma-Beam Angle )yb 157.32 154.76 151.54 149.40 deg
Detector-Gamma Angle Xyd 27.82 28.79 31.00 34.61 deg
Gamma Path Length Ly 1.0724 1.0965 1.1080 1.2034 m
Detector Efficiency q/r/m 2.4356 2.4179 2.3674 2.2638 -

Table 5.3: Calculated target and detection geometry parameters for the 4 most com-
mon trajectories used for AIMS measurements of the Alcator C-Mod inner wall,
organized by toroidal field strength. Refer to section 2.6.7 in chapter 2 for definitions
of geometric quantities.
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on

Figure 5-15: 3-D projection of calculated 900 keV D+ trajectories and '-detection
geometry, for 4 toroidal field settings (BO = 0,0.0582, 0.1135,
grid denotes the plasma facing surfaces inside Alcator C-Mod.

0.1618 T). The blue

In the process of calculating the trajectory, the code also calculates and records
the local magnetic fields and field gradients that are used in the dynamics code. The
AIMS dynamics code is able to use this information to calculate the evolution of
the beam's distribution in 6-D spatial and canonical momentum phase space. The
AIMS dynamics code was applied to all of the beam trajectories used for AIMS
measurements to calculate the evolution of the distribution resulting in a beam spot
on the target PFCs. The results are shown in figure 5-16.

5.7.2 Validation of Trajectory Calculation

Since the AIMS technique relies on accurate calculation of the beam trajectory, it
is important to validate the numerical methods that were implemented in the AIMS
trajectory code. The most straightforward way to do this is to compare a numerically
calculated trajectory to a trajectory that is analytically solvable such as a circular
orbit in a uniform magnetic field. Also since the trajectory is calculated in 3-D, a
velocity component can be added parallel to the field to make the orbit helical. Since
each step of the numerical calculation represents a differential section of a circular
orbit in 3-dimensions, the deviation from a perfect helical orbit is a good indication
of the quality of the calculation. The parametrized equations for a helical trajectory
used for comparison are given in equation 5.95 and 5.96.

x(s) = R, cos (c s)
y(s) = R, sin (c s)
z(s) = c11s

(5.95)
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Figure 5-16: Calculated beam spot geometry on target PFCS. The ellipses represent
the 1-- envelope of the beam distribution projected on the target geometry at to
location where the beam centroid intercepts the PFCs. The filled in ellipses corre-
spond to the most studied PFC locations and the dotted-grey ellipses correspond to
the additional locations studied while performing a higher resolution poloidal sweep.

my1
RqB

V 1
C = , I

VO so VO so

nAs

N
(5.96)

Where s is the distance along the trajectory, R, is the Larmor radius, v, is the
velocity of the particle, and v1 and v11 are the velocity components JL and 11 to
the magnetic field B. An ideal helix with a pitch angle of 10" (roughly the beam
injection angle in the horizontal plane) was compared to a trajectory with equivalent
input parameters that was integrated using the leapfrog method with 1 mm steps,
described in section 5.6.2. The result of this calculation is shown in figure 5-17 where
Ar is the deviation in transverse position from the ideal trajectory.

This error calculation shows that the error in radius of curvature grows steadily
but is insignificant on the scale of the 1 m trajectories that are expected in the C-
Mod. In the calculation of these trajectories an error of less than 0.4 mm is expected
due to the trajectory integration which likely to be negligible compared to the other
geometric uncertainties associated with the code inputs.

5.7.3 Validation of 6-D Dynamics Calculation

The 6-dimensional beam dynamics calculation implemented in the AIMS beam dy-
namics code was successfully validated against equivalent calculations using TRACE3D
which has been validated as part of its development at Los Alamos.
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Figure 5-17: Error analysis of the beam trajectory calculation using the leapfrog
method with 1 mm steps. Ar is the deviation in transverse position from an ideal
helical trajectory with a pitch angle of 100.

Mismatch Factor

To test agreement between the AIMS code results and the TRACE3D results, the
beam envelopes were compared in each phase plane. A dimensionless parameter M
called the 'mismatch factor' was used to quantify the overlap in the Twiss parameters
of the ellipsoidal envelopes from each code. This quantity M is essentially a measure
of the relative difference in major radius, minor radius, and ellipse angle between two
ellipses. In geometric terms, M is the factor by which one ellipse must be scaled to
fully encircle the other.

A simple example is an ellipse with major RE and a circle with radius R. The
Mismatch factor is given by equation 5.97.

REM = -1 (5.97)

165

0.07

0.06

0.05

0.04
0

wJ 0.03[

0.02

0.01

0.00
100

0.0008

0.0007

0.0006

0.0005

0.0004

0.0003

0.0002

0

wU

0.00011
10-1

-BTF = 0.10 T
--- BTF = 0.05 T



The mismatch factor is further generalized so that it can be applied to any two
mismatched ellipses (1,2) defined by their Twiss parameters a,, #1, 71 and a 2, 02, 72
as in equation 5.98.

-1,2X2 + 2a 1 ,2X X' + 71,2XI2 (5.98)

For the general case, the mismatch factor is given by equation 5.99 where R is given
by equation 5.101 and has units [m-radians]. An alternative form of the mismatch
factor MA is given in equation 5.100 which quantifies the overlap in area of the two
ellipses.

M= (R + vR2 -4) - 1 (5.99)

MA = (R + VR2- 4) -1 (5.100)

R = 1Y2 + 271 - 2a 1 a 2  (5.101)

Both mismatch factors are useful for relating the envelopes of two distributions
because M indicates the mismatch in the linear spatial dimensions of the beam while
AIA indicates the overlap in area which is related to the number of particles that are
shared between the two distributions. M is used for this analysis because it directly
relates linear dimensions of the beam which related to the spatial resolution of the
AIMS technique.

Direct Comparison of Dynamics Codes

The comparisons between the AIMS beam code and TRACE3D are given in the
form of ellipse projections of the sigma matrices from each code and their associated
mismatch factors. The projections on the x-x', y-y' planes represent the envelopes
of the distribution in transverse direction. The f-6 plane shows the envelope in the
longitudinal direction. In addition the projection on the x-y plane is shown because it
directly gives the transverse shape of the beam spot where the radius is equivalent to
1-- width for Gaussian beams. The first scenario that was analyzed for comparison
is the straight through trajectory with no beam steering fields. The results of this
comparison are shown in figure 5-18.

This calculation is in nearly perfect agreement between both codes. Even though
drift space with no B-fields appears simple, for 1 mA beams, beam generated forces
are still important so this result serves mostly as a validation of the space charge
model. Another important comparison of a 1 mA beam and a 1 pA beam, shown in
figure 5-19. This result shows that the dimensions of the beam can vary by as much
as 15% as indicated by the mismatch factor, even for the simplest trajectories. This
demonstrates that the space charge effects are relevant for simulating beams in the
mA range.

The second scenario that was analyzed was a 90* steering magnet with uniform
fields with a radius of curvature R= 1 m. The results from this comparison are shown
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Dynamics Modeling in C-Mod (B,= 0.0000 T)
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Figure 5-18: Comparison of AIMS beam dynamics code with TRACE3D for the
BO = 0 T trajectory in C-Mod. Transverse and longitudinal phase planes projections
are shown in addition to an transverse spatial projection with respect to the beam
coordinate system.

in figure 5-20. This comparison shows very good agreement between the two codes
demonstrating that magnetic fields cause the proper beam evolution, thus validating
the two primary components of the AIMS dynamics code.

Discretized Tokamak Fields for TRACE3D

Since TRACE3D is designed to calculate beam dynamics with standard beam optics,
insertion devices, and other beamline components, the complex fields of a tokamak
cannot simply be inputted into TRACE3D's fortran based input files. In addition
TRACE3D only does calculations in the coordinate system of the beam centroid and
cannot model trajectories.
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Space Charge Effects: imA versus 1yA
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Figure 5-19: AIMS beam dynamics code results comparing a 1 mA beam where space
charge effects are significant to a 1 puA beam. Both trajectories are 1.5 m in length
with no externally applied fields

To make a comparison between the AIMS code and TRACE3D in a C-Mod like
evironment, the tokamak fields along the beams trajectory had to be calculated and
converted to TRACE3D inputs. This was done by calculating magnetic fields and
field gradients using the already validated (section 5.7.2) trajectory module of the
BDC then converting the field profile to as set of 10-15 equivalent sector-magnets -
standard beamline components that combine steering fields with gradients.

Since the AIMS code can calculate the trajectory with arbitrarily small step size
(typically set to 1 mm to calculate an accurate trajectory), the calculated B fields and
gradients appear to vary smoothly along the trajectory. If each step were converted
into a sector magnet input for TRACE3D, it would require 1500 magnet elements
for a 1.5 m trajectory which is far more beamline components than TRACE3D is
designed to handle. The calculated magnetic field and VB along the trajectory,
shown in figure 5-21, was averaged over 10 cm lengths to provide a discretized field
profile that was used to generate the input parameters for the sector magnet elements
in TRACE3D.

Strictly speaking, the sector magnets are not equivalent because they only com-
pute the effects of VB in plane of curvature and the discretization of a non-linear
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Dynamics Comparison (900 Bend, Uniform B, Re = 1 m)
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Figure 5-20: Comparison of AIMS beam dynamics code with TRACE3D for a 900
sector magnet with uniform field and a bending radius of curvature R, = 1 m. Trans-
verse and longitudinal phase planes projections are shown in addition to an transverse
spatial projection.

profile in 10 cm steps is inherently different than 1 mm steps. However, since B profile
is fairly smooth over 10 cm lengths and the VB is primarily in the direction of the
radius of curvature for most of the trajectory (except near the coils), this discretized
model provides a scenario that is as equivalent to tokamak fields as for a TRACE3D
comparison. The TRACE3D output is shown in figure 5-22 for one of the trajectories
with BO = 0.0582 T steering fields on axis.

The comparisons of phase plots between the discretized TRACE3D model and the
AIMS model with the full fields are shown in figure 5-23.

Though this result does not show perfect agreement with the AIMS dynamic
model, it does result in a transverse x-y projection that matches within 3.8%, which
is the quantity of interest for AIMS. Also, it is interesting to note that size and shape
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Figure 5-21: Discretized B-field Curvature for TRACE3D input.

of the beam envelope matches reasonably well between within each phase plane but
differ primarily in rotation.

Magnetic fields tend to focus the distribution in the direction perpendicular to B
and couple transverse momentum with transverse momentum while gradients tend
to focus (or defocus if they are anti-parallel to R,). Considering these effects, since
steering is primarily in the y-z plane, this scenario suggests that the mismatch in
the y-y' plane is due to discrepancies in VB, (which is not included in TRACE3D)
and the mismatch in the in x-x' plane is due to discrepancies in the combination of
B. and VBY. Likewise the mismatch in the f-Ap/p plane is most likely due to the
discrepancies in By.

Since the B field and the space charge modules of the beam dynamics code have
been validated the AIMS dynamics solution is most likely the more correct prediction.
This and the previous comparisons demonstrate the need for full field simulation of
beam dynmamics in order to accurately predict the proper distribution on target.
Further, it is clear that space charge effects, continuous fields and gradient profiles
along the trajectories must be included for accurate result.

5.7.4 Reverse Dynamics for Active Focusing Applications

Solving the beam dynamics problem in reverse by first specifying the beam envelope
at the target then calculating its reverse evolution back to the accelerator optics is
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(ITF = 1600 A) shown in figure 5-21. The 'modified beam matrix' parameters are
used to construct a sigma matrix for comparison to the ALMS beam dynamics code.

a powerful tool for designing beam optics for a wider range of trajectories. This
technique is useful because it allows an acceptable beam envelope or 'acceptance'
envelope to be determined for the beam optics that will result in a desired spot size.
Since the beam dynamics code is entirely built on linear transformations that preserve
phase volume (implying determinant = 1), all of the transformations are necessarily
invertible, guaranteeing that the dynamics calculation can be performed in reverse.

The reverse calculation, which has been successfully verified, is done by first cal-
culating the trajectory of the beam and the fields along the trajectory in the forward
direction. Then, from the fields along the trajectory, all of the transfer matrices
from the applied fields can be calculated explicitly. With all of the transfer matrices
determined and the beam envelope at the target specified, the space charge impulse
matrices can be calculated implicitly from the local beam dimensions as the evolution
of the beam envelope is calculated in the reverse direction.

Knowledge of the acceptance envelope allows beam optics codes like TRACE3D [29]
or TRANSPORT [7] to be applied to the design of the optics in the beamline that
prepare the beam for injection into the tokamak fields. These codes have optimiza-
tion routines that can calculate the necessary gradients and fields in standard optical
components to match the beam to the acceptance envelope determined by the reverse
dynamics calculation. As practical result, this information can be used to determine
the specs of the required quadrupole elements and can also be used to determine the
optimal quadrupole settings for any trajectory.
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Figure 5-23: Discretized B-field Curvature for TRACE3D input.
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Chapter 6

Results and Discussion

AIMS was successfully implemented and applied to study boron erosion and depo-
sition on the surface of plasma facing components (PFC) in Alcator C-Mod. The
retention of deuterium was also studied in [21]. Since AIMS is a first of a kind, pro-
totype of an in-situ PFC diagnostic, a major goal of the AIMS measurements and
this thesis, is to demonstrate the viability of the AIMS technique and identify areas
to improve in future implementations of AIMS diagnostics. The second goal is to
understand or quantify any interesting physics results that were observed in the mea-
surements. Both of these goals were achieved. The successful implementation of the
AIMS diagnostic, despite significant time constraints due to the uncertainty of fund-
ing for the C-Mod facility, have also allowed us to identify experimental difficulties
that will allow AIMS to be greatly improved in the future.

Measurements were made on the inner wall of Alcator C-Mod using the AIMS
technique before, during, and after the last run day of the 2012 C-Mod campaign to
observe the effects of plasma discharges. Subsequent measurements were taken during
the months following the campaign to observe changes due to plasma conditioning
operations that include boronization, electron cyclotron discharge cleaning (ECDC),
and glow discharge cleaning (GDC). The AIMS geometry and timeline are presented
and discussed in sections 6.1 and 6.2. Results from these measurements are presented
in 6.3 through 6.7.

The AIMS photopeak analysis was able to successfully identify the 953 keV pho-
topeak from the "B(dpy) 12 B reaction and use it to quantify boron content on the
C-Mod plasma-facing surfaces. However, temperature stability issues in the gamma
detector and low time averaged count rates caused some difficulty with the measure-
ment of Boron photopeak for certain AIMS runs.

Following AIMS analysis, 4 tile-modules containing a total of 64 Molybdenum
tiles were removed from the vessel and were analyzed using the external beam PIGE
technique (chapter 3) to provide reliable quantitative measurements of the boron
content on the PFC surfaces to compare with the overlapping AIMS measurements
in order to validate the AIMS technique. The PIGE results and comparison to AIMS
are presented in section 6.5 and 6.6.

In addition to the PIGE method, which provides quantitative assessment of the
boron areal density, the intensity of down-scattered neutrons from deuteron-boron
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reactions was found to correlate with the AIMS gamma measurements for boron.
While AIMS photopeak analysis provides unambiguous, quantitative boron measure-
ments, the neutron detection provided significantly better counting statistics. The
two measurement techniques were therefore combined in order best quantify the time-
evolution of boron in C-Mod. Furthermore, the external PIGE measurements were
combined with relative boron measurements from neutron scattering to provide a
statistically significant validation of the quantitative capability of AIMS photopeak
analysis.

6.1 AIMS and PIGE Geometry

Measurements were taken at 4 poloidal locations for the majority of the AIMS runs
spanning the maximum range of beam deflection allowed by toroidal field coils' DC
power supplies. The calculated trajectories are shown projected on the midplane and
poloidal plane in figure 6-1. The steering, target geometry, and detection parameters
for these target locations were calculated with the methods described in chapter 5 are
given in table 5.3. A poloidal sweep with finer spatial resolution was also performed
over 9 locations spanning the same poloidal extent. The locations that were studied
with AIMS and with PIGE are overlaid with the inner wall tile-map are shown in
figure 6-2.

Poloidal Projection Midplane Projection
0.4.

0.2- 
B4[T]

E0.0 - E0.0000
N 0.0582

-0.1135
-0.2 0.1618

-0.4

-0.6

0.2 0.4 0.6 0.8 1.0 1.2 0.0 0.2 0.4 0.6 0.8 1.0

R [m] x [m]

Figure 6-1: Calculated Beam trajectories for the four most common trajectories used
for AIMS measurements on Alcator C-Mod.

6.2 AIMS and PIGE Timeline

AIMS measurements were taken before, during, and after the last run day of the 2012
C-Mod campaign to measure changes in PFC surfaces on the 1 run day timescale and
demonstrate the feasibility of inter-shot AIMS measurements. A timeline for these
measurements and plasma operations is given in table 6.1. In the months follow-
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Figure 6-2: Top: Tile map of the C-Mod inner wall, upper divertor, and lower divertor EF-1
shelf, toroidally spanning the A,B, and C port regions. Bottom: Zoomed-in tile map showing
the locations of the PIGE and AIMS measurements. Top Right: Deuteron beam trajectories
are shown for four trajectories spanning the range of the AIMS measurements. The tiles
highlighted in yellow/red were removed and PIGE analyzed following AIMS measurements.
The green ellipses indicate the calculated location and beamspots for AIMS measurements
based on modeling (chapter 5). The filled ellipses represent the four locations used for the
majority of the AIMS measurements corresponding to toroidal beam steering fields B =

{0.000, 0.0582, 0.1135, 0.1618} Tesla (in order from top to bottom).
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Figure 6-3: Photograph of PIGE analyzed tiles: Circles represent beam spot sizes
and locations for each measurement. Refer to figure 6-2 for tile locations in C-Mod.

ing the campaign two boronizations were performed in an attempt to measure the
amount of deposited boron during the boronization process. This was followed by two
electron cyclotron discharge cleanings (ECDC) and a glow discharge cleaning (GDC)
to observe boron erosion and/or the effects of these standard wall conditioning tech-
niques. A timeline for these measurements and plasma wall conditioning operations
is given in table 6.2.

Date [ Event j Expected Effect
10/01 AIMS measurements at 4 locations -

10/02 AIMS measurements at 1 location -

10/02 2 hiner wall limited (IWL) shots Erosion
10/02 At temlpted IWL shot resulting in disriuiptio Erosion
10/02 AIMS measurements at 1 location -

10/02 2 Inner wall limited shot)s ErOSi( )
10/03 AIMS measurements at 4 locations -

Table 6.1: Timeline of AIMS measurement during the 2012 C-Mod campaign. Red
represents processes that are expected to cause net erosion. The effect of the lower
single null discharges on the inner wall is unknown and is shown in green.
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Date Event Expected Effect

10/11 AIMS Poloidal Sweep: 9 locations -
11/12 AIMS measurements at 4 location
11/12 Standard Overnight Boronization Deposition
11/13 Inner Wall Overnight Boronization Deposition
11/14 AIMS measurements at 4 location -
11/14 Electron Cyclotron Discharge Cleaning (ECDC) Erosion
11/15 AIMS measurements at 4 location -
11/15 Electron Cyclotron Discharge Cleaning (ECDC) Erosion
11/15 AIMS measurements at 4 location
11/15 Glow Discharge Cleaning (GDC) Erosion
11/16 AIMS measurements at 4 location
12/12 64 inner wall tiles removed followed by PIGE analysis -

Table 6.2: Timeline of post-campaign AIMS measurement and wall conditioning. Red
and blue represent processes that are expected to cause net erosion and deposition of
boron, respectively.

6.3 AIMS Photopeak Analysis: Boronization and
Wall Conditioning

Gamma spectra taken with the lanthanum bromide (LaBr3 ) detector were analyzed
to observe the 953 keV gamma peak from the "B(d,p-y)1 2B reaction. Using the
methods described in chapter 2 section 2.6, the integrated counts in these peaks and
the geometric parameters given is table 5.3 were used to calculate the areal density
of the boron on the tiles. A typical spectrum used for quantifying boron is shown in
figure 6-4. The following features are observed in the spectrum and are denoted by
their gamma energies:

* 953 keV: Photopeak from the 1 B(d, py) 12B reaction used for quantifying boron
with AIMS.

* 511 keV: annihilation gammas produced from 0+ decay of short-lived reaction
products from deuteron induced reactions or nearby pair-production.

* 847 keV: Inelastic neutron scattering 56Fe(d, n'y)56Fe from steel structural ma-
terials in C-Mod.

* 661 keV: Gamma emission from '37Cs calibration source. This source is inten-
tionally placed beside the detector during the AIMS measurements for energy
calibration

* 1173 keV and 1332 keV: Gamma emission from 60Co calibration source for
energy calibration (only distinguishable in spectra when beam is off).

177



101

0
U

10-1

10"

AIMS Gamma Spectra

511 661 847 953 1173 1332

- Spectrum with Thermal Effects
- Typical Spectrum

200 400 600 800 1000
Energy [keV]

1200 1400

Figure 6-4: Plot of gamma spectra from two different AIMS measurements. In the
typical spectrum a 953 keV photopeak from the "B(d, p-y) 12 B reaction is observed.
From the spectrum that is blurred by thermal drift in the gain, the 953 keV peak and
other features cannot be easily distinguished from background.
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Figure 6-5: Close up view of a 953 keV photopeak in an AIMS gamma spectrum
from the "B(d, py) 12B. Poisson error bars are shown for each bin and demonstrate
that the peak is statistically significant and distinguishable from background. The
847 keV gammas from inelastic neutron-scattering off iron is also visible and clearly
distinguishable from the 953 keV photopeak.

The observed 953 keV gamma peak has relatively few counts compared to the
large continuum from scattered gammas which is a consequence of the high reaction
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yield and small detector solid angle. The peak, however, is statistically significant as
can be seen in close up of the gamma spectrum in the neighborhood of 953 keV, shown
in figure 6-5. Despite the low number of counts (typically 800-1000 counts), leading
to Poisson uncertainty of up to t3.5%, the peak uniquely identifies and quantifies
the boron content.

The Boron areal density from the post campaign measurements, taken between
boronization, ECDC, and GDC conditioning operations are shown in units of boron
thickness in figure 6-6. These constitute the first-ever in-situ quantitative measure-
ment of solid surface properties in a fusion device using ion beam analysis. Some of
these data are missing because of issues that arose due to the temperature fluctua-
tions in the silicon photodiode of the LaBr3 detector. A spectrum that was blurred
from thermal drift of the detector gain is shown plotted next to a spectrum measured
with stable gain for comparison in figure 6-4.

The detector temperature instability was likely due to radiative heat transfer
between the vessel and the re-entrant tube with temperature fluctuations caused
by liquid nitrogen cooling used for C-Mod's coils and heaters used to prevent icing
around the ports. Despite using compressed air to cool the detector and provide a
stable temperature, the temperature fluctuations caused the detector's gain to shift
over the course of some of the measurements causing the peaks to be blurred into
the background signal. This identifies a design issue that can be addressed in future
implementations of AIMS with thermal engineering solutions.

6.3.1 Discussion of Photopeak Results

The photopeak results in figure 6-6 show that the measured boron at the first two
locations (BO = 0 T and BO = 0.582 T) are approximately 300 - 400 nm. This
observation appears promising because the range of their values shows reasonable
agreement with the well established external PIGE measurements of boron described
later in section 6.5. Also, comparing between spatial locations and within each loca-
tion, there are statistically significant spatial patterns observed as well as changes at
each location due to wall conditioning.

The boron 953 keV photopeak is clearly identifiable and integrable in the spectra
corresponding to the data in figure 6-6 and is also the only major (d, g) photopeak
that is observable. This demonstrates the capability of AIMS to detect boron, while
validating the assumption that boron is the dominant low-Z, non-fuel isotope in C-
Mod while oxygen, nitrogen, and carbon are negligible in comparison.

The measurements also directly demonstrate a dynamic range of AIMS measure-
ments from 50 nm (B4 = 0.16 T, lower divertor) to 500 nm (B4 = 0 T, near the
midplane). Furthermore, based on the correlation derived in section 2.6.3, the range
should not be limited to 500 nm and should extend to around 8000 nm. Since boron
on C-Mod tiles typically forms layers that are less than several pum thick, this dy-
namic range meets and exceeds the requirements for quantitative boron measurement
in C-Mod.

The successful analysis of these photopeaks demonstrates the quantitative boron
detection capability of AIMS. The level of uncertainty in the data and missing data
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AIMS 953 keV y-Photopeak
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Figure 6-6: Boron thickness determined with AIMS at
measurements of the 953 keV "B(d, pY)' 2 B photopeak.

four poloidal locations from

in the boron time history highlight the need for resolving the thermal drift issues and
improving the counting statistics of the measurement.

6.3.2 AIMS Neutron Detection of Boron

With the success of the photopeak analysis in detecting boron as well as the ex-
perimental issues preventing the photopeaks from producing a complete boron time
history, AIMS neutron analysis was studied as a method to corroborate and improve
upon the photopeak results.

Energy resolved measurement of the neutrons were taken concurrently with the
gamma measurements using an EJ301 liquid organic scintillator coupled to a photo-
multiplier tube residing outside of the C-Mod field coils. The details of the neutron
detection equipment and theory are given in [21]. Though these neutron spectra
do not contain distinct features that identify boron, the integral of the high energy
neutrons in the spectra are suspected to be indicative of the boron content. This
technique was demonstrated then used to make relative measurements of boron to
extrapolate trends between the sparse gamma data.
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Neutron Spectrum from typical AIMS measuremnt
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Figure 6-7: Relative measurements of boron are made from the AIMS neutron spectra
by integrating the high high energy portion of the spectrum shown in blue, correspond-
ing to neutron from the 10 B(d, n)"C and 11 B(d, n)12C reactions. The 'channels' on
the spectrum correspond to the binning of charge output from the detector which is
related to scintillator light output and is a non-linear function of energy. The region
of integration shown from 1.8 - 2.5 corresponds a region of in which only neutrons
from boron are energetically allowed [21].

Making neutron-based measurements of boron by simply integrating a certain
segment of the neutron spectrum is not possible in general. However, it is possible
in C-Mod because 0.9 MeV deuterons can only react with a few low-Z isotopes that
are present on PFCs due to C-Mod's strict high-vacuum and impurity requirements.
Only boron and deuterium should be present with trace amounts of oxygen which
can emit neutrons through the reactions shown in table 6.3. The lack of other low-Z
isotopes was also verified with the photopeak measurements.

Boron Reactions Q [keV] 1 Other Reactions Q [keVI
10B3(d, n)1C 6464.804 2H(d, n)3He 3268.914
11B(d, n)1 2 C 13732.283 160(d, n)17F -1624.296
11B(d, n 2a) 4He 6457.542

m(d, n a)8Be 6365.701

Table 6.3: Deuteron induced neutron-producing reactions and their Q-values for low-Z
isotopes on C-Mod PFCs.

The oxygen reaction is not energetically allowed and the maximum energy for
neutrons from d-d fusion is lower than Q-value for the boron reactions. Assuming
that these are the only reactions present, it follows that any detected neutron with
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energy greater than the Q value of the 2H(d, n)3He reaction plus the beam energy
is guaranteed to have been produced in a boron reaction due to kinematics and
conservation of energy. Integrating the continuum of scattered neutron counts in the
high energy region of the spectrum (figure 6-7), therefore, should give a result that
is proportional to the amount boron that is present. In addition, the large neutron
to gamma yield ratio for boron provides measurements with better Poisson statistics
than the gamma photopeaks.

Proportionality of Neutron and Gamma Measurements

The correlation between neutron and gamma measurements must be demonstrated
before neutron spectra can be used together to quantify boron. For each AIMS
measurement location and AIMS run where valid gamma and neutron data were
available (i.e. identifiable photo peak and sufficient RF power in the accelerator), the
relationship between gamma counts N. and neutron counts N, were compared. This
comparison is shown in figure 6-8 where each point represents an AIMS measurement
where N and Ng were measured simultaneously with the same target, beam current,
and acquisition time.

80 Measured Correlation Between Neutron and Gamma Counts

++ B0 = 0.000 T
7000 -+ + B0 = 0.058 T
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Figure 6-8: Measured correlation between neutron Nn and gamma NY counts from
AIMS measurement at four locations. Each point represents an AIMS measurement
where Nn and N, were measured simultaneously with the same target, beam cur-
rent, and acquisition time. A linear fit is drawn for data sets that show a statically
significant correlation.

Observing the relationship between the neutrons counts Nn and gamma counts
Ny shows that, for the zero field case and the 0.058 T case, there is a clear, sta-
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tistically significant correlation between between the two detection techniques which
appears to be linear, tracking a 50% change in boron induced counts. This confirms
the proportionality relationship N, oc Ny. For the other two target locations with
steering fields, fewer gamma points were available, and the counting uncertainty in
the photopeaks is relatively large. This made it more difficult to conclusively estab-
lish the proportionality between the N, and N, measurements, although within the
statistical uncertainty, the results do not disagree with the proportionality.

The physics is essentially identical between each location, only differing in beam
and detection geometry. There is also no physical reason to expect that another
element to be present at only specific locations which could contribute to the neutron
continuum. It is therefore likely that likely that a proportionality relationship exist
for each of the four locations.

From studying the results from these four locations in figure 6-8, it is also clear
that the proportionality of the measurements between N, and N' does not remain
the same between locations. This is not unexpected and is likely due to a variety of
factors including the angular dependence of the cross sections, detection geometry,
complex neutron scattering geometry, and differing mean free paths of neutrons and
gammas in the presence of obstructions in the detection geometry.

As a result of establishing the relationship between N, and N,, this simple in-
tegration of the high energy neutron counts can thus be used to provide a relative
measurement of boron content that can be absolutely calibrated from the gamma
photopeaks to allow trends in the boron evolution to be studied in the absence of a
contiguous set of gamma measurements.

Boron Time History with Neutron and Gamma Data

The integrated high energy neutron counts, measured after each plasma wall condi-
tioning operation are shown in figure 6-9 at 4 beam locations. The data shown are
neutron yields. The data shown are neutron yields, i.e. the neutron counts have each
been individually normalized to the integrated beam current at each measurement.
Then, at each spatial location, the data are scaled so that the final measurement
occurring after wall conditioning (GDC) is set to unity. Thus these data provide a
relative measurement for the time history of the boron at each location. These data
provide a relative measurement of time history of boron. Normalizing to the final
AIMS measurement is arbitrary but it is convenient for the first two traces because
they can be calibrated to the PIGE measurements taken at the same locations to
compare to the AIMS photopeak measurements, as described in section 6.6.

As can be seen in figure 6-9 the AIMS technique can readily observe relative
changes in the boron content of a few percent due the more favorable counting statis-
tics provided by the neutron spectra. In some locations the changes are modest, while
at the lowest measurement point the boron changes by over a factor of two. This is
critical because it shows that the surface conditions are evolving in a complex manner
even from straightforward wall conditioning techniques, thus indicating the necessity
of making in-situ measurements.

Since a contiguous set of there AIMS gamma data was not available to observe
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Figure 6-9: Time history of high energy neutron counts corresponding to scattered
neutrons from boron reactions. The height of each marker indicates the Poisson
uncertainty in uncertainty of neutron counts. The error bars represent experimental
uncertainties in charge integration and beam energy calibration.

the changes in boron between every experiment, the trends in neutron data were
essentially used to bridge the gaps. This was done by scaling the neutron data to
best-fit the gamma data where concurrent N. and N, measurements were made. This
is effectively equivalent to calibrating the neutron data based on the proportionally
relationships shown in figure 6-8. The calibrated neutron data is given in figure 6-10
showing the boron time history spanning the post-campaign plasma wall conditioning
experiments.

The error bars shown in figure 6-10 indicate the uncertainty in the absolute boron
content from the neutron and gamma detection methods. These uncertainties are
much larger than the relative uncertainties based on counting statistics of the neutron
measurement (indicated by the height of the data markers). These large uncertainties
are due to the propagated errors in normalizing the neutron count rate to absolute
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Figure 6-10: Time history of boron inferred from high energy neutron counts and
calibrated to best fit the AIMS gamma results. The height of the data markers
indicate Poisson error and the error bars indicate the absolute error from measurement
and calibration.

boron content through the gamma detection. The uncertainty is calculated using
equation 6.1 by combining the Poisson error associated with the neutron counts and
current integration (1st and 2nd term), the standard error of the mean associated
with the gamma measurements (3rd term) and the standard deviation of between the
neutron and gamma data (4th term).
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From these measurements, qualitatively it appears that some amount of boron
may be deposited during boronization and a small amount could be removed ECDC

185

.-. AIMS Neutrons
B = AIMS y-Photopeak

B = .T, IT,=0.OkA

B =0.0582T, ITF=1.6kA

B =0.1135T, ITF3.12kA

B=.1618T, ITF;=-4.48kA



and GDC. Though it is difficult to make this result precise due to the large uncertainty
in the measurement, it is clear that changes boron thickness can be observed on the
time scale of plasma conditioning operations, especially if the uncertainty is reduced
simply by improving detection statistics and solving detector issues.

The AIMS measurements show that boron deposition is limited to 50-100 nm at
the innerwall. Previous studies have examined the in-situ boron deposition rate with
a Quartz Micro Balance [41] and found the deposition rate to be strongly reduced
just slightly radially inboard of the EC resonance layer and the peak deposition to
be located at the uppper hybrid resonance, typically 5-10 cm outboard of the EC
resonance. This phenomenon is illustrated in figure 6-11. While not known precisely
the range of deposition rates of ~0.3 nm/minute at the EC resonance, which would
extrapolate to - 36 nm based on the 120 minutes of the boronization which is consis-
tent with the range of boron deposition measured with AIMS. This demonstrates the
need for AIMS which can directly measures boron content on material surfaces (un-
like the QMB). It also captures the complexities of the alignment of surface to the B
field and the complexities of particle transport which are both difficult or potentially
impossible to extrapolate from plasma knowledge alone.
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Figure 6-11: Left: Deposition profile of boronizaion measured with a quarts micro-
balance (QMB). Peak deposition is observed at or outboard of the upper hybrid
resonance (UH) while deposition decreases sharply approaching the electron cyclotron
(EC) resonance layer. The left plot was reproduced from [41] and adapted for this
figure. Right: The relative position of the EC, UH, and peak boron deposition regions
are shown illustrate their proximity to the AIMS measurement locations.

From these results seen in figure 6-10, it can be seen that boron wall conditioning
techniques in C-Mod have relatively little effect on the boron trends at the inner wall.
It is also observed that the largest boron deposition occurred at the lower two AIMS
measurements which are located on the section of the inner wall that protrudes sev-
eral cm radially in the direction of the expected deposition peak. Qualitatively, this
result is consistent with deposition profile measured in [41]. These results, though
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qualitative due to the large uncertainty, should further motivate the continued use
of AIMS to better understand the complexities of even simple wall conditioning op-
erations and should motivate the need expand and improve upon the capabilities of
AIMS.

6.4 AIMS Poloidal Sweep with Single Tile
Resolution

A poloidal sweep was performed with fine spatial resolution was attempted after
the end of the C-Mod campaign to generate a poloidal boron profile with single tile
resolution to demonstrate its feasibility. This was a sweep of all of the 9 AIMS
locations shown in figure 6-2 where most of these measurements have beam spots
sizes that are comparable to the size of a tile.

101

100

0

10-1

10-2

Poloidal Scan 20121011

511 661 347 953 1173 1332

0 200 400 600
E

800
nergy [keV]

1000 1200 1400

Figure 6-12: Gamma spectra from AIMS poloidal sweep with single tile resolution.
It appears that, only two of these spectra have photopeaks that are suitable for
quantifying boron.

Unfortunately, due to thermal effects in the detector, only two of the spectra
contained photopeaks that were suitable for quantifying the boron. Since the neutron
to gamma ratio clearly does not remain constant with position, as shown in figure 6-8,
the neutron data could not be used to make these spatially resolved measurements.

Though generating a poloidal boron profile that include every tile along a poloidal
sweep was not successful, it is important to note that, with the thermal issues in the
detector resolved, a poloidal sweep with single-tile resolution should be achievable in
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a straightforward manner if gamma detection is improved. This is motivated by the
observation that the overall gamma count yield clearly is modified between the differ-
ent locations in figure 6-12, indicating that there is indeed a complex spatial pattern
of boron films evolving at the surfaces and that AIMS is capable of distinguishing the
pattern.

6.5 External PIGE Results

After the 2012 C-Mod campaign, there was a brief vacuum break during which four
inner wall tile modules (each with a 4 x 4 arrangement of tiles) were removed from
the inner wall and analyzed. PIGE analysis was performed on all 64 of the available
tiles. For each tile, at least one measurement was taken at the center of the plasma
facing surface with a 3 mm diameter proton beam using the setup shown in figure 3-
15. A photograph of the analyzed tiles is shown in figure 6-3 with outlines drawn to
represent location and size of the proton beam used for each measurement.

Spectra from External Beam PIGE Analysis

140 432 keV

B" (pay)Be'

120

100

U

-a 80

60

40

20 _-

01
500 1000 1500 2000

Energy [keV]

Figure 6-13: Several overlaid gamma spectra used from external PIGE measurements
of boron using the 10 B(p, ay)7Be reaction. The three higher energy peaks are reactions
induced in the aluminum structure supporting the beam window.

Typical spectra from these PIGE measurements are shown figure 6-13. From
these spectra the 432 keV gamma peaks from the 10B(p, acy)7Be reaction can clearly
be observed. These peaks were background subtracted and integrated using peak
integration routines in the Maestro spectroscopy software package from ORTEC [42].

These peaks typically contain ~ 5 x 104 counts so Poisson error in the peak and
current integration typically contributes < 1% error. Other experimental uncertain-
ties also contribute but are relatively small, giving typical uncertainties of ±3%.

The correlation derived in section 2.5.5 was used to convert the gamma yields
from these measurement to areal density of boron. The areal density is represented
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as 'boron thickness' assuming that the boron is found in a uniformly distributed
surface layer of pure boron of where 1 um = 1.30 x 1020 atoms/in2. Due to low ex-
perimental uncertainty of these measurements, PIGE analysis provides reliable boron
measurements that can be used to understand spatial pattern on PFC and can be
compared to AIMS for validation.

6.5.1 PIGE Poloidal Scan

The first result shown is from a poloidal sweep that was performed with finer spatial
resolution in column six to observe spatial variation in boron thickness within tiles.
The results of these measurements are shown in figure 6-14. The top plot shows the
gamma ray yield from the tiles, normalized to the thick target yield from a solid
boron nitride (BN) target with error bars indicating only the Poisson error and the
lower plot shows the boron thickness with experimental uncertainties included.

These measurements show that, in this region of the inner wall, the boron thickness
is < 1gm for most tiles but in some cases thick as ~ 3 pm. For many tiles the boron
is fairly uniform however boron thickness varies by as much as a factor of two within a
single tile. From this result, it is clear that for adequate diagnosis of PMI issues, tile-
sized resolution or better is required. This reinforces the importance of the efforts and
contributions of this thesis to provide adequate spatial resolution through advanced
beam dynamics calculations.

Since each PIGE measurement only corresponds to a 3 mm diameter beam spot
while AIMS measurements typically have a tile sized beam spot, it is important
quantify how much the boron varies, on average, within a tile. This provides the
uncertainty in the AIMS validation process due differing spot sizes between AIMS
and PIGE.

The tiles with greater than 1 - 2 pm of boron tend to have the largest boron
variation and appear to be amorphous crystalline layers of boron. Whereas, tiles with
< 1 pm to be more uniform, possibly due to a different boron erosion or deposition
mechanism.

Since all of AIMS gamma measurements and all PIGE measurements in the vicin-
ity of the AIMS beam spots showed less than < 1 pm of boron, the tiles measured in
the poloidal sweep with < 1 pm of boron were used to infer the boron variation within
each tile. For each of these tiles, the standard deviation in boron thickness measured
with PIGE between the three location on each tile is between 5% and 28% with an
average of 17%. Even though the uncertainty in boron measurements from PIGE
is very small, the uncertainty in the comparison of absolute boron measurements
between AIMS and PIGE is expected to be on the order of 17%.

6.5.2 2-D Tile Map of Post Campaign Boron Areal Density
After performing a poloidal scan of the tile modules a PIGE measurement was made in
the center of each of the 64 available inner wall tiles. The resulting map of measured
boron thickness (areal density) is shown in figure 6-15. These measurements were
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Figure 6-14: Top trace: poloidal profile of normalized gamma yield from the sixth
column of tiles. Bottom: poloidal profile of boron areal density represented in boron
thickness (assuming a solid boron surface layer).

also used to provide a direct comparison to validate the AIMS technique against the
proven PIGE analysis techique as described in section 6.6.

The tile map (figure 6-15) shows a significant variation in boron between tiles.
Some tiles have been polished by the plasma to extent where they have no detectable
boron and other tiles have several microns of boron present. This means that over
the course of a campaign, inner wall tiles can experience anything from net deposition
rates on the order of several nanometers per second (-1 cm/year) to net erosion that
is sufficient to leave tiles devoid of boron. This result further motivates the necessity
of diagnosing and understanding the changes is PFC surfaces on timescales that are
shorter than a run campaign with tile sized spatial resolution.

From observing the tiles visually, it appears that the misalignment of the tiles is
quite small and could be be due to disruption induced eddy current forces. However
the PMI involve magnetic fields that intercept the surfaces with such shallow angles in
this region (and in general for divertor surfaces) that even these small misalignments
can greatly change the local balance of erosion and deposition as well as plasma
heat flux. This demonstrates how critical the effects of PMI are and further motives
diagnostics like AIMS which provide 2-D mapping of the surfaces.
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Figure 6-15: Boron thickness measured with external proton beam PIGE analysis

6.6 Quantitative Boron Measurements with
Combined AIMS and PIGE Results

The locations of AIMS measurements corresponding to no steering field and 0.0582
Tesla overlap with the boron map that was made from PIGE measurements. Since
boron was measured with neutrons and gammas from AIMS followed by measurement
with the established PIGE technique at these locations, these overlapping measure-
ments serve as validation of the AIMS technique.

Since the AIMS gamma results provide a quantitative boron measurement from
the photo peak, they should be compared directly to the PIGE boron measurement.
At these two overlapping PIGE/AIMS locations, however, the spectra from the final
AIMS measurements could not provide ani adequate photopeak due to the temperature
drift issue discussed earlier. Instead, a slightly different strategy was employed. Using
data from ex-situ PIGE results to be the absolute B thickness after the campaign,
neutron data was used to extrapolate backward in time. This extrapolation provided
and quantitative time history of the boron thickness while also providing a means
to compare AIMS gamma photopeak results to another quantitative technique for
validation.

6.6.1 Uncertainty in Beam Target Location

To make a valid comparison between PIGE and AIMS measurements, the same loca-
tions must beam locations must be compared.
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The accelerator, beamline, and optics were aligned as precisely as possible with
respect to the beam injection flange on B-port using engineering resources that were
available. However, it was not possible to align the accelerator directly with a point
of reference on the C-Mod inner wall. This meant that the accelerator could only be
aligned with respect to the beam injection flange.

Measurements of the beamline showed that the last flange on the beamline be-
fore the vacuum bellows was parallel to the injection flange to within better than
±0.70, indicating good alignment (considering the accelerator is a 400 pound device
mounted on slightly compliant floor). However, the welding of either flange, uneven
compression of copper gaskets attaching the flanges, and other such uncertainties
could compound to cause a misalignments of > 1'. In terms of wall position this
could mean that the location on the PFC targets could be off by -1 C-Mod tile
width from the design location.

A photograph of the view through the injection flange (figure 6-16) was used to
make an estimate of the actual alignment of the beam. The photograph was taken
approximately concentric with the injection flange after the accelerator was removed
and was analyzed to predict the location of the beamspot with no steering fields. This
image indicates that the beam was likely misaligned such that the no-field trajectory
intercepted the wall roughly one tile above the location expected from the engineering
design of the injection flange even though it is within design tolerances. This location,
indicated by figure 6-16, was taken to be the true location of the beamspot with no
steering fields. This observation also motivates the need for an optical method of
in-situ beam alignment and calibration.

6.6.2 Validation of Neutron and Gamma Results

The AIMS neutron data with a relatively high number of counts was shown to be
correlated with the photopeak in section 6.3.2. As demonstrated in section 6.3.2,
neutron data can therefore be used to make quantitative measurements of boron if
the are scaled to known absolute measurements.

Gamma measurements were not available after the final GDC that occurred before
PIGE analysis for a direct comparison. However, post GDC neutron measurement
were successful. Therefore, in order make a quantitative comparison between AIMS
and PIGE, the neutron data was scaled so that the final neutron measurement matches
the boron thickness measured with PIGE.

This neutron time history was calibrated to the trusted PIGE measurement and
could therefore be used to extrapolate the boron thickness from the time of the final
vacuum break, past the wall conditioning operations to where the AIMS photopeaks
were observed. Though the PIGE measurements have very small error bars, the
uncertainty in the comparison between AIMS beamspots and PIGE is dominated by
the estimated ~17% inherent uncertainty in the comparison due to the vastly different
beam spot sizes (described in 6.5.1).

For the PIGE locations that were determined from photographic analysis of the
beamline, this comparison is shown in figure 6-17. The same comparison is shown
in figure 6-18 for the PIGE locations that are predicted from the engineering design
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Figure 6-16: Photograph taken concentric to the beam port indicates that the no-
field beam trajectory intercepts the wall one tile above the original engineering design.
This offset is within the expected tolerances.

assuming perfect alignment.
Figure 6-17 shows that three of the four boron measurements made from the

photopeaks agree with the combined neutron-PIGE results within the uncertainty
of the measurements. Whereas, figure 6-18 shows a correlation that is physically
inconsistent.

Despite the uncertainty in the beam alignment with the locations of the PIGE
measurements and the differing spot sizes, this result is a strong indication that
the AIMS analysis yields a real and quantitative in-situ measurement of boron; a
milestone achievement for AIMS and a significant advancement for the field of PMI
research.

6.7 AIMS Intershot Measurements

A major goal of developing the AIMS technique was to observe changes on PFC
surfaces between plasma shots. Inter-shot measurements were attempted on the last
day of the C-Mod 2012 campaign at one PFC location with no beam steering fields.
The time line of these measurements is shown in table 6.1. A measurement was made
before the run day, then after the 18 lower single null I-Mode discharges, then after
two inner wall limited plasmas including a disruption, then following the run day after
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PIGE results extrapolated with AIMS neutron data
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Figure 6-17: Left: Boron time history comparing AIMS(y) photopeak results to PIGE
measurements by scaling AIMS(n) neutron data for extrapolation. AIMS neutron
data were scaled to match the final PIGE measurements. The shaded green area
represents the inherent uncertainty in the comparison due to the differing beam spot
sizes between PIGE and AIMS. Right: Map of boron measured with PIGE analysis
with overlaid AIMS beamspots. The AIMS beamspots were assumed to be at the
location that is indicated by a photograph taken concentric to the beam injection
port (one tile above the design location).

two more inner wall limited discharges. The inner wall limited discharges were done
specifically to attempt to remove boron, and the disruption, whil unplanned might
be expected to remove boron as well.

The AIMS photopeak measurement before and after the run day were successful,
however, the inter-shot photopeak measurements were not. Neutron spectra however
were measured successfully for all AIMS measurements during the run day. With
the relationship between high energy neutrons and photopeak gammas established
in section 6.3.2, the methods in section 6.3.2 were used to calibrate the relative
boron measurement from the neutrons to the absolute boron measurements from
the photopeaks to give quantitative inter-shot measurements of boron. The result is
shown in figure 6-19.

This result shows that the boron on the the inner wall increased by 200 nm
during the first 18 I-Mode shots indicating that these shots cause net deposition.
The first AIMS measurements were made on the October 2nd, the last run day of the
Alcator C-Mod 2012 campaign. The plasma discharges correspond to shot numbers
1121002XXX. This run day began with a series of lower single null discharges to study
I-Mode (shot numbers 1121002001-1121002024). These experiments constituted 18
full length lower single null discharges. Over these 18 discharges, the boron thickness
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represents the inherent uncertainty in the comparison due to the differing beam spot
sizes between PIGE and AIMS.The AIMS beamspots were assumed to be at the
location that is expected from the design of the diagnostic

increased by 210 ±50 nm, corresponding to an average of 12 ±3 nm/discharge.
From the external PIGE measurements showed campaign averaged boron deposi-

tion rates on the order of 0.5 nm/discharge resulting in 500.4 nm of boron at location
of the AIMS measurement. This was the integrated result over a campaign contain-
ing a variety of plasma discharges including I-mode, H-mode, and various ICRe and
LHCD experiments. From an earlier study IBA study of C-Mod PFCs before the
discovery of I-Mode, it was shown that tiles removed from C-Mod after a 1090 shot
run campaign showed a boron areal density of 18 th 2 [ 22atoms/m 2] in the region
near the AIMS measurement location. This corresponds to a thickness of 770 ± 85
nm of boron with an average boron deposition rate of 0.7 nm/discharge. The simple
observation that deposition rates of boron during I-mode shots were measured with
AIMS to be more than an order of magnitude higher than the campaign averaged
values for a campaign with and without I-Mode demonstrates that the PMI effects
of any particular plasma configuration cannot be resolved with campaign integrated
measurements.

Following the I-mode experiments, a series of inner wall limited (IWL) discharges
were dedicated to making AIMS measurements of boron and deuterium on the cen-
terpost on a shot-to-shot timescale. Since the AIMS analysis was limited to the
centerpost due to the B field power supply limitations. Inner-wall limited magnetic
configuration was chosen in order to place the location of maximum plasma-material
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Figure 6-19: Boron measurements through out a C-Mod run day using combined
neutron and gamma data to demonstrate inter-shot AIMS measurements.

interaction (recycling, erosion) near the AIMS measurement location.
However one of the discharges, 1121002030, underwent a full-current disruption

at ~0.45 seconds, before the RF power was applied. The disruption was apparently
caused by a high-Z injection of material into the plasma, leading the abrupt (ms
timescale) termination of the plasma, depositing the plasmas energy at a rate of
> GW at or near the location of the AIMS measurement.

The plasma interaction with the centerpost is qualitatively interpreted by using
the visible light camera (WIDE1) which views the toroidal location near B-port where
AIMS also measures. The visible light, which is dominated by H-alpha emission is
a relative measure of the particle flux density that is incident on the PFCs. Images
from WIDE1 are shown in figure 6-20 with a the superimposed outline of the beam
spot. These images show the emission from a stable inner wall limited discharges, the
intense emission during the disruption and the following glow due transient heating
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of the tiles.

Figure 6-20: Views from the WIDE1 visble camera. Left: Stable ohmic inner wall
limited plasma. Middle: View of plasma during disruption. Right: Black body
radiation is observed as a red-orange glow tiles heated by the disruption. Solid ellipse
denotes predicted beam spot, dotted ellipse denotes predicted uncertainty in position.

The IWL configuration shows a "band" of light at the center-post as expected,
since the inner wall is the primary material target for recycling and power exhaust
in such a configuration (the last-closed flux surface is resting on the inner wall). The
disruption also seems to have concentrated its particles at the inner-wall, however
with such strong intensity that it saturates the camera (this verifies intense PMI but
no quantitative assessment of local plasma conditions can be made).

The intense PMI caused by the disruption indicated by the camera frame im-
mediately following the disruption. Thermal emission is can be seen tiles near the
midplane indicating substantial transient heating due to the disruption (the thermal
emissions are absent in the following frame). Interestingly this region just below the
midplane of intense interactions/heating with the disruption is the same as measured
by AIMS.

Disruptions rapidly cool the plasma so significantly increased sputtering (which
would require prolonged higher edge temperatures) is unlikely. However, disruptions
can deposit enough thermal energy, causing melting of the molybdenum surfaces. If
such melting were to occur it would likely disturb boron surface layer leading to a
change in boron that would be observable with AIMS. Since no significant change
was observed during the disruption, AIMS suggests that no surface melting is likely
to have occurred.

This is confirmed by a simple estimate by considering the expected heating of the
PFC surface cause by the disruption in the vicinity of the AIMS measurement. If all
of the estimated plasma stored energy U = 45 kJ is lost directly the the centerpost
region shown in the last camera frame, the resulting estimated energy density E = 160
kJ/m 2 deposited on the tiles in the region of plasma contact (assuming the height
of the plasma wetted area z, = 0.1 m and circumference = 27 x 45 cmi). With
the relevant plasma parameters and thermal properties, an estimate of the surface
temperature rise is given assuming energy density E is delivered over the transient
timescale T in equation 6.2.
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B = 5.4 [T]
, = 0.8 [MA]

ne 1.25 X 1020 [in- 3]
(T) 800 [eV]
U 45 [kJ]

Rwai 0.45 [i] 2 EK
Zwetted 0.1 i p C K

~ 160 [kJ/m 2]
T ~ 1 [ims]

p cv, 3 x 106 [J/M 3K]
EMo, KB = 138, 27.4 [W/mK]

'B,Mo 100 [W/mK](
(6.2)

With the estimated 330 K estimated temperature rise, melting of the Mo could
not have occured. This estimate is far from exact due the imprecise methods for
determining the plasma wetted area or the thermal properties of the surface of the
mixed Mo-B surface. However, AIMS clearly indicates a negligible change in the
surface properties through the measurement of boron that agrees the conclusion of
this estimate. Furthermore, such measurements of boron surface conditions were
previously not available for any plasma shots under any conditions. This therefore
demonstrates why a diagnostic like AIMS is required since the response of the surface
to PMI cannot be quantified or understood without direct measurement of surface
properties before and after the PMI event occurs.

6.7.1 Complete Time Boron History

With the demonstrated AIMS measurement of boron during the C-Mod run day, it
was then possible to combine all of the AIMS measurements of the B = 0 T location
spanning the entire duration of the AIMS Campaign. The compilation is shown in
figure 6-21. This plot was generated from the high energy neutron scattering data,
scaled to minimize the deviation from photopeak measurements. As described in
table 6.2 and 6.1, these measurements span several months containing 22 C-Mod
plasma discharges, 1 disruption and 5 plasma wall conditioning operations. The
success of the intershot measurements and the success of the measurements of wall
conditioning combined with the continuity of the measurements within uncertainty
over a 1 month gap in operations provides a thorough demonstration of the capabilities
of the AIMS technique and provides successful demonstration of AIMS as a first of a
kind PMI diagnostic.
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6 Boron Evolution Measured with AIMS (B =OT)
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Figure 6-21: Boron time history spanning the entire AIMS run campaign 1 day of
C-Mod operations followed by wall conditioning operations at the BO = 0 T location.
The PIGE measurement at the end of the campaign is also shown for comparison.

6.8 Conclusions

The AIMS diagnostic was successfully implemented on Alcator C-Mod yielding the
first spatial resolved and quantitative in-situ measurements of boron in a tokamak.
By combining AIMS neutron and gamma measurements, time resolved and spatially
resolved measurements of boron were made, spanning the entire AIMS run campaign
which included lower single null plasma shots, inboard limited plasma shots, a disrup-
tion, and C-Mod wall conditioning procedures. These measurements demonstrated
the capability if AIMS to perform inter-shot measurements at a single location and
spatially resolved measurements on over longer timescales (with great potential for
improved timescales and resolution). This demonstration showed the first in-situ mea-
surements of surfaces in a magnetic fusion device with spatial and temporal resolution
which constitutes a major step forward in fusion PMI science.

An external ion beam system was also implemented to perform ex-situ ion beam
analysis (IBA) on large components removed from Alcator C-Mod. This system was
used to perform particle induced gamma emission (PIGE), a well established IBA
technique, on tile modules to validate the AIMS technique. From these external
PIGE measurements, a spatially resolved map of boron areal density was constructed
for a section of C-Mod inner wall tiles that overlapped with the AIMS measurement
locations. These measurements showed the complexity of the poloidal and toroidal
variation of boron areal density between PFC tiles on the inner wall ranging from 0 to
3pum of boron. Using these well characterized ex-situ measurements to corroborate the
in-situ measurements, AIMS showed reasonable agreement with PIGE, thus validating
the quantitative boron detection capability of the AIMS technique.
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6.9 Future Directions for AIMS

With the successful demonstration of AIMS, there is now the opportunity to expand
on the AIMS prototype create a more versatile diagnostic with improved spectroscopy
techniques in addition to improvements in accelerator technology, beam instrumen-
tation, and detector optimization. Ideas and methods for improving on the AIMS
technique are discussed below and are outlined in appendix A.

Accelerator Technology

The RFQ accelerator used for AIMS produces a 900 keV beam. This beam energy
is adequate but was chosen primarily because of the availability of the accelerator
and was not necessarily the optimal choice for IBA. Energies >1.5 MeV would be
advantageous for AIMS because of the increased cross sections for boron and other
low-Z reactions [49]. However, if a different accelerator with increased beam energy
Enew is considered, increased steering fields (Be.w/Bo = Ene/Eo) will be required
to access the same range of target locations.

The refurbished DL-1 RFQ used for AIMS contributed significant unexpected
technical difficulties to the implementation of the diagnostic. The first major issue
was the low beam duty factor which was typically 0.3%. This is a factor of 15
lower than the design duty factor so the measurements required significantly longer
acquisition times for the detectors. The second major issue was the uncertainty in
the beam energy (described in section 4.8) which increased the uncertainty in the
spectroscopic measurements. Both of these issues can be dramatically improved with
more refined accelerator technology and better beam characterization.

Beam Instrumentation and Control

Advanced simulation tools were developed for AIMS, however, these modeling ef-
forts rely on accurate beam parameters for their inputs. The beam's phase space
parameters should be well characterized for the beam dynamics simulation which can
be (lone using theoretical methods described in section 5.5. Accelerator alignment
proved to be a major issue in the AIMS measurements. Provisions must made in the
future to determine alignment of the beam with respect to the inside of the tokamak
rather than just the injection flange. An in-vessel boron nitride scintillating beam
target would be a very helpful installation to validate determine the alignment and
validated AIMS beam trajectory modeling. A preliminary design for such a target
can be found in [21].

Some of the necessary beam diagnostics were already developed and used for AIMS
(described in section 4.7). These can be improved upon and made retractable for
permanent installations in beamline. Some preliminary designs for a retractable RBS
spectrometer for measuring beam energy and a retractable scintillating beam imaging
tool for in-situ characterization of the beam's transverse dimensions are described in
appendix B.

Upgrades to the C-Mod DC supplies would also improve the capabilities of AIMS
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by enabling additional beam trajectories with a large range of deflection, thus improv-
ing the poloidal and/or toroid extent of AIMS measurements. Significantly expanding
the accessible trajectories would undoubtedly require AIMS to use active control of
remotely adjustable beam optics and to keep the beam sufficiently focused on target
PFCs. The theory and modeling that this would require are described in chapter 5
and the necessary hardware is discussed in appendix B.

In addition energy, control could be advantageous for AIMS if higher energy
beam were available. The ability to make measurements at multiple energies make
depth profiling theoretically possible, however, the experimental feasibility is yet to
be demonstrated. For a fixed energy beam like an RFQ, this capability would require
the implementation of energy degrading techniques such as interchangeable degrader
foils or using an inert gas filling the vessel to the slow the beam. Both of these
techniques are described in appendix B.

Detectors and Spectroscopy

The most pressing issue for boron detection is the temperature related gain stability
of the LaBr 3 detector. This issue was unexpected but was a major obstacle to the
AIMS measurements but can likely be solved in a straightforward way by engineering
an active cooling system for the detectors.

The low count rates from boron photopeaks were also made boron detection chal-
lenging and lead to long acquisition times (-10 minutes) making spatially resolved
measurements from induced gammas challenging while also causing undesirable levels
of uncertainty in the measurements. This is partly because the detector was placed
further away from the target PFCs as not to occlude other diagnostics. Consequently,
the spectra were dominated by scattered gammas rather than distinct photo peaks.
Moving the detectors closer with a longer re-entrant tube would be advantageous
in improving gamma counts. However, observing typical digitized waveforms from
AIMS measurements (figure 2-7), it is not possible to increase the solid angle of the
detector more than a factor of several with out exceeding the count rate limits of the
detector.

Therefore, to improve quality of the spectroscopic measurements and decrease
the acquisition time of the detector more detectors should be added in parallel. In
addition, efforts should be made to find a technically feasible, optimal solution that
would allow the detectors to be as close to the PFC targets as possible without
exceeding their count rate limits while maintaining a high time averaged beam current
but simultaneously increasing beam duty factor and decreasing the instantaneous
current.

The technology exists to increase beam current by at least a factor of 10, detector
solid angle increased by 50% by moving the detectors less than 20% closer, and 3
additional detectors can probably fit in the re-entrant tube. With these conservative
estimates for possible improvements, for the same acquisition time, the Poisson error
in the measurement could be reduced by a factor of v/60, a factor of nearly 8. This
also means that a technically feasible improvement involving more detectors, better
accelerator equipment, and more optimal detection geometry, the beam acquisition

201



time could be reduced by at least a factor of 60. This would effectively improve AIMS
measurement timescale from 10s of minutes to 10s of seconds. Now that AIMS has
been proven as a successful first of a kind in-situ PMI diagnostic, with some future
improvements AIMS could become a truly revolutionary diagnostic for PMI science.
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Appendix A

Road Map for the Future of AIMS

A.1 Next Generation AIMS

AIMS can be significantly improved in next generation implementations with refine-
ments to various aspects of its conceptual and engineering design. An outline of how
the capabilities of AIMS can be expanded is presented:

A.1.1 Accelerator

The capabilities of the AIMS could be improved with optimized accelerator tech-
nology. An improved RFQ accelerator mounted near a horizontal port is a likely
choice for the next generation implementation of AIMS. A larger accelerator with
more flexible beam parameters such as a tandem accelerator mounted farther from
the tokamak with a more elaborate beam transport system is also a possibility and
would be immensely beneficial for the versatility of AIMS because of ion species and
beam energy that it could provide. However, an RFQ based design will be the focus
of this discussion to retain engineering similarity to the current version of AIMS.

Beam Energy

One of the most significant improvements in the capability of AIMS would come from
the increasing the beam energy to 1.5 MeV or greater. Higher energy would allow
AIMS to access many reactions that cannot be observed with a 900 keV beam. For
example cross section for the 1 1 B(d, py) 12B (E., = 953 keV) would be substantially
larger as well as the D-D fusion cross section. Other reactions such as 11B(d,vpy) 12 B
(E7 = 1674 keV) and 160(d,py) 1 7 0 (Ey = 656 keV) would also be available in
addition to many others [49].

Beam Current

The other major improvement that can be made with accelerator hardware is im-
provements in the time-structure of the beam. Presently, beam pulses have very high
instantaneous current (> 1 mA) and low duty factor (0.15-0.30%). While this has
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advantages for background rejection, it makes spectroscopy more difficult due to the
low time averaged beam current and count rates.

A.1.2 Beam Accessibility

The next improvement would be the installation DC toroidal and vertical field power
supplies that could deliver higher fields for beam steering to increase the spatial extent
of the tokamak wall that the AIMS diagnostic can access. Further optimization of the
port location and injection geometry would also benefit accessibility. Increasing the
range of available trajectories would undoubtedly require increased require improved,
actively controlled beam optics that could be tuned for each trajectory.

A.1.3 Detection and Spectroscopy

With the improvements on accelerator performance (energy and/or beam current) dis-
cussed earlier, many of the detection difficulties will be reduced significantly. However
more detectors would dramatically improve the quality of the AIMS spectroscopic
measurements, especially for the gamma measurements which have been shown to
produce relatively low count rates in current configuration of AIMS. Higher detection
rates would decrease the acquisition time and improve the detection statistics.

A.1.4 Other IBA techniques using AIMS

If AIMS were to use a higher energy accelerator (1.5 - 2 MeV), other ion beam analysis
techniques would become available. For example, particle induced X-ray emission
(PIXE) would be possible since the kinematics of D+ collisions with electrons at
these energies would allow the beam to induce X-ray transitions. The addition of
X-ray detectors with direct line-of-sight to the target location would be required and
might cause some engineering challenges. However, the use of PIXE analysis in-situ
would allow measurement of high-Z elements and would be a major improvement to
the versatility of the AIMS diagnostic.

A.1.5 AIMS on Other Tokamaks

AIMS is a technique that can and should be applied to tokamaks other than Alcator
C-Mod. There are several considerations that should addressed when scaling the
current implementation of AIMS to other tokamaks.

1. Beam transport: As tokamaks get larger the optics and transport of the
beam become more difficult because the beam target is must much farther
from the last optic which is outside of the tokamak. The beam must therefore
travel to several meters of distance or more before reaching its target. Low
current beams with low emittance are required because the space and non-
laminar effects within the beam are a fundamentally limit to optics ability
collimate the beam over long distances.
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2. Steering fields: Alctor is particularly well suited for AIMS because of its high
field design. However, not all tokamks have the necessary DC power-supplies or
magnet cooling to provide sufficient magnetic fields to steer the beam to all of
the desired locations. In addition, superconducting tokamaks may not be able
to rapidly change their fields to provide the spatially resolved measurements are
an feature of AIMS measurements. This could limit the use of AIMS to only
start up and shutdown phases of the TF coils operation in superconducting
tokamaks.

3. Beam and detection geometry: As with Alcator C-Mod, port space is ma-
jor constraint on the injection geometry of the beam into the tokamak. An
analysis of accessibility with consideration of the port space limitation is nec-
essary for installation on any tokamak. The detection geometry also becomes
more difficult if the tokamak is larger because the solid angle decreases like 1/r 2 .
For large tokamaks, retractable detectors should be considered to improve the
detector solid angle.

A.2 Improvements on the Current
AIMS Diagnostic

The AIMS performed very well as a proof of principle diagnostic, however, with
some improvements to its hardware and geometry, the diagnostic could be improved
substantially. A discussion of high priority, short term, and long term engineering
improvements for AIMS are outlined below.

A.2.1 High Priority

1. Reliable RF system: The original RF system is currently unreliable and
performs below its design specifications due damaged tubes and possibly some
design issues. Since it has been shown that the average beam energy varies with
RF power it is necessary to have a stable RF system that can repeatably couple
sufficient power (50-60 kW) to the RFQ cavity. Substantial repairs or replace-
ment of the original RF system could improve the reliability measurements and
is absolutely necessary for the AIMS diagnostic.

2. Thermal stabilization of detectors: Thermal stabilization of LaBr 3 detector
is necessary for gamma spectroscopy measurement. Many of the spectra taken
with AIMS were unusable due to drift in the detector's gain. This was likely due
to temperature fluctuations in the avalanche photo-diode in the LaBr 3 detector
which could have been caused by radiative heat transfer from the vessel walls
due to liquid nitrogen cooling of the toroidal field coils and heaters around
B-port. The implementation of a liquid cooling or gas cooling system for the
detector would likely solve this problem.
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3. Beam characterization: Currently, the accelerator's design specifications are
used as inputs for the beam modeling codes. The beam was shown to deviate
significantly from these parameters, especially in its energy distribution. There-
fore, the beam requires better characterization so that a reliable set of beam
parameters can be used for modeling and spectroscopy calculations.

4. Beam alignment and calibration: Uncertainty in beam alignment was prob-
lematic in modeling of trajectories and the analysis of AIMS measurements. To
resolve this issue, there must be at least one point of reference on the C-Mod
wall to verify the no-field alignment. This can be done with a that laser aligned
with the RFQ vanes and pointed through the injection flange onto the inner
wall. This would provide a high degree of certainty in where the beam target is
located and could be used to determine the geometric inputs for the trajectory
calculation. A scintillating target such as boron nitride, mounted inside of the
vessel would also be advantageous because, scintillation light from the target
could provide verification of the beam shape and location on target and would
provide a known calibration standard for the detectors.

A.2.2 Short Term Improvements

Beam Accessibility and Spectroscopy

1. Optimization of beam injection geometry: The accessibility of certain
regions of C-Mod could be improved without modification to the toroidal field
supplies through small changes in the beam injection geometry. For example,
the inner divertor could be accessed if the beam injection angle was increased by
40 - 50. This is possible with small modifications to the accelerator stand. An
optimization study should be performed using the full-field trajectory modeling
code developed in chapter 5 to determine the best beam injection geometry to
access locations where physically interesting PMI can be observed such as the
inner divertor.

2. Reverse B-field operation: The accessibility of the beam trajectories could
be improved in the short term by adding a remotely operated switching system
that could change the polarity of the toroidal field coils. The capability to switch
the direction of current through the coils remotely would effectively double the
range of AIMS trajectories without upgrades to the power supply.

3. More detectors: With more detectors, the quality of the AIMS spectro-
scopic measurements could be improved, especially for the gamma measure-
ments. Since the digitizer is already equipped with 8-channels (of which only
3 are used), this would be a simple solution that would decrease the necessary
required acquisition time proportionally with the increase in the number of de-
tectors. It would also improve the Poisson uncertainty of the measurements
since more counts would be detected.
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Hardware and Controls

1. New software interface: The current computer interface that controls the
RFQ is programmed in LabView. The reliability of the accelerator would benefit
from a more stable interface that can be maintained with by C-Mod staff.

2. Improved source current monitor: The current transformer that measures
the injector current is intermittent and unreliable. Replacing it would pro-
vide for reliable source current measurement to determine beam transmission
through the RFQ.

3. New deuterium flow controller: The mass flow controller that delivers
deuterium gas to the ion source is unreliable and needs replacement

A.2.3 Long Term Improvements

1. Injector alignment: The RFQ is extremely sensitive to the injection angle
of the source beam and its collinearity with the axis of the cavity. Misalign-
ment typically leads to poor beam transmission, however we suspect it also
contributes to the uncertainty of the final accelerated beam energy and its sen-
sitivity to RF amplitude. The current design does not allow for any adjustment
of source alignment. A completely redesign and remachined injector would be
required allow the necessary flexibility to align the source with the RFQ. This
upgrade is major engineering commitment but should be done as soon as pos-
sible to ensure a reliable beam with minimal energy spread.

2. Upgrade toroidal field supply: Increasing the toroidal field would signifi-
cantly improve accessibility of the RFQ beam. C-Mod's magnet supplies cur-
rently produce a maximum 4500 amps of DC current to the toroidal field coils.
To access the lower and outer divertor regions, 10000-12000 amps are required.
This upgrade is possible because such power supplies are available and prelim-
inary analysis has shown that the coils have adequate cooling. This upgrade
should be made but it will require substantial engineering efforts and is not
expected occur on a short timescale.

3. Upgrade toroidal field supply: The DC power supplies for the vertical field
coils are currently inadequate for steering the beam. Upgrades to the vertical
field coil supplies would also be beneficial for improved spatial resolution. Fur-
ther analysis is required to determine the optimal requirements for the vertical
field.
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Appendix B

Future Beamline Developments

New beam hardware developments could greatly expand the verstaility and extend
the capabilities of AIMS in future implementations of the diagnostic. Some of ideas
for new beamline innovations were studied and presented.

B.1 Beam Steering and Active Focusing

It would be advantageous for the AIMS diagnostic to have the capability of analyzing
a larger range of the C-Mod PFCs. For the current implementation, the range of
trajectories is relatively small due to limitations of the magnet power supplies. With
this limited set of trajectories, the permanent magnet quadrupoles can be set to fixed
positions in a way that provides acceptable focusing for all trajectories. Larger magnet
supplies would allow for greater range of trajectories but with increasingly different
beam path lengths and trajectory curvature. For larger deflections, it will no longer
be possible to adequately focus the beam for all trajectories with non-adjustable
focusing.

Figure B-1: Electrostatic quadrupole doublet from National Electrostatics Corpora-
tions [81.

To accommodate improved beam steering capability, active control the beam op-
tics are required. The main criterion for these optics that they must be adjustable
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in a way that is reliable and repeatable. They must also be non-magnetic to avoid
interactions with the tokamak fields and the must be small enough to satisfy geomet-
ric constraints. Appropriate solution would be the use of non-magnetic quadrupoles
such as the electrostatic quadrupole doublets available from NEC [8]. The use of
electrostatic quads combined with beam dynamics modeling techniques described in
chapter 5 for active focusing could allow for finer and more reliable spatial resolution
for a larger set of trajectories.

B.2 Retractable Beam Diagnostics

Beam imaging through scintillation has already been demonstrated using a quartz
window for beam imaging and alignment. If adjustable optics are implemented it will
be necessary to periodically measure the beam shape to observe the transverse shape
of the beam to verify the settings of the optics and the beam quality. A retractable
design for a beam imaging system is shown in figure B-2. A beam energy spectrometer
like the one described in section 4.7.4 would also be useful to verify the energy spread
of the beam. This is necessary to characterize the longitudinal momentum component
of the distribution for modeling purposes and to verify that the beam is approximately
mono-energetic in order to make reliable spectroscopic measurements. This can be
done in-situ using the retractable thin film RBS spectrometer shown in figure B-2.

B.3 Energy Control for Fixed Energy Beams

Beam energy control can greatly increase the versatility of diagnostic system. Some
ion beam applications, medical irradiations in particular, combine a fixed energy
accelerator with an adjustable energy "degrader" to slow the beam to a desired energy.
This is typically done with thin target foils or movable wedge plates for continuously
variable energy control. In a tokamak environment however, it is also possible to fill
the vacuum vessel with a gas at low pressure to degrade the beams energy over its
entire trajectory.

Solid foils for energy control

For ~1 MeV beams only thin (~ 1 pm) foils can be used because of the low beam
energy. This makes wedge plates impractical. Metallic foils such as aluminum are
well suited for this application because of their availability, vacuum compatibility, and
high thermal conductivity. The performance of these foils is limited by the energy
straggling that occurs as the beam slows down and the number of foils that can be
applied.

In principle, the optimal method of applying foils is by having a set of n foils
of distinct thickness Tn that can be independently inserted into the beam's path in
any combination. Each foil then cause an energy loss 6 n = S T, given by equation
B.1. To uniformly span the energy range Eo to Emin, 6n should be chosen based on a
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Figure B-2: Left: Design for a compact retractable beam imaging target. Right:

Design for a compact retractable thin film backscattering beam energy spectrometer.

geometric series 1/s' given by equation B.2. With all of the 2' possible combinations,

ignoring straggling, this provides energy resolution of (Eo - Emin)/2n.

EO - (61 + J2 + ... + 6,) = Emn (B.1)

Eo - Ern (1--- 1 1 11
61 +J2 +... + 6n= - " 2n + 2 + + +(B.2)

Realistically, it may be difficult to implement enough vacuum actuators or fab-

ricate enough foils of the appropriate thickness to make such a system with large

n. An alternative system to simplify fabrication could use an indexed rotating disks

with a selection of n foils to span the desired energy range. The energy resolution

this rotating system would have less desirable energy resolution, (Eo - Emin)/n, but

would only require one rotating feedthrough.
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Figure B-3: Energy degrader disks using indexed foils to reduce beam energy in
discrete increments. The design shown with 4 disks allows for 16 distinct energy
settings.

A thermal analysis should be perform to ensure sufficient heat dissipation in these
foils. However, this is not expected to be an serious limitation. Since the RFQ beam
is -1 cm in diameter, even if it approaches 10PA of time averaged current, the heating
will be comparable to that of the beam exit foils for external ion beam analysis in
chapter 3. If aluminum foils are used, thermal analysis can be performed simply with
a 1-D conduction model since the thermal conductivity is relatively high.

Gas fill for energy control

Filling the vessel with a low pressure gas such as helium, or argon could be used as a
method to slow the beam for energy control. The gas densities required to slow a 0.9
MeV beam within the range 0.2-0.8 MeV were calculated numerically using stopping
data from SRIM [68] and is shown in figure B-4. This shows that with realistic gas
pressures of 0.01 - 0.1 atmospheres, the energy can be sufficiently controlled.

The vacuum-gas interface between the accelerator and the vessel must be consid-
ered. The vacuum-gas interface can be made straightforwardly using a beam window
like the external beam exit foils developed in chapter 3 or by using differential pump-
ing methods.

The effects of the gas on the beam distribution must also be taken under consider-
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ation. The energy straggling as a function of final beam energy was calculated using
the Chu model [67] and plotted figure B-5. The result indicates that energy strag-
gling is less than 1 keV and is therefore inconsequential. The effects on the particle
distribution however may be complicated since the gas exchanges momentum with
the beam causes emittance growth. This effect and the continuously varying beam
energy will have to be properly modeled in the beam trajectory and dynamics codes.
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