Pace of shifts in climate regions increases with global temperature
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Human induced climate change causes significant changes in local climates\textsuperscript{1,2}, which in turn lead to changes in regional climate zones. Large shifts in the world distribution of Köppen-Geiger climate classifications by the end of this century have been projected\textsuperscript{3}. However, only a few studies have analyzed the pace of these shifts in climate zones\textsuperscript{4,5}, and none have analyzed whether the pace itself changes with increasing global mean temperature. In this study, pace refers to the rate at which climate zones change as a function of amount of global warming. Here we show that current climate projections suggest that the pace of shifting climate zones increases approximately linearly with increasing global temperature. Using the RCP8.5 emissions pathway, the pace nearly doubles by the end of this century and about 20\% of all land area undergoes a change in its original climate. This implies that species will have increasingly less time to adapt to Köppen zone changes in the future, which is expected to increase the risk of extinction\textsuperscript{5}.

The questions of the emergence of novel and disappearing climates, and at what velocity these shifts happen have been considered in previous studies\textsuperscript{4,6}. However, earlier studies either only take into account one variable represented by shifting isotherms or a combination of temperature and precipitation indices. These climatological metrics do not necessarily represent biomes. From an impacts perspective, biomes are important, as they represent entirely different types of ecosystems. Among others, Rubel and Kottek\textsuperscript{3} used the Köppen-Geiger classification to estimate how large the shifts between the different climate classes are based on climate model simulations. The Köppen-Geiger climate classification was first introduced by W. Köppen. Its purpose is to predict biome distribution based not only on monthly temperature and precipitation values but also on the annual cycles of both. This classification also takes into account plant sensitivity to thresholds\textsuperscript{7,8}. Such bioclimatic classification schemes have the advantage that they are easily applied to climate model output, and therefore possible future changes in ecosystem types can be evaluated on a grid cell level as for every grid cell bioclimatic information becomes available.
We use the precipitation and temperature changes calculated from historical and RCP8.5 CMIP5\textsuperscript{9} runs to analyze changes in the Köppen-Geiger climate classification at the grid-point level of the simulations for the time period 1900-2098. The Köppen scheme is very sensitive to thresholds as it distinguishes between different climates based for example upon whether conditions are warmer than some temperature or wetter than a particular precipitation amount. Therefore, model biases are critical to this analysis and models do exhibit quite large discrepancies in their Köppen climates compared to those derived from observations\textsuperscript{7}. To help reduce errors in climate classification changes in this work, only anomalies from the model output are used, and these are added to a 20 y observational base period (see Methods). Before determining the climate zone for each year of the time series, a 5 y running mean was applied to each model’s temperature and precipitation values in order to reduce the possible impacts of shorter-term climate variability. Results are not highly sensitive to the length of the averaging period. Then, for each model and each time step the percentage of land area that changed to a new climate zone is estimated. In determining the percentage of land area that has changed to a new climate zone in a warming world, a change for a particular grid point is counted when a fully distinct new climate zone appears. To reduce the possibility that climate variability might cause calculated climate zone shifts, for each model and grid cell all ‘natural’ climate zones that are obtained in linearly detrended 5 y running mean data are evaluated before examining future states (see Methods). Therefore, all changes found are statistically significant, since they are not due to variability. For each model, a quadratic fit to the percentage change in climate zones as a function of globally averaged temperature change was performed and was found to fit the results well (see Methods). The lower panel in Figure 1 illustrates the fitting to the calculated results for two of the models considered. Figure 1a shows the quadratic fit for each model (dashed line), the multi model mean (green line) and the one standard deviation of the models' predictions (shaded in green). Following the RCP 8.5\textsuperscript{10} emissions pathway, the mean warming reaches about 4.5°C at the end of this century\textsuperscript{11}, implying that about 20% of the global land area shifts climate zones. Model
uncertainty however is large, and the different models suggest a range from 17% up to 27% that increases with increasing global average temperature. The results are shown as a function of global average temperature so the results can be applied to different RCPs.

The quadratic increase of the percentage of land area that changes climate zones leads to two conclusions: First, there does not appear to be a threshold designated by a step function in the shift of climate zones; second, the pace of climate shifts increases with increasing mean global temperature. Figure 1b shows the first derivative of the functions shown in Figure 1a, which can be considered to be the 'pace' of climate zone change. With increasing global mean temperature, the pace at which climate zones are shifting increases. As the pace of climate change induced impacts increases, species will have less time to adapt to the new environment or to migrate to their preferred environment. Based on RCP8.5, the pace will have doubled at the end of this century compared to early 20th century values. Again model uncertainty is significant and covers a range of different changes of the pace. Nonetheless, the models all simulate an increase of the pace of change with increasing global mean temperature. In this study multiple changes are not counted as additional area changed (i.e., if a grid cell moves from one distinct new climate to another distinct new climate, the area is counted only once not twice); therefore, in actual ecosystems the stress might even be larger than shown here.

Figure 1 suggests that if a warming of 2°C were to be reached, about 5% of the land area would be expected to face a new climate zone. However, depending on where these regions are, how much land is used for agriculture, how many endemic species live in this area or how densely populated it is, the impacts could still be quite large. Hansen also shows that this amount of global temperature increase would lead to significant climatic changes. However, it can be seen that at 2°C global mean temperature increase nothing extraordinary happens. There is for example no step function at 2°C that might suggest that many ecosystems would abruptly become unable to cope with that much warming. Therefore, this study does not provide scientific
evidence that 2°C should be a preferred target from a climate zone perspective. Other studies have suggested that the 2°C target does not prevent irreversible changes of the climate\textsuperscript{13,14}.

Novel climates cannot emerge in this study by definition, as all possible combinations of temperature and precipitation will give one of the Köppen climates. Climate zones can disappear, but a large perturbation is required. Whether climate zones disappear is highly dependent on the specific climate model. However, there are some common 21\textsuperscript{st} century changes across all models: Frost climates are largely decreasing, some arid regions are increasing and a large fraction of the land area changes from cool summers to hot summers. Figure 2 shows the changing Köppen climate zones based on the MIROC5 simulations, which is qualitatively representative of most models although the results are somewhat model dependent. However, not every region is equally affected by changes in climate zones. Figure 3 shows at what global mean temperature increase different regions see a shift in climate zone based on the multi model mean. It shows a rather patchy result, probably due to the rather large noise for both of the variables on this small scale plus differences in elevation (see below). Almost all land areas of the northern middle and high latitudes undergo climate shifts, whereas the tropical regions do not see many changes. This seems at first glance to be in contradiction to previous findings where temperature increases show the earliest emerging signals in the tropics\textsuperscript{1}. However, as the Köppen classes are threshold based, and tropical climates already have hot summers, a further increase in temperature generally will not affect the climate class. Precipitation changes would have an impact, but on a grid cell level, these areas show no significant changes in precipitation\textsuperscript{2}.

Nonetheless, the effect of increasing temperatures at low latitudes can clearly be seen at higher elevations. Many low-latitude mountainous regions experience a climate zone shift before low-altitude regions do. As illustrated in Figure 3 by the highlighted areas, a number of tropical mountain regions and their lee sides display changes in climate zones when their surrounding
low-level regions do not see any changes yet. This implies that low latitude high altitude regions are likely affected sooner by climate change from a biome perspective than their surrounding low lands. The reason for these changes is partly due to changes in precipitation. The mountain regions are more strongly affected by changes in precipitation than other regions (see supplemental material). In contrast, the high altitude regions of Greenland and Antarctica show an inverse effect, wherein their low-level coastlines are affected first. This suggests that in high latitude regions, higher elevations remain cold enough to maintain the existing climate zones, while essentially the reverse is true in low latitudes. These findings are based on the multi model mean and do vary when looking at individual models. However, as the topography of mountain regions is simulated in only a smeared fashion in the models, the fact that an effect can nevertheless be seen in the multi model mean suggests that the effect is even greater in reality.

Most changes obtained here seem to be temperature rather than precipitation driven. This finding is supported by doing the same analysis as in Figure 1a for two cases in which either temperature or precipitation is held fixed over time by linearly detrending that variable. In the case in which precipitation is held constant, the fraction of land area that experiences a change is only slightly smaller than that of Figure 1a as shown in Figure 4a. However, when temperature is held constant a much smaller fraction of the land area sees a change, as depicted in Figure 4b. It is interesting to note that when only temperature changes, the increase in area changed seems to be slightly more linear than was found in Figure 1a; however when precipitation is allowed to change and temperature is fixed the changes are quadratic. When added together, the results shown in Figure 4a and b approximately equal the pace shown in Figure 1a. This suggests that the two signals of temperature and precipitation are not counteracting but complement each other. This is not surprising as the Köppen classification is defined such that temperature and precipitation are quantified independently.
There are several reasons why changes in precipitation seem to be less important for the Köppen classification scheme. One factor that should be noted is that the models are known to underestimate the observed precipitation trends\textsuperscript{15-17}. Further, the nature of the definition of the Köppen scheme should also be considered. Most wet areas become wetter with future changes and dry places drier. The thresholds relevant to the Köppen scheme are often defined as a minimal or maximal amount of precipitation, and most regions are above or below the thresholds to start with. For example, if a region is already rated as wet because its precipitation is more than the required amount, a further increase in precipitation often will not lead to a change of Köppen climate. However, it has been suggested that high heat stress could turn tropical regions into uninhabitable regions for mammals. This could start at a global mean temperature increase of 7°C\textsuperscript{18}, which is larger than the temperature range analyzed here.

Although the Köppen classification scheme has some disadvantages, such as the lack of wind and sunshine as contributing factors, one advantage is that it is simple to apply to climate model data as a first-order index to characterize climate zones globally and obtain an indication of what climate changes associated with a certain global mean temperature increase means for ecosystems.

We have shown that the more the global mean temperature increases, the faster land areas face a new climate. Furthermore, climate shifts will happen in some locations below 2°C global temperature increase, and the Earth would be committed to significant impacts due to climate change even if we stabilize CO\textsubscript{2} emissions consistent with the 2°C target. Climate zones at middle and higher northern latitudes as well as low-latitude mountainous regions and areas in their lee zones are the ones most sensitive to climate changes. The changes in temperature appear to be more important for the overall changes; while this is dependent upon the thresholds that are used in the definitions of Köppen zones, the precipitation and temperature thresholds are not arbitrary.
However, this does not imply that for specific species the changes in precipitation are not important.

**Methods**

This study uses the historical and RCP8.5 runs from 13 atmosphere ocean global climate models (AOGCM), which are available from the World Climate Research Program (WCRP) Coupled Model Intercomparison Project Phase 5 (CMIP5). The RCP8.5 was chosen, because it is the pathway with the largest radiative forcing at the end of this century, about 8.5 W/m², which is equivalent to about 1360 ppm CO₂ concentration. This offers the possibility to explore responses over a large range of temperature increases. However, as the results are shown as a function of global mean temperature increase, they are not sensitive to the choice of RCP, but allow any RCP to be related to these results. One ensemble member (r1i1p1) from each of the following models is used in this study: CNRM-CM5, CSIRO Mk3.6, CanESM2, HadGEM2-ES, IPSL-CM5A-LR, IPSL-CM5A-MR, MIROC-ESM-CHEM, MIROC-ESM, MIROC5, MPI-ESM-LR, MRI-CGCM3, NorESM1-M and bcc-cm1. All model output is regridded to a common T42 grid. As the Köppen-Geiger climate classification is sensitive to thresholds and because the models have difficulties in simulating the correct Köppen-Geiger climate zones even for today’s conditions the following method was applied: in each model, anomalies relative to the monthly means for 1980-1999 are calculated, which are then added to the observed 1980-1999 monthly means. For both temperature and precipitation, this results in a total time period of 199 years covering 1900-2098. Comparisons to observed Köppen-Geiger classes show that these time series yield realistic results for the first 30 y and other studies show that models are able to reproduce the past climate change fairly well. Before applying the Köppen-Geiger climate classification algorithm a 5 y running mean is applied to increase the robustness of the results, as a change in a climate zone over a time period of 5 y will more likely result from a climate change, while yearly-to-year changes would include greater internal variability that may be unrelated to climate trends.
The change in Köppen-Geiger climate classification is determined on the grid scale level. In order to take into account possible natural fluctuations of climate zones, for each model and each grid cell the naturally occurring climate zones are identified in linearly detrended 5-year running mean temperature and precipitation time series for the full period 1900-2098. In this way, a conservative estimate of a range of climate states that might occur through variability are evaluated first. A change in projected future climate zones is only recorded if a climate zone appears that is not one of the naturally fluctuating climate zones at a specific grid cell. Some regions show quite large natural variability in their climate whereas others are constant. Furthermore, if a change has happened, yet later in time one of the ‘natural’ climate zones reappears in that grid cell, then the grid cell is not deemed to have changed, even if the ‘natural’ zone only reappears for a single 5-year averaging period. The cumulative percentage change of climate zones over all land area is shown as a function of global mean temperature and only shows changes that are significant in the sense that natural variability is not the reason for these changes. By visual inspection, we found that a quadratic function appeared to characterize the changes. Therefore, for each model a quadratic function as following is fitted to the data:

\[ P(T)=aT^2+bT+c \]  

where \( P \) is the change in land area as a function of the global mean temperature (\( T \)) and the parameters \( a, b, c \) are the fitted values to the model data and therefore different for each model. The fit proves to be very good, as for all models the R-squared values are larger than 0.98 and are better than for e.g. a linear fit. Only one model has a linear fit that is as good as the quadratic. There is some uncertainty associated with the fits of the model results, but the spread across the models is larger than the uncertainty associated with the fit as illustrated in Figure 1a. The choice of a quadratic over a linear fit is supported by goodness of fit tests. However, it is important to consider whether an equation of higher degrees could yield an even better goodness of fit, as there are more degrees of freedom. Tests showed that the goodness of fit however is only slightly better for a higher order than quadratic. Our choice of a quadratic fit is hence somewhat
conservative. If a higher order of fit had been chosen, the first derivative would change at an even faster rate.
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Figure 1: Amount of land area affected by climatic shifts and its pace. a) Fitted cumulative percentage of land area changed for each model (dashed lines) shown as a function of global mean temperature. The multi model mean (green line) and one standard deviation (shaded green) are shown. The lower panel shows the fitted curve to the model results for two models.
(CNRM-CM5 and CSIRO Mk3.6) b) Pace of land area changed [%/°C] shown as a function of global mean temperature for each model (dashed lines) and the multi model mean (green line). The green shading shows the one standard deviation. Temperature increases up to 6°C are shown in panel a) and b).

Figure 2: Percentage change in Köppen zones. The changes based on a 5 y running mean for the historical and RCP8.5 run of the MIROC5 model. Some climates show larger changes; some climates such as the polar tundra climate (ET) seem to show no change. This does not necessarily mean that no changes happen. It is possible that the fraction of land experiencing an ET climate is constant, but not necessarily that it has not shifted geographically.
Figure 3: Map of changes in Köppen zones. The map shows at what global mean temperature increase a specific grid cell undergoes a shift in climate (colorbar on the right), white areas represent no change for global mean temperature increases < 5°C (the multi model mean has a maximum global mean temperature increase of about 5°C). The highlighted regions illustrate the dependence of climate shifts with altitude by showing the topography of the T42 grid of climate models (on the right in the box). The green-to-brown color bar indicates the elevation. Only land areas are considered (the areas close or in the Southern Ocean near Antarctica stem from the coarser T42 land-sea map).
Figure 4: **Analysis of the driving factor.** a) The same as Figure 1a but precipitation is not allowed to change. b) The same as Figure 1a but temperature is not allowed to change. The green shading represents one standard deviation. Note the different scales on the ordinates.