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Abstract 

In the last decade, there has been a push towards higher main field strengths in magnetic resonance 
imaging (MRI) to achieve better contrast and higher signal to noise ratio (SNR). A drawback to current 
imaging systems at high field is transmit magnetic field inhomogeneity, which degrades both SNR and 
contrast. This inhomogeneity can be mitigated through radio frequency (RF) pulse design with 
conventional single-channel RF systems, but at the cost of impractically long pulses. Parallel transmit 
(pTx) systems with multiple independent and simultaneous RF transmit channels achieve transmit field 
inhomogeneity mitigation with practical pulse duration, but with potentially higher deposition of RF 
energy as measured by the specific absorption rate (SAR). In addition, RF pulse design becomes a more 
challenging task with pTx systems. The electric fields of independent channels can constructively 
interfere (linearly add up) at points in the body and create local hot spots, whose effect is quantified by 
local SAR. The peak local SAR inside the body needs to be kept under specified safety limits, hence a 
large number of constraints are forced upon the RF pulse during the design process. In order to avoid a 
large number of constraints which complicate and slow down the pulse design, it is possible to limit local 
SAR indirectly by limiting the RF pulse power. Although this approach results in a simplified and faster RF 
pulse design process, it is not optimal because pulse power and local SAR are not linearly related. At 
small tip angles (low RF energy deposition) with spokes trajectory, it has been demonstrated that the 
control of pulse power does not explicitly control local SAR and simultaneous constraints of pulse power 
and local SAR are required to yield optimal pulses satisfying system and regulatory limits. At large tip 
angles (high RF energy deposition) the local SAR constraint is more restricting for RF pulse performance 
relative to the small tip angle case. Therefore, the ability to design optimal RF pulses for the same 
constraints becomes more crucial at large tip angle regime. To our best knowledge, none of the existing 
large tip angle pTx pulse design methods are capable of controlling local SAR directly. In this thesis the 
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small tip angle approach is extended to large tip angle and local SAR, global SAR and pulse power 
constraints are explicitly incorporated in the design of 3D kT-point large tip angle RF excitation pulses at 
7 Tesla. It is demonstrated that the excitation fidelity of the large tip angle pulses improves significantly 
when local SAR constraint is imposed directly instead of indirectly via control of the peak RF power. 

 

Thesis Supervisor: Elfar Adalsteinsson 
Title: Associate Professor of Electrical Engineering and Computer Science; Harvard-MIT Division of 
Health Science and Technology; Institute of Medical Engineering and Science 
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 Introduction 1

Over the last few decades magnetic resonance imaging (MRI) has become a powerful and 
widespread imaging modality due to the extensive amount of information a magnetic resonance (MR) 
image provides about the structure and function of the human body. MRI is a flexible technique that can 
be applied to diagnosis of many diseases because it is sensitive to various tissue properties. Unlike some 
other commonly used imaging techniques such as X-ray and computer tomography, MRI has high soft 
tissue contrast as well as a non-invasive nature since it does not include ionizing radiation.   

MRI makes use of the magnetic properties of various nuclei inside the body to form an image. 
Atoms with an odd number of protons and/or neutrons can be visualized as spinning charged spheres 
with a small magnetic moment. An MR scanner has three magnetic fields that interact with these 
spinning spheres -commonly called as spins- namely the main magnetic field (B0), the radio frequency 
(RF) field (B1) and the gradient field (G). In the absence of any magnetic field, these spins are randomly 
aligned and their net magnetic moment is zero. The main field causes some of the spins to align with it 
and hence have a net nonzero magnetic moment. Moreover, the spins exhibit resonance at a well-
defined frequency called the Larmor frequency which depends on the main field strength, the atomic 
structure of the spin and the chemical environment in which the spin resides. If an RF field is applied at 
the Larmor frequency of some targeted spins, they are tipped away from their equilibrium state towards 
a plane perpendicular to the main field, called the transverse plane. After the RF field is removed, the 
spins exhibit precession at Larmor frequency around the main field and relax back to their equilibrium 
position, emitting an RF signal whose strength depend on the magnetic moment of the spins. This signal 
is then detected by specially designed RF coils and sent to a computer for image reconstruction. In 
summary, a typical MR experiment consists of two stages. First stage involves exciting the spins inside 
the body through the application of RF energy to create the MR signal and is termed ‘excitation’. The 
second stage involves detecting the MR signal and reconstructing it to create an image and is termed 
‘acquisition’. Gradient fields that are usually linear in all three spatial dimensions are applied on top of 
the main field to obtain spatial selectivity during excitation and spatial encoding during acquisition (1). 
This thesis focuses on the excitation stage, in particular on the analysis and development of various 
methods of designing RF waveforms for high main magnetic field MRI systems. 

In a typical MR application the targeted volume is either a thin slice (2D imaging) or a slab (3D 
imaging). Exciting only the targeted volume using spatially selective RF pulses is desirable because it 
results in shorter acquisition pulses and easier handling of the collected data. Furthermore, in specific 
applications spatially tailored pulses that excites not the whole slice but a special spatial pattern inside 
the slice could be advantageous. Moreover, it is important to keep the duration of the RF pulse as short 
as possible since the quality of the MR signal decays in time due to relaxation and main field 
inhomogeneities. Additionally, RF energy deposition to the body needs to be kept at minimum to avoid 
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excessive tissue heating. As a result, it is important to be able to design RF pulses that can achieve user-
specific needs and enable the user to trade off different features of the excitation stage. For low main 
magnetic field strengths (below 3T), single slice and slab selective RF pulses are fairly simple to design. 

In the last decade, there has been a push towards higher main magnetic field strengths to take 
advantage of higher signal to noise ratio (SNR) and improved image contrast. Nevertheless, some of the 
low field assumptions are no longer valid at high magnetic field strengths resulting in severely 
inhomogeneous RF transmit field distributions throughout the region of interest. For further discussion 
on the severe transmit field inhomogeneity at higher fields, see (2,3). As a consequence, the RF pulses 
needed to mitigate the RF field inhomogeneity at high field systems are impractically long. To overcome 
this issue, parallel transmission (pTx) technology has been proposed where multiple RF channels can 
transmit independent RF signals simultaneously. pTx does not only enable shorter RF pulses but it also 
gives the user extra degrees of freedom e.g. in controlling the power deposition, at the expense of more 
sophisticated and expensive hardware as well as a more complicated pulse design procedure (4,5).  

MR imaging is subject to various restrictions due to both hardware limitations and safety 
concerns. MRI is a safe imaging modality as long as certain conditions as suggested by regulatory 
authorities are met. Main safety concerns include the effects of a strong static magnetic field, tissue 
heating (as measured by specific absorption rate, SAR) due to excessive RF energy deposition, nerve 
stimulation due to rapid gradient field change and discomfort and damage due to acoustic noise (6). The 
main magnetic field strength and the rate of gradient field change (slew rate) are fixed for an MR 
scanner and their limits are enforced through the hardware. On the other hand, SAR and acoustic noise 
are sequence dependent and need to be taken into account when designing an RF pulse sequence. 
Reduction of acoustic noise through RF pulse design (7,8) has been previously studied and is not the 
focus of this thesis. In this thesis we focus on the more challenging and restrictive problem of controlling 
SAR by incorporating it into the RF pulse design process. SAR control is especially important for pTx 
systems because independent waveforms can be played out through different channels simultaneously 
hence the electric fields of the channels can interfere constructively, creating local hot spots. Therefore 
for a pTx system keeping tissue heating (or SAR) under safety limits is a more challenging problem than 
it is for a single channel system. On the other hand, simultaneous independent RF waveforms also result 
in more degrees of freedom to achieve the desired excitation profile, making it possible to design 
multiple pulses that have the same transmit field inhomogeneity mitigation performance and choose 
the one with the lower SAR (9). As a result, a pTx system complicates the RF pulse design process while 
also giving extra degrees of freedom to minimize SAR for the same excitation fidelity.  

Explicitly SAR constrained RF pulse design has been studied in small tip angle regime where the 
spins are tipped away from their equilibrium states by a small amount (10). However, at large tip angle 
regime, where RF energy deposition is much higher and SAR is a more restrictive limitation, no SAR 
constrained design methods are available to our best knowledge. The current methods control SAR 
indirectly by putting limitations on the peak RF voltage of the RF pulse, either assuming worst case 
scenario (11) or experimentally finding a good parameter in a regularized optimization scheme (12). 
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In this thesis, a local and global SAR constrained RF excitation pulse design algorithm for large 
target tip angles is introduced. This is proposed in the context of mitigating the transmit field 
inhomogeneity inside a targeted volume in human brain with a high field pTx system. The SAR 
constrained design is compared with the traditional RF peak voltage constrained design to demonstrate 
that direct control of SAR results in more optimal pulses than indirect control via limits on RF peak 
voltage. The developed algorithm is analyzed across several design parameters. 
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 Background and Motivation 2

 Origin of the MRI Signal 2.1

To understand MRI, it is first necessary to understand proton nuclear magnetic resonance 
(NMR). Although hydrogen in many molecules exhibit proton NMR, the hydrogen atom (1H) in water is 
the most relevant for MRI due to the abundance of water in body. A proton can be thought of as a 
spinning (rotating around its own axis) charged sphere associated with a mass. The spin and charge of a 
proton create an effect similar to that of a small magnetic bar while the spin and the mass together 
result in an angular momentum. It is important to note that the charged sphere model is only a classical 
mechanics analogy of the quantum spin used to visualize what a spin is. Proton NMR at the atomic level 
can only be explained by quantum physics but at the voxel level, the magnetization is formed by the 
addition of so many voxels that the analysis can be carried out in a classical point of view. Only atoms 
with an odd number of protons or neutrons have nonzero spin thus only such atoms exhibit the NMR 
phenomenon. Specifically, a spin inside an external magnetic field will start precessing about the axis of 
the magnetic field (see Figure 1) eventually aligning with or against it. This is true for all spins only at the 
absolute zero temperature. At higher temperatures, there is a competition between the effect of the 
magnetic field and the random motion of the 1H nucleus. At room temperature and with fields on the 
order of 1-100T, this random motion is large so that only a small fraction of the 1H spins are aligned with 
the external magnetic field. To visualize precession of a spin one can think of a spinning gyroscope 
placed in earth’s gravitational field. The precessional frequency, called the Larmor frequency, is 

 

 

Figure 1: An atom with an odd 
number of protons or neutrons 
has magnetic properties similar to 
a small magnetic bar due to its 
charge & spin and an angular 
momentum due to its mass & 
spin. (Figure courtesy of M. J. 
Puddephat.) 

                                    

 

Figure 2: A precessing spin (an 
atom with an odd number of 
protons or neutrons) placed 
inside an external magnetic 
field. (Figure courtesy of M. J. 
Puddephat.) 



19 
 

determined by the strength of the external magnetic field as well as the characteristics of the atom. The 
proportionality constant between the Larmor frequency and the external magnetic field is called the 
gyromagnetic ratio (𝛾) and it has units of 𝑟𝑎𝑑/𝑠/𝑇. For 1H, 𝛾/2𝜋 = 42.58 𝑀𝐻𝑧. (13) 

The nature of MRI is based on the interaction of spins inside the body with three kinds of 

magnetic fields: main magnetic field (𝐵0), radiofrequency field (𝐵1) and gradient field (𝐺⃗ = [𝐺𝑥 𝐺𝑦 𝐺𝑧]).  
The main magnetic field is not varied during the MRI experiment and is usually a few Tesla. By 
convention the direction of 𝐵0 is called the longitudinal direction or the z-direction and the plane 
perpendicular to it is called the transverse plane or the x-y plane. The radiofrequency field lies on the 
transverse plane and is time varying. Its strength is usually a small fraction of a Gauss (1 Gauss = 100𝜇𝑇). 
The gradient field consists of three independent spatially varying components in x, y and z directions 
with field strengths on the order of a few Gauss/cm (1). 

 In the absence of 𝐵0 the spins (their angular momentum) orient randomly, such that their 
magnetic moments cancel and result in net zero macroscopic magnetic moment. Inside the main 
magnetic field 𝐵0 as mentioned earlier, the spins start precessing at their Larmor frequency and 
eventually a small fraction of them align either with or against the 𝐵0 direction. The equation governing 
the relation between 𝐵0 and the precessional frequency is called the Larmor Equation: 

 𝜔0 =  𝛾𝐵0 (2.1) 
          

At room temperature, the number of spins aligning with the direction of  𝐵0 is slightly higher 
than the number of spins aligning against it. Hence a net macroscopic magnetic moment (𝑀0) in the 
direction of the main magnetic field is created.  

 

 In order for spins to emit an NMR signal, they must first absorb radio frequency (RF) energy (i.e. 
be “excited”). An RF pulse is fed into transmitter RF coils to create the desired transmit field, or B1

+ field 
(as opposed to B1

-, receive field), that will tip the spins away from their equilibrium states towards the 
transverse plane. The RF pulse must be tuned to the Larmor frequency of the targeted spins to be able 
to effectively tip them. (See Figure 4) In the laboratory frame, both the spins and the B1

+ field rotate 
around the main magnetic field. Mathematically, it is easier to describe the behavior of spins in a 

 

Figure 3: In the absence of B0 the spins are aligned randomly (left) 
whereas in the presence of B0 they (a fraction of them) are aligned 
with or against the direction of the field (right). (Figure courtesy of 

M. J. Puddephat.) 
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rotating frame of reference that rotates, like the spins, at the Larmor frequency around the longitudinal 
axis (B0) (1). The effect of a constant B1

+ on the spins in the rotating frame can be visualized as in Figure 
5. The angle between the magnetization of the spins and the longitudinal axis after the application of 
the RF pulse is called the tip angle and it depends on the duration and the magnitude of the RF pulse.  
After the RF pulse, an RF signal is induced in the receiver coil by the rotating transverse component of 
the magnetization because the “excited” spin releases the RF energy it absorbed previously (See Figure 
6). In summary, a typical MR sequence has two stages. In the first stage, the spins are excited using RF 
energy and are tipped towards the transverse plane (excitation). In the second stage, the signal the spins 
emit when returning back to their equilibrium state is collected and stored for image reconstruction 
(acquisition). It is possible and desirable to control some parameters of the excitation and acquisition 
stages to image different properties of the human body. In this work, we will focus on designing RF 
pulses for the excitation stage.  

 

Figure 4: B1
+ field tuned to the Larmor frequency of the targeted spins 

effectively tip the spins away from B0 towards the transverse plane. (Figure 
from (1) p. 25.) 

 

Figure 5: Effect of B1
+ on spins in laboratory frame (top left) 

and in rotating frame (top right and bottom). (Figure 
courtesy of M. J. Puddephat.) 
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 Excitation RF Pulse Design 2.2

In excitation pulse design, it is crucial to have control over parameters such as the target 
excitation, pulse power and pulse duration. The target excitation could be a flat excitation over a thin 
slice (2D excitation) or a thick slab (3D excitation) as well as a specific shape on the transverse plane 
(spatially tailored excitation). In case of flat slice or slab excitation, the aim is to obtain a homogeneous 
excitation profile, i.e. the same flip angle at every point inside the slice or the slab. However, for main 
field strengths at or above 3T, homogenous excitation becomes a challenging task due to an effect called 
central brightening (2). This effect, which causes an excitation profile that is bright at the coil center and 
darker towards the peripheral instead of a flat one, occurs mostly due to constructive interference of 
the fields at different channels of the coil and wavelength effects (These effects occur because the 
wavelength of the RF signal becomes comparable with human body dimensions at high fields). The RF 
pulse and gradient fields can be used in combination to mitigate the B1

+ field inhomogeneities. Hence, a 
usual excitation pulse design includes designing four waveforms: RF, Gx, Gy and Gz.   

If there were no restrictions on the RF and gradient waveforms, it would be possible to obtain 
fairly good excitation fidelities depending on the encoding capabilities of the RF coil. Nevertheless, there 
are hardware, safety and practicality limitations on the waveforms that disrupt the resulting excitation 
fidelity. Hardware limitations on the waveform include the maximum output power of the RF power 
amplifiers (RFPAs), maximum gradient strength and the slew rate of the gradient coils. The maximum 
power output determines the maximum peak voltage of the RF waveform, whereas the maximum 
gradient strength and the slew rate determine the allowable peak value and maximum achievable slope 
of the gradient waveform. One of the most important safety limitations is the amount of RF energy 
deposition into the body which may cause tissue heating and possible cell death at high temperatures. 

 

Figure 6: The transverse component of magnetization induces a 
current in the receiver coils while the spin is returning back to its 

equilibrium state. (Figure courtesy of M. J. Puddephat.) 
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The RF energy deposition is quantified by the specific absorption rate (SAR) which is defined as the 
power absorbed per mass of tissue (units W/kg). Finally, the duration of an RF pulse should be short 
enough for several reasons including signal decay due to relaxation, the effect of imperfections such as 
main field inhomogeneities on the excitation fidelity and the scan time practicality. In conclusion, 
excitation pulse design is an essential part of an MR experiment which allows optimal excitation 
fidelities by ensuring that the system is used to its fullest potential while the limits are not exceeded. 

 

 Bloch Equations 2.3

Bloch Equations describe the behavior of the magnetization vector in a magnetic field. Ignoring 
relaxation, they can be expressed compactly as: 

 𝑑𝑴
𝑑𝑡

= 𝑴 ×  𝛾𝑩 
(2.2) 

       

where  

 𝑩 =  𝑩𝟎 + (𝐆 ∙ 𝐫)𝒌 + 𝑩𝟏
𝒍𝒂𝒃 (2.3) 

         

and 𝐁𝟏𝐥𝐚𝐛 refers to the RF field in laboratory frame. Assuming a circularly polarized RF field 

 𝑩𝟏
𝒍𝒂𝒃 =  𝐵1(𝑡)[𝒊 cos(𝜔. 𝑡) − 𝒋 sin(𝜔𝑡)] (2.4) 

       

Bloch Equation in matrix form becomes 

 
�
𝑀𝑥̇
𝑀𝑦̇

𝑀𝑧̇
� =  𝛾 �

0 𝐵𝑧 −𝐵𝑦
−𝐵𝑧 0 𝐵𝑥
𝐵𝑦 −𝐵𝑥 0

��
𝑀𝑥
𝑀𝑦
𝑀𝑧

� 
(2.5) 

       

where 

 𝐵𝑧 =  𝐵0 + 𝑮 ∙ 𝒓 (2.6) 
       

 𝐵𝑥 =  𝐵1,𝑥
𝑙𝑎𝑏  ,    𝐵𝑦 =  𝐵1,𝑦

𝑙𝑎𝑏 (2.7) 
       

For simplicity we will work in the rotating frame of reference. It can be shown that (1) in the rotating 
frame, the form of the Bloch Equations is the same as their form in the laboratory frame 

 𝑑𝑴𝒓𝒐𝒕

𝑑𝑡
= 𝑴𝒓𝒐𝒕 𝑥 𝛾𝑩𝒓𝒐𝒕 

(2.8) 

       

In matrix form 

 

�
𝑀𝑥
𝑟𝑜𝑡̇

𝑀𝑦
𝑟𝑜𝑡̇

𝑀𝑧
𝑟𝑜𝑡̇
� =  𝛾 �

0 𝑮 ∙ 𝒓 −𝐵1,𝑦
−𝑮 ∙ 𝒓 0 𝐵1,𝑥
𝐵1,𝑦 −𝐵1,𝑥 0

��
𝑀𝑥
𝑟𝑜𝑡

𝑀𝑦
𝑟𝑜𝑡

𝑀𝑧
𝑟𝑜𝑡
� 

(2.9) 
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As a result, the magnetization vector in the rotating frame can be visualized in a similar way to the 
magnetization vector in the laboratory frame i.e. 𝐌𝐫𝐨𝐭 precesses around 𝐁𝐫𝐨𝐭 with frequency γ|𝐁𝐫𝐨𝐭| 
(similarly 𝐌 precesses around 𝐁𝐳𝐥𝐚𝐛 with frequency γ|𝐁𝐳𝐥𝐚𝐛|). The solution of excitation is simplified this 
way because it is easier to visualize 𝑩𝒓𝒐𝒕 than it is to visualize 𝑩𝒍𝒂𝒃 (1). 

 

 Small Tip Angle (STA) Approximation 2.4

 Although rotating frame of reference simplifies the Bloch Equations, finding an analytical 
expression of the temporal behavior of the magnetization vector for arbitrary excitatory RF and gradient 
fields is a challenging task because all three components of the magnetization are coupled. Small tip 
angle approximation further simplifies the Bloch Equations by assuming that the spins are tipped by a 
small amount so that the longitudinal component of the magnetization remains constant, i.e. 𝑀𝑧  ≈ 𝑀0. 
Defining 

 𝑀𝑥𝑦 =  𝑀𝑥
𝑟𝑜𝑡 + 𝑖𝑀𝑦

𝑟𝑜𝑡  (2.10) 
       

 𝐵1 =  𝐵1,𝑥 + 𝑖𝐵1,𝑦 (2.11) 
       

The first two components of the Bloch Equation in matrix form can be written as 

 𝑀̇𝑥𝑦 =  −𝑖𝛾𝑮 ∙ 𝒓𝑀𝑥𝑦 + 𝑖𝛾𝐵1𝑀0 (2.12) 
       

Assuming that the system is initially in the state (0, 0,𝑀0) the solution of the differential equation is (14) 

 
𝑀𝑥𝑦(𝒓) = 𝑖𝛾𝑀0� 𝐵1(𝑡)𝑒−𝑖𝛾𝒓∙∫ 𝑮(𝑠)𝑑𝑠𝑇

𝑡 𝑑𝑡
𝑇

0
 

(2.13) 

       

We define a spatial frequency variable 

 
𝒌(𝑡) =  −𝛾� 𝑮(𝑠)𝑑𝑠

𝑇

𝑡
 

(2.14) 

       

We can see that k(t) parametrically defines a path through the spatial frequency space. Hence in the 
small tip angle domain, we can view the transverse magnetization as the Fourier transform of the path 
k(t) weighted by the RF pulse (14). The spatial frequency space is conventionally called the excitation k-
space. Discretizing Equation (2.13), we obtain the following linear relation between the RF pulse and the 
resulting transverse magnetization: 

 𝒎 = 𝑨𝒙 (2.15) 
       

mNx1 is the discretized transverse magnetization in the targeted volume, ANxM is the system matrix 
representing the Fourier kernel 𝑒−𝑖𝛾𝒓∙𝒌(𝑡) and the sensitivity of the coil inside the VOI and xMx1 is the 
time discretized RF pulse (N: number of voxels, M: number of time points). Due to the fact that the 
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system matrix A is usually a tall matrix (there are more voxels than discretized excitation points), a 
solution for x can be found by a least squares optimization algorithm 

  min
𝒙
�𝑨𝒙 −𝒎𝒕𝒂𝒓𝒈𝒆𝒕�𝑤

2
 (2.16) 

       

where w refers to a weighting for the voxels. It is also possible to optimize only for the magnitude using 
a magnitude least squares approach (15). In that case Equation (2.16) can be modified in the following 
way: 

  min
𝒙
�|𝑨𝒙|− �𝒎𝒕𝒂𝒓𝒈𝒆𝒕��𝑤

2
 (2.17) 

       

Nevertheless, unlike the least squares (LS) problem in Equation (2.16), the MLS problem is not convex, 
hence finding the global minimum is generally not guaranteed. One way of solving for the RF pulse in 
Equation (2.17) is to solve for the RF pulse iteratively in the following least squares problem: 

  min
𝒙𝒊

�𝑨𝒙𝒊 − 𝒛𝒊�𝒎𝒕𝒂𝒓𝒈𝒆𝒕��𝑤
2

 

s.t. |𝒛𝒊| = 1 

(2.18) 

       

Where 𝒙𝒊 is the solution to the ith iteration. 𝒛𝒊 is updated with the phase of 𝑨𝒙𝒊 at every iteration. This 
way the phase constraint will be relaxed and one of the local minimum points of the MLS problem will 
be reached depending on the starting values for 𝒙 and 𝒛.  

 

 Specific Absorption Rate (SAR) 2.5

 It is possible to add the restrictions on an RF pulse into the minimization in Equation (2.16) and 
Equation (2.17). The peak amplitude and SAR are among the main constraints of an RF pulse. As 
mentioned before, specific absorption rate is a measure of the energy absorbed per mass of tissue. SAR 
is usually averaged over the whole body (global SAR, GSAR) or a small sample of volume, usually 1g or 
10g of tissue (local SAR, LSAR). SAR at location r can be calculated as follows 

  
𝑆𝐴𝑅(𝒓) =  

1
𝑇
�

𝜎(𝒓)
𝜌(𝒓)

𝑇

0
|𝑬(𝒓)|2𝑑𝑡 

(2.19) 

       

where 𝜎(𝒓) is the conductivity, 𝜌(𝒓) is the density, 𝐸(𝒓) is the electric field at r and T is the pulse 
duration. 

 𝑬(𝒓, 𝒕) = 𝑭(𝒓)𝒃(𝒕) (2.20) 
       

with 𝑭(𝑟) representing the electric field sensitivities of different channels at location r. Discretizing 
equation (2.19), we obtain 

 
𝑆𝐴𝑅(𝐫) =

1
𝑀
�𝒃𝑖𝐻 �

𝜎(𝒓)𝑭𝑯(𝒓)𝑭(𝒓)
𝜌(𝒓) �𝒃𝑖

𝑀

𝑖=0

 
(2.21) 
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where M is the number of time points. The term inside the parenthesis is called the SAR matrix at 
location r and is independent of time. To calculate the 1g or 10g local SAR or the global SAR, the SAR 
matrices inside the corresponding volumes (a volume of mass 1g, 10g or the whole, respectively) are 
averaged. As a result the calculation of SAR matrices is independent from the pulse design procedure.  

 In order to satisfy LSAR limits at every voxel, one constraint for every voxel must be added into 
the optimization algorithm. However, a typical MR experiment has millions of body voxels leading to an 
unrealistically slow pulse design process. Even when the 10g average local SAR is calculated, the number 
of SAR matrices to consider is too high to have a practical algorithm. To overcome this issue, a concept 
called virtual observation points (VOPs) was proposed such that if the LSAR limits are satisfied for the 
VOPs (a few hundreds many) then it is guaranteed to satisfy the LSAR limits throughout the whole body 
with a predetermined overestimation factor (16). Then, the optimization algorithm in Equation (2.16) 
becomes the following constrained optimization (10): 

 min
𝒃
�𝑨𝒃 −𝒎𝒕𝒂𝒓𝒈𝒆𝒕�𝑤

2
 (2.22) 

       

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜              |𝑏(𝑗)| < 𝑏𝑚𝑎𝑥 ∀𝑗 ∈ {1, … ,𝑀}               (RF peak amplitude constraint) 

                                                              1
𝑀
∑ 𝒃𝑖𝐻𝑺𝒗𝒃𝑖𝑀
𝑖=0 <  𝐿𝑆𝐴𝑅𝑚𝑎𝑥 ∀𝑣 ∈ 𝑉     (LSAR constraints) 

                                                              1
𝑀
∑ 𝒃𝑖𝐻𝑺𝒈𝒃𝑖𝑀
𝑖=0 <  𝐺𝑆𝐴𝑅𝑚𝑎𝑥                   (GSAR constraint) 

 

 Parallel Transmission (pTx) 2.6

 In the last decade, there has been a push towards higher main field strengths in order to have 
better contrast and higher signal to noise ratio (SNR). Nevertheless, as mentioned earlier, at higher field 
strengths the 𝐵1 field is no longer homogeneous inside the volume of interest because the wavelength 
of the RF signal becomes comparable with human body dimensions. To compensate the spatial 
variations in the transmit field, RF pulses with impractically long durations are needed. Furthermore, 
mitigating the B1

+ field inhomogeneities becomes very difficult using only the RF pulse without any 
gradients. The concept of parallel transmission was proposed in order to mitigate 𝐵1 field 
inhomogeneities with pulses of practical durations by playing independent RF waveforms on each 
channel of a transmit coil simultaneously (5). The extra degrees of freedom that pTx systems provide 
can effectively be utilized to accelerate the RF pulse. Recently, it has been shown that they can also be 
used to minimize the SAR. On the other hand, it is more complicated to manage SAR for a pTx system 
than a single channel system. With multiple independent transmission channels having electric fields 
with complex topology depending on the local tissue properties, SAR hot spots can occur at locations 
where the fields add up constructively. It particular, the proportionality relation between local SAR and 
global SAR that exists in single channel systems is lost in pTx systems (9). Hence, unlike the single 
channel case, it is no longer enough to track only the global SAR. Nevertheless, the advantages of having 
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practical pulses for 𝐵1 field inhomogeneity mitigation and spatially tailored excitation as well as 
minimizing SAR make the use of pTx desirable in spite of a more complicated pulse design process.  

 Equation (2.13) needs to be modified for pTx systems in the following way; 

 
𝑀𝑥𝑦(𝒓) = 𝑖𝛾𝑀0�𝑆𝑐(𝒓)

𝑐

� 𝐵1(𝑡)𝑒−𝑖𝛾𝒓∙∫ 𝑮(𝑠)𝑑𝑠𝑇
𝑡 𝑑𝑡

𝑇

0
 

 (2.23) 

       

where 𝑆𝑐(𝒓) refer to the sensitivity of channel c at location r. Thus equation (2.15) becomes  

 𝒎 = 𝑨𝒕𝒐𝒕𝒂𝒍𝒃𝒕𝒐𝒕𝒂𝒍 (2.24) 
       

 
𝑨𝒕𝒐𝒕𝒂𝒍 =  [𝑨𝟏 ⋯ 𝑨𝑪] 𝑎𝑛𝑑  𝒃𝒕𝒐𝒕𝒂𝒍 =  �

𝒃𝟏
⋮
𝒃𝑪
� 

(2.25) 

       

where C is the number of transmit coil channels.  

 

 Excitation k-space Trajectory 2.7

 To obtain a solution for the minimization in equation (2.16), the system matrix containing the RF 
field sensitivities and the k-space trajectory needs to be computed. The RF field sensitivities are 
hardware dependent thus cannot be controlled once the transmit coil is designed. On the other hand, 
the k-space trajectory is determined by the gradient pulses and therefore can be changed at will. 
Conventionally, a trajectory is decided on prior to the optimization of the RF pulse, hence the three 
gradient waveforms are predetermined. However, it is also possible to incorporate the choice of k-space 
trajectory in the optimization process at the cost of a slower and more complicated design procedure 
(17). In this thesis, we will predetermine the k-space trajectory and focus on 3D excitation using kT-
points (18). In this method, the RF energy is transmitted only at stationary points in k-space called the 
kT-points (Figure 7).  
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 Large Tip Angle (LTA) Pulse Design  2.8

 The linearized formulation in equation (2.22) works well for small tip angles. At larger tip angles, 
the nonlinearity of the Bloch equations becomes non-negligible and thus STA approximation performs 
poorly. There has been several suggested design approaches for large tip angle pulse design including 
linear class of large tip angle (LCLTA) pulses (19), Shinnar Le-Roux algorithm (20), Powell method (21), 
additive angle approach (22), optimal control approach (23) and composite pulses (24). Most of these 
methods result in pulses with reasonably well excitation fidelities at large tip angles. The LCLTA 
approach works well around 90° tip angle but fails drastically at 180° tip angle.  

At high tip angles, more RF power is needed to tip the spins compared to the small tip angle 
case. As a result, the pulses designed are limited more severely by the SAR regulations. Hence, obtaining 
optimal pulses for a given SAR limit becomes especially important at high tip angles. To our best 
knowledge, none of the aforementioned methods have an explicit and direct SAR control incorporated 
in their pTx pulse design procedure. They either consider the worst case scenario where all electric fields 
are assumed to linearly add up (all electric fields in phase), control the RF peak and average power or 
use the VERSE method where a designed pulse is later adjusted to have below the limits SAR values. 
These approaches over-restrict the RF pulse in order to control SAR and therefore do not, in general, 
yield optimal excitation pulses with the best possible excitation fidelity consistent with the SAR 
regulatory limits.  

 In this work a SAR constrained large tip angle pulse design method to mitigate B1
+ field 

inhomogeneities at high field is developed. 

 

  

 

Figure 7: An example kT-points k-space trajectory is shown on the left. The RF energy is emitted at red 
dots while the black arrows represent the tracing order. An example excitation pulse sequence 

corresponding to the trajectory given is shown on the right. The gradient is zero during the RF pulse (we 
do not move in k-space). When not transmitting RF energy, we move in transmit k-space by turning on 

the x, y and z gradients. 
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 Methods 3

 As mentioned earlier, pulse design is nonlinear due to the Bloch equation but it is possible to 
linearize the Bloch equation for small target tip angles and obtain a simple Fourier transform based 
pulse design method (STA approximation). The analysis of why the STA approximation continues to work 
well beyond the small tip angle regime lead to the linear class of large tip angle (LCLTA) pulses, a class of 
large tip angle pulses that can be designed with a linear Fourier transform approach (19). 

 

 LCLTA Method 3.1

 The LCLTA method is based on a generalization of the STA approximation. It can be constructed 
in three steps: 

Step 1: Small-excitation approximation is a generalization of the STA approximation in the spinor 
domain. The STA approximation assumes that the initial magnetization is along +z direction and the tip 
angle between the initial and the final magnetizations is small, whereas small-excitation approximation 
makes no assumptions on the initial magnetization and the tip angle can be large. However, the effect of 
the RF waveform should be small. 

Step 2: The small-excitation approximation is then applied to the special case of inherently refocused 
pulses. Inherently refocused pulses are Hermitian symmetric pulses (for every point in k-space there is a 
symmetric point with respect to the origin with the conjugate RF weighting) whose k-space trajectory 
starts at the origin. In the small-excitation regime an inherently refocused pulse produces a rotation 
around the axis of RF and the amount of rotation is approximately the Fourier transform of the RF-
weighted k-space trajectory 

 
𝜃 =  𝛾� 𝐵1∗(𝑡)𝑒−𝑖𝒓∙𝒌(𝑡)𝑑𝑡

𝑇

0
 

(3.1) 

       

where 𝜃 is the flip angle. 

Step 3: If the axis along which the RF waveform is applied stays the same, multiple small-excitation 
inherently refocused pulses can be concatenated to achieve higher flip angles and the final tip angle will 
simply be the sum of individual tip angles because rotations around the same axis add up linearly. 
Assume an RF pulse is decomposable into a sequence of K small-excitation inherently refocused sub-
pulses and that the RF axis is stationary. Let the ith sub-pulse start at time 𝑇𝑖−1 and end at time 𝑇𝑖. The 
rotation due to the ith sub-pulse is then 
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𝜃𝑖 =  𝛾� 𝐵1∗(𝑡)𝑒−𝑖𝒓∙𝒌𝒊(𝑡)𝑑𝑡

𝑇𝑖

𝑇𝑖−1
 

(3.2) 

       

where 𝒌𝒊(𝑡) is defined as 

 
𝒌𝒊(𝑡) =  𝛾� 𝑮(𝑠)𝑑𝑠

𝑇𝑖

𝑡
 

(3.3) 

       

The resulting tip angle when all K sub-pulses are applied in order is: 

 
𝜃 =  �𝜃𝑖

𝐾

𝑖=1

 
(3.4) 

       

 
                                            =  �𝛾� 𝐵1∗(𝑡)𝑒−𝑖𝒓∙𝒌𝒊(𝑡)𝑑𝑡

𝑇𝑖

𝑇𝑖−1

𝐾

𝑖=1

 
(3.5) 

       

 
                                =  𝛾� 𝐵1∗(𝑡)𝑒−𝑖𝒓∙𝒌(𝑡)𝑑𝑡

𝑇

0
 

(3.6) 

       

The last equality follows because 𝒌(𝑡) is the concatenation of 𝒌𝒊(𝑡)𝑠. Equation (3.6) means if a large tip 
angle pulse can be broken into inherently refocused small excitation pulses then it can be designed 
easily using a simple Fourier transform relation. Thus the same optimization algorithm that is used for 
the STA method in equation (2.16) can be used for the LCLTA method with the following modified 
objective function: 

 𝜽 =  𝑨𝐿𝐶𝐿𝑇𝐴𝒙∗ (3.7) 
       

where 𝜽𝑁𝑥1 is a vector representing the target flip angle at each voxel, 𝑨𝐿𝐶𝐿𝑇𝐴 is the 𝑁𝑥𝑀 system matrix 
representing the conjugate of the transmit field sensitivities and the Fourier kernel 𝑒−𝑖𝒓∙𝒌(𝑡) and 𝒙𝑀𝑥1∗  is 
the conjugate of the RF pulse.  

 The LCLTA algorithm is very similar to the STA algorithm except the requirement that the pulse 
should be composable of a sequence of inherently refocused small excitation pulses. This requirement is 
not very strict in the sense that even if the sub-pulses are approximately inherently refocused the 
algorithm can still work.   

 Despite the simplicity of the LCLTA method, its bad performance at larger tip angles, e.g. 180°, 
required the development of more accurate and possibly nonlinear design methods for large tip angle 
pulses. As mentioned earlier, there have been several successful approaches to large tip angle pulse 
design and among these to our best knowledge none of them explicitly incorporates the SAR constraints 
into their designs. Instead, they indirectly control SAR through peak RF voltage to satisfy the safety 
limits. In this section we will explain the development of a SAR constrained large tip angle pulse design 
method which we will refer to as the full Bloch simulation method, based on a modification of the 
nonlinear composite pulses approach developed by Gumbrecht (24).  
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 Full Bloch Simulation Method 3.2

 The full Bloch simulation method is developed in the spinor domain. As mentioned earlier, the 
Bloch equation in the rotating frame neglecting the relaxations is 

 
�
𝑀𝑥̇
𝑀𝑦̇

𝑀𝑧̇
� =  𝛾 �

0 𝑮 ∙ 𝒓 −𝐵1,𝑦
−𝑮 ∙ 𝒓 0 𝐵1,𝑥
𝐵1,𝑦 −𝐵1,𝑥 0

��
𝑀𝑥
𝑀𝑦
𝑀𝑧

� 
(3.8) 

       

The solution to this equation is a rotation  

 𝑴(𝑇) = 𝑹𝑴(0) (3.9) 
       

where R is a 3x3 orthonormal matrix. This rotation can also be represented by a 2x2 unitary matrix 

 𝑸 =  �𝛼 −𝛽∗
𝛽 𝛼∗ � (3.10) 

       

where 𝛼 and 𝛽 are the Cayley Klein parameters 

 𝛼 = cos �
𝜃
2
� − 𝑖𝑛𝑧 sin �

𝜃
2
� (3.11) 

       

 𝛽 =  −𝑖�𝑛𝑥 + 𝑖𝑛𝑦� sin �
𝜃
2
� (3.12) 

       

𝜃 is the tip angle whereas the n vector is the axis of rotation. The spin domain matrices can be used to 
find the effect of RF in the presence of a constant gradient field. Hence, the pulse is sampled and the 
total effect of the pulse is the multiplication of the rotation matrices due to each sample in order. 

 𝑸 =  𝒒𝒏𝒒𝒏−𝟏⋯𝒒𝟏 (3.13) 
       

With the spin domain representation of the rotation in hand, it is easy to invert back to the 3x3 rotation 
matrix to find the magnetization 

 
�
𝑀𝑥𝑦
+

𝑀𝑥𝑦
+ ∗

𝑀𝑧
+

 � =  �
(𝛼∗)2 −𝛽2 2𝛼∗𝛽
−(𝛽∗)2 𝛼∗ 2𝛼𝛽∗
−𝛼∗𝛽∗ −𝛼𝛽 𝛼𝛼∗ − 𝛽𝛽∗

��
𝑀𝑥𝑦
−

𝑀𝑥𝑦
− ∗

𝑀𝑧
−
� 

(3.14) 

       

where 𝑀𝑥𝑦 = 𝑀𝑥 + 𝑖𝑀𝑦.  

              The target function of the optimization algorithm can be determined from Equation (3.14) 
depending on the application. There are three major large tip angle applications: excitation, inversion 
and spin echo. 

Excitation: In case of excitation, initial magnetization is 𝑀− =  (0 0 𝑀0) and the magnetization of 
interest is the transverse magnetization. Hence the target function is 

 𝑀𝑥𝑦
+ = 2𝛼∗𝛽𝑀0 (3.15) 



31 
 

       

Sometimes the phase of the magnetization matters while in most cases only the magnitude is important 
provided that the phase varies slowly enough not to cancel out or distort the MRI signal inside one 
voxel. In such cases the target function becomes |𝑀𝑥𝑦

+ | = |2𝛼∗𝛽𝑀0|. 

Inversion: The initial magnetization is the same as in the excitation case while the magnetization of 
interest is not the transverse magnetization but the longitudinal one since the objective in inversion is to 
invert the magnetization along +z into –z. Hence the target function is 

 𝑀𝑧
+ = (𝛼𝛼∗ − 𝛽𝛽∗)𝑀0 (3.16) 

       

Refocusing: The goal in a refocusing pulse is to rotate all spins around a rotation axis on the transverse 
plane by 180°. Hence the initial magnetization is an arbitrary magnetization on the transverse plane 
𝑀− =  �𝑀𝑥

− 𝑀𝑦
− 0�. Practically, a refocusing pulse is usually surrounded by crusher gradients to 

eliminate the effects of parasitic signals. Crusher gradients are correction gradients that preserve only 
the desired signals by manipulating the phase of the signals. One crusher gradient lobe causes a rotation 
by  

 𝜑(𝑟) = 𝑟 �2𝜋𝛾�𝐺(𝑡)𝑑𝑡� (3.17) 

       

This rotation can be represented by the following rotation matrix 

 𝑅𝑐 =  �𝑒
−𝑖𝜑(𝑟)/2 0

0 𝑒𝑖𝜑(𝑟)/2� (3.18) 

       

Combining the rotation matrices of the left crusher gradient lobe, the RF waveform and the right 
crusher gradient lobe, the total rotation matrix is 

 𝑅𝑡𝑜𝑡𝑎𝑙 =  𝑅𝑐𝑅𝑅𝐹𝑅𝑐 (3.19) 
       

 
=  �𝛼𝑒

−𝑖𝜑(𝑟) −𝛽∗

𝛽 𝛼∗𝑒𝑖𝜑(𝑟)�   
(3.20) 

       

Hence the transverse magnetization after the application of the RF pulse is 

 𝑀𝑥𝑦
+ =  (𝛼∗)2𝑒𝑖2𝜑(𝑟)𝑀𝑥𝑦

−  −  𝛽2𝑀𝑥𝑦
− ∗ + 2𝛼∗𝑒𝑖𝜑(𝑟)𝛽 𝑀𝑧

− (3.21) 
       

If the crusher gradients’ area is large enough so that 𝜑(𝑟) varies by at least 4𝜋  across one voxel then 
the first and the last terms in Equation (3.21) cancel out due to the integration and we are left with  

 𝑀𝑥𝑦
+ = −𝛽2𝑀𝑥𝑦

− ∗ (3.22) 
       

See (25) for a more complete discussion on refocusing pulses. Assume the initial magnetization makes 
an angle of 𝜑0 with the x axis while the rotation axis for the spins makes an angle of 𝜑𝑟.  

 𝑀𝑥𝑦
− = 𝑀 𝑒𝑖𝜑0 (3.23) 

       

 𝑀𝑥𝑦
+ = 𝑀 𝑒𝑖(2𝜑𝑟−𝜑0)  (3.24) 
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      = 𝑀𝑥𝑦
− ∗ 𝑒𝑖2𝜑𝑟 (3.25) 

       

Combining equation (3.22) with equation (3.25) we obtain the objective function (left) and target value 
(right) of a refocusing pulse 

 𝛽2 =  −𝑒𝑖2𝜑𝑟  (3.26) 
       

               Having determined the target function for the three major cases, we can now describe the full 
Bloch simulation method in steps: 

Step 1: The basis of the algorithm is the following minimization 

 
min
𝑥
𝑦 =  ��𝑇𝑖(𝑥) − 𝑇𝑖

𝑡𝑎𝑟𝑔𝑒𝑡�
2

𝑁

𝑖=1

 
(3.27) 

       

where x is the RF, N is the number of voxels, 𝑇𝑖 is the objective function at voxel i and 𝑇𝑖
𝑡𝑎𝑟𝑔𝑒𝑡 is the 

target value at voxel i. The target function and values for the three cases discussed above are: 

• For the excitation case, 𝑇(𝑥) =  𝑀𝑥𝑦
+ = 2𝛼∗𝛽𝑀0 and 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 = sin (𝜃) where 𝜃 is the target flip 

angle  
• For the inversion case, 𝑇(𝑥) =  𝑀𝑧

+ =  𝛼𝛼∗ − 𝛽𝛽∗  and 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 = −1 
• For the refocusing case, 𝑇(𝑥) = 𝛽2 and 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 = −𝑒𝑖2𝜑𝑟  

Step 2: Next, we need the derivative of y with respect to the real and imaginary parts of RF at each 
individual transmit channel.  

 𝜕𝑦
𝜕𝑥𝑐,𝑡,𝑟

=  ��  
𝜕𝑇𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

(𝑇𝑖(𝑥) − 𝑇𝑖
𝑡𝑎𝑟𝑔𝑒𝑡(𝑥))∗ +

𝜕𝑇𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

∗

(𝑇𝑖(𝑥) − 𝑇𝑖
𝑡𝑎𝑟𝑔𝑒𝑡(𝑥))�

𝑁

𝑖=1

 
(3.28) 

       

where 𝑥𝑐,𝑡,𝑟 is the real part of the RF waveform at channel c at time t (𝑥𝑐,𝑡,𝑖  for the imaginary part). 

𝑇𝑖(𝑥) − 𝑇𝑖
𝑡𝑎𝑟𝑔𝑒𝑡(𝑥) can be found by finding the Cayley-Klein parameters 𝛼 and 𝛽 after running a full 

Bloch simulation.  𝜕𝑇𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

 is different for the three cases we discussed above: 

• For excitation:  

 𝜕𝑇𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

= 2𝑀0 �
𝜕𝛼𝑖∗(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

𝛽𝑖(𝑥) + 𝛼𝑖∗(𝑥)
𝜕𝛽𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

� 
(3.29) 

       

• For inversion: 

 
 
𝜕𝑇𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

= 𝑀0 �
𝜕𝛼𝑖∗(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

𝛼𝑖(𝑥) + 𝛼𝑖∗(𝑥)
𝜕𝛼𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

−
𝜕𝛽𝑖∗(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

𝛽𝑖(𝑥) − 𝛽𝑖∗(𝑥)
𝜕𝛽𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

 � 
(3.30) 

       

• For refocusing: 
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 𝜕𝑇𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

= 2𝛽𝑖(𝑥)
𝜕𝛽𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

 
(3.31) 

       

Since 𝛼𝑖(𝑥) and 𝛽𝑖(𝑥) are already found during the Bloch simulation, only their derivatives are to be 
calculated. The total spin matrix for one voxel is defined as  

 𝑸𝒊(𝑥) = �
𝛼𝑖(𝑥) −𝛽𝑖∗(𝑥)
𝛽𝑖(𝑥) 𝛼𝑖∗(𝑥) � 

= 𝒒𝒊,𝑻𝒒𝒊,𝑻−𝟏⋯𝒒𝒊,𝟐𝒒𝒊,𝟏 (3.32) 

       

Then only one of the spin matrices will depend on 𝑥𝑐,𝑡,𝑟, that is 𝑞𝑖,𝑡. Therefore 

 
𝜕𝑸𝒊(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

=

⎝

⎜
⎛
𝜕𝛼𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

−
𝜕𝛽𝑖∗(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

𝜕𝛽𝑖(𝑥)
𝜕𝑥𝑐,𝑡,𝑟

𝜕𝛼𝑖∗(𝑥)
𝜕𝑥𝑐,𝑡,𝑟 ⎠

⎟
⎞

 

= 𝒒𝒊,𝑻𝒒𝒊,𝑻−𝟏⋯𝒒𝒊,𝒕+𝟏
𝝏𝒒𝒊,𝒕
𝝏𝒙𝒄,𝒕,𝒓

𝒒𝒊,𝒕−𝟏 ⋯𝒒𝒊,𝟐𝒒𝒊,𝟏 

(3.33) 

       

 
𝜕𝒒𝒊,𝒕
𝜕𝑥𝑐,𝑡,𝑟

=  

⎝

⎜
⎛
𝜕𝑎𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

−
𝜕𝑏𝑖,𝑡∗

𝜕𝑥𝑐,𝑡,𝑟
𝜕𝑏𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

𝜕𝑎𝑖,𝑡∗

𝜕𝑥𝑐,𝑡,𝑟 ⎠

⎟
⎞

 

(3.34) 

       

Using the definition of the Cayley-Klein parameters 

 𝑎𝑖,𝑡 = cos�𝜑𝑖,𝑡 2⁄ � − 𝑖𝑛𝑧,𝑖,𝑡sin (𝜑𝑖,𝑡 2⁄ ) (3.35) 
       

 𝑏𝑖,𝑡 = −𝑖�𝑛𝑥,𝑖,𝑡 + 𝑖𝑛𝑦,𝑖,𝑡�sin (𝜑𝑖,𝑡 2⁄ ) (3.36) 
       

their derivatives can be calculated as the following 

 𝜕𝑎𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

= −0.5sin�𝜑𝑖,𝑡 2⁄ �
𝜕𝜑𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

− 0.5𝑖𝑛𝑧,𝑖,𝑡 cos�𝜑𝑖,𝑡 2⁄ �
𝜕𝜑𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

− 𝑖
𝜕𝑛𝑧,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑟
sin (𝜑𝑖,𝑡 2⁄ ) 

(3.37) 

       

 𝜕𝑏𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

= −0.5𝑖�𝑛𝑥,𝑖,𝑡 + 𝑖𝑛𝑦,𝑖,𝑡� cos�𝜑𝑖,𝑡 2⁄ �
𝜕𝜑𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

− 𝑖 �
𝜕𝑛𝑥,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑟
+ 𝑖

𝜕𝑛𝑦,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑟
� sin(𝜑𝑖,𝑡 2⁄ ) 

(3.38) 

       

The rotation angle and the rotation axis can be found using the RF and gradient fields: 

 
𝜑𝑖,𝑡 = −2𝜋𝛾∆𝑡��𝐵1,𝑖,𝑡�

2 + (𝐺 ∙ 𝑟𝑖)2 
(3.39) 

       

 
𝑛𝑖,𝑡 =  

(𝐵1,𝑥,𝑖,𝑡 ,   𝐵1,𝑦,𝑖,𝑡 ,   𝐺 ∙ 𝑟𝑖)

��𝐵1,𝑖,𝑡�
2 + (𝐺 ∙ 𝑟𝑖)2

 
(3.40) 

       

Since 𝐺 ∙ 𝑟𝑖 = 0 during the RF sub-pulses, their derivatives can be calculated as 

 𝜕𝜑𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

= −2𝜋𝛾∆𝑡
1

�𝐵1,𝑖,𝑡�
�  𝐵1,𝑥,𝑖,𝑡

𝜕𝐵1,𝑥,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑟
+ 𝐵1,𝑦,𝑖,𝑡

𝜕𝐵1,𝑦,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑟
� 

(3.41) 
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𝜕𝑛𝑥,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑟
=

𝜕𝐵1,𝑥,𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

�𝐵1,𝑖,𝑡�
2 − 𝐵1,𝑥,𝑖,𝑡 �𝐵1,𝑥,𝑖,𝑡

𝜕𝐵1,𝑥,𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

+ 𝐵1,𝑦,𝑖,𝑡
𝜕𝐵1,𝑦,𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

�  

�𝐵1,𝑖,𝑡�
3  

(3.42) 

       

 
𝜕𝑛𝑦,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑟
=

𝜕𝐵1,𝑦,𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

�𝐵1,𝑖,𝑡�
2 − 𝐵1,𝑦,𝑖,𝑡(𝐵1,𝑥,𝑖,𝑡

𝜕𝐵1,𝑥,𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

+ 𝐵1,𝑦,𝑖,𝑡
𝜕𝐵1,𝑦,𝑖,𝑡
𝜕𝑥𝑐,𝑡,𝑟

)

�𝐵1,𝑖,𝑡�
3  

(3.43) 

       

 𝜕𝑛𝑧,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑟
= 0 

(3.44) 

       

since 𝐺 ∙ 𝑟𝑖 = 0 during the RF subpulses. Using the definition of the x and y components of the transmit 
fields in a parallel transmission system  

 
𝐵1,𝑥,𝑖,𝑡 = 𝑅𝑒 ��𝐵1,𝑖,𝑐  𝑥𝑐,𝑡

𝐶

𝑐=1

� 
(3.45) 

       

 
𝐵1,𝑦,𝑖,𝑡 = 𝐼𝑚 ��𝐵1,𝑖,𝑐  𝑥𝑐,𝑡

𝐶

𝑐=1

� 
(3.46) 

       

Their derivatives can be determined by using the transmit field maps directly as follows 

 𝜕𝐵1,𝑥,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑟
= 𝑅𝑒�𝐵1,𝑖,𝑐� 

(3.47) 

       

 𝜕𝐵1,𝑦,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑟
= 𝐼𝑚�𝐵1,𝑖,𝑐� 

(3.48) 

       

 𝜕𝐵1,𝑥,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑖
= −𝐼𝑚�𝐵1,𝑖,𝑐� 

(3.49) 

       

 𝜕𝐵1,𝑦,𝑖,𝑡

𝜕𝑥𝑐,𝑡,𝑖
= 𝑅𝑒�𝐵1,𝑖,𝑐� 

(3.50) 

       

Having defined the derivative of the objective function, the SAR and RF power constraints can be added 
to the optimization in order to complete the algorithm;  

 
min
𝑥
��𝑇𝑖(𝑥) − 𝑇𝑖

𝑡𝑎𝑟𝑔𝑒𝑡�
2

𝑁

𝑖=1

 
(3.51) 

       

 𝑠. 𝑡         |𝑥𝑐(𝑡)| <  𝑥max       ∀𝑐, 𝑡 (3.52) 
       

 
    𝑆𝐴𝑅(𝑟) ≈

𝜎(𝑟)
2𝜌(𝑟)  �

𝑇𝑅𝐹𝑠𝑢𝑏
𝑇𝑅𝐹

�𝒙𝑯𝑸(𝑟)𝒙
𝐾

𝑘=1

� < 𝑆𝐴𝑅𝑚𝑎𝑥      ∀𝑟 
(3.53) 

       

If one wants to optimize only the magnitude profile then Equation (3.51) needs to be modified in the 
following way: 
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min
𝑥
��|𝑇𝑖(𝑥)| − �𝑇𝑖

𝑡𝑎𝑟𝑔𝑒𝑡��
2

𝑁

𝑖=1

 
(3.54) 

       

 

The structure of the optimization algorithm for the large tip angle full Bloch simulation method 
is very similar to both STA and LCLTA methods. The incorporation of the SAR and RF power constraints is 
the same whereas the objective function changes. Since the problem is no longer convex, the outcome 
of this optimization will be a local minimum. This means the starting point of the algorithm plays a 
crucial role in reaching a fairly good final point. In this work, a two-step pulse design process is adopted. 
In the first step, an LCLTA algorithm is used to design an RF pulse with a relatively close magnetization 
profile to that of the target. In the second step, this RF pulse is used as the initial point to the full Bloch 
simulation method. Obviously, the results presented in the next section depend not only on the 
capabilities and the performance of the full Bloch simulation but also on how good of an initial point is 
fed into it, and therefore the performance of the LCLTA algorithm.  

 

 Simulation Data 3.3

The full Bloch simulation method was tested using electromagnetic simulations of a 7 T, 8-
channel transmit array loaded with a 33 tissue types body model (26). The axial, sagittal and coronal 
visualization of the simulated data set can be seen in Figure 8. The transmit field sensitivities (B1

+ maps) 
of the individual channels inside a slice right above the sinus cavity are plotted in Figure 9. 

 

 
 

 
Figure 8: The axial, sagittal and coronal (from left to right) visualization of the simulation data set 
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 Error Metrics 3.4

Throughout the next section, multiple error metrics will be used to assess and compare the 
performances of several RF pulses. These error metrics are defined here. 

RMMSE (%) is the main error metric used to refer to the root magnitude mean square error in 
percentage of the mean of the target magnetization. This error metric is used to quantify the magnitude 
profile error. It implicitly indicates both how close the magnitude mean of the simulated magnetization 
is to the target mean and how much variation there is across the volume of interest. It is defined as:  

 

𝑅𝑀𝑀𝑆𝐸 (%) =  
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where 𝑚𝑖
𝑠𝑖𝑚 refers to the simulated magnetization at voxel i,  𝑚𝑖

𝑡𝑎𝑟𝑔𝑒𝑡 refers to the target magnetization 
at voxel i and N is the number of voxels in the volume of interest. 

RMSE (%) is the metric used to refer to the root mean square error in percentage of the mean of the 
target magnetization. It quantifies both the magnitude and the phase profile errors unlike the RMMSE 
which only quantifies the magnitude profile error. As previously mentioned, for most cases only the 
magnitude profile matters but in the case of inversion pulses, the error has to be expressed in terms of 
RMSE rather than RMMSE. This is because an inversion pulse targets to tip the spins by 180° from 
magnetization state (0,0,1) to (0,0,-1), referring to magnetization components on x, y and z axes.  If only 
the magnitude profile is checked for an inversion pulse, there would be no difference between a 
correctly tipped spin and an untouched spin. RMSE (%) is defined as: 

 

Figure 9: The magnitude and phase profiles of the individual channels through a slice right above the 
sinus cavity 
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Mag mean is the mean of the resulting magnetization magnitude profile. It has no units and is defined 
as: 
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(3.57) 

       

Phase mean (°) is the mean of the resulting magnetization phase profile. It is in units of degrees and is 
defined as: 

 
𝑃ℎ𝑎𝑠𝑒 𝑚𝑒𝑎𝑛 (°) =  
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(3.58) 

       

Norm Mag Std (%) is the normalized standard deviation of the simulated magnitude profile in 
percentage of the mean of the target magnitude profile. It is defined as: 
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Phase Std (°) is the standard deviation of the phase profile. It is in units of degrees. 

Dev 10% (%) is the percentage of the voxels whose magnetization magnitude is in the 10% range of the 
target magnetization magnitude.  

Dev 20% (%) is the percentage of the voxels whose magnetization magnitude is in the 20% range of the 
target magnetization magnitude.  

 Mag mean and phase mean indicate how close the overall resulting magnetization is to the 
target while the Norm Mag Std and Phase Std indicate how homogeneous the resulting magnetization 
is. RMMSE (or RMSE) % is an indicator of errors in both the magnitude (or magnitude and phase) mean 
and homogeneity of the resulting magnetization. Dev 10% and Dev 20% are just other forms of error 
quantification that can be used to further evaluate the performance of the RF pulse. These error criteria 
are not completely independent of each other but yet are simultaneously used to better assess the 
performance of an RF pulse and more thoroughly compare different RF pulses in the next section. In the 
cases where only one criterion needs to be chosen, RMMSE % (RMSE % for inversion pulses) is used 
since it is the most comprehensive error quantifier among others described above.  
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 Results 4

In this section, the performance of the full Bloch simulation pulse design algorithm will be 
demonstrated for several cases. First of all, some of the widely accepted claims that were mentioned in 
the previous sections about pulse design (such as the need for pulse design at high field systems, the 
need for a large tip angle pulse design algorithm, etc.) will be showcased in order to provide a more 
complete understanding of the algorithm and construct its reliability. Then, the conventional least 
squares algorithm will be compared with the magnitude least squares algorithm. Finally, the results of 
the constrained pulse design using the full Bloch simulation method at large tip angle will be presented 
and the algorithm will be analyzed by varying several parameters. Throughout this section, the results of 
small tip angle regime will be compared with the ones of large tip angle regime for a more thorough 
understanding whenever necessary.   

 

 Pulse Design 4.1

As explained earlier, the central brightening effect distorts the homogeneity of the RF transmit 
field at higher field MRI systems requiring users to design RF pulses that can mitigate the 
inhomogeneities. In this section several stages of pulse design are compared for both small tip angle and 
large tip angle cases. In addition, the performances of the STA algorithm, the LCLTA algorithm and the 
full Bloch algorithm are evaluated at large target tip angles. 

 

 Pulse Design at Small Tip Angle 4.1.1

In a single channel system all the channels in the coil play the same waveform with a 
predetermined phase shift between them. The only parameters the RF designer can control about the 
waveform are the amplitude and the duration of the waveform. With this configuration, the central 
brightening effect occurs as seen in Figure 10 (leftmost). This mode which we call as the BC mode refers 
to the circularly polarized birdcage mode of a pTx coil where the conventional birdcage coil is imitated. 
The waveforms are chosen to be rectangular. The second level in pulse design with kT-points trajectory is 
the RF shimming case where we have only 1 kT-point at the origin of the excitation k-space and the RF 
waveforms of all channels are rectangular with varying amplitude and phases. With more degrees of 
freedom in hand, a more homogeneous excitation profile is expected for RF shimming than BC mode 
and a slight improvement can be observed in the magnitude profile (RMMSE of 37% for RF Shimming vs 
40% for BC mode). The mean of the resulting phase is also much closer to the target phase when 
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compared to the BC mode phase. When more kT-points are added the shapes of the waveforms played 
through different channels become different, giving us even more degrees of freedom. It can be seen 
Figure 10 that moving from 1 kT-point to 2 kT-points, there is a drastic improvement in the phase profile 
as well as the magnitude profile and the excitation fidelity gets better as the number of kT-points 
increase. Since the duration of RF energy emission at one kT-point is kept constant (constant RF sub-
pulse duration), the whole RF pulse duration increases as the number of kT-points increase. Hence there 
is a tradeoff between the excitation fidelity and the pulse duration. 

 

 

 

Figure 10: The comparison between circularly polarized birdcage mode, RF shimming (1 kT-point), 2 kT-
points, 3 kT-points and 5 kT-points cases at small tip angle using the small tip angle approximation 
method introduced in the Background section with a least squares algorithm. Target tip angle: 10° 

(target magnetization: 0.17), target phase: flat 0°. 
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 Small Tip Angle Pulse Design vs Large Tip Angle Pulse Design 4.1.2

As mentioned in the Background section, the small tip angle approximation assumes that the tip 
angle is small such that the longitudinal component of the magnetization can be approximated as 
constant over time. As the tip angle increases, this assumption no longer holds and the pulses designed 
with the STA approximation method no longer work as expected. To illustrate this phenomenon, 
idealistic B1

+ maps which are perfectly homogeneous are constructed and RF pulses with a flat target 
excitation profile are designed using the STA approximation method with a least squares algorithm for 
target tip angles between 10° and 90°. The target magnetization as well as the mean and the standard 
deviation of the STA approximation model and the Bloch simulation results for all target tip angles can 
be found in Figure 11. The STA approximation model here refers to Equation (2.15) and is the prediction 
of the STA approximation method. However, the actual effect of the RF is given by the Bloch simulation 
and as Figure 11 shows, the Bloch simulation results do not agree with the STA approximation model 
prediction. This, as expected, means the STA approximation does not hold at larger tip angles (after 
around 30°) and some other algorithm is needed to design pulses at these tip angles. Note that zero 
standard deviations for all designs implies that the difference between the mean of the Bloch simulation 
and the mean of the STA approximation model is not due to the imperfection of the optimizing 
algorithm but the inaccuracy of the STA approximation model.  

Table 1: The peak RF voltage, peak 10g local SAR and global SAR values of the pulses in Figure 10. A 
duty cycle of 10% was assumed. 

 BC Mode RF Shimming 2 kt 3 kt 5kt 
Peak RF (V) 35 66 57 61 78 

Peak 10g LSAR (W/kg) 0.38 0.67 0.28 0.18 0.21 
GSAR (W/kg) 0.07 0.09 0.03 0.03 0.06 

 



41 
 

 

Linear class of large tip angle (LCLTA) pulses have been previously suggested for large tip angle 
pulse design. LCLTA method is a generalization of the STA method which works well at large tip angles 
unlike the STA method but has some assumptions about the RF pulse and the k-space trajectory 
accompanying it. To assess the performance of the LCLTA method at large tip angles, again imaginary B1

+ 
maps that are perfectly homogeneous are constructed and RF pulses with a flat target excitation profile 
are designed using the LCLTA method for target tip angles varying between 10° and 180°. The mean and 
the standard deviation of the magnetization for both the target and the Bloch simulation results can be 
seen in Figure 12. With perfect transmit field maps the LCLTA method results in perfect excitation 
fidelity achieving the target mean with zero standard deviations for all target tip angles.  

 

Figure 11: The mean and the standard deviations of the magnetizations of the target, STA approximation 
model (A*b in Equation (2.15)) and the Bloch simulation for tip angles between 10° and 90°. A least 

squares algorithm was used with 1 kT-point. Target phase: flat 0°, volume of interest: a slice of thickness 
4 mm, RF pulse duration: 0.5 ms. Perfectly homogenous B1

+ maps were used. 
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The next step is to test the LCLTA method with the realistic B1+ maps and the results of the same 
configuration as in Figure 12 except that the realistic B1+ maps were used can be seen in Figure 13. 
Obviously, LCLTA method performs poorly for the case of kT-points with realistic B1

+ maps. It is important 
to note that this poor performance is not only caused by the incompatibility of the LCLTA method with 
kT-point pulses (the fact that the kT-points trajectory does not satisfy all the assumptions of the LCLTA 
pulses) but also the performance of the least squares algorithm used, the number of kT-points and other 
parameters in the design procedure. One of the most important assumptions of LCLTA pulses is the 
small excitation assumption which requires the effect of the RF to be small. This assumption may not be 
thoroughly satisfied in case of kT-points since the RF waveform and the gradient waveforms are non-
overlapping and when the RF waveform is played there is no gradient in effect. As a result, the 
performance of the LCLTA algorithm for kT-points trajectory in Figure 13 is much worse than the 
demonstrated performance of the algorithm in (19) for spokes trajectory. Nevertheless, it is only fair to 
claim that the LCLTA method requires the pulses to be of a specific type and therefore is a fairly limited 
pulse design method. Furthermore, it is unable to achieve acceptable excitation profiles especially for 
target tip angles around 180°.  

 

Figure 12: The mean and the standard deviations of the magnetizations of the target and the Bloch 
simulation for the LCLTA design for target tip angles between 10° and 180°. A least squares algorithm 
was used with 1 kT-point. The target phase: flat 0°, volume of interest: a slice of thickness 4 mm, RF 

pulse duration: 0.5 ms. Perfectly homogenous B1
+ maps were used. 
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The full Bloch simulation method developed in the Methods section has no assumptions on the 
k-space trajectory or the RF pulse hence it is a more general large tip angle pulse design method. Unlike 
the STA approximation or the LCLTA methods, the full Bloch simulation is a non-convex method. Thus 
the initial point fed into the algorithm is crucial in reaching a good final point due to the fact that the 
final point will be a local optimal point that is in the neighborhood of the initial point. Using the output 
of the LCLTA method as the initial point of the full Bloch simulation method was suggested in the 
Methods section. Testing the performance of this two-step pulse design algorithm with realistic B1

+ 
maps, the results shown in Figure 14 are obtained. The instant drop in the mean of the simulated 
magnetization near 180° is most probably due to a poor initial point and further emphasizes the 
significance of a good starting point for the full Bloch simulation method. 

 

 

Figure 13: The mean and the standard deviations of the magnetizations of the target and the Bloch 
simulation of the LCLTA design for target tip angles between 10° and 180°. A least squares algorithm was 

used with 9 kT-points. The target phase: flat 0°, volume of interest: a slice of thickness 4 mm, RF pulse 
duration 5.29 ms. Realistic B1

+ maps were used. 
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Figure 14: The mean and the standard deviations of the magnetizations of the target and the Bloch 
simulation for the full Bloch simulation design for target tip angles between 10° and 180°. A least 

squares algorithm was used with 9 kT-points. The target phase: 0°, volume of interest: a slice of thickness 
4 mm, RF pulse duration 5.29 ms. Realistic B1

+ maps were used. 

 

 Pulse Design at Large Tip Angle 4.1.3

In this section the results in section “Pulse Design at Small Tip Angle” are reproduced for target 
flip angles of 90° and 180° to observe the  performance of the full Bloch simulation method visually and 
to prove that SAR constrained pulse design becomes more and more critical as the tip angle increases.  

A similar pattern to the excitation profiles for the small tip angle case (Figure 10) can be 
observed for 90° excitation and 180° inversion pulses. (Figure 15, Figure 16). On the other hand, if Table 
1, Table 2 and Table 3 are compared, it is prominent that as the target tip angle gets larger the required 
RF voltage value as well as the local SAR and global SAR values increase. In fact, these values are higher 
than the hardware and the safety limits for most of the cases of unconstrained 90° excitation and 180° 
inversion pulses. As a result, the ability to mitigate the B1+ inhomogeneity when subject to peak RF 
voltage and SAR limitations at large tip angle regime is much more crucial than it is at small tip angle 
regime. 

 

 



45 
 

  

 

 

 

 

 

 

Figure 15: The comparison between circularly polarized birdcage mode, RF shimming (1 kT-point), 3 kT-
points, 6 kT-points and 9 kT-points cases at large tip angle using the full Bloch simulation method with a 

least squares algorithm. Target tip angle: 90° (target magnetization: 1), target phase: flat 0°. 

Table 2: The peak RF voltage, peak 10g local SAR and global SAR values of the pulses in Figure 15. A 
duty cycle of 10% was assumed. 

 BC Mode RF Shimming 3 kt 6 kt 9kt 
Peak RF (V) 316 460 531 437 427 

Peak 10g LSAR (W/kg) 30 45.5 24.4 9.8 3.5 
GSAR (W/kg) 5.7 6.6 2.6 1.1 0.6 
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Figure 16: The comparison between circularly polarized birdcage mode, RF shimming (1 kT-point), 3 kT-
points, 6 kT-points and 9 kT-points cases at large tip angle using the full Bloch simulation method with a 

least squares algorithm. Target tip angle: 180° (target magnetization: 1), target phase: flat 0°. 

Table 3: The peak RF voltage, peak 10g local SAR and global SAR values of the pulses in Figure 16. A 
duty cycle of 10% was assumed. 

 BC Mode 3 kt 6 kt 9kt 
Peak RF (V) 633 1636 964 508 

Peak 10g LSAR (W/kg) 121.7 164.7 34.3 15.8 
GSAR (W/kg) 23 17 5.1 2 

 



47 
 

 Least Squares vs Magnitude Least Squares 4.2

As discussed in the Background section, many of the MRI applications require a flat magnitude 
excitation profile whereas the phase profile does not matter. The phase target puts extra burden on the 
pulse design algorithm which results in a worse magnitude profile than the case with relaxed phase 
constraints. As shown in the Background and the Methods sections, it is possible to implement a 
magnitude least squares version of both the STA approximation method and the full Bloch method.  In 
this section, the least squares and the magnitude least squares versions of both algorithms are 
compared for small and large tip angle cases. 

   

 

Additionally, noticing that the phase profile of the RF shimming case looks very similar to the 
phase profile of the BC mode except a possible constant phase shift, the BC mode phase can be given as 
the phase target to the least squares algorithm with the expectation to imitate the magnitude least 
squares algorithm. In fact as expected, the least squares algorithm performs poorly for 1 kT-point, the 
excitation profile improves drastically when magnitude least squares is used and using the BC mode 
phase as the target phase for the least squares algorithm results in an excitation fidelity between that of 

 

Figure 17: The comparison of the least squares (LS), magnitude least squares (MLS) and the least squares 
algorithm with the BC mode phase target (BC phase) for 1 and 2 kT-points. Target flip angle: 10°, target 

phase: flat 0° for LS and MLS, volume of interest: a slice of thickness 4mm. 
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the LS and the MLS algorithms. This is observed both for small (10°) and large tip angle (90°) pulses. 
(Figure 17 and Figure 18) Moving to 2 kT-points, the MLS algorithm still outperforms the LS algorithm 
whereas the BC mode phase as the target phase no longer improves the excitation fidelity of the LS 
algorithm but actually deteriorates it (Figure 17, Figure 18).  

 

 

To sum up, the MLS approach immensely improves the magnitude profile of the RF pulse but at 
the cost of a longer design time (optimization duration). Using the BC mode phase as the target phase of 
an LS algorithm results in an excitation profile close to that of an MLS algorithm with the design time of 
an LS algorithm. However, this approach works only for 1kT-point. Consequently, the optimal phase 
target for the LS algorithm that will imitate the MLS algorithm for more general cases than the RF 
shimming case remains an open problem.  

 

 

Figure 18: The comparison of the least squares (LS), magnitude least squares (MLS) and the least squares 
algorithm with the BC mode phase target (BC phase) for 1 and 2 kT-points. Target flip angle: 90°, target 

phase: flat 0° for LS and MLS, volume of interest: a slice of thickness 4mm. 
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 Constrained Pulse Design 4.3

All pulse designs until now have been unconstrained in the sense that the peak RF voltage, peak 
local SAR and global SAR values were allowed to be as high as the pulse algorithm required to achieve a 
good excitation fidelity. However, there are hardware and safety limits on these values and it is 
important to optimize an RF pulse subject to these limits especially at large tip angles where these limits 
are even more restricting. In this section, the RF and SAR constraints are added to the full Bloch 
simulation method and the performance of the full Bloch simulation method is analyzed for several 
different constraints.  

 Effects of Constraints on Excitation Profile 4.3.1

To demonstrate the effect of constraints on the excitation profile, one example constraint (a 
maximum RF voltage value of 30 V) for both small and large tip angle cases are introduced and the 
resulting excitation profiles are compared with their corresponding unconstrained cases. The RF peak 
voltage constraint severely punishes both the STA and the LTA pulses but the effect is clearly more 
substantial for the 90° excitation case (Figure 19). 

 

 

Figure 19: Comparison of the performances of an unconstrained RF pulse and a constrained RF pulse at 
small tip angle (20° target tip angle, 5 kT-points) and large tip angle (90° target tip angle, 5 kT-points) 

regimes. The constraint is a maximum RF voltage value of 30 V for both cases. 



50 
 

 L-Curves 4.3.2

The novelty of the full Bloch simulation method lies in the fact that it can control local SAR and 
global SAR explicitly as well as RF peak voltage as opposed to only RF peak voltage. When compared to 
the case where SAR is limited by limiting the peak RF voltage, constraining SAR explicitly in the design 
algorithm is expected to result in more optimal pulses. In this section, the performances of peak RF 
voltage, peak 10g LSAR and GSAR constrained pulse designs are compared using L-curves. The L-curves 
for each three cases are produced by varying one limit while keeping the other two constant. (e.g. the 
LSAR L-curve is produced by varying the peak 10g LSAR limit while keeping the GSAR and peak RF 
voltage limits constant). Then the peak 10g local SAR, global SAR and peak RF voltage values of all three 
designs are plotted and compared for excitation, inversion and refocusing pulses. For all designs a duty 
cycle of 10% was assumed when calculating SAR.   

Figure 20 shows the resulting peak LSAR values of LSAR, GSAR and RF voltage constrained designs 
for various limits. It can be observed that for the same 10g peak LSAR value, the LSAR constrained design 
has lower excitation error than the RF voltage constrained design. For a visual representation of an 
example design point (the point on the LSAR constrained curve with an RMMSE of 2 % and peak 10g 
LSAR value of 1.2 W/kg) on Figure 20 see Figure 21. 

 

 

Figure 20: The comparison of peak 10g LSAR, GSAR and peak RF voltage constrained designs using 9 kT-
points. Target tip angle: 90°, target phase: flat 0°. 
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Looking at the GSAR and the peak RF voltage values of the same L-curves in Figure 20, the 
reason why the LSAR constrained curve is closer to the origin than the RF voltage constrained curve can 
be explained more easily (Figure 22). For the same excitation fidelity, the LSAR constrained curve has a 
lower 10g peak LSAR value than the RF constrained curve while its peak RF voltage value is higher. This 
means, the LSAR constrained design can lower the peak 10g LSAR value without having to lower the 
peak RF voltage value. This is in fact the expected behavior of an explicitly SAR constrained design 
because the peak RF voltage value and the peak 10g LSAR value are not linearly related. On the other 
hand, the RF constrained design has to lower its peak RF voltage value to lower the resulting peak 10g 
LSAR value. Therefore, the LSAR constrained design has more degrees of freedom than the RF 
constrained design and hence is able to achieve better excitation profiles.  

 

Figure 21: The magnitude and phase of the resulting magnetization for all 16 slices of a point near the 
elbow of the LSAR constrained (blue) L-curve in Figure 20 with an RMMSE of 2 % and peak 10g LSAR of 

1.2 W/kg. Design time: 60 s for LCLTA, 280 s for full Bloch simulation method. 
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The RF peak voltages of the designs in Figure 22 get as high as 500 V whereas the hardware limit 
for most MRI systems currently are at or below 200 V. In Figure 22, when producing one L-curve the 
other two limits have been chosen so high that practically those two quantities are unconstrained. If the 
same comparison is to be made with all practical limits then we can keep all three limits at or below the 
hardware and safety limits at all times. The FDA safety limits for 10g peak LSAR and GSAR at head are 8 
W/kg and 3 W/kg respectively (27) and the hardware limit for peak RF voltage has been chosen as 200 V. 
The L-curves in Figure 23 are produced in the same way as in Figure 22 but with these 3 practical limits 
as the maximum allowable limits for peak 10g LSAR, GSAR and peak RF voltage at all times. The L-curve 
patterns are very similar to Figure 22 except the RF peak value curves. Notice that the LSAR and GSAR 
constrained curves use all available RF peak voltage for most of the cases while lowering SAR whereas 
for the same RF peak voltage value (200 V) the RF constrained design has a much higher SAR value.   

 

 

Figure 22: Peak 10g LSAR, GSAR and peak RF voltage values of the three designs in Figure 20. 

 

Figure 23: The comparison of peak 10g LSAR, GSAR and peak RF voltage constrained designs using 9 kT-
points. Target tip angle: 90°, target phase: flat 0°. For all designs not exceeding the practical limits of 8 

W/kg peak 10g LSAR, 3 W/kg GSAR and 200 V peak RF voltage was ensured. 
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The 1 limit at a time (only one of LSAR, GSAR or RF is limited for each individual L-curve) and the 
3 limits at a time (all of LSAR, GSAR and RF values are limited for each individual L-curve while only one 
is being varied throughout the L-curve) cases are compared in Figure 24. Allowing the RF peak voltage 
value to be as high as the pulse requires results in improved excitation fidelity for the LSAR and GSAR 
constrained designs while for the RF constrained design the two cases overlap until the hardware limit. 
This implies that the designs are more limited by the peak RF voltage than they are by the peak 10g LSAR 
or GSAR.  

 For the rest of this section, the effect of some design parameters such as the optimizing 
algorithm (LS or MLS) and the number of kT-points on the L-curves are analyzed. Also noticing that some 
of the points on the L-curves take several hours to be optimized by the algorithm, a few approaches in 
making the process faster are taken such as down sampling the B1

+ field maps or changing the tolerance 
of the optimizing algorithm and the influence of these changes on the excitation fidelity performance of 
the full Bloch simulation method is analyzed.  

 

Figure 24: Comparison of the 10g LSAR, GSAR and peak RF voltage values of the 3 curves (blue, green 
and red) in Figure 22 and Figure 23. 
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  Optimizing Algorithm 4.3.2.1

The same set of L-curves in Figure 23 are produced using a magnitude least squares algorithm for all RF 
pulses in Figure 25 to compare the least squares and the magnitude least squares algorithm results. A 
very similar pattern is observed for both cases except that the excitation fidelity is much better as well 
as the pulse design takes much longer for the MLS designs.  

 

  Number of kT-points 4.3.2.2

As the number of kT-points increase from 6 kT-points up to 12 kT-points, the structure of the 
three sets of plots stay the same while the excitation error gets lower as expected (Figure 26). 

 

Figure 25: The comparison of peak 10g LSAR, GSAR and peak RF voltage constrained designs using 9 kT-
points and a magnitude least squares algorithm. Target tip angle: 90°. 
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  Down sampling the B1
+ Maps 4.3.2.3

The resolution of the transmit field maps is 4 mm isotropic. The field maps are down sampled by 
a factor of 1 (no down sampling) and 3 (1.2 cm) isotropically and the L-curves are produced for the two 
cases (Figure 27). The design times for both down sampling rates can be found in Figure 28. It is possible 
to conclude that, down sampling the B1

+ maps for this configuration by a factor of 3 does not affect the 
pulse design algorithms performance while making it faster hence is profitable.  

 

Figure 26: The comparison of peak 10g LSAR, GSAR and peak RF voltage constrained designs using 6 kT, 9 
kT and 12 kT points with a least squares algorithm. Target tip angle: 90°, target phase: 0°. 
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Figure 27: Effect of down sampling the transmit field maps on the performance of LSAR, GSAR and RF 
constrained designs. Target tip angle: 90°, target phase: flat 0°, number of kT-points: 9, algorithm: least 

squares 

 

Figure 28: The comparison of the speed of the two algorithms with different down sampling rates for 
the transmit field maps for all three designs (LSAR, GSAR and RF constrained) in Figure 27. 
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  Tolerance of the Optimizing Algorithm 4.3.2.4

To speed up the pulse design algorithm, another option is to decrease the tolerance of the 
optimizing algorithm without changing its performance. Figure 29 shows the comparison of the 
performances of the full Bloch simulation method for two tolerance values, 10-6 and 10-3 while Figure 30 
shows their speed. Similarly to the transmit field down sampling case, for this configuration it is 
profitable to decrease the tolerance of the optimizing algorithm.  

 

 

Figure 29: Effect of the tolerance value of the optimizing algorithm on the performance of LSAR, GSAR 
and RF constrained designs. Target tip angle: 90°, target phase: flat 0°, number of kT-points: 9, algorithm: 

least sqaures. 
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 Inversion Pulses 4.3.2.5

The L-curve analysis approach for 90° excitation pulses is extended to 180° inversion pulses in 
this section. Since these two classes of pulses are designed in the same way except a tip angle 
difference, the parameter analysis (number of kT-points, down sampling rate, tolerance) is not repeated 
here. Notice that for the same excitation fidelity, the 180° pulses for all designs in Figure 31 have larger 
SAR and RF voltage values than the 90° pulses in Figure 23. This is because in order to tip spins by a 
larger amount (larger tip angle) one needs to deposit more RF energy (higher RF voltage and SAR).  For a 
visual representation of the inversion pulse design performances a point on the LSAR constrained (blue) 
curve in Figure 31 is chosen (the point near the elbow with an RMMSE of 6 % and peak 10g LSAR of 2 
W/kg) and its magnitude and phase profiles are plotted in  Figure 32. 

 

 

Figure 30: The comparison of the speed performance of the two algorithms with different tolerance 
values for the optimizing algorithm in Figure 29. 
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Figure 31: The comparison of peak 10g LSAR, GSAR and RF peak voltage constrained inversion RF pulse 
designs using 9 kT-points and a least squares algorithm. Target tip angle: 180° 

 

 

Figure 32: The magnitude and phase of the resulting magnetization for all 16 slices of a point near the 
elbow of the LSAR constrained (blue) L-curve in Figure 31 with an RMMSE of 6 % and peak 10g LSAR of 2 

W/kg. Design time: 47 s for LCLTA, 2131 s for full Bloch simulation method. 
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 Refocusing Pulses 4.3.2.6

The L-curve analysis approach for 90° excitation pulses is extended to 180° refocusing pulses in this 
section. Since in simulation the effect of the crusher gradients cannot be realized, the RMMSE in Figure 
32 refers to the error in the designed β in Equation (3.26). When these RF pulses are combined with 
crusher gradients, in the ideal case (perfect crusher gradients, no B0 inhomogeneities, etc.) the RMMSE 
of the magnetization profile should be the same as of the RMMSE of β. Also, the refocusing pulses in this 
section are designed for a rotation axis along the x-axis (0° target phase for β). For a visual 
representation of the refocusing pulse design performances a point on the LSAR constrained (blue) 
curve in Figure 33 is chosen (the point near the elbow with an RMMSE of 8 % and peak 10g LSAR of 2.5 
W/kg) and its magnitude and phase profiles are plotted in  Figure 34. 

 

 

Figure 33: The comparison of peak 10g LSAR, GSAR and RF peak voltage constrained refocusing RF pulse 
designs using 12 kT-points and a least squares algorithm. Target tip angle: 180°, target phase: flat 0° (i.e. 

rotation axis for the spins: x-axis) 
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Figure 34: The magnitude and phase of the β (the target for the refocusing pulse design, Equation (3.26)) 
for all 16 slices of a point near the elbow of the LSAR constrained (blue) L-curve in Figure 33 with an 

RMMSE of 8 % and peak 10g LSAR of  2.5 W/kg. Design time: 76 s for LCLTA, 2080 s for full Bloch 
simulation method. 



62 
 

 Conclusion, Discussion and Future Work 5

In this thesis an explicitly SAR constrained large tip angle pulse design algorithm to mitigate the 
transmit field inhomogeneities at high field systems was developed and analyzed.  

First, the significance of RF excitation pulse design at small tip angle (STA) domain was 
demonstrated by comparing the excitation profiles of circularly polarized birdcage mode, RF shimming 
(1 kT-points) and several kT-points pulses for the unconstrained case (no LSAR, GSAR or peak RF voltage 
constraints). This was done for the purposes of comparison with the large tip angle (LTA) case in order to 
have a more comprehensive understanding of the developed method as well as to build confidence in it. 

Second, the need for a large tip angle pulse design algorithm was demonstrated by showing the 
poor performance of the small tip angle approximation and linear class of large tip angle (LCLTA) pulses 
methods at large tip angles. Then the excitation fidelities for all target tip angles between 10° and 180° 
of RF pulses designed with the full Bloch simulation method were plotted. It was found out that even for 
the unconstrained case the RF pulses designed for target tip angles of 170° and 180° were not able to 
achieve the targeted mean. On the other hand, for tip angles below 170° the excitation fidelities were 
almost perfect and moving from 160° to 170° target tip angle there was a sudden drop in the excitation 
fidelity. Moreover the standard deviations of the RF pulses for tip angles 170° and 180° were almost 
zero. Hence the designed profiles were perfectly homogeneous with means lower than the target. These 
imply that the imperfect excitation profiles at 170° and 180° tip angles are most probably due to a bad 
initial point determined by the LCLTA method. Nevertheless, the initial point is a part of the algorithm 
and needs to be paid special attention at all times as it plays a vital role in the excitation profile of the 
finalized RF pulse. 

Third, the significance of RF excitation pulse design at large tip angle domain was demonstrated 
by comparing the excitation profiles of circularly polarized birdcage mode, RF shimming (1 kT-points) and 
several kT-points pulses again for the unconstrained case. It was observed that the STA approximation 
and full Bloch simulation methods are both severely limited by the target phase restriction which in 
most applications in MRI is irrelevant as long as the phase variation across a voxel is small enough. It was 
also worth noting that the excitation error of the full Bloch simulation method for a target tip angle of 
90° was smaller than the excitation error of the STA approximation method for a target tip angle of 10° 
for the same RF pulse duration and same k-space trajectory. This feature of the full Bloch simulation 
method comes at the cost of a longer pulse design duration. Furthermore, the resulting peak RF voltage, 
GSAR and peak 10g LSAR values of the designs at large tip angles were much higher than those at small 
tip angles as expected.  

In an attempt to improve the magnitude profile of the RF pulses by relaxing the phase 
constraint, the magnitude least squares (MLS) algorithm was implemented both for the STA 
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approximation and the full Bloch simulation methods. When compared to the conventional least 
squares (LS) approach, the MLS algorithm improved the magnitude profile drastically at the cost of a 
longer pulse design duration. In order to combine the short pulse design duration feature of the LS 
algorithm with the improved magnitude profile of the MLS algorithm, a CP BC mode phase was used as 
the target phase of an LS algorithm which resulted in an excitation profile between that of an LS and an 
MLS algorithm. Nevertheless, this approach worked profitably only for the 1 kT-point case. For higher 
number of kT-points a simple/fast to obtain target phase profile that can improve the magnitude profile 
of an LS algorithm remains as an open question.  

The analysis summarized above was carried out to evaluate the capabilities of the full Bloch 
simulation hence the RF pulses designed were unconstrained. Transitioning from the unconstrained case 
to the constrained case, it was verified that the RF and SAR constraints are much more restrictive for 
large tip angle pulses than they are for small tip angle pulses. This is only expected since previously it 
was found out that the resulting RF and SAR values of the unconstrained LTA pulses were much higher 
than those of the unconstrained STA pulses.  

Comparing the peak 10g LSAR, GSAR and peak RF voltage constrained designs using L-curves, it 
was observed that the LSAR curve is closer to the origin than the RF curve. This was explained by the fact 
that most of the points on the LSAR curve make use of all of the peak RF voltage available and yet 
minimize SAR while the RF curve had to decrease the peak RF voltage of the pulse to minimize SAR. 
Comparing the case where only one quantity is limited at a time with the case where all three quantities 
are limited (so that all the limits are at or under the safety and hardware limits), it was noted that for 
the same SAR limits allowing more RF voltage improved the performance of the pulse whereas for the 
same RF limit allowing more LSAR and GSAR did not change the result. This indicates that peak RF 
voltage is a more restrictive limit than the SAR limits and constraining SAR via limiting the peak RF 
voltage is not the optimal approach.  

Using an MLS algorithm instead of an LS algorithm, a similar set of L-curves were obtained with 
the difference that they are closer to the origin due to the superior performance of the MLS algorithm. 
As previously discussed, the MLS approach converts the problem from convex to non-convex for the STA 
approximation and the LCLTA method. For the full Bloch simulation method, the problem is already non-
convex so the MLS approach adds another layer of non-convexity to the problem, making the initial 
point even more crucial.  

As expected, as the number of kT-points in the k-space trajectory was increased, the relative 
positions of the three L-curves remained the same while the overall excitation error dropped. Then, the 
tradeoff is between the excitation fidelity and the design time since the pulse design duration increases 
with increasing number of kT-points.  

Noticing that the pulse design duration of some of the less constrained points on the L-curves 
with lower excitation errors went up to a few hours, down-sampling the transmit field maps and 
increasing the tolerance of the optimization algorithm were proposed. It was concluded that these are 
valid approaches in making the algorithm faster without altering it performance for certain 
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configurations. However, for every alteration of the configuration (different number of kT-points, 
excitation/inversion/refocusing pulses) the effect of these tricks on the L-curves must be seen before 
they are adopted due to the non-convexity of the problem in hand.  

All of the above constrained RF pulse design analysis was for excitation pulses with a target tip 
angle of 90°. The approach is easily extended to inversion and refocusing pulses. The effect of this 
transition was higher peak 10g LSAR, GSAR and peak RF voltage values for the same excitation error 
when compared to the excitation case. The L-curves are the closest to the origin for the 90 excitation 
case whereas they are furthest for the case of refocusing pulses. This is expected since as the tip angle 
increases or the RF pulse becomes more desiring (refocusing pulse) the excitation error increases for the 
same set of constraints. Not only the L-curves are further away from the origin but also the relative 
positions of the LSAR, GSAR and RF L-curves for the inversion and refocusing pulses depend much more 
dramatically on the initial point. This is because the LCLTA algorithm performs well at 90° but poorly for 
180° hence it is much more probable for an inversion or refocusing pulse to have higher than expected 
excitation error due to a bad initial point. 

A more general look on the L-curves produced reveal that all three L-curves (LSAR, GSAR and RF 
constrained) converge to the same point or head towards it for the case of 8W/kg peak 10g LSAR, 3 
W/kg GSAR (safety limits) and 200V peak RF voltage (hardware limit). In other words, for the same limits 
the three L-curves have the same excitation error. This possibly means that the three L-curves are in the 
neighborhood of the same local minimum if not the global minimum and it is fair to compare their 
performances. Cases where top points (the point for which the peak 10g LSAR limit is 8W/kg GSAR limit 
is 3W/kg and peak RF voltage limit is 200 V) of the three L-curves do not converge to the same point 
have occurred and in that case it should be known that the L-curve whose top point has higher 
excitation error is definitely around a local minimum but not the global minimum and there is room for 
improvement at least until its top point reaches the excitation error of the other L-curves’ top points. 

 

Future work includes: 

• Further analysis and possible improvement of the initial point of the full Bloch simulation 
algorithm determined by the LCLTA algorithm 

• MLS, number of kT-points, down-sampling the transmit field and changing the optimization 
tolerance analysis for inversion and refocusing pulses 

• Spectral profile analysis of 90° excitation, inversion and refocusing pulses 
• Main field (B0) inhomogeneity incorporation into the pulse design algorithm and experimental 

verification of it on a high field MRI scanner 
• Joint optimization of the k-space trajectory and the RF pulse 
• Extension of the full Bloch simulation algorithm for kT-points trajectory to spokes trajectory. 
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