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Abstract

We investigate sub-bandgap absorption in pyrite FeS 2 single-crystals, using both nat-
ural and synthetic crystals. Both types of crystals show non-negligible magnitudes
of sub-bandgap absorption. To test whether the origin of the residual sub-bandgap
absorption is partially due to a lower bulk bandgap than previously thought, we con-
duct temperature-dependent electrical measurements on natural and synthetic crys-
tals. Unlike previous measurements on pyrite, our electrical measurements are done
in a sulfur atmosphere to avoid FeS formation. Using conductivity data in the intrin-
sic regime along with extrapolated Hall mobility data, the extracted bandgap is more
than 0.1 eV lower than the literature value of 0.95 eV. However, higher-temperature
Hall data are needed to gain a more reliable bandgap estimate.
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Chapter 1

Introduction

Considering the impact of fossil fuels on climate change and the increasing global

demand for energy, there is an ever-growing need to adopt renewable, clean, and

cost-effective energy sources. Of all the energy sources we can harvest on earth, solar

irradiation is by far the most abundant [1]. Despite its enormous potential, solar

energy comprises less than 0.3% of energy production in the United States [2]. The

main barrier preventing the widespread adoption of photovoltaic technology is the

relatively high cost per peak watt (WP) compared to conventional energy sources.

Over the past decade, significant progress has been made in thin-film photovoltaic

technology because of its cost-advantage over silicon-based photovoltaics. In partic-

ular, chalcogenide-based thin-films such as CuInGa1 _2Se 2 (CIGS) and CdTe have

recently achieved less than $0.59/Wp, and are still decreasing in cost [3]. Unfortu-

nately, CIGS and CdTe use elements that are not abundant in the earth's crust, and

their total production capacity is limited to 670 W [4]. In order to meet terawatt-

level global energy demand, thin-film devices must be engineered to use relatively

earth-abundant materials.

1.1 Iron pyrite as a solar absorber

Iron pyrite (FeS 2) has long been thought to be one of the most promising next-

generation solar-absorbing materials. In addition to being earth-abundant, iron pyrite
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has several desirable characteristics as a solar absorber material. First, iron pyrite has

a large absorption coefficient, of the order 105 cm- 1 at photon energies of 1-1.5 eV,

allowing it to absorb 90% of sunlight in less than 100 nm of material [5]. In addition,

as we will be discussing, the bandgap of pyrite is widely quoted in the literature as

0.95 eV, which is close to the optimum for a single-junction photovoltaic device [6].

These characteristics led to a large effort in pyrite solar cell research in the 80s and

90s [5]. However, the best published efficiency for a pyrite solar cell device is only

2.8% [5], paling in comparison to its theoretical maximum efficiency of 29% based on

a bandgap of 0.95 eV [6].

1.2 Low Voc and high sub-bandgap absorption in

FeS2

While high short-circuit currents and quantum efficiencies have been reported for

pyrite solar cells [5], nearly all pyrite devices in the literature have been plagued

by a low open-circuit voltage (Voc). For the current record-efficiency pyrite device,

the Voc was 187 mV, significantly lower than the theoretical maximum of -500

mV assuming a bandgap of 0.95 eV. Recently, there has been a renewed interest

in understanding the mechanisms responsible for the low Voc of FeS 2 devices [7,8].

Suggestions for the underlying reasons include various defects at the surface, such

as sulfur vacancies or line defects in the bulk or on the surface of pyrite [9-12].

Another popular suggestion is that the Fermi level might be pinned by intrinsic surface

states [5,12-14]. Lastly, impurity phases, primarily marcasite, have been suggested

to cause the low VOC of pyrite devices [15]. Many of these suggestions, however, have

been contested by recent theoretical computations [16,17]. That pyrite exhibits high

short-circuit currents also suggests that the Voc is not affected by recombination

centers in the bulk [5].

In light of the shortcomings of these explanations for low Voc, a recent computa-

tional study by Lazi6 et al. [8] suggests that the intrinsic density of states of pyrite,
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rather than extrinsic defects, may be reponsible for the low Voc of pyrite devices.

The authors found that a low-intensity conduction band tail may exist in the bulk

density of states, which lowers the fundamental bandgap to -0.5 eV. They argue

that the conduction band tail, in combination with a high density of intrinsic surface

states, may explain the low Voc commonly observed in pyrite solar cells. Moreover,

recent measurements by scanning tunneling microscopy have shown that the intrinsic

(100) surface bandgap of pyrite is indeed reduced to 0.4 eV, far less than the "ac-

cepted" bulk bandgap of 0.95 eV [18]. These findings suggest that the value of the

bulk bandap of pyrite currently used in the literature may need to be re-examined. In

the next section, we review attempts in the literature to measure the bulk bandgap

of pyrite.

1.3 Measuring the bandgap of FeS 2

In general, there are not many reliable ways to measure the bulk bandgap of a ma-

terial. Each method comes with a set of assumptions, and one must ensure that the

assumptions are reasonable for the material of interest. In the case of pyrite, the bulk

bandgap has been measured in several ways, but each method has its drawbacks.

1.3.1 Optical methods and sub-bandgap absorption

A summary of optical bandgaps extracted from absorption coefficient measurements

on single-crystalline pyrite to date are shown in Table 1.1. One of the most common

ways to estimate the bandgap (Eg) of a material is by measuring optical absorption.

In this method, the absorption coefficient (a) is measured as function of incident

photon energy (hv). As we increase photon energy, the absorption coefficient should

sharply increase in the vicinity of hv = Eg, and the photon energy at which this

occurs is often taken to be an estimate of the bandgap. Using this method, the

bandgap of single-crystalline pyrite has been estimated as 0.9 eV - 1.6 eV [19-22].

In all cases however, significant absorption (a > 103 cm- 1) was measured below the

quoted bandgap. This "sub-bandgap" absorption was attributed to crystalline defects
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in [19], but the authors did not investigate further. Henceforth, we refer to all optical

absorption below the accepted bandgap of 0.95 eV as sub-bandgap absorption.

A better way to extract the bandgap from optical absorption is by fitting the

absorption coefficient in the vicinity of the bandgap. The exact dependence of a

on hv is a function of E, and can be derived based on the nature of the valence

to conduction band transition. Assuming parabolic bands, an a OC (hu - Eq)1/2

dependence is expected for an allowed direct transition, while an a oc (hv - Eg) 2

dependence is expected for an indirect transition [23]. Thus, by fitting the absorption

coefficient data, one can infer both the type of transition responsible for absorption

and the value of the bandgap. Values reported for single-crystalline pyrite using

this fitting procedure include 0.93 eV [24, 25] and 0.77 eV [26], both of which were

obtained assuming an indirect fundamental bandgap. These values were first called

into question by Ferrer et al. [27], who suggest that the fitting of optical absorption

data may be insufficient to accurately determine the bandgap of pyrite because of the

non-parabolic nature of its band edge.

Perhaps more significant, however, is that all of the studies involving fitting of

optical absorption exhibited significant sub-bandgap absorption. In every case, the

sub-bandgap absorption was substracted from the absorption spectra before fitting

for the bandgap. Though the substraction would be justified if all of the sub-bandgap

absorption were due to defects, evidence of this claim is lacking. If the sub-bandgap

absorption is at least partially intrinsic to the bulk of pyrite as [8] suggests, the liter-

ature bandgaps may be severe overestimates of the fundamental bandgap of pyrite.

Indeed, a thin conduction band tail which reduces the fundamental bandgap to 0.5 eV

would appear as an absorption tail which could easily be attributed to defect-related

absorption [8] below the accepted bandgap of 0.95 eV.

Thus, because of anomalous sub-bandgap absorption in iron pyrite, measuring the

bandgap using optical absorption methods may not be reliable.
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Ref. Crystal type Treatment of data E. (eV)

[19] Natural and Synth. a, n, k, E vs. A 0.9
[20] Natural a, n, k, f vs. A 0.95
[26] Natural (ahV)n vs. hv* 0.77
[21] Natural a, n, k, f vs. A 1.6
[25] Natural (ahv)n vs. hv* 0.93
[24] Synthetic (ahv)n vs. hv* 0.93
[22] Synthetic a, n, k, E vs. A 0.9

Table 1.1: Summary of optical bandgap estimates from literature. Asterisk indicates that an
allowed indirect transition was assumed in calculating the bandgap.

1.3.2 Electrical methods

Another way to measure the bandgap is by temperature-dependent electrical trans-

port measurements, as explained in Chapter 2. Temperature-dependent resistiv-

ity, Hall mobility, and Hall coefficient have been documented extensively for single-

crystalline pyrite samples [22, 25, 28-38]. Of these studies, only four reach tempera-

tures high enough to be interpreted as the intrinsic regime from which the bandgap

can be extracted (see Section 2.2) [22, 25, 35-37]. A summary of the four studies

which extract a bandgap from electrical measurments is shown in Table 1.2. As

shown, there is a large spread in the extracted electrical bandgap. This may be due

to several reasons.

First, three of the studies are based on natural crystals, which may contain a wide

variety of impurity concentrations. Indeed, it has been shown that concentrations

of certain elements such as Al and Si can have a significant impact on electrical

properties [28]. The lack of comprehensive impurity concentration measurements for

the natural crystal studies make them difficult to compare directly. One could argue

that in the intrinsic regime, the effects of impurities should be masked by band-to-

band transitions. However, the studies still assume that the bandgap is independent

of impurity concentration, which may not be valid for high impurity concentrations

in natural crystals [28].

Aside from concerns about impurity concentration, the previous electrical bandgap

studies face a more important problem. Measurements of the intrinsic regime, as de-
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scribed in Section 2.2, require elevated temperatures. One must ensure that the

sample does not undergo a phase change at these elevated temperatures. Unfortu-

nately, the Fe-S system contains many phases which are more iron-rich than FeS 2,

the most stable of which is pyrrhotite FeS [39]. Because of the relatively high vapor

pressure of sulfur, it is thermodynamically favorable for sulfur to evaporate off the

surface of pyrite and form pyrrhotite at elevated temperatures. Thus, care must be

taken to operate at temperatures and sulfur partial pressures for which pyrite is the

most thermodynamically favorable phase. In our preliminary experiments, it was

found that the degradation of the pyrite surface into pyrrhotite occurs at - 450 K in

a low vacuum (~50 torr) atmosphere, confirmed by X-ray diffraction measurements.

Despite the known possibility of secondary-phase formation, the previous measure-

ments of the electrical bandgap did not involve a controlled atmosphere [22,25,35-37].

There are no mentions of FeS prevention except in [25], which states that surface

blackening occurs at ~550 K. The blackening is consistent with the appearance of

FeS on the surface, but from our experience, the temperature at which FeS surface

formation occurs as detectable by XRD is much lower, at -450 K. It is possible that

in the case of [25], an FeS surface layer formed but was not visible as a blackened sur-

face. Indeed, an early work by Echarri et al. [38] comments on the unreliability of data

above 475 K due to decomposition of pyrite, probably due to a desulphation process.

If FeS was forming at the sample surface as temperature increased, the temperature

dependence of the measured conductivity would give a bandgap that is higher than

that of pure pyrite, since FeS is more conductive than FeS2. This would lead to over-

estimating the electrical bandgap of pyrite, consistent with the proposed direction of

error in previous optical bandgap measurements due to sub-bandgap absorption.

Ref. Crystal type Temperatures (K) Measured quantities E. (eV)

[22] Synthetic 300-645 p(T) 0.92*
[35] Natural 300-675 p(T) 1.2*

[36,37] Natural 300-730 p(T), RH(T) 0.73*, 0.77*
[25] Natural 300-550 p(T), RH(T) 0.93 eV

Table 1.2: Summary of electrical bandgap estimates from literature. Asterisk indicates that the
extracted bandgap was not corrected for temperature-dependence of the bandgap.
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1.4 Goal of this work

We propose to investigate the phenomenon of sub-bandgap absorption in pyrite single-

crystals, with the hypothesis that the sub-bandgap absorption is due in part to an

overestimate of the intrinsic bulk bandgap of pyrite in the literature. We first mea-

sure the optical absorption spectra of both natural and synthetic single-crystals, com-

paring to literature results. We then measure the temperature-dependent electrical

properties of both types of crystals in the intrinsic regime under a controlled sul-

fur atmosphere, with the intention of extracting the fundamental bandgap of pyrite

without the sources of errors identified for similar measurements in the literature.
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Chapter 2

Measurement of electronic

transport properties

2.1 Hall Effect

The Hall effect can be used to gain a wealth of information about crystalline semi-

conductors. In particular, if the Hall effect is measured as a function of temperature,

the dopant activation energy and material bandgap can be determined. The most

general experimental setup for measuring the Hall effect is shown in Figure 2-1. A

current density Js is applied to a slab of material while immersed in a magnetic field

Bs oriented perpendicular to the current density. The charge carriers inside the ma-

terial deflect in the y direction due to the Lorentz force, and the deflection creates an

opposing electrostatic force. The deflection continues until the Lorentz force exactly

balances the electrostatic force in the y direction, resulting in a steady-state electrical

potential VH in the y direction.

For the geometry in Figure 2-1, the Hall voltage VH is given by

IB
VH= RH

where I is the current across the slab in the x direction, B is the magnitude of the

magnetic field, t is the thickness of the slab, and RH is the Hall coefficient. In the case

21



VH y

B >x

t

Figure 2-1: Basic Hall effect geometry. A magnetic field Bi and current density J. are applied to
a slab material, inducing an electrostatic potential difference in the y direction due to the balance
between the Lorentz and electrostatic force on the charge carriers.

of a semiconductor, the material may contain both electron and hole charge carriers

and the Hall coefficient is given by [40]

2 - n2
RH ~ p h e (2.1)q(Ph +p i nyp )2

where n is the electron carrier density, p is the hole carrier density, pe is the electron

mobility, I'h is the hole mobility, and q is the elementary charge. There are two

important limiting cases of the Hall coefficient. When ne > PIh, the Hall coefficient

reduces to
1

RH n . (2.2)
nq

This is typically the case for a doped n-type semiconductor at low temperature. On

the other hand, when n ~ p, the Hall coefficient reduces to

RH mse pn ith -r-e m u n o e
n p-t -+ jpe)

Hall effect measurements may be combined with resistivity measurements to give the

22



Hall mobility, defined as

Hall (2.4)
RHp RH

where p is the resistivity and a = 1/p is the conductivity. In general, the conductivity

can be expressed by the well known relation

o = q(p h + ne).

When n d p, the conductivity and Hall mobility become

u qn(Ph + pe) (2.5)

and

PHall ' Ph + Pe- (2.)

The above approximations found for n r p play a critical role for describing the

temperature dependence in the intrinsic regime of a semiconductor, discussed in Sec-

tion 2.2.

Although the slab geometry shown in Figurel 2-1 is convenient to treat mathe-

matically, it is rarely used in practice because it requires contact to the side faces of

the sample. Therefore, other more experimentally convenient geometries have been

developed. In this work, we use the Van der Pauw geometry, in which the four con-

tacts lie on top surface of the sample near the edges. The full mathematical treatment

of resistivity and Hall measurements for the Van der Pauw geometry can be found

in [41]. The main advantage of this geometry is that the shape of the slab may be

arbitrary, so long as the thickness of the slab is much less than span of the slab in

the lateral dimensions.

2.2 Hall Effect and semiconductor statistics

In this section, we examine the temperature dependence of the carrier concentration

in a semiconductor. Consider a semiconductor with bandgap Eg, donor concentration
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Energy
A

I Conduction band

Ec

Ec -Ed - -+ - + - - Donor states

__ _ ___......_ Valence band

Unoccupied Occupied

Figure 2-2: Simple band diagram with partially ionized donors. In the conduction and valence
bands, darker shading represents higher occupancy. Adapted from [42].

Nd, donor states at energy E, -Ed, and acceptor concentration zero. A representative

energy band diagram is shown in Figure 2-2. Additionally, let the intrinsic carrier

concentration ni be much less than Nd. The carrier concentration as a function

of temperature can be derived using Fermi-Dirac statistics for this case, and the

treatment can be found elsewhere [42]. There are typically three temperature regimes,

each having a distinct carrier concentration dependence on temperature. At moderate

temperatures for which kbT > Ed but kbT < Eg, the carrier concentration becomes

n(T) = Nd

as we expect, since all donors are ionized and the contribution of carriers from donor

levels dominates over the contribution from the valence band (assuming ni < Nd).

This regime is referred to as the extrinsic regime.

As the sample is cooled, the carrier concentration decreases as electrons relax

into the donor levels. In this "freeze-out" regime, the carrier concentration can be

approximated by [42]

n(T) ~ V/#NcNd exp -_ Ed
2kbT

Therefore, a plot of log(n) versus 1/T, referred to as an Arrhenius plot, will appear

linear with slope Ed/2 in this regime.
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On the contrary, as the sample is heated such that kbT ~ Eg, the carrier concen-

tration will begin to increase due to the emptying of valence band states. Eventually,

the contribution of carriers from the valence band will dominate over the contribution

from ionized donors. For these temperatures, called the intrinsic regime, we can ig-

nore the donor contribution, and the carrier concentration can be expressed in general

terms as

n(T) = f (E) -g(E) dE.

Here, E, is the conduction minimum, the occupation probability f(E) is given by the

Fermi function
1

f(E)=
1 + exp E-EF

and g(E) is the conduction band density of states, which if we approximate as

parabolic can be expressed as

g(E) = 47r 2 3 (E - Ec)1/2

where EF is the Fermi level, m* is the effective mass of an electron near the conduction

band minimum and h is Planck's constant. Substituting these expressions yields

n(T, r) = Nc(T)Ti/2(T)

where F1/2 is the Fermi-Dirac integral, and we have defined

2rm* kT 3/ 2 EF - E
Nc (T) = 2 e2 71 - oNc() h2 2) kbT

For a non-degenerate semiconductor, the Fermi-Dirac integral can be approximated

as F1/ 2 = exp(r7), such that

n(T, TI) = N(T)exp(r). (2.7)
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Similarly, the hole concentration can be derived as

p(T, 7') = Nv(T) exp(r') (2.8)

where we have defined

27rm*kbT 31 / 2  EV - EFNv(T) 2 h2 and ? kbT

In the intrinsic regime, n equals p because each electron in the conduction band leaves

behind a hole in the valence band. Therefore, we can set Eq. (2.7) equal to Eq. (2.8)

and find

n(T) = p(T) = V/NN exp (- 2T) oc T3/2 exp (- )

where we have replaced E, - Ev by the bandgap E.. Consider taking temperature-

dependent Hall effect measurements in the intrinsic regime. Then the measured

Hall coefficient is given by Eq. (2.3), which includes n, ph, and pe. In general,

the temperature dependence of hole and electron mobilities is affected by carrier

scattering due to acoustic phonons, ionized impurities, neutral impurities, or other

carriers [43]. At high enough temperatures, acoustic phonon scattering tends to

dominate over other mechanisms, and the phonon-limited mobility may be expressed

as [43]
T ) * 01L = -LO (2.9)

where a > 0 depends on the nature of the carriers and the temperature range. If we

assume that both electron and hole mobility follow the same power law temperature

dependence, then we see that the temperature dependence of the term in parenthesis

in Eq. (2.3) cancels. We are left only with the temperature dependence contained

within n(T), such that

RH oc T 3/2 exp (2.bT) (2.10)

Therefore, with the assumptions of parabolic bands and acoustic phonon-limited hole
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Intrinsic Extrinsic Donor
freeze-out

Eg/2

In(n)
Ed12

n>Nd: n=Nd nl < Nd
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Figure 2-3: Typical form of carrier concentration versus temperature for a semiconductor with a
monovalent donor. The intrinsic regime is dominated by valence-conduction band excitations; the
extrinsic regime is dominated by ionized donors; and electrons relax back into the donor states in
the freeze-out regime. Note that the Arrhenius slope of Eg/2 is an approximation valid only when
the exponential term in Eq.(2.10) dominates the T3/ 2 term. Adapted from [42].

and electron mobilities, it is possible to measure the bandgap of a material by ex-

amining the temperature-dependence of the Hall coefficient in the intrinsic regime.

Furthermore, since o- = PHallRH, we also find that

-oc Ta+3/2 exp (-2 T). (2.11)

where a is defined in (2.9). The three temperature regimes described above are

depicted in Figure 2-3.

2.3 Measuring the intrinsic regime in FeS 2

As mentioned before, care must be taken to operate at temperatures and sulfur partial

pressures for which the pyrite FeS2 phase is most stable. This regime of stability

is governed by the phase diagram of pyrite in terms of sulfur partial pressure and

temperature. Fortunately, the Fe-S system does not contain any phases which are
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Figure 2-4: Phase diagram of sulfur (S2 ) partial pressure versus temperature, showing the pyrite-
pyrrhotite solvus line. After [45].

more sulfur-rich than FeS2 [39]. Therefore the regime of stability is bounded only

on one side by the pyrite-pyrrhotite solvus line, shown in Figure 2-4. In order to

maintain the pyrite phase, we must operate above the pyrite-pyrrhotite solvus line;

that is, we must maintain a sulfur partial pressure higher than that of the solvus line

at a given temperature.

The equilibrium vapor pressure of sulfur S2 over solid sulfur has been measured

by [44], and for all temperatures shown in Figure 2-4, the equilibrium vapor pressure

of sulfur S2 over solid sulfur is higher than that of the pyrite-pyrrhotite solvus line.

Therefore, if we put solid sulfur in a closed system with pyrite, we would expect that

the partial pressure of sulfur in the system due to the solid sulfur would be high

enough to maintain the pyrite phase. This is the idea which motivated building a

custom sulfur chamber for sample measurements, discussed in Section 3.4.2.
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Chapter 3

Experimental methods

3.1 Synthesis of single-crystal FeS 2

In this work, both natural and synthetic single-crystalline FeS2 were measured. The

natural crystals were originally obtained from a Spanish mine, though the exact

location is unknown. Several of the natural crystals were crushed to a fine powder

with a mortar and pestle for X-ray diffraction (XRD) measurements. No secondary

phases were detected by XRD on the representative powder samples.

The natural crystals had unknown concentrations of extrinsic impurities. In order

to have better control of impurity concentrations, we also measured synthetically

grown single-crystal FeS2, grown by a collaborator using a chemical vapor transport

(CVT) process. The process mechanisms are described in detail in [5], but here we

list only the methods. First, >99.5% pure Fe powder was mixed with 99.99% pure S

powder in a 1:2 stoichiometric ratio. Both powders were obtained from Alfa Aesar.

The powder mixture was then sealed under a vacuum in a quartz tube of diameter

1 cm and length 20 cm, along with 0.2 g of FeBr 3. The powders were pre-reacted at

600'C for 48 hours, at which point they formed polycrystalline pyrite aggregates. The

contents were then removed and placed on one end of a similarly sized quartz tube,

which was subsequently sealed. The tube was then placed in a two-zone furnace with

a temperature gradient from 700'C at the end containing the polycrystalline powder,

to 550 'C at the other end. The tube was left in the furnace for >10 days. The
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resulting crystals were either cuboidal or octahedral in shape with linear dimensions

of 1-5 mm. Again, phase purity was confirmed by XRD on a representative powder

sample.

For both the natural and synthetic crystals, the largest growth faces were identified

as (100) by electron back-scattered diffraction in a Zeiss Supra-55 scanning electron

microscope.

3.2 Preparation of single crystals for measurement

Prior to optical and electrical measurements, the single crystals were thinned down to

a slab of thickness 100-600 pm using mechanical polishing. The two opposing (100)

faces were polished to 3 pm roughness by using succesively finer grades of silicon

carbide sandpaper, starting with 600 grit and ending with 1200 grit. Polishing was

followed by sonication in acetone for five minutes to remove organic contaminants.

Thicknesses of the cleaned crystals were measured using a bench micrometer. The

four samples used for electrical measurements (NI, N2, Si, S2) are summarized in

Table 3.1. Samples N1 and N2 were natural crystals, and samples Si and S2 were

synthetically grown crystals.

Sample Crystal type Thickness (pm) Measured quantities
S1 Synthetic 528 p(T)
S2 Synthetic 279 p(T), RH(T)
NI Natural 307 p(T)
N2 Natural 460 p(T), RH(T)

Table 3.1: A total of four samples were used for electrical measurements in a sulfur atmosphere.
Resistivity measurements were taken on samples S1 and N1 using the tube furnace setup described
in Section 3.4.1, while both resistivity and Hall effect measurements were taken on Samples S2 and
N2 using the custom sample chamber described in Section 3.4.2.

3.3 Optical measurements

Optical measurements were performed on both natural and synthetic crystals at room

temperature using a Perkin Elmer Lambda 950 UV/Vis/NIR spectrophotometer with
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an 8' incident beam. A silver mirror was used to reference specular reflectivity mea-

surements. Absorption coefficient values were calculated using experimental trans-

mission and reflection data, taking into account multiple internal reflections. For a

single slab of material, the measured transmissivity Tm and measured reflectivity Rm

are related to the actual reflectivity R at the slab-air interface by

TM = (-R2 x-'and Rm = R(1 + Tm exp- )1 - R2 exp-2at

where a and t are the absorption coefficient and thickness of the slab, respectively.

The absorption coefficient was found by solving the above equations numerically for

a.

Truncation of the presented energy range for each data set was determined by

the reliability of the transmission data. At high energies, the transmission intensity

falls below the detection limit of the spectrophotometer, and at low enough energies,

the transmission intensity cannot be distinguished from the baseline transmission

measurement.

3.4 Electrical measurements

3.4.1 Conductivity measurements up to 690 K

Conductivity measurements up to 690 K were performed in a pre-existing two-zone

gas-flow tube furnace. The furnace consisted of a quartz tube of inner diameter 47 mm

and length 81 cm. The furnace tube ends were sealed with Kalrez o-rings to custom-

machined 304 stainless steel endcaps each containing one gas inlet. Each endcap was

outfitted with an additional feedthrough for an 1/4 in inner diameter quartz tube

which extended into the corrensponding zone of the furnace. K-type thermocouples

inserted into these quartz tubes allowed for in-situ temperature measurement. One

of the endcaps was outfitted with an electrical feed-through containing four isolated

electrical leads. Each zone was heated with coiled nichrome resistive heating ele-

ments wrapped around the furnace tube and insulated with quartz wool. Zones were
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separated by a 7.5 cm unheated portion, and each zone was 18 cm long.

One significant effort of this thesis was the design and construction of a sample

stage that was both resistant to sulfur corrosion and formed ohmic contact with the

sample. Because of the assymetric shape of the samples, the Van der Pauw method

of measuring resistivity was chosen. The Van der Pauw method does not depend on

the geometry of the sample, so long as there are four contacts on the top surface near

the edges of the sample [41].

The final sample stage, shown in Figure 3-1, consisted of a square inconel base

plate with a counterbored hole at each corner. Electrically insulating washers were

fit into the counterbores, and screws were fed through the holes and tightened with

an opposing nut. These four screws served as electrical posts on which electrical

probes were mounted. Probes were fabricated by spot welding Pt-Ir (90%/10%) wire

to inconel cantilevers. The Pt-Ir wire was bent into the shape shown in Figure 3-1a

to achieve the desired stiffness.

Samples NI and S1 were mounted onto an MgO substrate with a water-based

high-temperature epoxy (Omegabond 700). After curing, the substrate was placed

at the center of the inconcel base plate. Contact to the pyrite surface was made at

four points by tightening the cantilevers down on the screw posts with nuts. This

formed a reliable mechanical contact between the Pt-Ir wire and pyrite surface. The

Pt-Ir/FeS2 electrical contact was found to be ohmic in the voltage range of interest

for conductivity measurements.

The sample stage was positioned in the center of the high-temperature zone

(Zone 1) as depicted in Figure 3-2. Pt-Ir lead wires connected the sample stage

posts to the electrical feedthroughs. ~10 g of 99.999% pure S2 powder, obtained

from Alpha Aesar, was placed in a quartz boat in the center of Zone 2, which was

kept at 500 K. Argon gas flowing at 10 sccm served as a carrier for the sulfur vapor.

The total pressure was measured upstream of Zone 2 at room temperature and kept

constant at 25 mTorr. A simplified overview of the setup is shown in Figure 3-2.

The temperature of Zone 1 was allowed to stabilize to within 1'C before each con-

ductivity measurement. A Keithley 4200 sourcemeter was used for current sourcing
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(a) (b)

Figure 3-1: (a) Sample stage for resistivity measurements in the tube furnace. (b) Top view of
sample probes and sample bonded to the MgO substrate. Note: the four gold contact pads shown
surrounding the sample were note used.

Zone 1
U

To pump -

Source-
meter FeS2

Zone 2

I
IPtotal

10 sccm
Ar gasI

I

I

Pt wire I
Quartz tube

Figure 3-2: Simplified schematic of the tube furnace setup for resistivity measurements. T was
varied from 300-690K, T 2 was held constant at 500K, and Ptotai was held constant at 25mTorr. Note
that Potal was mesaured at room temperature upstream of Zone 2.
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(~10mA) and voltage measurement. We observed no sample heating effects. Sec-

ondary phases such as FeS were not detected by XRD taken on sacrifical samples

under the same operating conditions.

3.4.2 Hall effect measurements up to 600 K

Hall measurements were conducted using a pre-existing closed-cycle helium cryostat

capable of temperatures 10 < T < 800 K. The cryostat assembly fit in between the

cores of a Helmholtz coil electromagnet, which provided the magnetic field necessary

for Hall effect measurements.

Under its normal mode of operation, the cryostat cold finger is kept under a

moderate vacuum (< 10- torr) in order to thermally isolate the finger from the

cryostat walls. However, as explained in Section 2.3, a nonzero sulfur partial pressure

over the sample is necessary to maintain the pyrite phase. This requirement called

for a custom sample chamber which could fit onto the cold finger of the cryostat and

keep the necessary sulfur partial pressure over the sample while keeping the sulfur

gas isolated from the vacuum of the cryostat.

The design and construction of such a sample chamber was a major effort during

this thesis. The final sample chamber consisted of a flanged sample stage assembly,

electrical feedthroughs, a metal gasket seal, and a chamber tube, shown schemati-

cally in Figure 3-3. Appendix A contains dimensioned drawings of the final sample

chamber.

The flanged stage assembly was composed of a 304 stainless steel (SS) conflat

flange welded to a rectangular 304 SS plate which served as the sample stage. Elec-

trical contact to a centrally mounted pyrite sample was made in a similar fashion to

that of the sample stage discussed in Section 3.4.1. The main difference was that

the components were smaller due to the size constraints of the cryostat. Four 304 SS

screws, electrically isolated from the sample stage plate by ceramic washers, served as

mechanical posts on which electrical probes were mounted. The electrical probes were

made with 304 SS washers spot welded to Pt-Ir wires bent into the desired shape.

The pyrite sample rested on a ceramic disc for electrical isolation. Since the sample
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Figure 3-3: Sample chamber assembly. All components except the Cu threaded rod were 304
stainless steel.

stage would be mounted into the cryostat vertically, the electrical probes also served

to mechanically clamp the sample to the stage. The sample stage assembly is shown

in Figure 3-4.

Four commercially available electrical feedthroughs, each consisting of 304 SS

leads Cu-brazed into an hollow ceramic cylinder, were welded onto the conflat flange

to form a leak-tight seal. The leads on the inside of the chamber were clipped, bent,

and spot-welded to the four electrical posts using Pt-Ir wire.

-1 g of 99.999% pure S2 powder was placed inside the flanged tube. The chamber

tube was then sealed to the flanged sample holder in a glovebox with N2 atmosphere

(< 5 ppm 02) using a Ni gasket. The sample chamber assembly was connected to

the cold finger of the cryostat via a threaded Cu rod, which formed a good thermal

contact.

Standard techniques [41] were used to measure the conductivity and Hall effect.

Signal multiplexing allowed correction of standard errors by collecting redundant

measurements of the Hall voltage. The sample chamber was immersed in a magnetic

field of ~ 0.7 T, and data were collected for both positive and negative fields. Currents

were kept at the lowest possible to generate a Hall voltage of '10 AV. We observed

no self-heating effects.
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(a) (b)

Figure 3-4: Flanged sample stage assembly. (a) Side view showing the sample holder face-on. Not
labeled are the four electrical posts with electrical probes contacting the sample. (b) Angled view
which shows the groove for the Ni gasket more clearly.

The Hall mobility was calculated using

IlHall = RHO'

where RH is the measured Hall coefficient and - is the measured conductivity.

We began measurements at low temperatures and proceeded with progressively

higher temperatures. Under operating conditions, it was found that the 304 SS com-

ponents and Ni gasket formed a self-limiting sulfide layer. However, the sulfur con-

sumed during this initial sulfurization was found to be negligible. The electrical

feedthroughs did allow a measurable sulfur leak via diffusion through the Cu brazes,

but the leak rate was found to be small enough to maintain the required sulfur partial

pressure above the sample over the duration of the measurement. Secondary phases

such as FeS were not detected by XRD taken on sacrifical samples under the same

operating conditions.

Conductivity and Hall effect measurements were taken on samples S2 and N2 up

to 500 K, but only on N2 up to 710 K. Data beyond 710 K was unreliable due to

anomolous electrical noise.
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Chapter 4

Results

4.1 Optical measurements

The measured optical absorption coefficients are shown in Figure 4-1. The varying

energy ranges across data sets were due to the varying thicknesses of the corresponding

crystals, which resulted in varying transmission cutoff energies. The lower plot shows

the same data on semilog axes.

4.2 Electrical measurements

4.2.1 Conductivity measurements

The conductivity of samples S1, S2, N1, and N2 are shown in Figure 4-2. For synthetic

crystals, we see a monotonic increase in conductivity with temperature. However, the

conductivity temperature dependence of natural crystals varies widely. For sample

N1, the conductivity monotonically decreases with increasing temperature from room

temperature to 510 K, while sample N2 monotonically increases in the same range.

4.2.2 Hall effect measurements

The Hall coefficients measured using the custom sample chamber are shown in Fig-

ure 4-3. All samples were found to be n-type semiconductors, indicated by a negative
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Figure 4-1: Measured absorption coefficient of single-crystalline samples. Natural crystal data
shown in blue; synthetic crystal data shown in green.
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Figure 4-2: Conductivity temperature dependence. Green data points indicate synthetically grown
crystals; blue points indicate natural single-crystals. Square data points indicate measurements using
the tube furnace described in Section 3.4.1, and circular data points indicate measurements using
the custom sample chamber described in Section 3.4.2.

Hall coefficient.

Sample N2 shows a relatively constant Hall coefficient up to - 540 K, at which

point the Hall coefficient begins decreasing. This change in behavior is consistent

with the corresponding conductivity data. The Hall coefficient for sample S2 shows

no change in slope.

Figure 4-4 shows the Hall mobility calculated by Eq. (2.4). We observe similar

Hall mobilities among the natural and synthetic crystals, with similar temperature

dependencies. The red line in Figure 4-4 indicates a Hall mobility following the power

law in Eq. (2.9) with a = 2.0.
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Figure 4-3: Hall coefficient measured using the sample chamber up to 600 K.
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Figure 4-4: Hall mobility measured using the sample chamber up to 600 K.
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Chapter 5

Discussion

5.1 Optical measurements

From Figure 4-1, we see that the natural crystal exhibits a higher degree of sub-

bandgap absorption than the synthetic crystals. This could be attributed to a higher

defect concentration in the natural crystal. Certain defects may enhance the sub-

bandgap absorption through excitation of the defect states. We have not attempted to

measure defect concentration (e.g., extrinsic impurity concentration) in our samples,

so we cannot say with certainty that this is the cause of the discrepancy between the

natural and synthetic crystals.

Among the synthetic crystals, the absorption coefficient varies by more than one

order of magnitude in the 0.6-0.8 eV range. Above 0.8 eV, the absorption coefficient

seems to converge across all crystals. This may be due to the decreasing effect of

defect absorption at higher photon energies, as band-to-band transitions begin to

dominate near the bandgap energy.

We compare our measured absorption coefficient to literature values in Figure 5-1.

The literature values presented were all taken on single-crystals, though the plot does

not distinguish between natural and synthetically grown crystals in the literature.

The large spread among the literature values and our data, especially in the sub-

bandgap range, may be due to a number of causes.

First, none of the literature values are obtained using both transmission and re-
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Figure 5-1: Same data as in Figure 4-1 overlayed with literature values of absorption coefficient for
single-crystalline pyrite from references [19,20,24,26,27,46] (shown in gray) and theoretical values
calculated by DFT from [8].

44

I t p -~



flection data. In two of the studies [24, 26], only transmission was measured. The

absorption coefficient was obtained by arguing that the reflectivity does not vary

appreciably in the photon energy range of interest. In this case, the absorption co-

efficient can be calculated without knowledge of the reflectivity, given transmission

data on two crystals of different thicknesses. However, it is important to note that

this argument is based on reflectivity data taken on other pyrite crystals in the lit-

erature. Considering the large variation among literature absorption data, a proper

absorption coefficient measurement would require both transmission and reflection

measurements on the same crystal.

In the remaining four studies shown in Figure 5-1, only reflection was measured.

The authors used the well-known Kramers-Kr6nig transformation [47] to calculate

the absorption coefficient from reflection data alone. The issue with this technique

is that strictly speaking, a Kramers-Kr6nig transform requires computing an inte-

gral involving reflectivity over all photon wavelengths, from 0 to oc. This of course

is not experimentally possible, so approximations are used in conjunction with the

experimental reflection data to obtain the absorption coefficient. Often, these ap-

proximations are unfounded [47], and in the specific cases of [20], [27], [46], and [19],

it is at best unclear which approximations are used.

In addition to questionable measurement and analysis techniques, the large spread

in the literature values may also be due to a large variance in defect concentration in

the samples. Although all samples in the literature were confirmed to be phase-pure,

the extrinsic impurity concentrations in the samples were not measured. As sug-

gested above, certain extrinsic impurities may enhance the sub-bandgap absorption

through excitation of mid-gap impurity states. Given the relatively large spread in

the absorption coefficients of crystals even within this work, as a next step we would

like to measure the impurity concentrations in each sample and note how absorption

coefficient varies with impurity concentration.

Although our synthetic samples exhibited the least sub-bandgap absorption com-

pared to literature values, the observed sub-gap absorption is non-negligible. We still

cannot rule out absorption through mid-gap defect states as a partial cause of the
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sub-bandgap absorption in the synthetic crystals, as we have not measured the rele-

vant defect concentrations. However, the data does not disagree with the hypothesis

that the currently accepted bandgap of single-crystalline pyrite, 0.95 eV, is an overes-

timation. Attempts to extract the optical bandgap from our absorption data yielded

poor fits because of insufficient absorption data at the high-end range of photon en-

ergies. For the purpose of extracting a bandgap, we rely on electrical measurements,

discussed in Section 5.2.2.

5.2 Electrical measurements

5.2.1 Conductivity measurements

The large disparity in conductivity of samples N1 and N2 seen in Figure 4-2 is con-

sistent with the spread in the literature [25, 35-38]. The spread may be due to a

difference in extrinsic impurity concentration, carrier concentration, or both. Certain

impurities such as bromine have been shown to act as donors in pyrite [32], and there

are certainly correlations between certain impurities and electrical properties [28].

Again, as a next step we would like to measure the impurity concentrations in our

samples and note how the electrical properties vary with impurity concentration.

The synthetic samples exhibit a smaller spread in conductivities, which may be

due to a smaller variance in impurity concentration than in the natural samples, as

we would expect. The magnitude of the synthetic crystal conductivities is not outside

the range of literature values [22,25,28-38], although they do fall on the lower end

of the range quoted in literature.

As with Hall coefficient, we expect a change in slope of the conductivity at the

onset of the intrinsic regime. For samples S2, N1, and N2, no sharp change in slope

was observed with increasing temperature, suggesting that the intrinsic regime was

not reached. However, for sample Si, such a change in slope was observed at -600 K,

indicated by the dotted line in Figure 4-2. The data for sample Si for T > 600 K

may thus be attributed to the onset of the intrinsic regime.
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5.2.2 Estimating the bandgap

Ideally, we would extract the bandgap by fitting the temperature-dependent Hall

coefficient data in the intrinsic regime to Eq. (2.10). The first step is to identify the

intrinsic regime for each sample, marked by a sharp change in slope of RH similar

to that depicted in Figure 2-3. At low temperatures, we expect a relatively shallow

Arrhenius slope due to freeze-out of donors; at intermediate temperatures, we expect

a near-zero Arrhenius slope due to the complete ionization of donors; and at high

temperatures, we expect a significant change in Arrhenius slope as band-to-band

transitions begin to dominate.

Examining Figure 4-3, we identify at least one regime for each of the samples. For

sample S2, RH decreases with a constant Arrhenius slope as temperature increases,

consistent with freeze-out regime behavior. Unfortunately, we were unable to obtain

reliable Hall effect data at higher temperatures due to anomalous electrical noise in

our system.

For sample N2, RH from room temperature up to ~ 520 K remains nearly con-

stant, consistent with extrinsic regime bahavior. That the synthetic sample exhibits

freeze-out behavior while the natural sample exhibits extrinsic-regime behavior sug-

gests that the donor activation energy in the natural sample is less than that in

the synthetic sample. That is, the dominant donor species in the natural crystal is

different from that of the synthetic sample.

The change in slope of RH at ~ 520 K for sample N2 indicates the onset of

the intrinsic regime. However, because the Hall coefficient varies by only a factor of

~ 50% in this regime, extracting a bandgap from the Arrhenius slope may be a severe

underestimate. Higher temperature data is needed such that the Hall coefficient spans

at least one order of magnitude before one can reliably fit the data to Eq. (2.10).

Despite the lack of high-temperature RH data, one may still estimate a bandgap

by examining the Hall mobility temperature dependence in Figure 4-4. For both

natural and synthetic samples, the Hall mobilities decrease with a distinct Arrhenius

slope as temperature increases. Recognizing that this behavior is characteristic of
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phonon-limited mobility, we fit the data according to Eq. (2.9) and find y oc T-2.0

and p oc T-2.2 dependencies for sample N2 and S2, respectively (see Appendix B

for graphical fits). That the natural and synthetic crystals exhibit similar temper-

ature dependencies despite having widely different carrier concentrations is further

evidence of a mobility-limiting mechanism such as acoustic phonon scattering which

is independent of carrier concentration.

If we assume that this mobility dependence holds for higher temperatures, and if

we assume that the slope of sample S1 conductivity for T >~ 600 K is representative

of the intrinsic regime, then we may roughly estimate the bandgap using Eq. (2.11).

The high temperature conductivity data (620 < T < 710 K) were fitted according to

Eq. (2.11) for the two different values of a (2.0 and 2.2) found from mobility data. The

fitted bandgaps are Eg(Tintrinsic) = 0.53 eV and Eg(Tntrinsic) = 0.55 eV for a = 2.0

and a = 2.2, respectively. To find the bandgap at room temperature, it is necessary to

take into account the temperature-dependence of the bandgap due to lattice expansion

and electron-phonon interaction. For many semiconductors including pyrite FeS 2, the

variation of the bandgap with temperature has been shown to obey the semi-empirical

relation [48]

(2.25 x 10-5OD - 4.275 x 10- 3 )T2 (51)E9 (T) = Eg(O) - T2T+5(5.1)5
5(T + 50D -1135)'

where OD = 610 K and Eg(O) represents the bandgap at 0 K. Using Eq.(5.1) in

conjunction with our estimates of Eg(Tintrinsic), we find that the bandgap at room

temperature is E9 (300 K) = 0.78 t 0.04 eV for a = 2.0, and E9 (300 K) = 0.80 ± 0.04

eV for a = 2.2. The error bars indicate the range of the calculation from Tntrinsic =

620 K to Tintrinsic = 710 K, which was found to be larger than the experimental error.

Thus, the best estimate based on our dataset for the room temperature bandgap of

pyrite is Eg = 0.79 ± 0.05 eV.

There are several caveats to this bandgap estimate. First, as mentioned in Sec-

tion 5.2, we cannot be confident that the fitted slope to conductivity is representative

of the entire instrinsic regime. As with Hall effect data, higher temperature data is
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needed such that the conductivity spans at least one order of magnitude before one

can fit the data to Eq. (2.11) with high confidence. Second, the bandgap estimate

relies on the extrapolation of mobility to higher temperatures based on the semi-

empirical relation p oc T--. Although this extrapolation may be partially justified

by recognizing that the dominant mechanism is acoustic-phonon scattering, we would

like to have high-temperature mobility data (or equivalently, high-temperature Hall

coefficient data) to support this claim. Third, we have assumed that the mobility

extrapolation for samples S2 and N2 holds for sample S1 for which conductivity mea-

surements were taken. Ideally, we would like to have mobility and conductivity data

on identical samples. However, given that sample S2 and S1 were from the same batch

of synthetically grown crystals, we do not expect them to have significantly different

electrical properties. Lastly, we have taken electrical data on only two samples: one

synthetic and one natural. A larger sample size would greatly increase our certainty

in the bandgap measurement.

Keeping the above considerations in mind, our results fall in the lower range of

literature values reported for the electrical bandgap of pyrite (see Table 1.2), closest to

the 0.77 eV estimate of Horita et al. [37]. However, the bandgap measured by Horita

et al. was measured on natural crystals, with uncontrolled impurity concentrations.

Considering only synthetic crystal studies, our estimate of the bandgap is at least

0.11 eV lower than literature values for the electrical bandgap of pyrite [22].

A pyrite bandgap significantly less than the widely quoted literature value of

0.95 eV would have several implications. First, a lower fundamental bangap is consis-

tent with the anomalous sub-bandgap optical absorption observed in single-crystalline

pyrite. In the literature, sub-bandgap optical absorption has generally been attributed

to defect absorption or disorder in the crystal [19, 20, 24-26], and the sub-bandgap

absorption was substracted before fitting the data to extract a bandgap. However, a

low-intensity conduction band tail which reduces the fundamental bandgap to as low

as 0.5 eV would produce a similar sub-bandgap absorption tail, as shown by Lazid et

al. [8].

From a photovoltaic device perspective, a pyrite bandgap less than 0.95 eV may
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also partially explain the low Voc typical of pyrite solar cell devices. Assuming our

estimate of E. = 0.79, the theoretical maximum VOC for a pyrite solar cell would be

reduced to ~400 mV, -100 mV lower than previously thought [5]. This alone does

not explain the still-low Voc of 187 mV measured for the record-efficiency device [5],
but may account for a non-trivial fraction of the perceived Voc deficit. The remainder

of the defficiency may be due to a lowering of the bandgap at the surface of pyrite,

which is supported by recent theoretical and experimental work [8,18].
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Chapter 6

Conclusion

In this work, the origin of sub-bandgap absorption in pyrite FeS 2 was investigated

through optical and electrical measurements on single-crystals. Both natural and

synthetic single-crystals exhibited non-trivial magnitudes of sub-bandgap absorption,

which may partially be due to a lower FeS2 bandgap than previously thought. To test

this hypothesis, temperature-dependent electrical transport properties were measured

in the intrinsic and near-intrinsic regimes of pyrite under a sulfur atmosphere. The

sulfur atmosphere successfully maintained the pyrite phase during the measurements.

Due to experimental limitations, we were unable to obtain sufficient Hall effect data in

the intrinsic regime. However, using intrinsic-regime conductivity data in conjunction

with extrapolation of Hall mobility into the intrinsic regime, the extracted bandgap

was 0.79±0.05 eV. In light of our current results and the possible implications of a

pyrite bandgap less than the 0.95 eV widely quoted in the literature, we believe a

continued investigation of the pyrite bandgap is warranted. In particular, a thorough

study of the effects of impurity concentration, higher-temperature Hall effect data in

sulfur atmosphere, and a larger sample size are necessary to achieve greater certainty

in the fundamental bandgap of pyrite.
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Appendix A

Drawings of sample chamber parts
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Appendix B

Hall mobility and conductivity fits
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