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Abstract

Electrochemical energy storage systems have been considered for a range of potential large-scale energy storage applications. These applications vary widely, both in the order of magnitude of energy storage that is required and the rate at which energy must be charged and discharged. One such application aids the integration of renewable energy technologies onto the electrical grid by shifting the output from renewable energy resources to periods of high demand, relaxing transmission and distribution requirements and reducing the need for fossil fuel burning plants. Although the market need for such solutions is well known, existing technologies are still too expensive to compete with conventional combustion-based solutions.

In this thesis, the hydrogen bromine laminar flow battery (HBFLB) is proposed and examined for its potential to provide low cost energy storage using the rapid reaction kinetics of hydrogen-bromine reaction pairs and a membrane-less laminar flow battery architecture. In this architecture, fluid reactants and electrolyte flow through a small channel at sufficiently low Reynolds number that laminar flow is maintained and the liquid electrolyte acts as a separator between the reactants.

Experimental results from a proof of concept cell are presented, and compared with numerical and analytical modeling results to better understand discharging and recharging behavior. General theoretical principles for the design and optimization of laminar flow batteries are also developed. These results indicate that the HBFLB can efficiently store and discharge energy at very high power densities compared to existing battery technologies using low cost reactants and stack materials at room temperature and atmospheric pressure.

Thesis Supervisor: Cullen R. Buie
Title: Assistant Professor of Mechanical Engineering

Thesis Supervisor: Martin Z. Bazant
Title: Professor of Chemical Engineering and Mathematics
Acknowledgments

The work that I’ve done for my Ph.D. would never have been possible without the support of a number of people. I am deeply indebted to my coadvisors, Professors Cullen Buie and Martin Bazant, from whom I’ve learned a great deal, and whose advice and guidance have helped me grow as an engineer. I am also very grateful to Professor Jessika Trancik for her help to better understand grid-scale storage, and to Bill Aulet, Tod Hynes, Frank O’Sullivan, Lucas DiLeo, Louis Goldish, Roman Lybinsky, and Tom Pounds for their mentorship and advice about the entrepreneurial implications of the work. I must also thank Dr. Cortney Mittelsteadt, whose support and advice set me on the road to becoming an engineer in the first place, and without whom I would never have had the chance to pursue a Ph.D.

I would also like to acknowledge the support of my colleagues in the Buie and Bazant groups. Thanks to Dr. Matthew Suss, Laura Gilson, Gregoire Jacquot, Ricardo Charles, and Kameron Conforti for their past and future contributions to the flow battery project. I am also grateful for the advice and support I have received from my other labmates, Dr. Peng Bai, Dr. Daosheng Deng, Naga Dingari, Dr. Todd Ferguson, Zhifei Ge, Dr. Jihyung Han, Dr. Paulo Garcia, Laura Gilson, Youngsoo Joung, Andrew Jones, Edwin Khoo, Dr. Jeff Moran, Dr. Sourav Padhy, Matthew Pinson, Carlos Sauer, Sven Schlumpberger, Alisha Schor, Ray Smith, Qianru Wang, Yi Zeng, and Dr. Pei Zhang. Thanks as well to my colleagues at the Sloan School of Management, Jamie Fordyce and Dave Parkin, from whom I learned a great deal.

In addition to the excellent professional mentorship and guidance I have received, my deepest gratitude goes to my family for their unending patience and belief in me over the past years. My mother and father, Florence and Allan, and my siblings and their spouses, Jen, Joe, Jon, and Julie, have been constant sources of support for me, and I am grateful to all of them. Lastly, my wife Georgiana has been with me every step of the way, from the moment I applied to MIT onwards. Her love and support has been invaluable to me, and no words can describe how grateful I am to her.
Contents

1 Introduction ............................................... 25
   1.1 Large-Scale Energy Storage ..................................... 25
   1.2 Electrochemical Energy Storage ................................... 26
      1.2.1 Lithium Ion Batteries ....................................... 27
      1.2.2 Hydrogen Oxygen Regenerative Fuel Cells ....................... 28
      1.2.3 Vanadium Redox Flow Batteries ................................ 29
      1.2.4 Hydrogen Bromine Redox Flow Batteries ......................... 31
   1.3 Membrane-less Electrochemical Systems ......................... 32
   1.4 Hydrogen Bromine Laminar Flow Battery ............................ 35
   1.5 Study Objectives and Organization ................................ 36

2 Experimental Investigation of the Hydrogen Bromine Laminar Flow Battery 39
   2.1 Introduction .................................................... 39
   2.2 Methods ......................................................... 41
      2.2.1 Cell fabrication ............................................... 41
      2.2.2 Numerical model details ...................................... 41
   2.3 Results ......................................................... 43
      2.3.1 Numerical model ............................................... 43
      2.3.2 Discharge experiments ........................................ 43
      2.3.3 Analytical limiting current .................................... 44
      2.3.4 High power operation ......................................... 47
      2.3.5 Recharging and round-trip efficiency ......................... 47
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.4 Discussion</td>
<td>50</td>
</tr>
<tr>
<td>3 Boundary Layer Analysis of Membrane-less Electrochemical Cells</td>
<td>53</td>
</tr>
<tr>
<td>3.1 Introduction</td>
<td>53</td>
</tr>
<tr>
<td>3.2 Mathematical Model</td>
<td>55</td>
</tr>
<tr>
<td>3.2.1 Example: Hydrogen bromine laminar flow battery</td>
<td>56</td>
</tr>
<tr>
<td>3.2.2 Governing equations in the electrolyte</td>
<td>58</td>
</tr>
<tr>
<td>3.2.3 Anode boundary conditions</td>
<td>60</td>
</tr>
<tr>
<td>3.2.4 Cathode boundary conditions</td>
<td>61</td>
</tr>
<tr>
<td>3.2.5 Inlet and outlet boundary conditions</td>
<td>62</td>
</tr>
<tr>
<td>3.3 Boundary Layer Analysis</td>
<td>63</td>
</tr>
<tr>
<td>3.3.1 Plug flow</td>
<td>63</td>
</tr>
<tr>
<td>3.3.2 Poiseuille Flow</td>
<td>65</td>
</tr>
<tr>
<td>3.3.3 Reactant crossover</td>
<td>66</td>
</tr>
<tr>
<td>3.3.4 Coulombic efficiency</td>
<td>68</td>
</tr>
<tr>
<td>3.3.5 Under-limiting current</td>
<td>69</td>
</tr>
<tr>
<td>3.4 Results and Discussion</td>
<td>71</td>
</tr>
<tr>
<td>3.5 Conclusion</td>
<td>75</td>
</tr>
<tr>
<td>4 Inertial Effects on the Generation of Co-laminar Flows</td>
<td>77</td>
</tr>
<tr>
<td>4.1 Introduction</td>
<td>77</td>
</tr>
<tr>
<td>4.2 Numerical Solution</td>
<td>78</td>
</tr>
<tr>
<td>4.3 Results and Discussion</td>
<td>79</td>
</tr>
<tr>
<td>4.3.1 Comparison with fully developed flow</td>
<td>79</td>
</tr>
<tr>
<td>4.3.2 Three-dimensional effects</td>
<td>87</td>
</tr>
<tr>
<td>4.3.3 Mitigation strategies</td>
<td>88</td>
</tr>
<tr>
<td>4.4 Conclusion</td>
<td>92</td>
</tr>
<tr>
<td>5 Guidelines for Stationary Energy Storage Technology Development</td>
<td>95</td>
</tr>
<tr>
<td>5.1 Introduction</td>
<td>95</td>
</tr>
<tr>
<td>5.2 Experimental</td>
<td>96</td>
</tr>
</tbody>
</table>
List of Figures

1-1 Exemplar schematic of a lithium-ion battery. During discharge, lithium
ions pass from the graphene anode into the electrolyte, and then in-
tercalate into a spinel cathode, forcing electrons through an external
load. Figure reproduced from [1]. 28
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trons are forced through an external load. During charging, electrical
energy is pumped back into the system to reverse the process and
replenish the reactants. Figure reproduced with permission by the
Electrochemical Society from Cho et al. [3]. 31

1-4 Reproduced schematic of the cell employed by Ferrigno et al. with
coplanar electrodes and a vanadium redox pair [4] (a). The revised cell
developed by Choban et al. employed vertical, electrodes to enhance
utilization along with formic acid and dissolved oxygen as its fuel and
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(b) reproduced with permission from Choban et al. [5]. Copyright 2004
Elsevier. 33
Reproduced schematic of the cell employed by Jayashree et al. compared to the earlier design employed by Choban et al. [5,6] (a and b). The new cell design incorporated a gas diffusion electrode (GDE) to allow gaseous oxygen to reach the cathode. The independent current-voltage behavior of the anode and cathode of the new cell incorporating the GDE was drastically improved compared to the original cell (c). Figures reprinted with permission from Jayashree et al. [6]. Copyright 2005 American Chemical Society.
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Schematic of reactant flow within the Hydrogen Bromine Laminar Flow Battery (HBLFB). During discharge, liquid bromine is reduced to hydrobromic acid along the lower solid graphite electrode, and hydrogen is oxidized at the upper porous electrode. Numerically predicted concentration of Br$_2$ for a Peclet number of 10,000 and initial concentrations of bromine and hydrobromic acid of 1 M is overlaid (a). Assembled cell prior to testing (b).

Discharge performance of the HBLFB. Predicted (dashed) and observed (dots) cell voltage and as a function of current density and Peclet number for the HBLFB during discharge using 1M Br$_2$ and 1M HBr. For low concentration reactants, mass transport is the dominant source of loss, and limiting current density $j_{lim}$ can be predicted analytically as a function of Peclet number Pe using the Lévéque approximation (inset) (a). Predicted (dashed) and observed (dots) cell voltage and power density as a function of current density and Br$_2$ concentration for Pe = 10,000 and 3 M HBr. The higher reactant concentrations require concentrated solution theory to accurately model, but allow for much higher current and power density (b).
2-3 Charging performance of the HBLFB. Observed cell voltage during charging as a function of HBr concentration at a Peclet number of 10,000 and a Br₂ concentration of 1 M. Increasing the HBr increases both the conductivity and the limiting current, resulting in superior performance.

2-4 Roundtrip efficiency of the HBLFB. Round-trip voltage efficiency of the HBLFB as a function of power density for a range of reactant concentrations at a Peclet number of 10,000.
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3-4 Numerical, (solid lines) analytical, (dashed lines) and experimental (symbols) current-voltage relations for the HBLFB at the conditions in Table 3.1 during (a) discharge as the Peclet number is varied from 5,000 to 15,000 and (b) charging as acid concentration is varied from 1 to 3 M. To ensure consistency with realistic operating conditions, no bromine was injected into the cell during charging.

4-1 Flow cell geometry in the two-dimensional (a) and three-dimensional (b) domain.

4-2 (a) Species concentration distribution and fluid stream lines for two-dimensional flow near the inlet as a function of channel height for a Reynolds number of 10. All other parameters are specified in table 4.1. For sufficiently thin channels, flow separation and recirculation can be observed. (b) Species concentration at the main channel outlet centerline as a function of channel height for fully developed Poiseuille flow, a two-dimensional inlet, and a three-dimensional inlet geometry with other parameters as specified in table 4.1. In the absence of flow recirculation, the two-dimensional model produces results similar to those predicted by ideal Poiseuille flow, but recirculation significantly enhances mixing. The three-dimensional channel produces significantly more mixing, with significant mass reaching the far wall for channels as tall as 500 \( \mu \text{m} \).
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4-4 Dimensionless recirculation velocity in the \( x' \) direction in the inlet channel scaled by the characteristic secondary channel velocity \( U' \) for a main channel height of 100 \( \mu m \), a secondary channel height of 250 \( \mu m \), and a Reynolds number of 20. All other parameters are as described in table 4.1. Significant recirculation is observed, with a maximum negative dimensionless velocity in excess of -2. 

4-5 Maximum dimensionless recirculation velocity \( \bar{u}' \) as a function of inlet Reynolds number \( \text{Re}_{\text{inlet}} \) as defined in equation 4.4 for a range in secondary channel heights. The main channel height is kept fixed at 100 \( \mu m \), and the flow ratio is maintained at \( n = 10 \). 
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Current-voltage performance of the HBLFB with bromine concentration of 1.0 M, hydrobromic acid concentration 1.0 M, and a cell Reynolds number of 10. Further experimental details are available in Chapter 2. When the cell was run using a channel height of 800 μm (green circles), both discharging (solid points) and charging (open points) experimental data was in agreement with numerical modeling results (solid and dashed lines). When the experiment was repeated with a channel height of 560 μm (blue squares), the charging experimental and modeling results showed good agreement, but discharging experimental and modeling results do not.

Species concentration near the inlet of the two-dimensional channel with a height of 500 μm as a function of channel width with other system parameters as specified in Table 4.1. As the channel width decreases, wall effects inhibit recirculation, resulting in slightly reduced concentration at the outlet vertical centerline.
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Chapter 1

Introduction

1.1 Large-Scale Energy Storage

Today the electrical grid faces a number of critical challenges moving forward, including increased levels of distributed generation, larger market impact of renewable resources, and growing numbers of electric vehicles creating larger peak-trough demand behavior [9]. Low cost, reliable energy storage has the potential to address many of these issues, and represents one of the most critical technological challenges of the 21st century [10]. Efforts to provide low cost, reliable energy storage date back many decades. The most prevalent technologies to date have been pumped hydroelectric and compressed air energy storage [10]. These technologies very been very successful from a cost perspective, but are constrained to regions with the necessary geographic features: either rivers that can be dammed or underground caverns to store compressed air. These constraints limit where they can be installed on the electrical grid, reducing their applicability, and rendering them ineffective for many applications where location is critical, such as to relieve pressure on an overused transmission line [8, 11]. The demand for grid-scale storage is still in its infancy, but is forecast to grow from 3.2 GWh to 185 GWh over the next five years, representing a $113 billion market by 2017 [12].

At present, electrochemical energy storage technologies are simply too expensive to tap this vast market, so the need remains for a low-cost, scalable technology that
can address the needs of the electrical grid going into the future [8, 13]. Electrochemical energy storage technologies have made tremendous advances over the past several decades, including new chemistries and better designs. However, most of those improvements have been targeted towards improving the energy density of small to medium scale systems targeted towards applications ranging from mobile phones up to automobiles [14]. At the grid-scale, energy storage operates in a commodity market where system cost rather than energy density becomes the critical performance metric. Under these circumstances, a new framework for evaluating technologies is required.

1.2 Electrochemical Energy Storage

Electrochemical energy storage technologies operate on the principle of transferring ions between two active materials through an electrically insulating electrolyte, which drives electrons through an external circuit. Depending on the free energies of the two active materials, this process either releases or stores energy. For large-scale applications, the importance of system cost cannot be overstated, since these technologies must be competitive against low-cost fossil-fuel based technologies in order to be effective [9]. Exhaustive reviews of current storage technologies are available elsewhere [15], and are beyond the scope of this work, but a handful of technologies have emerged as leading candidates to provide large-scale energy storage for the grid. Lithium-ion batteries, hydrogen fuel cells, and vanadium redox flow batteries are three of the most well-known energy storage technologies today. Lithium-ion batteries in particular have achieved significant commercial success in the automotive market with their high energy density and proven record in the consumer electronics market. Unfortunately, the cost of the necessary active materials has been a challenge for large-scale implantation. Hydrogen oxygen regenerative fuel cells use water as their energy storage medium, so they enjoy extremely low active material costs. However, the high cost of the electrochemical stacks has delayed their development. Vanadium redox flow batteries represent something of a hybrid between these two
technologies, with lower active material costs than lithium ion batteries as well as decreased stack costs compared to fuel cells. These cost savings are significant, but questions remain as to whether they will be enough to be competitive for large-scale applications. Hydrogen bromine flow batteries have the potential for even further cost savings, thanks to very low-cost reactants and superior power density compared to vanadium redox flow batteries, but significant technical challenges have hindered their development to date. A summary of key performance metrics for these storage technologies is shown in Table 1.1.

1.2.1 Lithium Ion Batteries

The first lithium ion batteries were developed nearly forty years ago as a room temperature energy storage solution [21]. The strongly negative potential of the lithium redox pair coupled to appropriate electrolyte and electrode materials ensured that these type of batteries possess the potential for excellent energy density, with recent lab-scale efforts reporting values as high as 200 Wh kg⁻¹ [16, 22]. In these systems, lithium ions pass through an organic electrolyte and intercalate into the cathode during charging, or anode during discharging, as shown in Figure 1-1. Key technological advancements such as graphite intercalation anodes [23], spinel cathodes [24], and numerous other contributions [25] have contributed to dramatic improvements in lithium-ion battery energy density and performance.
More recently, efforts have been made to enhance rate capability [26] and reduce cost by employing flow battery-like architectures [27–29]. However, the high cost and relative scarcity of lithium result in cost estimates for large-scale energy storage of roughly $500 \text{kWh}^{-1}$, significantly higher than alternatives [8]. Furthermore, it is impossible to decouple the power and energy capacities of these batteries at a system level because energy storage is achieved by intercalating lithium ions into the electrodes themselves. This is a major issue for large-scale applications that often require 4 – 8 hours of energy storage. To store such large quantities of energy, a system employing lithium-ion batteries would have to be built with significantly more power generating capability than necessary, raising costs.

![Exemplar schematic of a lithium-ion battery. During discharge, lithium ions pass from the graphene anode into the electrolyte, and then intercalate into a spinel cathode, forcing electrons through an external load. Figure reproduced from [1].](image)

1.2.2 Hydrogen Oxygen Regenerative Fuel Cells

Hydrogen oxygen regenerative fuel cells were originally developed for the United States space program in the late sixties to address the need for long-duration en-
ergy storage during missions [30]. These systems employ hydrogen and oxygen as a redox couple, and can store these reactants in large external tanks so that the system’s ability to store energy could be varied independently of its ability to generate or absorb power. Unlike lithium ion batteries, these systems employ porous electrodes through which fluid reactants, in this case hydrogen and oxygen, flow through the half cells and convert to water during discharge. To recharge the cell, water flows back through the system where it is electrolyzed back into hydrogen and oxygen. Because these systems store energy in pure gas and liquid phases, they can achieve extremely high theoretical energy densities, in excess of 400 Wh kg\(^{-1}\) [31]. Furthermore, the energy-specific cost of storage in these systems is only $15 kWh^{-1}$, thanks to their ability to store reactants in external tanks [8,32].

Unfortunately, the electrochemical cells used to generate power and recharge the system are prohibitively expensive, with a power-specific cost of roughly $1500 kW^{-1}$ [8]. Hydrogen oxygen regenerative fuel cell systems also suffer from low round trip energy efficiencies due to the poor reaction kinetics of the oxygen reduction and evolution reactions. Round trip efficiencies for these systems remain well below 50% despite significant efforts to identify effective bifunctional catalysts [33-36]. Such high losses contribute significantly to the operating cost of these systems, minimizing their feasibility for grid-scale applications [35].

1.2.3 Vanadium Redox Flow Batteries

Vanadium redox flow batteries are a relatively new technology compared to lithium-ion batteries and regenerative fuel cells. These systems build on the regenerative fuel cell by replacing the hydrogen-oxygen redox pair with aqueous vanadium and vanadium oxide solutions that can be charged and discharged by flowing through an electrochemical stack, as shown in Figure 1-2 [37]. The reaction kinetics of these systems are far superior to those of the oxygen electrode in a regenerative fuel cell, resulting in energy efficiencies as high as 90%. Like fuel cells, the ability to independently specify power and energy rating at the system level give these systems a significant advantage over lithium ion and other solid-state battery technologies [38]. Power-related costs
have declined significantly due to a number of system improvements, including revisions to the electrolyte chemistry [39,40], separator technology [41,42], and increased power density [18,43].

Figure 1-2: Schematic of a vanadium redox flow battery. The anolyte and catholyte are flowed past their respective electrodes to produce electrical energy. Figure reproduced with permission by the Electrochemical Society from Skyllas-Kazacos et al. [2].

The low solubility of vanadium in its carrier electrolyte results in energy densities around 25 Wh kg\(^{-1}\), significantly lower than either regenerative fuel cells or lithium-ion batteries [2]. This is only a minor drawback for stationary energy applications, where cost is paramount and space is not a premium. The more pressing challenge for vanadium system is the cost of reactants, with energy-related costs estimated to be roughly $250 kWh\(^{-1}\) [2]. Additionally, the long term costs associated with producing large quantities of vanadium are expected to increase by a factor of ten if demand exceeds the capacity of current production methods. Currently, vanadium is produced as a byproduct from coal and oil mining and refining processes, but [44].
1.2.4 Hydrogen Bromine Redox Flow Batteries

Hydrogen bromine flow batteries were proposed in 1980 as a means to improve on the performance of hydrogen oxygen regenerative fuel cells by replacing gaseous oxygen with liquid bromine on the cathode of the cell as shown in Figure 1-3 [45,46]. These systems have several advantages over the other energy storage technologies discussed here. Unlike oxygen, bromine is known to possess very rapid reaction kinetics for both reduction and evolution, facilitating highly efficient roundtrip energy storage [47–49]. Unlike vanadium, bromine is abundant and easily harvested at low cost. Energy-related storage costs are almost completely dominated by tank costs, with reactant costs of roughly $4 kWh$[\textsuperscript{-1}] [50]. Lastly, early efforts demonstrated the long lifetime potential of hydrogen bromine systems, with 10,000 hours of continuous operation reported from an early prototype [51].

Figure 1-3: Cell schematic for a hydrogen bromine redox flow battery. During discharge, hydrogen is oxidized at the anode to produce protons and bromine is reduced at the cathode to generate hydrobromic acid. Electrons are forced through an external load. During charging, electrical energy is pumped back into the system to reverse the process and replenish the reactants. Figure reproduced with permission by the Electrochemical Society from Cho et al. [3].

The high solubility of bromine in aqueous solutions mitigates any mass transport
limitations associated with the cathode, and the rapid reaction kinetics at both the anode and cathode virtually eliminate activation losses [52]. However, the transport properties of the proton exchange membranes used to separate the half-cell reactions are highly influenced by the local water content. The hydrobromic acid produced at the cathode can dehydrate the membrane, increasing its resistance [53,54]. Theoretical and experimental characterization of these systems has confirmed that membrane conductivity remains a critical factor limiting cell performance [55,56]. Advancements such as nanoporous composite membranes [19] and porous flow-through electrodes [3] have resulted in enhanced power density, but membrane cost and durability remain major concerns. Currently, membranes represent the single most expensive component in commercial fuel cell designs [57,58].

1.3 Membrane-less Electrochemical Systems

The concept of using colaminar streams of liquid flowing at low Reynolds numbers was first developed fifteen years ago with the original goal of fabricating microstructures in situ [59]. This concept was soon applied to electrochemical cells, with the original concept demonstrating a membrane-less vanadium redox fuel cell fabricated using poly(dimethylsiloxane) (PDMS) and microelectrodes patterned onto glass microscope slides [4]. This early work was revolutionary, demonstrating that the solid electrolyte membranes used in traditional electrochemical cells could be replaced with a flowing liquid electrolyte while maintaining reactant separation. Preliminary reported measurements demonstrated an open circuit potential approximately 90% that of a traditional membrane-based cell.

The benefits of eliminating solid electrolyte membranes from electrochemical systems are significant: membranes account for between 22% and 40% of the cost of a commercial electrochemical stack, and pinhole membrane failures are a major lifetime limitation [38,57,58]. Early membrane-less systems had several significant drawbacks, however. Most importantly, at low flow rates, the coplanar electrode configuration resulted in poor reactant utilization and limiting current densities below 10 mA cm⁻².
The schematic shown in Figure 1-4a illustrates the cell geometry. Increasing the flow rate led to slight improvements, but the cell was still limited to roughly 80 mA cm\(^{-2}\). These cells could not be recharged, and so were not practical from an energy storage perspective.

![Schematic of cell geometry](image)

**Figure 1-4**: Reproduced schematic of the cell employed by Ferrigno et al. with coplanar electrodes and a vanadium redox pair [4] (a). The revised cell developed by Choban et al. employed vertical, electrodes to enhance utilization along with formic acid and dissolved oxygen as its fuel and oxidant, respectively [5] (b). Part (a) reprinted with permission from Ferrigno et al. [4]. Copyright 2002 American Chemical Society. Part (b) reproduced with permission from Choban et al. [5]. Copyright 2004 Elsevier.

Subsequent efforts attempted to remedy these deficiencies by revising the cell geometry to employ parallel electrodes to enhance reactant utilization, as well as by replacing the vanadium redox pair with formic acid and dissolved oxygen [5]. The revised cell is shown in Figure 1-4b. However, the low solubility of oxygen in aqueous solutions resulted in limiting current densities one hundred times lower than the 80 mA cm\(^{-2}\) observed by Ferrigno et al. [4]. Replacing the dissolved oxygen with potassium permanganate improved the performance by a factor of ten, indicating that the cathode was drastically limiting the cell performance [5].

Significant efforts were put into understanding these systems through both modeling and experimentation [36,60–68]. There were a number of minor revisions to this design involving fabrication techniques and geometry [69], reactant chemistry [70,71], and an effort to enhance the oxygen solubility of the oxidant fluid using a fluorinated hydrocarbon emulsion [72]. However, very limited improvements were made from a
performance standpoint until the concept of an air-breathing laminar flow fuel cell was introduced [6]. In this new cell design, illustrated in Figure 1-5b, a porous cathode allowed oxygen to diffuse to the reaction sites in contact with a liquid electrolyte, thereby avoiding the low oxygen solubility limitations that had hampered previous efforts illustrated in Figure 1-5b. The new design allowed for limiting current densities in excess of 120 mA cm\(^{-2}\) using formic acid as the fuel and air as the oxidant, as shown in Figure 1-5c, and single pass reactant utilization as high as 33\%. These performance metrics were a substantial improvement, but were still significantly lower than those reported for traditional membrane-based systems, which reported current densities as high as 334 mA cm\(^{-2}\) [73]. Regardless, the chemical flexibility and reduced cost inherent in a membrane-less design were distinct advantages.

Figure 1-5: Reproduced schematic of the cell employed by Jayashree et al. compared to the earlier design employed by Choban et al. [5,6] (a and b). The new cell design incorporated a gas diffusion electrode (GDE) to allow gaseous oxygen to reach the cathode. The independent current-voltage behavior of the anode and cathode of the new cell incorporating the GDE was drastically improved compared to the original cell (c). Figures reprinted with permission from Jayashree et al. [6]. Copyright 2005 American Chemical Society.

Further iterations and modifications to air-breathing design allowed for multiple gaseous streams; a wide range of fuels and chemistries beyond formic acid were investigated, including methanol, hydrogen, hydrazine, percarbonate, and borohydride, as well as acid-base combinations [74–80]. These efforts demonstrated the value of this
architecture as a diagnostic tool, but the performance of the system was insufficient for it to be seriously considered as a power source [81-85].

A number of new designs and refinements have been proposed, including the incorporation of porous electrodes to enhance mass transfer capabilities [86-91], new flow configurations to enhance performance [92-96], chaotic mixing patterns and porous separators to produce local vortices to enhance mass transport [97-99], multi-cell stack designs [96, 100], and manufacturing and packaging improvements [101-106]. Improved modeling efforts for these new systems offer a more detailed understanding of the role of diffuse charge in flowing electrolytes [107-116]. Current densities as high as 600 mA cm\(^{-2}\) were reported for a microfluidic vanadium redox battery employing porous electrodes, resulting in a maximum power density of 300 mW cm\(^{-2}\) [91]. This level of performance constitutes a major improvement over early efforts, but was still inferior to traditional membrane-based systems [40].

1.4 Hydrogen Bromine Laminar Flow Battery

Despite the progress made in membrane-less electrochemical cells over the past decade, they have been unable to compete directly with equivalent membrane-based systems, in large part due to the excellent transport properties of the ion exchange membranes [117]. The low thickness, high conductivity, and low reactant permeability of these membranes has proven extremely effective in a number of applications, including hydrogen-air fuel cells, direct methanol fuel cells, and vanadium flow batteries. Unfortunately, hydrogen bromine redox flow batteries subject their membranes to extremely challenging environments, resulting in lower conductivity and increased reactant crossover. As a result, hydrogen-bromine technologies have struggled to progress at the same rate as its peers.

The hydrogen bromine laminar flow battery (HBLFB) developed in this thesis seeks to combine the cost savings, reliability, and flexibility associated with membrane-less electrochemical cells with the rapid reaction kinetics, low reactant cost, and excellent mass transfer capabilities of hydrogen bromine flow batteries. The design
builds on the porous cathode design advanced by Jayashree et al. [6] by replacing the porous cathode and solid anode with a solid cathode and a porous anode. In this configuration, aqueous bromine flows over the cathode, and is separated from the porous hydrogen anode by flowing hydrobromic acid as shown in Figure 1-6. During discharging, bromine is consumed along the cathode, forming a depletion layer. Simultaneously, a diffusion zone forms at the top of the bromine layer where bromine diffuses into the hydrobromic acid electrolyte stream. Gaseous hydrogen flows through the porous anode to generate protons that migrate to the cathode, completing the circuit as electrons are driven through an external load.

Figure 1-6: Schematic of a hydrogen-bromine laminar flow battery (HBLFB) [7].

1.5 Study Objectives and Organization

In this thesis, a new energy storage technology, the Hydrogen Bromine Laminar Flow Battery (HBLFB) is presented from a theoretical and experimental viewpoint. Critical advantages and design challenges are identified, and its potential role in grid-scale storage is investigated.

Chapter 2 examines experimental concerns involved in fabricating a demonstration-scale cell and supporting apparatus. Charging and discharging data are presented for
a range of operating conditions to determine the potential for the system to provide efficient, power-dense energy storage.

Chapter 3 looks at numerical and theoretical modeling efforts to describe the performance of the HBLFB in detail and provides greater insight into the advantages and limitations of the system. A numerical electrochemical model is developed using the finite element method to accurately describe the behavior the HBLFB under a wide range of operating conditions. A boundary layer analysis is used to derive a more general analytical model to describe the performance of the HBLFB. This analysis can also be adapted to describe the electrochemical performance of any membrane-less laminar flow electrochemical cell.

Chapter 4 addresses the inertial behavior of the flowing liquid within the HBLFB. Under certain conditions, inertial effects in both two- and three- dimensions can result in surprising flow patterns near the inlet region of the HBLFB that can enhance bromine mixing into the electrolyte, reducing cell performance.

Chapter 5 considers the greater context of large-scale energies storage. Historical data for energy pricing as well as output from hypothetical wind turbine or photovoltaic panel farms are employed to estimate the economic performance of a hybrid renewable-storage system sited in a number of sites across the United States, and these results are used to establish performance targets and cost tradeoffs for the development of energy storage technologies.

Finally, Chapter 6 presents the major conclusions and broader impact of the work, and discusses opportunities for future study.
Chapter 2

Experimental Investigation of the Hydrogen Bromine Laminar Flow Battery

2.1 Introduction

Low-cost energy storage remains a critical unmet need for a wide range of applications, include grid-scale frequency regulation, load following, contingency reserves, and peak shaving, as well as portable power systems [41,118–120]. For applications that require the storage of large quantities of energy economically and efficiently, flow batteries have received renewed attention [121, 122]. A wide variety of solutions have been proposed, including zinc-bromine and vanadium redox cells [41, 123]. This includes recent efforts to incorporate novel concepts such as organic electrolytes for greater voltage stability and semisolid reactants for higher reactant energy density [27,124] or chemistries to reduce reactant cost [37,39]. One such permutation is the hydrogen bromine flow battery [3,19,45,56,125]. The rapid and reversible reaction kinetics of both the bromine reduction reaction and the hydrogen oxidation reaction minimize activation losses [47,126], while the low cost ($1.39 kg⁻¹) and abundance (243,000 metric tons produced per year in the United States alone) of bromine distinguishes
it from many other battery chemistries [50]. However, theoretical investigations of such systems have revealed that the perfluorosulfonic acid membranes typically used suffer from low conductivity in the absence of sufficient hydration [127,128]. In the presence of hydrobromic acid, this membrane behavior is the dominant limitation on overall performance [52,56].

Laminar flow electrochemical cells have been proposed to address many of the challenges that face traditional membrane-based systems [4–6,69,77,87,129]. Laminar flow cells eliminate the need for an ion exchange membrane by relying on diffusion to separate reactants. Eliminating the membrane decreases cost, relaxes hydration requirements, and opens up the possibility for a much wider range of chemistries to be investigated. This flexibility has been exploited in the literature; examples include vanadium redox flow batteries [4,129], as well as methanol [6], formic acid [5], and hydrogen fuel cells [77]. However, none of these systems have achieved power densities as high as their membrane-based counterparts. This is largely because the proposed chemistries already work well with existing membrane technologies that have been refined and optimized over several decades. More recently, a laminar flow fuel cell based on borohydride and cerium ammonium nitrate employed a porous separator, chaotic mixing, and consumption of acid and base to achieve a power density of 0.25 W cm$^{-2}$ [98]. This appears to be the highest previously published power density for a membrane-less laminar flow fuel cell.

In this work, we present a membrane-less Hydrogen Bromine Laminar Flow Battery (HBLFB) with reversible reactions and a peak power density of 0.795 W cm$^{-2}$ at room temperature and atmospheric pressure. The cell uses a membrane-less design similar to previous work [6], but with several critical differences that allow it to triple the highest previously reported power density for a membrane-less electrochemical cell and also enable recharging. First, where many previous laminar flow electrochemical cell designs were limited to low current operation by the low oxygen concentration at the cathode, the HBLFB uses gaseous hydrogen fuel and aqueous bromine oxidant [4–6,69,77]. This allows for high concentrations of both reactants at their respective electrodes, greatly expanding the mass transfer capacity of the
Next, both reactions have fast, reversible kinetics, with no phase change at the liquid electrode, eliminating bubble formation as a design limitation. These two characteristics of the HBLFB enable high power density storage and discharge of energy at high efficiency, while avoiding the cost and reliability issues associated with membrane-based systems.

2.2 Methods

2.2.1 Cell fabrication

A proof of concept electrochemical cell was assembled using a graphite cathode and a commercial carbon cloth gas diffusion anode with 0.5 mg cm\(^{-2}\) of platinum (60% supported on carbon) obtained from the Fuel Cell Store (San Diego, CA). The cell was housed between graphite current collectors and polyvinylidene fluoride (PVDF) porting plates as shown in Figure 2-1b. All components were fabricated using traditional CNC machining or die cutting. No additional catalyst was applied to the cathode. The hydrogen flow rate through the porous anode was 25 sccm, and an oxidant stream of bromine mixed with aqueous hydrobromic acid passed through the channel in parallel with an electrolyte stream of aqueous hydrobromic acid. An 800 \(\mu\)m thick Viton gasket was used to separate the two electrodes and create the channel, which was 1.4 cm long from oxidant inlet to outlet with an active area of 25 mm\(^2\). A fixed ratio of ten to one was maintained between the electrolyte and oxidant flow rates, and the net flow rate was adjusted to study the performance of the cell as a function of the Peclet number, \(\text{Pe}\), defined by the average flow velocity \(U\), channel height \(h\), and bromine diffusion coefficient \(D\) such that \(\text{Pe} \equiv U h / D\).

2.2.2 Numerical model details

A scaled, dimensionless model was constructed in COMSOL Multiphysics, and results were calculated over a range of flow rates and reactant concentrations. A complete description of the model has been presented previously [7,130]. Bromine concentration
Figure 2-1: Schematic of reactant flow within the Hydrogen Bromine Laminar Flow Battery (HBLFB). During discharge, liquid bromine is reduced to hydrobromic acid along the lower solid graphite electrode, and hydrogen is oxidized at the upper porous electrode. Numerically predicted concentration of Br₂ for a Peclet number of 10,000 and initial concentrations of bromine and hydrobromic acid of 1 M is overlaid (a). Assembled cell prior to testing (b).
varied along the length of the channel, resulting in strong spatial variations in the current density, demonstrated in Figure 2-1a. Current-voltage data was obtained for a range of reactant concentrations and flow rates for comparison to experimental data by averaging the current density along the length of the cell, and calculating solutions over a range of specified cell voltages.

2.3 Results

2.3.1 Numerical model

A two-dimensional numerical model of the device was constructed to allow for a greater understanding of the underlying physics of the cell [7,130]. The model solves the Nernst-Planck equations with advection in the imposed flow for the concentrations and electrostatic potential, assuming a quasi-neutral bulk electrolyte. Fully developed Poiseuille flow was assumed in the channel, with reactions occurring at the top and bottom of the channel along thin electrodes. A schematic of the system is shown in Figure 2-1. Because the channel width far exceeds the height, edge effects can be ignored, validating the two-dimensional assumption. Equilibrium potentials along the cathode and anode were determined by the Nernst equation assuming dilute solution theory, and activation losses were estimated using the symmetric Butler-Volmer equation, consistent with existing kinetics data [47]. Electrolytic conductivity was assumed to depend on the local (spatially evolving) hydrobromic acid concentration, and was calculated using empirical data [131].

2.3.2 Discharge experiments

The cell was operated galvanostatically at room temperature and atmospheric pressure over a range of flow rates and reactant concentrations. The cell was observed to reach steady state in less than ten seconds, so each data point was collected after sixty seconds of steady state operation to eliminate transient artifacts. Polarization data was collected as a function of Peclet number for the HBLFB using 1 M HBr and 1 M
Br$_2$, and compared with numerical model results in Figure 2-2. The Peclet numbers of 5,000, 10,000, and 15,000 correspond to Reynolds numbers of 5.75, 11.5, and 17.25, oxidant flow rates of 0.22, 0.44, and 0.66 mL min$^{-1}$ cm$^{-2}$, and mean velocities of 6.3, 12, and 19 mm s$^{-1}$, respectively. The oxidant flow rates correspond to stoichiometric currents of 0.7, 1.4, and 2.1 A cm$^{-2}$ respectively. Hydrogen was flowed in excess at a rate of 25 sccm. The slightly enhanced maximum current density of the observed results compared to the predicted results may be attributed to the roughness of the electrode surface producing chaotic mixing that slightly enhances reactant transport. Below limiting current, the agreement between model and experiment is very good. At low current densities, the voltage differences between the different Peclet numbers are small, but in each case, the voltage drops rapidly as the cell approaches limiting current, corresponding to the predicted mass transfer limitations.

### 2.3.3 Analytical limiting current

These limitations can be estimated analytically for fast reactions by assuming a bromine concentration of zero at the cathode and applying the Lévéque approximation to the bromine depletion layer [132,133]. For a channel of length $L$ and height $h$, fully developed Poiseuille flow, and initial bromine concentration $c_0$, the resulting partial differential equation and boundary conditions can be expressed in terms of dimensionless bromine concentration $	ilde{c} = c/c_0$, position $	ilde{y} = y/h$ and $x/h$, channel aspect ratio $\beta = L/h$, and Peclet number $Pe = Uh/D$.

\[
\frac{6Pe}{\beta} \frac{\partial \tilde{c}}{\partial \tilde{x}} = \frac{\partial^2 \tilde{c}}{\partial \tilde{y}^2}
\]

\[
\tilde{c}(\tilde{x} = 0) = 1
\]

\[
\tilde{c}(\tilde{y} \to \infty) = 1
\]

\[
\tilde{c}(\tilde{y} = 0) = 0
\]
Figure 2-2: Discharge performance of the HBLFB. Predicted (dashed) and observed (dots) cell voltage and as a function of current density and Peclet number for the HBLFB during discharge using 1M Br$_2$ and 1M HBr. For low concentration reactants, mass transport is the dominant source of loss, and limiting current density $j_{lim}$ can be predicted analytically as a function of Peclet number Pe using the Léveque approximation (inset) (a). Predicted (dashed) and observed (dots) cell voltage and power density as a function of current density and Br$_2$ concentration for Pe = 10,000 and 3 M HBr. The higher reactant concentrations require concentrated solution theory to accurately model, but allow for much higher current and power density (b).
A similarity technique can be applied to convert this to an ordinary differential equation.

\[ \eta^2 \frac{\partial \tilde{c}}{\partial \eta} = \frac{\partial^2 \tilde{c}}{\partial \eta^2} \]  

\[ \tilde{c}(\eta = 0) = 0 \]  

\[ \tilde{c}(\eta \rightarrow \infty) = 1 \]  

\[ \eta = \frac{\tilde{y}}{\sqrt[3]{\beta \bar{x}/2Pe}} \]  

This equation can be solved exactly in terms of the incomplete Gamma function, \( \Gamma(s, a) \).

\[ \tilde{c}(\tilde{x}, \tilde{y}) = \Gamma\left(\frac{2Pe\tilde{y}^3}{3\beta \bar{x}}, \frac{1}{3}\right) \]  

Limiting current can be calculated using Faraday’s law to determine the distribution of current along the length of the electrode and integrating to obtain limiting current \( j_{\text{lim}} \) as a function of Peclet number \( Pe \), reactant concentration \( c_0 \) and diffusivity \( D \), channel height \( h \) and aspect ratio \( \beta \), Faraday’s constant \( F \), and the number of moles of electrons transferred per mole of reactant \( n \).

\[ j_{\text{lim}} = 1.47 \frac{c_0 n D F}{h} \frac{\sqrt[3]{Pe}}{\beta} \]  

This result has considerable bearing on how laminar flow systems should be designed and operated. The presence of aspect ratio in the denominator means that shortening the channel results in greater power density, as observed in experiment [116]. In addition, the weak \( 1/3 \) dependence on Peclet number means that increasing the flow rate beyond a certain point yields minimal benefits. There was excellent agreement between maximum observed current density, maximum numerically predicted current density, and the analytically predicted limiting current density as a function of Peclet number, as shown in Figure 2-2a.
2.3.4 High power operation

Higher bromine concentrations were also investigated by using a more concentrated electrolyte (3M HBr) to enhance bromine solubility and move beyond the mass transfer limitations of 1 M Br₂. The performance of this system was investigated at a Peclet number of 10,000 by varying the bromine concentration, and is shown in Figure 2-2b. Using 5M Br₂ and 3M HBr as the oxidant and electrolyte respectively, a peak power density of 0.795 W cm⁻² was observed when operated near limiting current density. This corresponds to power density per catalyst loading of 1.59 W mg⁻¹ platinum. The open circuit potential of the cell dropped more than might be predicted simply using the Nernst equation at the cathode. The drop in open circuit potential is consistent with data on the activity coefficient of concentrated hydrobromic acid available in the literature, as well as previous studies that employed concentrated hydrobromic acid [19,131]. To account for this effect, empirical data for the activity coefficient of hydrobromic acid as a function of local concentrate was incorporated into the boundary conditions. The activity coefficient was assumed to vary slowly enough within the electrolyte that gradients in activity coefficient were neglected in the governing equations. Taking into account the activity coefficient of hydrobromic acid, there is good agreement between the model and experiment. As in the low concentration data, the observed maximum current density is slightly higher than predicted. Otherwise the model captures the main features of the data, including the transition from transport limited behavior at low bromine concentrations, evidenced by a sharp drop in cell voltage, to ohmically limited behavior at high bromine concentrations. In this ohmically limited regime, mass transport limitations are less important, and the limiting current solution applied to the low concentration results does not apply.

2.3.5 Recharging and round-trip efficiency

Charging behavior was also investigated by flowing only HBr and applying a voltage to electrolyze HBr back into Br₂ and H₂. The voltage versus current density behavior of the cell was investigated during charging as a function of HBr concentration at a
Peclet number of 10,000, as shown in Figure 2-3. Experimental conditions were kept identical to those of the discharge experiments, with the exception that no bromine was externally delivered to the cell. Side reactions, in particular the formation of hypobromous acid and the evolution of oxygen become dominant before potentials get sufficiently high to observe limiting current. As a result, the numerical model cannot accurately describe the behavior at of the cell at potentials above 1.3 volts, and was not applied to the charging data. At lower voltages, both the electrolyte conductivity and the limiting current density were increased by increasing the HBr concentration, resulting in the increased performance shown in Figure 2-3. Roundtrip voltage efficiency was then calculated by dividing the discharge voltage by the charging voltage for a number of reactant concentrations. This data is plotted against power density in Figure 2-4. Voltage efficiencies slightly greater than 100% were observed for low power densities due to differences in the open circuit potential that are generated by the variation in bromine concentration between the charging and discharging experiments. This anomaly becomes unimportant at higher current densities, where the reactant concentration varies spatially much more strongly. Using high concentration reactants, roundtrip efficiency of 90% was observed when using high concentration reactants at 25% of peak power (200 mW cm$^{-2}$ during discharge). This appears to be the first publication of roundtrip charging and discharging of a membrane-less laminar flow battery, and compares very favorably to existing flow battery technologies. Vanadium redox batteries, for example, have demonstrated voltage efficiencies as high as 91%, but only at a discharge power density nearly an order of magnitude lower than the HBLFB [134].

Although closed-loop operation was not demonstrated in this study, some insight into coulombic efficiency can be gathered by considering the effect of reactant mixing within the channel. At 25% of peak power, the single-pass coulombic efficiency of the cell is only about 1%. If no attempt were made to separate the reactants at the outlet of the cell, the resulting energy efficiency of the cell would also be very low. However, if the channel outlet were split to conserve the volume of stored electrolyte and oxidant, only the Br$_2$ that had diffused into the electrolyte layer would be lost.
Figure 2-3: Charging performance of the HBLFB. Observed cell voltage during charging as a function of HBr concentration at a Peclet number of 10,000 and a Br$_2$ concentration of 1 M. Increasing the HBr increases both the conductivity and the limiting current, resulting in superior performance.

Figure 2-4: Roundtrip efficiency of the HBLFB. Round-trip voltage efficiency of the HBLFB as a function of power density for a range of reactant concentrations at a Peclet number of 10,000.
Assuming fully developed Poiseuille flow, this corresponds to a coulombic efficiency of 72\%, or a roundtrip energy efficiency of 66\%.

2.4 Discussion

Several opportunities for improvement on this design remain to be investigated. First, the porous hydrogen anode was selected because of its commercial availability, despite the fact that it was intended for use in a proton exchange membrane fuel cell. The catalyst composition and structure, wettability, and media porosity have not been optimized. Previous work has shown that these parameters can impact the power density of laminar flow cells by nearly an order of magnitude [83]. Recent work on thin hydrogen oxidation electrodes has demonstrated that excellent catalytic activity can be achieved with platinum loadings as low as 3 $\mu$g cm$^{-2}$, more than two order of magnitude lower than the electrodes used in this study [135]. Assuming equivalent performance, an HBLFB employing such a hydrogen electrode would have a specific power density of roughly 250 W mg$^{-1}$ platinum, virtually eliminating platinum as a cost-limiting component of the system. Second, the channel geometry used in these experiments was relatively long in order to achieve high oxidant utilization. Shortening the channel would decrease the average thickness of the depletion layer that develops along the cathode, enabling higher current densities [116]. That enhanced power density must be balanced against the additional inactive area created due to gasketing around the actual channels to minimize system cost. This effect is examined in more detail in Chapter 6. Third, reducing the distance between electrodes would greatly reduce ohmic losses, which are dominant when high concentration reactants are fed into the cell. Incorporating further refinements, such as micro patterned chaotic mixing patterns coupled with a non-specific convection barrier or non noble metal catalysts could also improve performance. [97,98,136].

The initial data presented here for the HBLFB suggests that high power density and high efficiency energy storage is achievable using a membrane-less electrochemical cell operating at room temperature and pressure. The HBLFB requires no
special procedures or facilities to fabricate, and uses kinetically favorable reactions between abundant, low cost reactants. Recent work has shown that a membrane-based hydrogen-bromine flow battery at room temperature can generate 850 mW cm$^{-2}$, or 7% more power than these experiments with the HBLFB at room temperature [3]. However, this was achieved using a stoichiometric oxidant flow rate over 8 times larger than that used in this work, as well as an acid-treated porous bromine electrode with substantially greater active area than the HBLFB’s bare graphite bromine electrode.

This work represents a major advance of the state of the art in flow batteries. To the best of the authors’ knowledge, the data presented here represent the highest power density ever observed in a laminar flow electrochemical cell by a factor of three, as well as some of the first recharging data for a membrane-less laminar flow electrochemical cell [91, 98]. Although previous work has identified the appropriate scaling laws [62, 137], the result presented here represents the first exact analytical solution for limiting current density applied to a laminar flow electrochemical cell, and serves as a guide for future designs. The HBLFB rivals the performance of the best membrane-based systems available today without the need for costly ion exchange membranes, high pressure reactants, or high temperature operation. This system has the potential to play a key role in addressing the rapidly growing need for low-cost, large-scale energy storage and high efficiency portable power systems.
Chapter 3

Boundary Layer Analysis of Membrane-less Electrochemical Cells

3.1 Introduction

Since they were first developed over ten years ago, membrane-less laminar-flow electrochemical cells have attracted considerable attention [4, 5, 87, 138, 139]. Compared to traditional electrochemical cells, these systems eliminate the need for a membrane by relying on laminar flow and the slow molecular diffusion of reactants to ensure separation of the two half-reactions. Significant cost reductions go along with removing the membrane, which has been estimated to account for between 22% and 40% of the overall stack cost, making it the single most expensive stack component [38, 57, 58]. In addition, the balance of plant is simplified by avoiding any membrane hydration requirements. Chemical limitations imposed by the membrane are also eliminated, allowing for the use of a wide range of electrolytes, fuels, oxidants, and catalysts [77, 82, 85, 98, 129, 140].

The inherent advantages of this technology for micro and small-scale mobile power applications were identified early in the development of these systems [4].
transfer limitations present in these devices have limited their overall power density and applicability. A number of new concepts have been incorporated to improve performance, including porous separators to minimize crossover [98,99], air-cathodes to enhance oxygen transport [6], patterned electrodes to enhance chaotic mixing [97,141], and flow-through porous electrodes to enhance fuel utilization [4,5,87,90,91,138,139], but the fundamental limitations of the technology largely remain. Previous efforts to model laminar flow systems have focused on either channel geometry and flow optimization [57,62,66,79], or more detailed examination of the impact of reactant crossover and diffuse charge [77,82,85,98,110,112,129,140]. However, these models have required computationally intensive numerical techniques, with solutions requiring as much as several hours of processor time to compute, and they provide limited analytical insights. The purpose of this work is to derive accurate scaling laws and theoretical guidelines that can be applied to the future design of membrane-less electrochemical cells. The ability of these systems to maintain reactant separation is of particular importance, and previous work has independently established scaling laws for mixing colaminar flow in microchannels [4,137,142–145]. We present numerical and approximate analytical solutions of a general mathematical model that couples these scaling laws to a Nernst-Planck description of ion transport. The theory is developed for laminar electrochemical cells with Poiseuille or plug flow between flat electrodes, but the model equations could be applied to any fluidic architecture with appropriate flow profiles.

The general theory is illustrated by successful application to the Hydrogen Bromine Laminar Flow Battery (HBLFB) [98,99,137,144]. Although the theory can be applied to a range of systems, the HBLFB makes for an appealing model system for two major reasons. Firstly, the reaction kinetics for both half-cell reactions in the HBLFB are sufficiently fast and reversible that activation overpotentials are minimal for both charging and discharging, emphasizing mass transport and ohmic losses in the system. Secondly, the HBLFB is the only membrane-less laminar flow electrochemical system for which there exists sufficient published polarization data to validate the theory for both charging and discharging [146]. HBLFB uses a membrane-less laminar flow
design with aqueous bromine serving as the oxidant and gaseous hydrogen as the fuel. The system is reversible, producing hydrobromic acid in discharge mode and recovering bromine and hydrogen in charging mode, with high round-trip efficiency. Although this system differs from many existing membrane-less electrochemical cells in that it uses a liquid oxidant and gaseous fuel, the rapid reaction kinetics at both electrodes minimize activation losses and make for an appealing model system. These characteristics have also been shown to allow the HBLFB to achieve power densities as high as 795 mW cm$^{-2}$, with a round-trip voltage efficiency of 90% at 25% of peak power in its first iteration [6,146]. The full model in two dimensions can be solved numerically using finite elements to predict the performance of the HBLFB, as well as to better understand the sources of loss and how they can be mitigated. The focus of this work, however, is to derive simple, but accurate, approximate solutions by boundary-layer analysis, which can be used to quickly establish the relative importance of the various sources of loss and interpret experimental data. Analogous efforts have been made to describe the performance of membrane-based fuel cells [147,148]. Although there has been some work analyzing the current-voltage behavior of laminar flow electrochemical cells, this appears to be the first study to provide closed-form analytical solutions [97,115,141]. By accurately predicting the behavior of the HBLFB with minimal computational expense, the analytical model can serve as a guide for future design of laminar flow electrochemical cells.

3.2 Mathematical Model

The laminar flow electrochemical cell consists of two flat electrodes with flowing electrolyte separating them. The flow within the channel is assumed to be fully developed and laminar. The length of the channel $L$ is assumed to be much greater than the spacing $h$ between the electrodes or the channel width $w$, so that edge effects can be neglected. Two canonical cases of unidirectional flow are considered. In the first case, $h \ll w$, so the flow is roughly uniform in the $z$ direction, and adopts a parabolic velocity profile between the electrodes as shown in Figure 3-1a.
In the second case \( w \ll h \), and the velocity profile can be depth-averaged in the \( z \) direction to arrive at a uniform velocity profile between the electrodes as shown in Figure 3-1b. This Hele-Shaw type flow can generally be described as a potential flow. There is a third case, in which a channel of arbitrary shape contains a porous medium, and the flow obeys Darcys Law. The flow can be treated in the same manner as the potential flow case, as shown in Figure 3-1c. Ion transport is governed by the Nernst-Planck equations, which predict concentration polarization, leading to variations in bulk conductivity \([143]\). The electrostatic potential is determined by bulk electroneutrality across the entire channel, since the typical channel dimensions (\( \sim 100 \mu m - 1 \text{ cm} \)) are much larger than the Debye screening length (\( \sim 1 \text{ nm} \)) for aqueous electrolytes with concentrations of 0.1 M or greater, as is the case with the HBLFB \([143]\). For such thin Debye lengths, Frumkin effects of double-layer charge on reaction kinetics can also be neglected \([149,150]\). For common reactants, electrolytes, and concentrations in the range of 1 - 3 M, activity coefficients are near unity, so dilute solution theory can be applied with no loss in accuracy \([131]\). It would be straightforward to account for the impact of non-unity activity coefficient or additional charged species on transport \([143]\) and reaction kinetics \([151]\) in numerical simulations, but analytical progress would be more difficult.

### 3.2.1 Example: Hydrogen bromine laminar flow battery

For the HBLFB during discharge, the two half-cell reactions are the oxidation of hydrogen at the anode, and the reduction of bromine at the cathode.

\[
\begin{align*}
\text{Anode: } & H_2 \rightarrow 2H^+ + 2e^- \\
\text{Cathode: } & 2e^- + Br_2 \rightarrow 2Br^- 
\end{align*}
\]

For the purpose of this work, the electrodes are assumed to be thin so the reactions can be treated as heterogeneous. A microporous anode is assumed to provide sufficient hydrophobicity such that it creates a thin interface between liquid electrolyte in the open channel and gaseous hydrogen in the electrode. Therefore, no
Figure 3-1: Domain for the membrane-less electrochemical cell model. For wide, short channels (a), a parabolic flow profile can be assumed. For tall, narrow channels (b), a depth-averaged plug flow profile can be assumed. If the channel contains a porous medium (c), the flow profile will be similar to (b).
gas intrudes into the channel, and no liquid intrudes into the electrode. The entire cell is assumed to be isothermal and isobaric at standard temperature and pressure. The electrolyte is assumed to be quasineutral at high salt concentration, and reaction kinetics are typically fast compared to bulk diffusion [114]. Reaction rate constants are estimated based on values quoted in the literature, although because activation losses are minimal in this system, the model is not sensitive to these values [47]. The relevant parameters and their nominal values are listed in Table 3.1.

### Table 3.1: Model parameters and variables for the Hydrogen Bromine Laminar Flow Battery.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal gas constant</td>
<td>$R$</td>
<td>8.314 J mol$^{-1}$ K</td>
</tr>
<tr>
<td>Temperature</td>
<td>$T$</td>
<td>298 K</td>
</tr>
<tr>
<td>Faraday's constant</td>
<td>$F$</td>
<td>96485 C mol$^{-1}$</td>
</tr>
<tr>
<td>Channel height</td>
<td>$h$</td>
<td>800 μm</td>
</tr>
<tr>
<td>Channel length</td>
<td>$L$</td>
<td>1.30 cm</td>
</tr>
<tr>
<td>Mean flow velocity</td>
<td>$U$</td>
<td>1.44 cm/s</td>
</tr>
<tr>
<td>$\text{Br}_2$ diffusion coefficient</td>
<td>$D_{\text{Br}_2}$</td>
<td>$1.15 \times 10^{-5}$ cm$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$\text{Br}^-$ diffusion coefficient</td>
<td>$D_{\text{Br}^-}$</td>
<td>$2.08 \times 10^{-5}$ cm$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$\text{H}^+$ diffusion coefficient</td>
<td>$D_{\text{H}^+}$</td>
<td>$9.31 \times 10^{-5}$ cm$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$\text{Br}_2$ exchange current density</td>
<td>$K_{\text{c}}$</td>
<td>0.5 A cm$^2$</td>
</tr>
<tr>
<td>HBr exchange current density</td>
<td>$K_{\text{a}}$</td>
<td>0.5 A cm$^{-2}$</td>
</tr>
<tr>
<td>$\text{Br}_2$ inlet concentration</td>
<td>$c_{\text{Br}_2}$</td>
<td>1.0 M</td>
</tr>
<tr>
<td>HBr inlet concentration</td>
<td>$c_{\text{HBr}}$</td>
<td>1.0 M</td>
</tr>
<tr>
<td>Cell potential</td>
<td>$\varphi_{\text{cell}}$</td>
<td>0.900 V</td>
</tr>
<tr>
<td>Aspect ratio</td>
<td>$\beta$</td>
<td>16.25</td>
</tr>
<tr>
<td>Peclet Number</td>
<td>Pe</td>
<td>$10^4$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Dimensionless Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current density</td>
<td>$j$</td>
<td>$nD_jF c_i^0/h$</td>
</tr>
<tr>
<td>Position</td>
<td>$(x,y)$</td>
<td>$(L,h)$</td>
</tr>
<tr>
<td>Concentration</td>
<td>$c_i$</td>
<td>$c_i^0$</td>
</tr>
<tr>
<td>Ionic potential</td>
<td>$\varphi$</td>
<td>$RT/F$</td>
</tr>
</tbody>
</table>

3.2.2 **Governing equations in the electrolyte**

The species present in the channel are the reactant bromine and the product hydrobromic acid. The geometry of the channel is shown schematically in Figure 3-1a, so
fluid flow is assumed to be fully developed Poiseuille flow in a channel, and is treated as a model input.

\[ \bar{u} = 6U \left( \frac{y}{h} - \frac{y^2}{h^2} \right) \hat{i} \]  

Reactions occur only at the boundaries, so species and current conservation is maintained within the channel. Species flux \( \vec{N}_i \) and ionic current \( \vec{J} \) can be expressed by applying dilute solution theory and using the Nernst Planck equations in terms of the parameters listed in Table 3.1, species concentrations \( c_i \), and dimensionless ionic potential \( \bar{\phi} \), scaled to the thermal voltage \( RT/F \).

\[ \begin{align*}
\vec{N}_{H^+} &= -D_{H^+}(\nabla c_{H^+} + c_{H^+}\nabla \bar{\phi}) + \bar{u}c_{H^+} \\
\vec{N}_{Br^-} &= -D_{Br^-}(\nabla c_{Br^-} - c_{Br^-}\nabla \bar{\phi}) + \bar{u}c_{Br^-} \\
\vec{N}_{Br_2} &= -D_{Br_2}\nabla c_{Br_2} + \bar{u}c_{Br_2} \\
\vec{J} &= F(\vec{N}_{H^+} - \vec{N}_{Br^-})
\end{align*} \]  

Because electroneutrality and a binary electrolyte are assumed, the concentration of protons and bromide ions are equal, and the governing equations can be simplified by defining an ambipolar diffusion coefficient \( D_{HBr} = 2D_{H^+}D_{Br^-}/(D_{H^+} + D_{Br^-}) \) [133].

\[ \begin{align*}
\vec{N}_{HBr} &= -D_{HBr}\nabla c_{HBr} + \bar{u}c_{HBr} \\
\vec{N}_{Br_2} &= -D_{Br_2}\nabla c_{Br_2} + \bar{u}c_{Br_2} \\
\vec{J} &= F(D_{H^+} - D_{Br^-})\nabla c_{HBr} + F(D_{H^+} + D_{Br_2})c_{HBr}\nabla \bar{\phi}
\end{align*} \]
3.2.3 Anode boundary conditions

The anode is assumed to be exposed to isobaric hydrogen at standard temperature and pressure, so the anode itself is not explicitly included in the model. However, the potential drop across the interface between the grounded anode and the electrolyte determines the ionic potential \( \varphi \) at the boundary \( y = h \). The potential drop is a function of the equilibrium half-cell potential \( \varphi_a^{eq} \), modeled by the Nernst equation, and activation overpotential \( \eta_a \), modeled by the symmetric Butler-Volmer equation. Hydrogen oxidation/evolution is accomplished with 0.5 mg cm\(^{-2}\) loading of platinum at the anode to ensure rapid reaction kinetics, and to be consistent with existing best practices \cite{3, 19, 45, 56}. These quantities are coupled to both the local acid concentration \( c_{\text{HBr}} \) and the local current density \( j = n \cdot \vec{J} \) normal to the boundary.

\[
\begin{align*}
\varphi(x, y = h) &= -\varphi_a^{eq}(c_{\text{HBr}}) + \eta_a(c_{\text{HBr}}, j) \\
\varphi_a^{eq} &= \varphi_a^0 + \frac{RT}{F} \ln(c_{\text{HBr}}) \\
\eta_a(c_{\text{HBr}}, j) &= \frac{RT}{F} \sinh^{-1} \left( \frac{j}{2K_a^0 c_{\text{HBr}}} \right)
\end{align*}
\]  

(3.5)

Because the hydrogen concentration is assumed to be constant, it does not appear in these three equations, which can be combined to form a coupled, nonlinear boundary condition for potential at \( y = h \), and simplified by noting that standard potential at the anode is zero volts referenced to the standard hydrogen electrode.

\[
j = 2K_a^0 c_{\text{HBr}} \sinh \left( \frac{F \varphi}{RT} + \ln c_{\text{HBr}} \right)
\]  

(3.6)

Faraday's Law determines species conservation by noting that at the anode, the active species is protons, while the bromide ions are static, and, assuming there is no crossover, bromine plays no role in the reaction.
\[ N_{\text{Br}2} = 0 \]
\[ N_{\text{Br}^{-}} = 0 \]
\[ N_{\text{H}+} = j/F \] (3.7)

These equations for bromide and proton flux can be combined using the ambipolar diffusion coefficient.

\[ N_{\text{HBr}} = -\frac{D_{\text{HBr}} j}{2D_{\text{H}+} F} \] (3.8)

### 3.2.4 Cathode boundary conditions

The cathode adds in the consumption of bromine, but is otherwise very similar to the anode. The potential boundary condition at \( y = 0 \) reflects the concentration dependent and spatially varying equilibrium potential of the bromine reduction reaction, \( \varphi_{\text{eq}} \), and the non-zero cathode potential, \( \varphi_{\text{cell}} \), which is a model input parameter.

\[ \varphi(x, y = 0) = \varphi_{\text{cell}} - \varphi_{\text{eq}}(c_{\text{Br}2}, c_{\text{HBr}}) - \eta_{c}(c_{\text{Br}2}, c_{\text{HBr}}, j) \] (3.9)

This expression can be rewritten as a coupled, nonlinear, mixed boundary condition by combining the impact of bromine activity with the equilibrium potential and activation overpotential. As discussed earlier, dilute solution theory is assumed with reference conditions of 1 molar bromine and 1 molar hydrobromic acid, such that species activity is equal to species concentration.

\[ j = -2K_{c}^{0} \sqrt{c_{\text{Br}2}c_{\text{HBr}}} \sinh \left( \frac{F}{RT} (\varphi + \varphi_{c}^{0} - \varphi_{\text{cell}}) + \frac{1}{2} \ln \left( \frac{c_{\text{Br}2}}{c_{\text{HBr}}^{2}} \right) \right) \] (3.10)
Faraday's Law again describes species conservation, and the species flux can be expressed as an effective ambipolar flux by observing that the active species at the cathode is the bromide ion, with no contribution from protons. An interesting aspect of this result is that although the ionic flux at the cathode and anode are identical for a given current, the apparent ambipolar flux at the cathode is larger due to the slower diffusion of bromide ions relative to protons.

\[
N_{\text{Br}_2} = \frac{j}{2F} \\
N_{\text{HBr}} = -\frac{D_{\text{HBr}} j}{2D_{\text{Br}} F}
\]  

(3.11)

The standard potential of aqueous bromine is known to be 1.087 V [131]. However, in the presence of bromide ions, bromine complexes into tribromide with an equilibrium coefficient of 17 L/mol [152]. At the concentrations probed in this study, tribromide replaces bromine as the dominant reactant species in the oxidant stream. Past efforts with numerical simulations have attempted to model how homogeneous reactions between bromine and tribromide affect the behavior of bromine reduction. However, these simulations are only tractable under very limited circumstances and are completely dependent on the uncharacterized relationship between the reaction rate constants governing tribromide formation and those governing bromine reduction [153]. For the purpose of this work, this question is addressed by using the standard potential and diffusion coefficient for tribromide ions in place of bromine [131,154].

### 3.2.5 Inlet and outlet boundary conditions

Electroneutrality dictates that zero flux boundary conditions are applied for the ionic potential at both the inlet and the outlet. At the outlet, zero diffusive flux boundary conditions are applied to both species. At the inlet, Dirichlet boundary conditions are imposed on both species. A constant initial acid concentration is applied to the entire inlet. The bromine is hydrodynamically focused to form a thin layer near the
cathode by fixing an electrolyte to oxidant flow ratio of 10:1. For Poiseuille flow in a channel, this corresponds to an oxidant layer thickness of $y^* = 0.186h$ at the inlet.

3.3 Boundary Layer Analysis

The full model can be solved numerically with finite-element discretization (using COMSOL Multiphysics software, Burlington, MA), and results are given below. The numerical solution is valuable in that it allows for a deconstruction of the source of loss, and provides a tool to predict and understand the performance of experimental systems. However, it is computationally expensive to perform these simulations, with complete polarization curves often taking many hours to compute on a 2.4 GHz quad-core Intel processor. It would be desirable to derive simple formulae to immediately predict the performance and behavior of any laminar flow system with no specialized computational hardware or software. This can be done by boundary-layer analysis for forced convection in the cases of plug flow and Poiseuille flow discussed earlier [149].

The simplest case to consider is a cell with fast reactions and highly conductive electrolyte operating at limiting current. In this case, reactant flows into the cell at $x = 0$ with a constant concentration and is quickly consumed at the electrode at $y = 0$, so the reactant concentration there is zero. Next, these assumptions are lifted, and the analytical approximation is extended to under-limiting current and finite electrolyte conductivity, while maintaining good accuracy over a wide range of system parameters.

3.3.1 Plug flow

This problem is a special case of advection-diffusion in potential flow past a slipping adsorbing boundary [155,156], which has been studied recently in the context of solidification from a flowing melt [157] and particle aggregation or electrodeposition from flowing solutions [158]. Here, potential flow can be justified if the flow channel is either filled with an uncharged porous medium or thin in the transverse ($z$) direction ($w \ll h, L$), like a single two-dimensional pore, or Hele-Shaw cell as shown in Fig-
ures 3-1b-c. In both cases, the flow is governed by Darcy's law and the fluid pressure acts as a velocity potential so long as capillary effects can be neglected, which is the case in systems like the HBLFB where there are no phase boundaries within the channel. Although the assumption of plug flow may seem restrictive, the same solution can be conformally mapped to any geometry of potential flow in two dimensions, such as curved, bent, corrugated or rough channels [156–158]. This mathematical transformation, based on the conformal invariance of the Nernst–Planck equations with advection in potential flow [155], preserves the scaling relationships derived below and underscores the generality of the boundary-layer theory. To clarify scalings and simplify the analysis, the governing equation for reactant transport is made dimensionless by defining the Peclet number as \( \text{Pe} = \frac{U h}{D_i} \), along with the dimensionless position \((\tilde{x}, \tilde{y}) = (x/L, y/h)\), concentration \(\tilde{c}_i = c_i / c_i^0\), and channel aspect ratio \(\beta = L/h\). In the relevant limit of large Peclet numbers, advection dominates diffusion in the axial direction after a very short entrance region, \(x > D_i/U\), or \(\tilde{x} > (\beta \text{Pe})^{-1}\). All dimensionless variables are delineated with a tilde. The advection-diffusion equation shown in Equation 3.4 then takes a very simple form,

\[
\frac{\text{Pe} \, \partial \tilde{c}_i}{\beta \, \partial \tilde{x}} = \frac{\partial \tilde{c}_i}{\partial \tilde{x}} = \frac{\partial^2 \tilde{c}_i}{\partial \tilde{y}^2},
\]

which is equivalent to the transient diffusion equation, where the distance traveled downstream in the plug flow is analogous to time for transverse diffusion between the electrodes. The appropriate dimensionless variable is the axial position, \(\hat{x} = \tilde{x} \beta / \text{Pe} = x / x_e\), scaled to the entrance length, \(x_e = U h^2 / D_i\), for forced convection [159]. The classical spreading solution of the diffusion equation yields a similarity solution for the reactant concentration [155–157],

\[
\tilde{c}_i(\tilde{x}, \tilde{y}) = \text{erf} \left( \sqrt{\frac{\text{Pe}}{4 \tilde{x} \beta}} \tilde{y} \right) = \text{erf} \left( \frac{\tilde{y}}{2 \sqrt{\hat{x}}} \right).
\]

The solution describes a 99% depletion boundary layer of dimensionless thickness, \(\tilde{\delta} = 3.64 \sqrt{\hat{x}}\), having a parabolic shape, \(\hat{x} \sim \tilde{y}^2\). Faraday’s law can then be used to
relate the reactant flux to the electrode to the local dimensionless current density
\[ \tilde{j} = \frac{h j}{n D_i F c_i^0} \]
in a pointwise manner along the length of the channel in terms of the number of moles of electrons transferred per mole of reactant \( n \).

\[ \tilde{j}_{\text{lim}}(\tilde{x}) = \sqrt{\frac{1}{\pi \tilde{x}}} \]  

(3.14)

### 3.3.2 Poiseuille Flow

Next we consider viscous flow in a free electrolyte channel between the electrodes. If the electrode spacing is much thinner than the channel width, then fully developed, unidirectional flow can be assumed with a parabolic Poiseuille flow profile. At sufficiently high Peclet numbers, the depletion layer of reactant near the electrode is thin relative to the electrode spacing, and the quadratic term in the flow profile can be neglected to simplify the advection diffusion equation. The equation can be simplified further by neglecting axial diffusion, as was done in the plug flow case.

\[ \frac{6 \text{Pe}_y y \partial \tilde{c}_i}{\beta} = 6 \tilde{y} \frac{\partial \tilde{c}_i}{\partial \tilde{x}} = \frac{\partial^2 \tilde{c}_i}{\partial \tilde{y}^2} \]  

(3.15)

This approximation for the advection-diffusion boundary layer in viscous shear flow at a no-slip surface was first proposed by Lévêque [159,160] who obtained an exact solution widely used in theories of heat and mass transfer by forced convection [159] and electrodialysis [133]. The solution can be written in terms of the incomplete gamma function, \( \Gamma(s,a) \).

\[ \tilde{c}_i = \Gamma \left( \frac{2y^3}{\tilde{x}}, \frac{1}{3} \right) \]

\[ \Gamma(s,a) = \int_0^s e^{-t s^{a-1}} dt \int_0^\infty e^{-t a^{-1}} dt \]  

(3.16)

The 99\% boundary layer thickness now scales as the cube-root of the axial position,
\[ \delta = 1.11 \sqrt{x}. \]  Faraday’s law can again be applied to this result to derive the local dimensionless limiting current distribution in terms of the complete Gamma function \( \Gamma(a) \) using the same process as in the case of plug flow. A highly conductive electrolyte and fast reactions are assumed, therefore cell voltage will not change significantly until limiting current is reached, so the power of the system will be proportional to the limiting current.

\[ \tilde{j}_{\text{lim}}(\tilde{x}) = \sqrt[3]{18} \frac{1}{\tilde{x} \Gamma(1/3)} \quad (3.17) \]

The inverse cube root behavior of the limiting current along the length of the electrode is a general consequence of the boundary layer scaling noted above [137, 144, 149] and also arises in the theory of electrodialysis [133]. The same analysis also generally relates the dimensionless flux in heat transfer (Nusselt number) or mass transfer (Sherwood number) to the Peclet number for forced convection in the entrance region of a pipe [159]. It stands in contrast to the inverse square root behavior of current density in the plug flow case, but in both cases, there is a maximum in current density near the inlet of the cell, followed by a gradual drop off along the length of the channel. Both of these results can also be integrated along the length of the channel to determine the average limiting current density, as shown in Table 3.2. Although exact conformal invariance does not hold for viscous flow, the same scaling relationships also apply to advection-diffusion viscous flows in more complicated geometries [159].

### 3.3.3 Reactant crossover

The absence of a physical barrier between the electrodes makes reactant crossover a primary concern in membrane-less systems. The growth of the mixing layer in a laminar channel as reactants diffuse away from their respective electrodes into the separating electrolyte has been well described before, and can be directly applied here [144]. In the case of plug flow, there is no local strain rate, so the mixing region
Table 3.2: Comparison of limiting current behavior for plug flow and Poiseuille flow profiles predicted by boundary-layer analysis expressed in terms of Peclet number Pe, aspect ratio $\beta$, dimensionless reactant layer thickness $\tilde{y}^*$, and dimensionless channel position $(\tilde{x}, \tilde{y})$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Plug Flow</th>
<th>Poiseuille Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow profile $\tilde{u}(\tilde{y})$</td>
<td>$\sqrt{1/(\pi \tilde{x})}$ $2\sqrt{\text{Pe}/(\pi \beta)}$</td>
<td>$6\text{Pe}(\tilde{y} - \tilde{y}^2)$ $\sqrt{18/\tilde{x} \Gamma(1/3)}$</td>
</tr>
<tr>
<td>Local current density $\tilde{j}_{\text{lim}}(\tilde{x})$</td>
<td>$3.64\sqrt{\tilde{x}}$</td>
<td>$3\sqrt{9\text{Pe}/(4\beta)/\Gamma(1/3)}$ $1.11\sqrt{\tilde{x}}$</td>
</tr>
<tr>
<td>Average current density $\tilde{j}_{\text{lim}}$</td>
<td>$2/(\tilde{y}^*)\sqrt{\beta/(\pi \text{Pe})}$</td>
<td>$(3\beta/(2\text{Pe}))^{2/3}/(\tilde{y}^* \Gamma(1/3))$</td>
</tr>
<tr>
<td>99% depletion layer thickness $\delta$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reactant utilization $\gamma$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Grows as $\delta_m = 3.64\sqrt{x}$ everywhere in the channel. This results in a maximum channel aspect ratio to ensure that the mixing region does not reach across the channel.

$$\beta_{\text{mixing}} \ll 0.755 \text{Pe} \quad (3.18)$$

Hydrogen crossover from anode to cathode can be treated similarly, albeit with a slightly different Peclet number to reflect the slightly faster diffusion of hydrogen in water compared to bromine. In reality, neither of these effects are major limitations on system design. In the example of the HBLFB, the channel would have to be almost a meter long before mixing became an issue.

The situation is more complicated for Poiseuille flow due to the variable strain rate across the channel. Near the center of the channel, the flow is nearly uniform, and the mixing region grows as $\delta_m \sim \sqrt{x}$, just like the plug flow case. However, as the mixing region nears the edges, the strain rate increases and the mixing region slows down to $\delta_m \sim \sqrt[3]{x}$. Numerical methods are required to solve for the intermediate regions between these two limits [137,144], but mixing region growth will be bounded by the plug flow case, and can again be ignored for most systems.
3.3.4 Coulombic efficiency

In a real system, coulombic efficiency is also a significant concern, since low coulombic efficiency hurts overall energy efficiency. Coulombic efficiency $\gamma$ is defined as the ratio of reactant consumed at the electrode to total reactant flux into the channel, and can be expressed in terms of the initial location of the reactant electrolyte interface, $\tilde{y}^*$. For the case of plug flow,

\[ \gamma = \frac{\beta \int_{\tilde{y}^*}^{\tilde{y}^*/Pe} \bar{J}_{\text{lim}}(\tilde{x})d\tilde{x}}{\int_{\tilde{y}^*}^{\tilde{y}^*/Pe} \bar{u}(\tilde{y})d\tilde{y}} = \frac{2}{\tilde{y}^*} \sqrt{\frac{\beta}{\pi Pe}}. \quad (3.19) \]

Comparing Equation 3.19 with the average current density in Table 2REF shows that there is a tradeoff between coulombic efficiency and limiting current density. Increasing the Peclet number or decreasing the aspect ratio will increase limiting current at the same rate that it decreases coulombic efficiency, such that their product is a constant.

\[ \gamma \cdot \bar{J}_{\text{lim}} = \frac{4}{\pi \tilde{y}^*}. \quad (3.20) \]

As long as cell voltage is not heavily influenced by ohmic losses, this results in a balancing act between power and utilization. This inherent compromise must be considered in the design of any membrane-less electrochemical cell. A similar analysis can be performed for Poiseuille flow, with the results for a thin reactant layer summarized in Table 3.2. As in the case of plug flow, an increase in current always results in a decrease in utilization.

Regardless of the flow profile, decreasing $\tilde{y}^*$ has the immediate effect of increasing utilization up to the point where the depletion boundary layer $\tilde{\delta}$ is thicker than the reactant layer $\tilde{y}^*$. This places an easily calculable upper limit on coulombic efficiency.
3.3.5 Under-limiting current

In any type of flow, the boundary-layer theory for limiting current can be extended to more completely describe an electrochemical flow cell by allowing for under-limiting current and finite electrolyte conductivity, which to our knowledge has not been done before. For the case of the HBLFB, activation losses are assumed to be small, an assumption justified by Figure 3-2, but the technique described here could easily be modified to account for activation losses. As long as the current density in the channel remains one-dimensional, the system can be described by a local current-voltage relation expressed in terms of dimensionless potential \( \tilde{\varphi} = F\varphi/RT \) and conductivity \( \tilde{\sigma} = RT\sigma/nD_iF^2c_i^0 \). For the reacting bromine in the HBLFB, \( n = 2 \).

\[
\tilde{\varphi}_{\text{cell}} = \tilde{\varphi}_c^0 = \frac{1}{2} \ln(\tilde{c}_{\text{Br}_2}(\tilde{x})) - \tilde{j}(\tilde{x})/\tilde{\sigma} \quad (3.21)
\]
If the conductivity becomes large, and the cell potential goes to a large negative value, Equation 3.21 returns the limiting current result from Equation 3.17 for Poiseuille flow. At finite cell potential and conductivity, the structure of the boundary layer is such that the local surface concentration changes slowly along the length of the channel relative to how it changes moving into the channel. At every point along the electrode, the local current density can be expressed in terms of the local cathode surface concentration and the limiting current density summarized in Table 3.2.

\[ j(x) = (1 - \bar{c}_{Br2}(x)) j_{lim}(x) \]  

(3.22)

Solving for \( \bar{c}_{Br2}(x) \) and substituting the result back into Equation 3.21 yields a current-voltage relation that can be implicitly solved for every point along the electrode.

\[ \Phi_{cell} = \Phi_{c}^0 + \frac{1}{2} \ln \left( 1 - \frac{j(x)}{j_{lim}(x)} \right) - \frac{j(x)}{\sigma} \]  

(3.23)

Equation 3.23 represents a general current-voltage relation for any laminar flow electrochemical cell with rapid ion removal at a surface. Since this relation is determined by ion transport to an adsorbing surface, the same fundamental result, using the appropriate ionic species in Equations 3.21 and 3.23, could also be applied to electro dialysis in Poiseuille flow [161], shock electrodialysis in plug flow [162] or any other membrane-based ion removal process in cross flow. The expression could be modified further to include anode concentration polarization or activation overpotential with no loss of generality. The impact of the flow profile on this expression is through the limiting current term, which can be specified to reflect the particular electrochemical cell being examined.
3.4 Results and Discussion

The HBLFB provides an example of a reversible membrane-less electrochemical cell with which to validate the theory presented in this work. In a recent article [146], it was shown that numerical solutions of the full two-dimensional model provide an excellent fit to experimental current-voltage data for different flow rates and bromine concentrations for both charging and discharging of the cell. Our focus here is on testing the accuracy of the simple analytical expressions derived above by boundary layer analysis and discussing general engineering principles for membrane-less laminar flow electrochemical cells.

Under the conditions specified in Table 3.1, the numerical solution can be used to predict the concentration of bromine and hydrobromic acid in the channel, as shown in Figure 3-3. Hydrobromic acid flows into the cell at a concentration of 1 M, and enrichment layers develop at both electrodes along the length of the channels. The enrichment is greater at the cathode than the anode due to the asymmetry in diffusion coefficients between the bromide ions generated at the cathode and the protons generated at the anode. A bromine depletion layer develops along the cathode where bromine is consumed, while a mixing region develops at the top of the bromine layer as bromine diffuses into the electrolyte. Eventually, these two regions begin to overlap, resulting in bulk depletion of the bromine. This is desirable from a reactant utilization perspective, since it means that a large fraction of the bromine is being consumed, but violates the analytical assumption that the bromine concentration is uniform far away from the cathode surface.

Another important result is that the current density drops rapidly along the length of the channel. Both the numerical and analytical models accurately predict this effect, as shown in Figure 3-3a. This behavior is in stark contrast to traditional membrane-based electrochemical systems where serpentine flow fields and other means are used to ensure that current density is approximately constant along the entire active area. This drop in current is due predominantly to the depletion of bromine at the cathode, as shown in Figure 3-3b. One implication of this behavior
Figure 3-3: Concentration distribution of (a) bromine and (b) hydrobromic acid inside the channel under the conditions specified by Table 3.1. Depletion and enrichment layers derived from the boundary layer analysis are superimposed as solid white lines. Estimated reactant mixing zones that assume a linear velocity profile near the electrode wall are superimposed as dashed white lines.

is that the diffusion of acid away from the electrodes eventually becomes faster than the generation of acid at the electrodes. The result is a maximum acid concentration near the channel inlet followed by a gradual reduction in acid concentration along the rest of the channel.

High electronic conductivity within the current collectors ensures that the anode and cathode potentials are constant along the length of the channel, but the large variations in reactant surface concentrations and current density mean that the source of losses varies strongly. Losses can be grouped into three categories: activation, concentration, and ohmic. Activation overpotential is the potential required to drive charge transfer at the electrodes, concentration polarization describes the variation in equilibrium potential from standard conditions due to the enrichment or depletion of reactants and products at the electrodes, and ohmic loss is simply the potential drop across the electrolyte.

These three sources of loss can be compared to each other along the length of the channel. These results are shown in Figure 3-3c, and confirm that activation over-
potential is negligible as a result of the rapid reaction kinetics of both the bromine reduction reaction and the hydrogen oxidant reaction. This justifies ignoring activation losses in the analytical model. As expected, the strong spatial variation in species concentration and current density leads to variation in the source of loss along the length of the electrode, with ohmic losses dominating in the inlet region of the channel and concentration polarization rapidly building up towards the end of the channel. There is excellent agreement between the analytical and numerical predictions for ohmic and concentration losses along the length of the channel, which illustrates the predictive power of a lightweight analytical model to describe a numerically complex system.

The local current distribution predicted by the analytical and numerical models can also be integrated to calculate the average current density as a function of cell voltage. Because the analytical model treats only the dominant sources of loss—concentration polarization and ohmic losses—only four parameters are required to determine the analytical dimensionless current-voltage relation: aspect ratio, conductivity, Peclet number, and standard potential. For the purpose of this study, flow rate and reactant concentration are treated as model inputs. Figure 3-4a plots the predicted and observed current-voltage relation for the HBLFB during discharge as the Peclet number is varied from 5,000 to 15,000. The analytical model, which ignores activation overpotential completely, overestimates cell voltage at low current densities, but limiting current density is well described over a range of Peclet numbers.

The HBLFB employs reversible reactions at both electrodes, so both the analytical and numerical models can be easily applied to the cell during charging as well as discharging. Both the hydrogen oxidation reaction and the bromine reduction reaction are known to be reversible, so both models can equally be applied to the case of charging. If an external current is applied to the cell, the electrodes switch function so that hydrogen is evolved at the cathode, and bromine at the anode. Figure 3-4b plots the analytical, numerical, and experimental current-voltage relations for the HBLFB during charging as the electrolyte concentration is varied. Again, the analytical theory slightly overpredicts performance at intermediate voltages compared
Figure 3-4: Numerical, (solid lines) analytical, (dashed lines) and experimental (symbols) current-voltage relations for the HBLFB at the conditions in Table 3.1 during (a) discharge as the Peclet number is varied from 5,000 to 15,000 and (b) charging as acid concentration is varied from 1 to 3 M. To ensure consistency with realistic operating conditions, no bromine was injected into the cell during charging.
to the numerical simulation. The disparity is likely due to the enrichment of bromine
along the anode resulting in an increase in cell voltage in the numerical simulation
that is not considered in the analytical theory. Experimental data displays slightly
higher limiting current than predicted, which is most likely due to the presence of
side reactions at high voltage. The formation of polybromides that occurs at high
concentrations could also contribute to this behavior, and is not considered in either
model [152].

This analysis can also be applied with no lack in generality to existing membrane-
less electrochemical systems. For example, Da Mota et al. have recently demonstrated
a membrane-less borohydride/cerium fuel cell that employs chaotic mixing to enhance
its limiting current density [98]. When the chaotic element was removed, the authors
observed limiting current densities of approximately 60 mA cm\(^{-2}\) and 140 mA cm\(^{-2}\)
for flow rates of 0.5 mL min\(^{-1}\) and 3.0 mL min\(^{-1}\), respectively. This result can
be accurately predicted by employing literature values for the diffusion coefficient of
borohydride in sodium hydroxide [163] and data about the channel geometry provided
by the authors [98]. The expression for limiting current density provided in Table 3.2
estimates limiting current densities of 71 mA cm\(^{-2}\) and 129 mA cm\(^{-2}\), respectively,
validating the authors claim that the system was limited by borohydride diffusion.

### 3.5 Conclusion

This work develops general theoretical principles for the design and operation of
membrane-less laminar flow electrochemical cells, and applies these techniques to the
HBLFB as an example. Simple analytical results for different flow types, obtained
by boundary layer analysis, provide a computationally inexpensive tool to rapidly
examine the performance of laminar flow electrochemical cells in general by reducing
the number of model parameters down to the minimum necessary to capture the
dominant features of the system. Both the numerical and analytical models can
be used to fit discharge and charging behavior and to identify the major sources
of loss along the length of the channel. Predicted boundary layer profiles are also
essential to guide the splitting of the anolyte and catholyte fluid streams leaving the electrode gap. Properly designed systems can reduce mixing and maximize reactant utilization or electrolyzed products, which is of particular importance for rechargeable electrochemical cells such as the HBLFB. These models can be used to aid future design of membrane-less laminar flow electrochemical cells.

Similar models, augmented for bulk reactions, could also be applied to viscous flowable electrodes, as in semi-solid Lithium ion flow batteries [27, 164], flow supercapacitors [165], flow capacitive deionization [166], and electrochemical sensing [167]. These unconventional cell architectures rely on membrane separators between the flowable electrodes, but in principle, any combination of the three major components of the cell could be designed for laminar cross flow. Understanding the effects of advection-diffusion boundary layer scaling on electrochemical behavior is critical for the efficient and safe operation of such systems.

On a fundamental level, the results of this work are in sharp contrast to the common practice of treating electrochemical cells as quasi one-dimensional, in which case the sources of loss within the system can easily be classified by fitting to polarization curves. When symmetry is broken by cross flow, the local current density and concentration determine the spatial distribution of losses, which strongly vary along the surface of the electrode. Under conditions examined in this work, no single source of loss is dominant along the entire channel. The precise distribution of losses will vary depending on operating conditions and specific cell design, but the general result that the source of loss is highly variable along the length of the electrode is applicable to a wide range membrane-less laminar flow systems. The fact that electrochemical properties vary along the flow channel separating the electrodes, perpendicular to the current, also suggests that standard area-averaged figures of merit do not properly characterize the performance of flow batteries (regardless of whether or not there is a membrane). These metrics, such as the energy or power density per electrode area, should be replaced by other measures, such as coefficients in boundary layer approximations, which better capture the true, nonlinear scaling behavior of these systems.
Chapter 4

Inertial Effects on the Generation of Co-laminar Flows

4.1 Introduction

Combining multiple species together with laminar flow was an early application of microfluidic technology, with applications ranging from flow cytometry [168] to micro reactors [59]. In these systems, moderate Reynolds numbers (Re < 3000) inhibit turbulent flow, ensuring that fluids mix only due to molecular diffusion. Under these conditions, fully-developed flow is often assumed, allowing boundary layer analyses to describe some aspects of mixing [115,116,130,137,146]. In practice, the Reynolds number in many of these devices is of order unity or greater. As long as the flow is fully-developed and unidirectional, this is irrelevant since the velocity and the velocity gradient are orthogonal, eliminating inertial effects. However, when the flow bends, or if two channels converge into one, these effects no longer disappear, and must be taken into account.

The role of inertia in microfluidics has been previously examined in the context of flow in curved channels [169–173]. Asymptotic expansions have been calculated for very specific cases, including flow in a curved rectangular channel [173], but most efforts have been numerical or experimental [174]. There has also been some investigation of geometrically induced inertial recirculation created by sharp corners that
induce flow separation [175, 176], but questions remain about the role of inertia in common inlet geometries where multiple streams converge [177]. In this work, we examine the role of inertia around the inlet of two channels coming together under a range of conditions, taking existing experimental inlet designs used in membraneless electrochemical cells as a template [6, 79, 94, 146, 178]. These systems rely on reactant separation to successfully generate power. Fully developed flow ensures reactant separation, but the extent to which this assumption breaks down near the inlet is not well understood, and has not been considered in past investigations of membraneless electrochemical systems [178].

In this work, the Navier-Stokes equations are solved numerically for two- and three-dimensional geometries describing the flow of a fluid introduced into a main channel via an angled inlet. The geometry of this system mimics that of a membraneless laminar flow battery presented experimentally elsewhere [146]. Two major sources of mixing are identified: recirculation at the inlet due to flow separation at the inlet junction, and fluid mixing perpendicular to the flow direction due to three-dimensional wall effects as the flow curves. We find that under certain conditions, these two effects drastically increase mixing beyond what would be predicted in a fully developed system. A number of mitigation strategies are presented and discussed, and a scaling analysis is performed to better understand the underlying physics. To our knowledge, the scaling analysis herein is the first attempt to predict the onset of separation and secondary flows in microchannels at moderate Re.

4.2 Numerical Solution

Two and three-dimensional domains were modeled, as shown in Figure 4-1. The fluid flow was modeled using the Navier-Stokes equation, and mass transport was overlaid onto the results of that solution using dilute solution theory in a Newtonian fluid. The complete set of governing equations solve for the velocity field $\vec{v}$, pressure $P$, and
concentration $c$ in terms of fluid density $\rho$, viscosity $\mu$, and diffusion coefficient $D$.

$$\rho \left( \frac{\partial \bar{v}}{\partial t} + \bar{v} \cdot \nabla \bar{v} \right) = \mu \nabla^2 \bar{v} - \nabla P$$

$$\frac{\partial c}{\partial t} + \bar{v} \cdot \nabla c = D \nabla^2 c$$

(4.1)

Steady state was assumed in all cases, so the time dependent partial derivative drops out of the equations. No slip and no flux were assumed along the walls of the channel. In the three-dimensional model, only half the width of the channel was modeled, with a symmetry boundary condition imposed at the centerline.

The system was numerically implemented in COMSOL Multiphysics (Burlington, MA). The flow remains laminar because the Reynolds numbers investigated were sufficiently low. Numerical parameters were chosen to match previous experimental data, and unless otherwise specified are listed in table 4.1. To be consistent with past experimental work, the flow ratio $n$ between the inlet to the main channel and the inlet to the secondary channel was maintained at 10:1, with a dimensionless concentration of one maintained at the beginning of the secondary channel. The flow rates were set to ensure that once the channels converged, the average flow velocity $U_{\text{main}}$ resulted in the specified Reynolds number, specified in terms of the fluid density $\rho$, fluid viscosity $\mu$, and channel height $h$.

$$Re = \frac{\rho U_{\text{main}} h}{\mu}$$

(4.2)

4.3 Results and Discussion

4.3.1 Comparison with fully developed flow

A useful way of looking at the results from the numerical model is to compare them with results from fully developed flow. In this case species transport is modeled by assuming unidirectional Poiseuille flow in the channel with perfectly divided reactant starting at $x = 0$ in the channel, as might be ideally assumed for the geometry.
Figure 4-1: Flow cell geometry in the two-dimensional (a) and three-dimensional (b) domain.

Table 4.1: Parameters employed in the numerical calculation unless otherwise specified.

<table>
<thead>
<tr>
<th>Parameter/units</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel width/mm</td>
<td>$w$</td>
<td>1.8</td>
</tr>
<tr>
<td>Channel length/cm</td>
<td>$l$</td>
<td>1.3</td>
</tr>
<tr>
<td>Channel height/µm</td>
<td>$h$</td>
<td>1000</td>
</tr>
<tr>
<td>Inlet height/µm</td>
<td>$h_{\text{inlet}}$</td>
<td>800</td>
</tr>
<tr>
<td>Fluid density/kg m$^{-3}$</td>
<td>$\rho$</td>
<td>$10^3$</td>
</tr>
<tr>
<td>Fluid viscosity/Pa s</td>
<td>$\mu$</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Diffusion coefficient/cm$^2$ s$^{-1}$</td>
<td>$D$</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>Reactant flow ratio</td>
<td>$n$</td>
<td>10</td>
</tr>
<tr>
<td>Reynolds number</td>
<td>Re</td>
<td>10</td>
</tr>
</tbody>
</table>
Figure 4-2: (a) Species concentration distribution and fluid stream lines for two-dimensional flow near the inlet as a function of channel height for a Reynolds number of 10. All other parameters are specified in table 4.1. For sufficiently thin channels, flow separation and recirculation can be observed. (b) Species concentration at the main channel outlet centerline as a function of channel height for fully developed Poiseuille flow, a two-dimensional inlet, and a three-dimensional inlet geometry with other parameters as specified in table 4.1. In the absence of flow recirculation, the two-dimensional model produces results similar to those predicted by ideal Poiseuille flow, but recirculation significantly enhances mixing. The three-dimensional channel produces significantly more mixing, with significant mass reaching the far wall for channels as tall as 500 μm.

shown in Figure 4-1. Under these idealized conditions, diffusion of reactant across the channel is sufficiently slow that almost none of it reaches the opposite side of the channel, as shown in Figure 4-2. This condition is necessary for a number of applications, and would indicate that if the fully developed flow assumption is valid, channel heights as small as 250 μm are feasible.

Two-dimensional numerical calculations were performed for a range of channel heights, from 1 mm down to 250 μm, as shown in Figure 4-2. For channel heights greater than 500 μm, the fluid from the secondary channel appears to flow smoothly
into the main channel, with minimal disturbance in the flow near the inlet, resulting
in strong species separation at the outlet of the channel consistent with the fully
developed case. As the channel height shrinks to 500 µm, however, significant flow
deformation is observed in the inlet. At 250 µm, flow recirculation is observed in
the secondary channel, resulting in dramatically increased mixing, and diminished
species separation at the outlet of the main channel. This recirculation behavior is a
function of the Reynolds number in the system indicating that it is inertial in nature,
as shown in Figure 4-3. This type of steady recirculation behavior is also commonly
observed in flow along curved surfaces when the Reynolds number is between 4 and
40 [179].

Greater understanding of the physics leading to recirculation can be gained by
considering the motion of fluid through the secondary channel towards the main
channel. As the fluid nears the intersection, it accelerates to match the velocity
of the fluid in the main channel. Based on the size of the recirculation region in
Figure 4-2a, it is reasonable to assume that the change in fluid velocity occurs over
a length roughly equal to \( h \), the height of the main channel as shown in Figure 4-1.
We postulate that when the inertial term in the governing equation for the secondary
channel flow is greater than the viscous term, the inertial behavior in the secondary
channel becomes sufficient to distort the fluid upwards away from the bottom of
the channel, which drives recirculation and causes mixing to occur. This parameter
amounts to an effective Reynolds number for the inlet region that is distinct from
the Reynolds number for fluid flow in the main channel defined in Equation 4.2. The
characteristic velocities \( U' \) in the secondary channel and \( U \) in the main channel can be
expressed in terms of the main channel Reynolds number and the parameters listed
in table 4.1.

\[
\begin{align*}
U &= \frac{n \mu \text{Re}}{1 + n \rho h} \\
U' &= \frac{1}{1 + n \rho h_{\text{inlet}}} \mu \text{Re}
\end{align*}
\] (4.3)
Figure 4-3: Species concentration near the inlet of the two-dimensional channel with a height of 250 \( \mu \text{m} \) as a function of Reynolds number. Under the conditions specified in Table 4.1, Reynolds numbers of 0.1, 1, and 10 correspond to effective inlet Reynolds numbers of 0.3, 3, and 30, respectively. As the Reynolds number increases, the velocity gradient near where the secondary channel meets the main channel is enhanced, resulting in flow deformation and recirculation.
Figure 4-4: Dimensionless recirculation velocity in the $x'$ direction in the inlet channel scaled by the characteristic secondary channel velocity $U'$ for a main channel height of 100 μm, a secondary channel height of 250 μm, and a Reynolds number of 20. All other parameters are as described in table 4.1. Significant recirculation is observed, with a maximum negative dimensionless velocity in excess of -2.

A simple scaling analysis of Equation 4.1 operating in the $x$ direction can be performed to derive the effective inlet Reynolds number $Re_{\text{inlet}}$ in terms of the parameters listed in table 4.1, including the secondary channel angle $\alpha$.

$$Re_{\text{inlet}} = \frac{\rho (U - U' \cos \alpha) h}{\mu}$$

$$= \left( \frac{n}{n+1} - \frac{h}{h_{\text{inlet}} n+1} \cos \alpha \right) Re \tag{4.4}$$

It is also constructive to examine the magnitude of the recirculating velocity by considering the greatest negative velocity in the stagnation region in the $-x'$ direction scaled to the characteristic velocity scale in the secondary channel, $U'$.

$$\bar{u}' = \left| \min \left( \frac{\bar{u}'}{U'} \right) \right| \tag{4.5}$$

This quantity provides a measure of the extent to which recirculation is significant within the channel, and is illustrated in Figure 4-4 for a demonstrative case.
Figure 4-5: Maximum dimensionless recirculation velocity $\tilde{u}'$ as a function of inlet Reynolds number $Re_{\text{inlet}}$ as defined in equation 4.4 for a range in secondary channel heights. The main channel height is kept fixed at 100 $\mu$m, and the flow ratio is maintained at $n = 10$.

The inlet Reynolds number $Re_{\text{inlet}}$ and the maximum dimensionless recirculation velocity $\tilde{u}'$ can then be tabulated over a wide range of conditions by varying the main channel Reynolds number and the secondary channel height. Figure 4-5 plots recirculation velocity as a function of inlet Reynolds number for a range of range of inlet heights and Reynolds numbers. This plot demonstrates that the value of $Re_{\text{inlet}}$ at which recirculation becomes important, such that $\tilde{u}' > 1$, is a strong function of the relative heights of the channels, defined as $s = h_{\text{inlet}}/h$.

This result can be collapsed further by considering the relationship between the recirculation velocity $\tilde{u}'$ and the relative heights of the secondary and main channels, $s = h_{\text{inlet}}/h$. As $s$ gets larger, the velocity in the primary channel becomes larger relative to that of the secondary channel. From equation 4.3, the relationship between the flow ratio, the channels' velocity scales, and the channels' heights can easily be expressed.
Figure 4-6: Maximum dimensionless recirculation velocity $\bar{u}'$ scaled by the ratio of secondary to main channel height $s^2$ as a function of inlet Reynolds number $Re_{inlet}$ as defined in equation 4.4 for all the data shown in Figure 4-5. The inset plots the same data on a log-log scale.

$$\frac{U}{U'} = ns$$  \hspace{1cm} (4.6)

The fluid velocity in the main channel is the dominant source of fluid motion, which drives the recirculation. Since the recirculation effect is a result of the inertia in the primary channel, we expect that the recirculation velocity scaled to the primary channel velocity will increase as the primary channel velocity increases. From equation 4.6, $U \sim s$, so we consider the maximum recirculation velocity scaled to $s^2$ as a good measure of recirculation. This expectation is validated by Figure 4-6, which illustrates that the results from all 266 numerical simulations shown in Figure 4-5 collapse onto a single line.
Figure 4-7: (a) Out of plane fluid flow velocity (surface) one quarter of the channel width away from the wall near the inlet of the three-dimensional channel with a height of 500 μm and a Reynolds number of 10. A schematic of the cut plane is shown as an inset. As the fluid in the main channel bends downwards towards the secondary channel, the fluid is deflected towards the center of the channel, represented by the blue region. Likewise, the upwards curvature of the fluid as it bends back into the main channel results fluid being driven towards the wall represented by the red region. (b) A similar effect can be observed for a simple rectangular channel with a square pocket added. The average fluid velocity and curvature are similar, so the out of plane behavior is also very similar.

4.3.2 Three-dimensional effects

Although flow separation and recirculation play a key role in mixing, they are not the only source of non-idealities in the channel. It is customary to neglect edge effects for wide rectangular channels far from the walls, but those walls can play a very significant role when the flow bends at low or moderate Reynolds number, as observed in the case of Dean flow in a pipe or a rectangular channel [169, 171, 174]. Even at low Reynolds number, the walls can induce significant secondary flows around sharp corners or bends with a non constant radius of curvature [174, 180, 181]. The recirculating eddies formed in such geometries have been shown to induce the formation of biofilm streamers when certain strains of bacteria are introduced [182]. Similar phenomena can be observed in contracting or expanding flows, which also have been shown to induce out of plane flow [180, 183].

In the case of the inlet geometry considered here, velocity gradients between the centerline of the channel and the wall drives flow out of plane, further enhancing
mixing as shown in Figure 4-7. Interestingly, the effective curvature of the fluid flow is not determined directly by the angle of the inlet, or the height of the channels, but by the deformation of the fluid flow as it curves upwards into the main channel. Figure 4-7b illustrates that the upwards curvature of the fluid, even in the absence of a secondary channel contributes most strongly to the out of plane flow velocities. The net effect of the additional secondary flows is to enhance mixing further, with significant mass reaching the far wall of the channel even for channels as tall as 500 \( \mu m \), as shown in Figure 4-2. This result is consistent with experimental data from the Hydrogen Bromine Laminar Flow Battery, which indicates significant performance degradation when the channel height drops below 600 \( \mu m \), as shown in Figure 4-8. This channel height corresponds to an effective inlet Reynolds number of \( \text{Re}_{\text{inlet}} = 14 \). As the channel height is decreased further, the effective inlet Reynolds number will increase, suggesting that this value represents an upper bound on the effective inlet Reynolds number to suppress recirculation.

### 4.3.3 Mitigation strategies

The combination of two and three-dimensional secondary flows conspire to establish a minimum channel height of roughly 750 \( \mu m \) for the geometry examined in this study. Making the channel thinner while maintaining species separation is important to a number of applications, so a number of potential strategies were pursued to enhance species separation. These strategies fell into four groups: varying the channel width to minimize wall effects, varying the secondary channel height to reduce the velocity gradient between the secondary and primary fluid flows, varying the secondary channel angle to maximize the unidirectional nature of the flow, and rounding off the edges near the convergence of the two channels to minimize flow separation.

As shown in Figure 4-9, making the channel narrower suppresses the out of plane flow that had previously enhanced mixing, resulting in improved species separation. Since more of the channel is close to the wall, however, wall effects become significant, resulting in out of plane concentration gradients along the top of the channel. This behavior could have a detrimental impact on certain types of systems, but could
Figure 4-8: Current-voltage performance of the HBLFB with bromine concentration of 1.0 M, hydrobromic acid concentration 1.0 M, and a cell Reynolds number of 10. Further experimental details are available in Chapter 2. When the cell was run using a channel height of 800 μm (green circles), both discharging (solid points) and charging (open points) experimental data was in agreement with numerical modeling results (solid and dashed lines). When the experiment was repeated with a channel height of 560 μm (blue squares), the charging experimental and modeling results showed good agreement, but discharging experimental and modeling results do not.
provide an incremental benefit depending on the application.

Figure 4-9: Species concentration near the inlet of the two-dimensional channel with a height of 500 μm as a function of channel width with other system parameters as specified in Table 4.1. As the channel width decreases, wall effects inhibit recirculation, resulting in slightly reduced concentration at the outlet vertical centerline.

Reducing the secondary channel height has the effect of increasing the fluid velocity to minimize the velocity gradient near the inlet. This strategy does suppress recirculation, but the increased velocity of the fluid results in sufficient momentum in the z direction that the fluid initially impinges into the channel farther than it would in the fully developed condition, resulting in enhanced mixing. Almost no effect is observed on the outlet concentration, as shown in Figure 4-10.

Varying the inlet angle appears again to trade off one benefit for another: shallower channels appear to minimize the inertial impingement of the fluid into the channel, but also enhance recirculation due to a larger interaction region between the two converging streams. The net result is that shallow angles appear to improve species separation near the channel wall, but degrade separation near the centerline of the channel. This effect is shown in Figure 4-11. The net result is minimal benefit by
A final mitigation strategy investigated was to apply a finite radius of curvature to the converging channels. This was done to minimize singularities in pressure gradient that have been shown to induce recirculation regardless of Reynolds number [184]. A range of radii of curvatures successfully inhibited recirculation at the inlet. However, there was still significant deflection of the fluids, and the outlet concentration of the systems indicate minimal benefit.
Figure 4-11: Species concentration out of plane along the top edge of the outlet of a three-dimensional channel with a height of 500 $\mu$m and other parameters as specified in Table 4.1. Steeper inlet angles appear to improve separation near the centerline of the channel, but degrade separation near the wall.

4.4 Conclusion

This result captures the dominant design criteria describing the convergence of two co-laminar liquid streams at moderate Reynolds number in rectangular channels. We find that for any operating condition, the recirculation velocity can be written as a function of the channel aspect ratio and the inlet Reynolds number, $\bar{u}'/s^2 = F(Re_{\text{inlet}})$. This insight can be used as a guide for future channel designs, and informs the intuition that the velocity gradient of the fluid as it passes from the secondary channel into the main channel drives recirculation. A complete understanding of the source of the recirculation behavior is beyond the scope of this work, and remains a promising
avenue of research.

In addition to the recirculation effect, we have also identified and numerically observed wall-induced eddy currents that produce out of plane fluid flow that enhance mixing and disrupt the assumption of two-dimensional flow, even for relatively wide channels. These two effects conspire to establish a maximum effective inlet Reynolds number to maintain the validity of the fully developed flow assumption, and to ensure the species separation necessary for a wide range of applications, including systems incorporating chemical and electrochemical reactions.
Chapter 5

Guidelines for Stationary Energy Storage Technology Development

5.1 Introduction

Increasing the economic viability of renewable energy sources such as photovoltaic panels and wind turbines has been widely recognized as a critical goal for the long term stability and security of the electrical grid [185]. Developments in the production of photovoltaic panels and wind turbines have contributed to dropping costs of generation, but significant work remains to meet economic performance targets [186]. Large-scale energy storage has been proposed to provide grid-scale services such as frequency regulation, transmission and distribution upgrade deferral, and energy arbitrage [187–192], and has also been discussed as a means to provide baseline power in conjunction with renewable sources [190, 193–196], and to increase the economic viability of existing renewable generation resources [185, 197–200]. Such an approach could widen the potential market for renewable generation technologies, increasing production rates and reducing costs.

Compared to energy generation technologies, storage technologies are unique in that their levelized unit energy cost is highly dependent on the configuration of the installed system, with each system rated not only for a peak power, but also for a particular energy storage capacity. However, the cost per energy ($ kWh$) and the cost
per power ($kW^{-1}$) for various energy storage technologies vary widely, complicating direct comparisons between energy storage technologies. Past work has focused on the strengths and weaknesses of particular energy storage systems [118, 120, 201]. In this chapter, the economic viability of a hybrid renewable generation/storage plant is investigated as the power and energy rating of its storage subsystem is varied. This analysis establishes performance targets for the economic viability of a hybrid plant as a function of geography and generation technology. A technology-level analysis is also conducted by considering only optimally sized storage systems as a function of power and energy related costs. In this way, performance tradeoffs between technologies can be examined in a system-independent manner. Although the real-time pricing markets in which the systems are situated play a critical role, this analysis shows that the tradeoffs between storage system costs are consistent across a range of markets and generation technologies, suggesting a result that is robust to the specifics of any given installation. This analysis provides a quantitative framework with which one can evaluate existing technologies, as well as guide future development of energy storage technologies to better suit renewable integration applications.

5.2 Experimental

5.2.1 Introduction

The analysis in this chapter is performed in four steps. First, three sites were selected across the United States, and real-time pricing data and renewable generation data were compiled for each one. Second, the economic performance of a range of hypothetical hybrid renewable plants that incorporate a renewable generation resource and a storage subsystem was considered by optimizing the time-resolved charge and discharge behavior of the system. Third, a dimensionless performance parameter comparing revenue to cost was established and calculated to provide a universal figure of merit with which to compare the systems with storage configuration, cost, and efficiency as model inputs. Fourth, a secondary optimization was performed to deter-
mine the optimal storage system size as a function of the energy- and power-related cost of storage, which allowed storage technologies with different cost metrics to be directly compared for each location and generation technology.

5.2.2 Site selection

Since the economic performance of the proposed system is highly dependent on the geographic location where it would be operated, three demonstrative geographic sites were chosen: McCamey, TX; Palm Springs, CA; and Plymouth, MA. The Texas site was chosen as an example of a high performing wind site, with an average capacity factor of 32% over the period examined. The California site was chosen as a high performing solar site, with an average capacity factor of 23%. The Massachusetts site was chosen as a baseline case, where neither wind nor solar was particularly high performing, with capacity factors of 26% and 16%, respectively. Figure 5-1 illustrates the distribution of generation and pricing for these three sites. Data for zonal real-time pricing was obtained from the ISO New England [202], Energy Reliability Council of Texas [203], and California ISO [204] websites. To simulate the performance of a hypothetical wind turbine or solar array, local windspeed and solar insolation data was obtained from the Eastern and Western National Wind Integration Datasets and the National Solar Radiation Database, and then transformed to time dependent output per MW installed using published performance data for a Vestas 3 MW wind turbine [205] and for a standard commercial solar array [206]. Pure arbitrage storage systems that did not incorporate any generation resource were also considered.

5.2.3 Optimization routine

Three key performance parameters were identified as intrinsic to any storage technology: power-related cost per kilowatt, energy-related cost per kilowatt-hour, and roundtrip efficiency. Although incremental improvements on these assumptions could be made for specific technologies, (for example, a flow battery model might consider ramp rate limitations or variation in efficiency as a function of state of charge,)
Figure 5-1: Cumulation distribution of specific solar output (left), wind output (center), and price per MWh (right) of generation in McCamey, TX, Plymouth, MA, and Palm Springs, CA.

focusing on only three key parameters adequately simulates the performance of a wide range of storage systems, allowing for direct comparison between all existing technologies, as well as any potential future ones. Lastly, cost parameters are considered independently for the energy and power-related parts of a particular system. Although the total cost intensity per kilowatt or per kilowatt-hour of a particular system is more frequently quoted than the specific energy or power related cost intensity, separating out the costs in this manner makes them system-independent, and more accurately reflects the inherent properties of the technology rather than the choices of the system designer [13].

Figure 5-2: Schematic for modeling for hybrid (a) and arbitrage (b) energy storage system.

For each location and plant configuration, an optimization procedure was per-
formed using hourly pricing and generation data from January through December of 2004 to determine the maximum revenue that a hypothetical plant could generate per MW of generation. A trajectory-type approach was employed, in which the decision to charge or discharge the storage system at each time step is taken in order to maximize the revenue of the system subject to system power and energy constraints. The optimization was performed in three week intervals, with one week overlap between each interval to ensure that there were no artificial discontinuities in the results. For the case of the hybrid systems, it was assumed that the charge rate was capped at the real-time output of the generation resource, such that electricity was never purchased back from the grid, whereas the pure arbitrage system could always charge up to its maximum power rating. For the purpose of the simulation, energy stored was defined as energy available to discharge into the grid, so all inefficiencies were incorporated into the charging process. A schematic of the modeled system is shown in Figure 5-2. In order to reduce the computational expense of the optimization, the storage trajectory considered charging and discharging separately so that a linear solution technique could be employed. The optimization routine for each three week segment \((N = 504\) hours) can then be expressed in terms of the real-time price \(P(t)\) \($ MWh^{-1}\), the generation profile \(x_{\text{generation}}(t)\) (MW MW\(^{-1}\) generation), storage roundtrip efficiency \(\eta\) (%), peak power \(E_{\text{max}}\) (MW MW\(^{-1}\) generation), and hours of capacity at peak power \(E_{\text{max}}\) (hrs).

\[
\max \left( R_{\text{total}} = \sum_{i=0}^{N} P(i)(x_{\text{generation}}(i) + x_{\text{discharge}}(i) - x_{\text{charge}}(i)/\eta) \right) \quad (5.1) \\
0 \leq x_{\text{discharge}} \leq E_{\text{max}} \quad (5.2) \\
0 \leq x_{\text{charge}} \leq \min(\eta x_{\text{generation}}(t), \eta E_{\text{max}}) \quad (5.3) \\
0 \leq \sum_{i=0}^{j} (x_{\text{charge}}(i) - x_{\text{discharge}}(i)) \leq E_{\text{max}}E_{\text{max}} \quad (5.4)
\]

An offset is included in the energy constraint for each optimization period to account for the amount of energy stored in the system at the beginning of the op-
timization period. An optimized ‘trajectory’ for the storage system will shift the output of the system to periods of high market pricing, subject to the constraint that a fraction of all stored energy is lost to inefficiency. It must be acknowledged that the majority of existing renewable generation resources sell their energy on purchase price agreements or other fixed-price long term contracts, rather than onto the real-time pricing market, which would limit the value of storage. However, these fixed-price contracts are untenable in the long term, so it will eventually be necessary for renewable generation resources to compete directly on the real-time market with traditional variable generation resources such as gas turbines. This analysis aims to describe such a situation.

To simplify the analysis, it was assumed that the storage systems operate only on the real-time energy markets, and that they are small enough that they do not greatly impact the real-time pricing markets in which they operate. This analysis is consistent with prior work, and employs the previously established assumption that the overestimate in revenue as a result of complete future knowledge is small [11,200, 207–210]. A more sophisticated model would be necessary to accurately describe how a large storage system impacts its market, but the proposed model is adequate for small storage systems and provides an upper bound on the utility of future systems, since corrections to the model would result in reductions to net revenue.

5.2.4 Establishing performance parameters

A complete understanding of both the revenue generated and the cost incurred by any given hybrid or storage system is necessary to draw any conclusions about its economic viability. A dimensionless performance parameter $\chi$ is proposed to represent the effectiveness of an arbitrary energy generation or storage system. It is defined as the ratio between the revenue generated over the course of a year, and the levelized cost of operating the plant over the course of year, such that a plant with a performance parameter greater than 1 is profitable. In general, plant costs could be due to both levelized capital costs and operating costs, but this analysis focuses on plants in which capital costs are dominant, as is the case for many existing energy
storage technologies [120]. It is worth noting that for a given plant configuration, the system cost is fixed, so the optimization of revenue previously described is adequate to maximize $\chi$.

For a given site and choice of generation technology, adding additional storage energy and power increases both the revenue and the cost of the proposed plant. To understand these tradeoffs, plant performance $\chi$ can be calculated for an arbitrary storage system with a peak power of $\dot{E}_{\text{max}}$ and $E_{\text{max}}$ hours of storage at peak power given the optimized net revenue $R_{\text{total}}$ and knowledge of the power and energy-related specific costs of the storage technology employed in the system $C_{\text{power}}$ and $C_{\text{energy}}$ storage, such that for a given location and configuration:

$$\chi = \frac{R_{\text{total}}}{C_{\text{gen}} + \dot{E}_{\text{max}}(C_{\text{power}} + E_{\text{max}}C_{\text{energy}})}$$

(5.5)

This performance parameter was calculated over a wide range of system configurations, technology costs, and locations, as summarized in Table 5.1. All calculations assumed a lifetime of 20 years and a discount rate of 5%.

Table 5.1: Experimental parameter space investigated

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>-</td>
<td>TX, CA, MA</td>
</tr>
<tr>
<td>Generation Technology</td>
<td>-</td>
<td>Wind, Solar, Arbitrage</td>
</tr>
<tr>
<td>Peak Power</td>
<td>MW&lt;sub&gt;storage&lt;/sub&gt; MW&lt;sup&gt;-1&lt;/sup&gt;&lt;sub&gt;generation&lt;/sub&gt;</td>
<td>0 - 5</td>
</tr>
<tr>
<td>Energy</td>
<td>hrs storage at peak power</td>
<td>0 - 4</td>
</tr>
<tr>
<td>Efficiency</td>
<td>-</td>
<td>90%</td>
</tr>
<tr>
<td>Energy Related Storage Cost</td>
<td>$ \text{kWh}^{-1} \text{storage}$</td>
<td>10 - 700</td>
</tr>
<tr>
<td>Power Related Storage Cost</td>
<td>$ \text{kW}^{-1} \text{storage}$</td>
<td>10 - 400</td>
</tr>
<tr>
<td>Generation Related Cost</td>
<td>$ \text{kW}^{-1} \text{generation}$</td>
<td>1000, 2000, 4000</td>
</tr>
</tbody>
</table>

5.2.5 Optimal system selection

For any given choice of generation technology and storage technology, a system designer must specify the storage subsystem's energy and power ratings. This decision
is a function of many inputs, including the local pricing dynamics, the availability of the renewable resource for recharging, as well as the energy- and power-related costs of the energy storage technology. The performance parameter data determined from the optimization analysis was used to determine the optimal storage size as a function of all these inputs. This reduces the dimensionality of the dataset to the point where it is system size independent. At this level, direct comparisons between two storage technologies with different energy- and power-related costs can be made for a given site and generation technology. At this level of analysis, tradeoffs between energy storage technologies can be quantified.

5.3 Results

5.3.1 Introduction

Four principle results are presented here. First, the increase in revenue generation for optimally operated hybrid generation/storage plants is considered as a function of storage system size. This effect is a result of the hybrid plant’s ability shift plant output to periods of high pricing. Second, the increased revenue of a hybrid plant can be weighed against the increased cost of incorporating storage. The costs of storage and generation play a key role here, and result in an optimal system size to maximize the economic performance of the system. Third, the behavior of hybrid systems is compared to that of pure storage systems. Since the key distinction between these two systems is the limited availability of energy to recharge the storage system, a direct comparison allows for an understanding of this difference. Lastly, by comparing optimally sized systems that vary only as a function of location, generation profile, and technology costs, the tradeoffs between storage technologies with very different cost intensities can be quantified.
5.3.2 Storage shifts output into periods of high prices

When operated on the real-time market to maximize revenue, the principle purpose of energy storage is to shift output from periods of low demand and low prices to periods of high demand and high prices. Figure 5-3 illustrates this effect by looking at the representative case of a storage system with a power of one MW and an energy rating of four hours over the course of four days in the spring, summer, fall, and winter. Regardless of the generation profile (wind, solar, or arbitrage) or local pricing dynamics, (Texas, California, or Massachusetts) incorporating storage resulted in a reduction of output during periods of low prices, and an increase in output during periods of high prices. The charge rate for the storage system was capped by the renewable generation resource, which prohibited buying energy back from the grid. The ability to output energy to the grid at peak power during periods of high price is therefore limited by the availability of sufficient renewable generation to charge the storage system in advance. This effect is demonstrated in the fall California wind data, where there is insufficient to adequately charge the storage in advance of price spikes. Although the pricing dynamics in each of the three markets are very different, the effect of storage in each case is to concentrate the output into short bursts during periods of high pricing.

The net result of this time shifting is that for a given plant, increasing the power and energy of its storage system increases the plant’s average transaction price and revenue. Figure 5-4 illustrates how the transaction price increases along with the storage subsystem size. Although the average transaction price without storage is lower for wind than solar, as energy storage increases, the pricing distribution and mean transaction price become increasingly similar. One key aspect of this result is that the additional revenue a storage subsystem can generate is limited by local pricing patterns and the amount of power that the storage system can produce during periods of high pricing.
5.3.3 Balancing increased revenue with storage cost

Additional storage increases the revenue that a plant can generate, but also increases the capital costs of the plant. The balance between increased revenue and increased costs can be examined by considering the dimensionless ratio $\chi$ between annual cost and annual revenue, as defined by Equations 5.5. Depending on the cost of storage and generation, and assuming a 5% discount rate and a 20 year lifetime, the cost of the system can then be directly compared to the revenue of the system. Figure 5-5 shows how $\chi$ varies as a function of storage system power and energy for the case of a hybrid wind plant sited in Texas.

The contour plots illustrate two key findings: firstly, that if a sufficiently inexpensive storage technology is used, the additional revenue generated by the storage system outweighs its cost up to some optimal system size. Secondly, the optimal system size and performance is a strong function of the energy and power-specific storage costs, as well as the cost of generation. As might be expected, storage sys-
Figure 5-4: Adding additional storage allows a hybrid plant with a specific storage power of $1 \text{ MW MW}_\text{gen}^{-1}$ to shift its output to periods of high pricing for both wind (a) and solar (c). Depending on the power rating of the storage subsystem, additional energy can increase the average transaction price up to some threshold, regardless of generation profile (b + d). A roundtrip efficiency of 90% is assumed.

Systems that used technologies with higher energy-related costs, such as supercapacitors or flywheels, produced better economic performance when they were specified with lower energy and higher power relative to their generation resource, as shown in the bottom right of Figure 5-5. The opposite is true of systems with higher power-related costs, such as flow batteries or fuel cells. Regardless of storage technology cost behavior, as the cost of the generation technology drops, the cost of storage must also drop to match. The complete set of contour plots is available in the supplementary information.
Figure 5-5: Dimensionless performance of hybrid wind turbine/storage plant sited in Texas as a function of storage system size assuming a turbine cost of $1 W^{-1}$ and a roundtrip efficiency of 90%. Varying the energy and power-related costs of the storage technology has a significant impact on performance, with low energy cost technologies favoring a high energy storage system, and low power cost technologies favoring a high power storage system. A system lifetime of 20 year and a discount rate of 5% was assumed to determine the annual system cost. In the absence of storage, $\chi = 1.41$ for the wind turbine alone.

### 5.3.4 Comparing storage performance at the technology level

Figure 5-5 shows that adding storage to a renewable generation plant improves economic performance only to a point, beyond which the cost of the storage outweighs its benefits. A secondary optimization process is performed to determine the sizing of large-scale energy storage. By selecting the system configuration from datasets as shown in Figure 5-5 that produce the optimal performance, optimal system size and cost can be determined as a function of the energy- and power-related cost intensity of the storage technology. Given the wide array of available technologies, a quantitative metric to compare their suitability to a particular application is critical. Assuming an optimally sized system, where that size can vary depending on the energy- and power-related cost of the storage technology, the dimensionless performance param-
Figure 5-6: The power-related, energy-related, and total cost of the storage subsystem in dollars per dollar spent on the generation subsystem (top), and the optimal storage power, storage energy, and total performance (bottom) for a hybrid wind storage system located in Texas with a generation cost of $1 W^{-1}$ and an efficiency of 90%. The roughness in the data is due to granularity in the dataset where the algorithm was forced to choose between more power and less energy and more energy and less power.

Parameter $\chi$ allows for such a comparison. Figure 5-6 shows how the optimal storage size, investment, and performance varies as a function of energy- and power-related cost intensity. As the cost of storage increases, its benefit justifies that additional cost up to some threshold investment, beyond which the investment drops.

Although the dimensionless performance of the hybrid systems vary significantly with the cost of generation and local pricing dynamics, the marginal tradeoff between power-related cost and energy-related cost for the storage system is very consistent across diverse datasets, as shown in Figure 5-7. This result can be compared directly with existing energy storage technologies. In particular, recent work has estimated the power- and energy-related specific costs of a number of energy storage technologies in a similar manner to this study [13]. These results are summarized in Figure 5-8. The most important implication of this result is that if two competing technologies with different cost profiles can be configured to produce similar performance at one
Figure 5-7: Optimal performance of a hybrid storage wind plant as a function of location and cost intensity of the generation and storage technologies.

At a different site, it is likely that they will also perform similarly to each other at a different site, independent of generation resource and pricing behavior. The exact cause of this relationship remains unknown, and is a subject of further study.

5.4 Discussion

The first part of this chapter establishes economic performance targets for existing storage technologies to apply them to large-scale renewables integration by acting on the real-time energy markets. Among the wide variety of grid-scale needs identified for energy storage [211], large-scale renewables integration remains an key application. The analysis presented here provides a decision making process with which system size choices can be made in order to maximize the economic value of a given renewable generation resource. The resulting optimal system size varies strongly depending on the cost profile of a given storage technology, with a weaker dependence on local pricing dynamics and the renewable resource output profile.

The second part of this work deals with the tradeoff between cost of storage per
power and per energy of storage technologies, and how this tradeoff impacts the ability of energy storage to improve the economic performance of renewable generation. A set of storage performance targets is derived by optimizing storage system size for each site and generation technology. These targets can be thought of as the maximum cost intensity that the storage system can have while still having a positive effect on the economic effectiveness of the generation technology. Since the cost intensity of storage must be considered in terms of both cost per energy and cost per power, these targets are actually contours as shown in Figure 5-8.

Although the specific cost targets vary widely depending the generation resource and local pricing dynamics, the technology-level tradeoff between cost per energy and cost per power appears to be largely independent of the site location, generation pro-
file, and generation technology cost. Despite wide disparities in the pricing dynamics of the three markets considered here, as well as the variation in resource availability, there is a clear and consistent relationship between optimal system performance and the energy- and power-related costs of the storage technology. In all cases, equal performance could be obtained from technologies with differing costs so long as they lay along iso-performance curves with a slope of roughly $1 - 2 \ $ \ MW^{-1} \ per \ $MWh^{-1}$. This relationship could prove very helpful to evaluating current and future technology development, since at present there is no clear consensus on how to evaluate future energy storage technologies.

The precise source of this universal result from such disparate data is beyond the scope of this thesis, but one possible hypothesis is that the tradeoff comes from the characteristic timescale of periods of high pricing. Future work will include statistical analysis of real-time pricing data to examine how spikes in pricing are distributed. Simulated pricing data with more widely varying pricing behavior may also be considered.

In this chapter, optimal storage system behavior and sizing has been considered for hybrid renewable/storage plants using broad range of storage technology cost metrics. Although the specific performance of particular plants vary across locations and technologies, this work identifies universal tradeoffs between storage cost per power and per energy that appear to be universal across the entire dataset. This result can be applied as a common framework for evaluating and discussing widely disparate energy storage technologies, and can serve as a guide for development of energy storage technologies.
Chapter 6

Perspectives and Conclusions

6.1 Summary of Conclusions

In this thesis, the Hydrogen Bromine Laminar Flow Battery (HBLFB) has been investigated with the ultimate goal of providing low-cost and reliable energy storage for grid-scale applications. The results presented here demonstrate the potential of the HBLFB to accomplish those goals, and suggest that further efforts to realize the potential of this system are justified. The four major results are summarized below.

A proof of concept cell has been designed, implemented, and characterized. This cell demonstrated a power density of 795 mW cm\(^{-2}\) at room temperature and atmospheric pressure [146]. This result is the highest power density ever reported for a membrane-less electrochemical cell, and is within 7% of the highest reported power density for a traditional membrane-based flow battery at room temperature [3]. It also demonstrated 90% roundtrip voltage efficiency operating at 200 mW cm\(^{-2}\), the first reported instance of a membrane-less laminar flow electrochemical cell being used for efficient energy storage.

Numerical and analytical models have been developed to accurately describe the performance of the HBLFB operating in charging and discharging modes [178]. These results are consistent with experimental results, and provide a greater understanding of the behavior of the demonstration cell investigated in Chapter 2. The numerical model expands on the present understanding of laminar flow electrochemical cells
by describing the flux of multiple ionic species to accurately describe both charging and discharging operation. The analytical model identifies the dominant physics and builds on boundary layer theory to predict the performance of an arbitrary laminar flow electrochemical cell with minimal computation expense. Polarization curves can be rapidly generated to approximate the current-voltage or arbitrarily-sized systems that agree well with experiment data.

Secondary flows generated by inertial effects near the inlet region of the HBLFB have been identified as the primary limitation on power density. This discovery has significant practical implications on the development of the HBLFB, with the redesign of the inlet region playing a key role in future efforts. Further, the physical phenomena underlying these flows have broad implications for any circumstance where two or more streams are combined.

Large-scale energy storage for the electrical grid is still in its infancy, and the performance metrics and targets that storage technologies must meet continue to evolve in parallel with the storage technologies themselves. A numerical model using fine-grained historical real-time market pricing across the United States has been developed to provide a framework for assessing the economic viability of energy storage technologies in terms of their energy- and power-related costs. At the appropriate price point, this model demonstrates that large-scale energy storage can increase the economic viability of renewable energy resources. The extent of this benefit depends on appropriately sizing the storage system, the availability of the renewable resource, and the local market pricing dynamics. This work presents a quantitative framework with which to evaluate energy storage technologies, with disparate energy- and power-related costs.

6.2 Perspectives

For the HBLFB to truly have an impact on the large-scale energy storage landscape, a major remaining challenge is to successfully scale the existing single cell up to a multi-cell stack capable of handling several MWh of energy. Unlike membrane-
based systems, the areal power density of membrane-less electrochemical systems is a function of the shape and size of the active area, so the optimal design of a multi-cell HBLFB stack requires a thorough understanding of the performance of the battery across a range of conditions. As summarized in Table 3.2, the average current density of a laminar flow battery scales inversely with the square or cube root of the length of the channel, depending on the channel geometry. At least from a pure performance perspective, shorter channels correspond to higher power density.

From an economic perspective, making the channels shorter covers a larger fraction of the potential active area with gaskets, reducing the overall system power output. The total cell area largely determines the overall cost of the stack, so maximizing the active portion of the cell is central to minimizing cost. A potential stack design illustrating this situation is shown in Figure 6-1.

![Diagram of a multi-cell HBLFB stack](image)

Figure 6-1: Layout of a multi-cell HBLFB stack. Choosing the appropriate channel length $L_{\text{chan}}$ relative to the inactive land spacing $L_{\text{land}}$ is necessary in order to minimize cell cost ($\$ \text{kW}^{-1}$) by trading off active area for maximum power density.

Using the analytical model derived in Chapter 3, it is possible to rapidly estimate the current-voltage performance of a proposed HBLFB system of arbitrary size. For the purpose of this calculation, it is assumed that the channels are much wider than
they are long to ensure fully two-dimensional flow. This assumption allows the channel width, \( w_{\text{chan}} \), to be treated as roughly equal to the cell width, \( w_{\text{cell}} \). Depending on the required efficiency, the maximum power density and percent active area can be calculated as a function of channel length for a particular channel height, \( h_{\text{chan}} \), and flow rate expressed as the cell Reynolds number, \( \text{Re} = \rho \bar{U} h_{\text{chan}} \mu^{-1} \). A sample calculation shown in Figure 6-2 illustrates the tradeoff between power density and percent active area. Because the cell must operate at lower currents relative to limiting current to achieve higher efficiency, reactant depletion and therefore the drop off in power density becomes less severe. Below a certain threshold efficiency, the cell simply operates at maximum power, causing the power output curves to converge.

By further assuming a particular areal specific cost, \( c_{\text{materials}} \), and a land spacing \( L_{\text{land}} \), the stack cost can be estimated as a function of channel length and operating efficiency, as shown in Figure 6-3. As the efficiency requirement increases, the system cost increases, since the cell must operate at lower and lower currents. More interestingly, increasing the efficiency requirement also increases the optimal channel length, since less bromine is consumed at the required lower current densities. The areal specific cost can be shown to have no effect on the optimal channel length, even as it has a very strong influence on the overall stack cost, as shown in Figure 6-4.

It is feasible to estimate the overall system cost of a grid-scale HBLFB system in terms of energy- and power-related costs as described in Chapter 5 by coupling these results to previous cost estimate studies for fuel cell systems [20]. Since stack components typical comprise roughly 25% of the overall cost, it is reasonable to target a power-related system cost of $200 kW\(^{-1}\). These components including balance of plant, power electronics, as well as bipolar plates, endplates, and the rest of the electrochemical stack, The energy-related cost of the HBLFB is dominated by the cost of the reactant tanks since reactant costs are roughly $4 kWh\(^{-1}\). Commercially available compressed hydrogen vessels have a cost of roughly $25 kWh\(^{-1}\) [32]. Assuming that bromine can be stored for similar costs and assuming an additional 50% cost for packaging, assembly, and auxiliary systems, the HBLFB is estimated to have an energy-related cost of $80 kWh\(^{-1}\). These costs compare very favorably to previous es-
Figure 6-2: Analytically predicted HBLFB power output as a function of channel length and required roundtrip efficiency. Increasing the channel length resulted in decreased power density and increased percent active area. A channel height of 800 μm and a Reynolds number of 10 are assumed. For a specific areal material cost of $10 m^{-2} and a land spacing of 2 cm, these results can be used to estimate the stack cost in $ kW^{-1} as a function of channel length and minimum cell efficiency (b). An optimal channel length is observed that minimizes system cost, but depends strongly on required cell efficiency.
Figure 6-3: Stack cost in $ kW$\textsuperscript{-1} as a function of channel length and cell efficiency for a specific areal material cost of $10 \text{ m}^{-2}$, a land spacing of 2 cm, and other conditions as specified in Figure 6-2. An optimal channel length is observed that minimizes system cost, but depends strongly on required cell efficiency.
Figure 6-4: Optimal stack cost and channel length as a function of areal specific cost $c_{\text{materials}}$ and minimum operating efficiency. Other parameters are the same as in Figure 6-2. Areal specific cost strongly influences the overall stack cost, but has no effect on the optimal channel length.
timates for existing energy storage technologies, and suggest that a properly designed grid-scale HBLFB system has the potential to eventually outperform existing energy storage technologies. More tangibly, these cost estimates can be directly applied to the analysis from Chapter 5. For a solar photovoltaic plant sited in McCamey, TX with an installed cost of $4 \, W^{-1}$, for example, Figure A-14 demonstrates that incorporating an HBLFB energy storage system with the cost intensities predicted here would increase the economic performance of the plant by 35%. This result would necessarily vary depending on location, cost of generation, and local pricing dynamics, but such significant gains could certainly have a major impact on the electrical grid.

Figure 6-5: Power- and energy-related cost estimates for a range of energy storage technologies, including targets for the HBLFB. Data reproduced from Schoenung et al. [8].
Appendix A

Guidelines for Energy Storage: Supplemental Information

A.1 Balancing increased revenue with storage cost

The performance parameter $\chi$ was calculated for a range of storage system sizes, geographic locations, and generation resources, as outline in Table 5.1.
Figure A-1: Dimensionless performance of hybrid wind turbine/storage plant sited in Texas as a function of storage system size assuming a turbine cost of $1 W^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 1.41$. 
Figure A-2: Dimensionless performance of hybrid solar/storage plant sited in Texas as a function of storage system size assuming a turbine cost of $1 \text{ W}^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 1.06$. 
Figure A-3: Dimensionless performance of hybrid wind turbine/storage plant sited in California as a function of storage system size assuming a turbine cost of $1 W^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 1.41$. 
Figure A-4: Dimensionless performance of hybrid solar/storage plant sited in California as a function of storage system size assuming a turbine cost of $1 \text{W}^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 1.08$. 
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Figure A-5: Dimensionless performance of hybrid wind turbine/storage plant sited in Massachusetts as a function of storage system size assuming a turbine cost of $1 \text{W}^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 1.44$. 
Figure A-6: Dimensionless performance of hybrid solar/storage plant sited in Massachusetts as a function of storage system size assuming a turbine cost of $1 \text{ W}^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 0.91$. 
Figure A-7: Dimensionless performance of hybrid wind turbine/storage plant sited in Texas as a function of storage system size assuming a turbine cost of $2 W^{-1} and a roundtrip efficiency of 90%. Without storage, $\chi = 0.70$. 
Figure A-8: Dimensionless performance of hybrid solar/storage plant sited in Texas as a function of storage system size assuming a turbine cost of $2 W^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 0.53$. 
Figure A-9: Dimensionless performance of hybrid wind turbine/storage plant sited in California as a function of storage system size assuming a turbine cost of $2 \, W^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 0.71$. 
Figure A-10: Dimensionless performance of hybrid solar/storage plant sited in California as a function of storage system size assuming a turbine cost of $2 W^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 0.54$. 
Figure A-11: Dimensionless performance of hybrid wind turbine/storage plant sited in Massachusetts as a function of storage system size assuming a turbine cost of $2 \text{ W}^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 0.72$. 
Figure A-12: Dimensionless performance of hybrid solar/storage plant sited in Massachusetts as a function of storage system size assuming a turbine cost of $2 W^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 0.46$. 
Figure A-13: Dimensionless performance of hybrid wind turbine/storage plant sited in Texas as a function of storage system size assuming a turbine cost of $4 \text{ W}^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 0.35$. 
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Figure A-14: Dimensionless performance of hybrid solar/storage plant sited in Texas as a function of storage system size assuming a turbine cost of $4 W^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 0.26$. 
Figure A-15: Dimensionless performance of hybrid wind turbine/storage plant sited in California as a function of storage system size assuming a turbine cost of $4 \text{ W}^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 0.35$. 
Figure A-16: Dimensionless performance of hybrid solar/storage plant sited in California as a function of storage system size assuming a turbine cost of $4 W^{-1} and a roundtrip efficiency of 90%. Without storage, $\chi = 0.27$. 
Figure A-17: Dimensionless performance of hybrid wind turbine/storage plant sited in Massachusetts as a function of storage system size assuming a turbine cost of $4 W^{-1}$ and a roundtrip efficiency of 90%. Without storage, $\chi = 0.36$. 
Figure A-18: Dimensionless performance of hybrid solar/storage plant sited in Massachusetts as a function of storage system size assuming a turbine cost of $4 W^{-1} and a roundtrip efficiency of 90%. Without storage, $\chi = 0.23$. 
A.2 Comparison of hybrid storage with pure arbitrage

One key assumed limitation of the hybrid systems considered in this analysis is that they cannot buy electricity back from the grid. This assumption limits the charging rate of the storage system, and means that the net performance of any given system is a function of both the cost of the generation resource and that of the storage system. Removing this limitation and focusing only on the storage system as an energy arbitraging system is instructive in that it illustrates a more clear connection between the cost metrics of the storage and any given system’s economic performance. In addition, the number of design variables is reduced from two to one, since there is no generation resource to which the power rating of the storage much be normalized, leaving only the energy of the storage to be optimized. Figure A-19(a – c) plots dimensionless performance parameters as a function of rated energy for arbitrage storage systems with a range of cost metrics for the three sites considered. Although both cost per power and cost per energy are very important to the performance of the system, the cost per energy is the dominant factor in determining the optimal energy of the system. One can also directly compare the performance of a pure arbitrage energy storage system with that of a hybrid system. Figure A-19(d – f) plots performance as a function of discharge time for arbitrage and hybrid systems assuming an storage technology with a cost of $100/kW and $100/kWh, and a storage power rating of 1 MW/MW_{generation} for the hybrid system.
Figure A-19: Dimensionless performance parameter of pure arbitrage (a – c) systems as a function of cost per power and cost per energy for Texas, Massachusetts, and California sites. Performance of hybrid systems rated to 1 MW MW$^{-1}$generations (d – f) for the same locations depends strongly on the cost of generation, with pure arbitrage out performing the hybrid systems for generation costs above some threshold that is dependent on geography.
A.3 Performance and Design of Optimally Sized Systems

After optimizing the time-resolved behavior hybrid storage generation systems with variable energy and power ratings, it is desirable to select the optimally sized system to maximize $\chi$. The figures in this section show optimal chi, optimal energy, and optimal power as a function of power- and energy-related cost intensity. Because only a discrete set of storage configurations were sampled, the algorithm is sometimes forced to jump between different configurations with similar performance parameters. As a result, the maximal chi results are very smooth, but there is some granularity in the optimal system size results.

Figure A-20: Optimal performance $\chi$ as a function of Energy and Power Cost for hybrid storage wind systems located in Texas, Massachusetts, and California with variable installed cost of generation.
Figure A-21: Optimal storage energy capacity in hours at peak power as a function of Energy and Power Cost for hybrid storage wind systems located in Texas, Massachusetts, and California with variable installed cost of generation.
Figure A-22: Optimal storage system power in MW per MW of generation as a function of Energy and Power Cost for hybrid storage wind systems located in Texas, Massachusetts, and California with variable installed cost of generation.
Figure A-23: Optimal performance $\chi$ as a function of Energy and Power Cost for hybrid storage solar systems located in Texas, Massachusetts, and California with variable installed cost of generation.
Figure A-24: Optimal storage energy capacity in hours at peak power as a function of Energy and Power Cost for hybrid storage solar systems located in Texas, Massachusetts, and California with variable installed cost of generation.
Figure A-25: Optimal storage system power in MW per MW of generation as a function of Energy and Power Cost for hybrid storage solar systems located in Texas, Massachusetts, and California with variable installed cost of generation.
A.4 Tradeoffs in system behavior along an isoperformance line

The previous plots demonstrate how comparable performance can be achieved using storage technologies of very different cost intensities, as long as an appropriately sized system is chosen, but provides no information on exactly what that system size is. Figure A-26 illustrates how system size and investment in the power- and energy-related components of the system vary along a particular constant performance contour. As energy cost increases and power cost decreases (red to blue), storage power increases and storage energy decreases. However, storage power investment actually decreases, while storage energy investment increases.

Figure A-26: Optimal storage subsystem size, investment, and cost intensity along an isoperformance curve such that $\chi = 1$ for a hybrid storage wind system located in Texas with a generation cost of $2/W. The roughness in the plots is due to granularity in the data. The same three points are marked on each plot to indicated directionality. Roughness in the plots is due to granularity in the dataset.
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