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ABSTRACT

Semiconductor quantum dots or nanocrystals have size dependent optical and
electronic properties that arise from quantum confinement. While the quantum size
effect is reasonably well understood, the effect of abrupt interface between the
nanocrystal and its dielectric environment is not. In this thesis we study how the
dielectric environment affects the quantum dot electronic structure, the optical absorption
cross-section, charge separation, and transport in cadmium selenide colloidal quantum
dots. The electronic states and optical absorption cross-section are found to be less
sensitive to changes in the dielectric environment than predicted from theory unless
screening from the ligand shell is taken into account. = The absolute absorption cross-
section is measured as a function of quantum dot size; excellent agreement with theory is
obtained for absorption far above the band edge.

Three-dimensional close packed solids of quantum dots are predicted to act as
model artificial solids. Optical absorption measurements indicate that the electronic
states of CdSe quantum dots separated by 11 angstroms or more are essentially
uncoupled. Photoconductivity measurements suggest that photoexcited quantum confined
excitons are ionized by the applied field with a rate that depends on both the size and
surface passivation of the quantum dots. The charge generation efficiency decreases with
increasing temperature as non-radiative and radiative recombination pathways
increasingly compete with charge separation. A simple tunneling model for the initial
charge separation step is presented that qualitatively reproduces both the size and surface
dependence of the photoconductivity as a function of applied electric field. Finally, we
report observations of amplified spontaneous emission from quantum dot solids. The
stimulated emission is tunable with quantum dot size and does not sensitively depend
upon surface passivation. These measurements demonstrate the feasibility of
nanocrystal quantum dot lasers and amplifiers.

Thesis supervisor: Moungi G. Bawendi, Ph.D.
Professor of Chemistry
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Chapter 1

Introduction

1.1 Two kinds of confinement

At the heart of materials science is the desire to understand and control structure-
property relations in order to prepare scientifically and technologically interesting
materials. In the past, properties of solid-state materials were primarily controlled by
chemical composition and crystal structure. Recently, dimensionality and phvsical size
were discovered to be powerful knobs by which to tune the electronic, optical, and
magnetic properties of materials. Every physical property has a characteristic length
scale associated with it and when the physical dimensions of the material are reduced to
that scale, the property becomes size dependent. Figure 1.1 summarizes some of the
important length scales for phenomena described in this thesis.

In bulk semiconductors and metals, the allowed energy and momentum states of an
electron” moving through the solid are determined by the periodic potential of the lattice.
However, when the electron is restricted in one or more dimensions to a region
comparable to its de Broglie wavelength, it experiences quantum confinement. The
energy of the electron must be described using quantum mechanics and only certain
quantized energy and momentum states that satisfy the boundary conditions are
permitted. For quantum wells and quantum wires, the electron motion is restricted in one

and two directions respectively. In quantum dots (QDs), the electron experiences

* The same discussion may be applied to a hole in the valence band of a semiconductor.
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Figure 1.1 Ilustration of important physical length scales for metals and semiconductors. For
commercial semiconductor devices, the lower end of the scale bar indicates the thickness of
the gate oxide in a MOS transistor
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complete three-dimensional quantum confinement such that it can only exist in discrete,
atomic-like electronic states. This phenomenon has earned QDs the nickname “artificial
atoms” ! and it has a profound effect on the optical and elecirical properties.

Quantum confinement has been studied extensively and quantum wells are already
used in commercial devices including the laser in your CD player. The implications of
classical dielectric confinement at the same length scale, however, are much less well
understood. Dielectric confinement arises when there is a change in dielectric constant
between the region of interest and the surrounding medium. In the presence of an electric
field, be it externally applied, from a point charge, or from an electromagnetic wave, both
materials polarize and bound charge appears at the interface. Polarization and the bound
image charge can affect everything from the energy required to charge the region, to how
it interacts with the electric field of light.

In this thesis, I study the inter-play between quantum and dielectric confinement
for semiconductor QDs as they interact with light, externally applied electric fields,
charges, and each other. Periodic arrays of QDs offer the opportunity to build a periodic
potential from the ground up and with it a new tunable material based on the electronic
structure of our “artificial atoms”. The optical and electrical properties of semiconductor
QD solids are studied to evaluate the potential of such a system.

The phenomena I have described are not only interesting from a pure science
perspective but are also clearly technologically relevant given the ever shrinking

dimensions of transistors and integrated circuits. The range of typical dimensions found

15



in commercial semiconductor devices is indicated in Figure 1.1. The quantum world and

the commercial world will soon overlap, like it or not.

1.1.1 Quantum confinement

1.1.1.1 Particle in the sphere
The QDs we study are spherical and in the calculations throughout this thesis we
use the particle-in-the-sphere wave functions as our basis. It is helpful to know where
these wave functions come from. Consider particle of mass m in a spherically symmetric
potential of radius a where,
v(r)=0 r<a (1.1a)
V(r)=o r>a (1.1b)
Solving the Schrédinger equation, H¥ = E'¥, with H = :2':,:_2‘72’ in spherical coordinates

one obtains solutions of the form,

¥, (.0.8)= J k.. )., (6.9) (12)
where ji(k,,7) is the /th order spherical Bessel function, &, is equal to a, /a where Q1 is
the nth zero of j;, and Y m(6,$) are the spherical harmonics. The energies of a carrier
confined to this region are given by,

P (1.3)
2ma’

Equation (1.3) shows that the energy of the carrier increases with decreasing particle size.

The lowest energy wave function is given by,

W0 = —1—~—1-sin(z) (1.4)

16



Because of its spherical symmetry, the lowest energy wave function is given the
designation 1S. Higher angular momentum states have P and D like symmetry
respectively, reinforcing the idea that spherical QDs act like artificial atoms.
In reality of course, the potential inside the well is not zero and a carrier confined

in the QD feels the periodic potential of the underlying lattice. From Bloch’s theorem a
carrier with wavevector k, moving in a periodic potential u(r) has wavefunction,

¥(r) =u,(r)e*” (1.5)
Within the effective mass approximation, the spherical “envelope” functions described
before replace the plane wave envelope functions of (1.5) and the mass of the carrier is
replaced by the effective mass of an electron or hole moving in the conduction or valence
band. For example, the total wavefunction for an electron in the conduction band is
given by,

¥, (r,0,6) = 4. (1), (k,,5r )V, (6,9) (16)

where u.(r) is the unit cell function. The optical band gap becomes,

2 2 2 2
Eog, + % o

4

1.7
2m,a*  2m,a’ (1.7)

While almost naively simple, equation (1.7) encapsulates some of the most well known
manifestations of the quantum size effect in semiconductors; the electronic states become
discrete and the band gap increases with decreasing QD radius. It also shows that the
quantum size effect is material dependent.
1.1.1.2 Perturbations

When a QD interacts with a photon that has energy greater than the band gap, an

electron-hole pair or exciton is created. In this two-body problem it is necessary to

17



account for the Coulomb interaction in order to describe the “optical” band gap correctly.
In the strong confinement regime where the radius of the QD is much less than the bulk
Bohr exciton radius, the kinetic energy gained from quantum confinement is greater than
the electron-hole Coulomb interaction. It is at this length scale where the quantum size
effect becomes obvious in optical measurements. As a first approximation, the energy
associated with the Coulomb interaction may be calculated using the spherical envelope
wavefunctions as the basis and applying perturbation theory. This approach will also be
used to model the effect of image charge.

There are many properties of semiconductor QDs that cannot be modeled using
such a simplistic approach and it is necessary to take into account the full band structure
of the semiconductor. In particular the luminescence properties of CdSe QDs depend
strongly on degeneracies in the valence band and the electron-hole exchange interaction.
We will not discuss these effects here but instead refer the interested reader to the
following excellent references.2-3

For analysis of charge transport properties, the most important flaw in the preceding
discussion is that with an infinite potential barrier, carriers cannot leave the QD!
Applying a piecewise linear potential in the radial direction and including a finite
potential barrier, the envelope wavefunctions exponentially decay outside the QD. For
the nanocrystals we study, the height of the potential barrier and the leakage of the
wavefunction outside of the particle are not well known parameters.” We will return to

this problem in Chapter 4.

* Though it is safe to say that the leakage is small.
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A: Polarization in a uniform electric field

B: Polarization from a point charge

Figure 1.2 Cartoon of the bound charge on a dielectric sphere in (A) the presence of an
external applied electric field and (B) with an internal point charge. In this case, if€; <&,
then the sign of the bound charge is positive. The reverse is true if €;> €,.
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1.1.2 Dielectric confinement

In this section we address the implications of small particle size from the point of
view of classical electrostatics. Treating the material as a continuum, Maxwell’s

equations for electric fields in matter in CGS units may be stated as, 4

E=
x_. 0 18)

v
V-D=4np,
where E is the electric field, D is the electric displacement and pyis the free charge
density. D is proportional to the electric field plus the polarization (P) of the material.
D=E+4rnP =(1+4ny)E = £ (1.9)
‘The normal components of D are continuous across a boundary between media with
different dielectric constants (€) unless free surface charge (o) is present. In this case
difference between the normal components is equal to the surface charge.
(Dy), -(D,), = 4o (1.10)
1.1.2.1 Implications for QDs
In the presence of an external electric field (either externally applied or from
charges inside the QD), there will be a bound surface polarization charge at the interface
between the QD and the medium (Figure 1.2). The Coulomb interaction between the
surface polarization charge and carriers confined to the QDs affects the energy of the
carriers and how much energy is required to add or remove a carrier from the QD. Two

cases that were first described by Brus3-6 are especially relevant to the discussion in this

thesis:
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Figure 1.3 Cartoon of each of the processes affected by the bound image charge for a small
dielectric sphere. Process A illustrates the self-charging energy, B illustrates the Coulomb
charging energy, C illustrates absorption of photon to create an excited electron-hole pair,
and D indicates ionization of the electron-hole pair to create two charged QDs. In all four
processes, the sign of the bound charge is indicated for the case where the external dielectric
constant less than the internal dielectric constant.



(1) The self-charging energy

(2) The polarization energy
The self-charging energy is the energy required to add a single electron or hole to a
neutral QD (Fig 1.3-A). The polarization energy arises when there are two oppositely
charged carriers in the QD and comes from Coulomb interaction of one charge with the
image charge of the other carrier.” While the QD is formally charge neutral and it would
appear that there is no net electric field, fluctuations in the positions of the two carriers
lead to a fluctuating electric field and a net energy cost.6

In addition to the interaction with the image charge, changing the number of

charges on the QD also costs energy. The Coulomb charging energy is defined as the
energy difference between En+ and Ey charges (of the same sign) in the QD (Figure 1.3-
B). It incorporates both the direct Coulomb interactions between the carriers confined to
the QD and the electrostatic interaction of these carriers with the bound surface charge.
When the Coulomb charging energy is greater than the available thermal energy (kgT),
the number of electrons on the QD will stay constant until sufficient electric field is
applied that another one can be added. This is the origin of single electron tunneling
effects.],7.8 For CdSe QDs with radius less than 5 nm, the Coulomb charging energy is
greater than 100 meV. Ionization of an excited semiconductor QD requires overcoming
the exciton binding energy that includes both the direct electron-hole Coulomb
interaction and the polarization energy. In Chapter 4 we show energy required to ionize

a photoexcited electron-hole pair is also much greater than kT at room temperature.
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Several recent publications 910 have pointed out that in principle it is possible to
physically separate the effects of dielectric and quantum confinement. In quantum
confinement, the wavefunction decays exponentially into the potential barrier where as in
dielectric confinement the Coulomb potential decays more slowly (proportional to 1/r).
Thus the dielectric boundary can be quite far away from the QD but still influence its
properties. An interesting example to think about is a semiconductor QD surrounded by
a shell of another higher band gap semiconductor, which is then embedded in some
organic medium. The main dielectric boundary is physically moved away from where

the core wavefunctions are concentrated reducing the interaction with the image charge.

1.2 How to make quantum dots

QDs may be synthesized by both “top-down” and “bottom-up” approaches.! From
the physics community, elegant low temperature experiments have been performed on
one or two dot systems prepared using a transistor-like structure with electron-beam
lithography defined gate electrodes to control the height of the potential barriers around
the QD.1.11 Although the experiments are very well controlled, scaling up to an array of
just 100 QDs, is prohibitively difficult. Large arrays of QDs with lateral dimensions as
small as ~ 10 nm can be produced by the Stranski-Krastanow growth mechanism.12,13
Molecular beam epitaxy of a semiconductor on a substrate with a high degree of lattice
mismatch results in a highly strained layer that collapses to form pyramid-like islands.

By tuning both the lattice mismatch and the growth conditions, pyramids of different

* For an excellent discussion of the effect of the surface polarization charge, the interested reader is directed

to the recent publication by Franceshetti and Zunger.9
t Unfortunately, the method chosen to synthesize the QDs often divides the subsequent literature as
well, to the detriment of both scientific communities.
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sizes and aspect ratios can be produced. Small nanocrystals may also be formed through
controlled annealing of semiconductor doped glasses!4 and sol-gel processes.15

Wet chemical approaches to QD synthesis have the advantage that it is possible to
produce macroscopic quantities with good control over QD size and shape. In addition,
further surface chemistry on the nanocrystals following the synthesis allows the QDs to
be put into a variety of different environments and more compiex structures to be built up
from individual QDs. The organometallic synthesis described below has proven to be
quite general; nanocrystals of nearly all the group II-VI, and I1I-V semiconductors as well

as some metals may be prepared with only minor variations.

1.2.1 The Murray et al. synthesis

In the methodology developed by Murray et al. 16, the organometallic precursers,
dimethyl cadmium and tri-octylphosphine selenide, are dissolved in tri-octylphosphine
(TOP) and rapidly injected into hot tri-octylphosphine oxide (TOPO) at 350 °C and under
inert atmosphere. Small CdSe nanocrystals approximately 1 nm radius nucleate
immediately and may be isolated by cooling the reaction flask. Larger nanocrystals may
be grown through continued heating at ~ 290 °C. The TOPO/TOP surface ligands
moderate the growth rate of the QDs, electronically passivate the surface of the QD, and
sterically stabilize the QDs in solution, preventing irreversible aggregation. QDs with 1-5
nm radius and typical size distribution ~ 10% may be routinely produced using this
synthetic method.  The size distribution may be further narrowed to atomic layer
precision using size selective precipitation.

Figure 1.4 shows a cartoon, a transmission electron micrograph (TEM) image,

and a series of absorption spectra of the nanocrystals we study. The effects of quantum
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Figure 1.4 (A) Cartoon of a semiconductor nanocrystal QD with TOPO and TOP ligands
coordinated to the surface. (B) High resolution TEM image of a CdTe QD. The alternating
light and dark lines are the atomic lattice planes (microscopy by F.V. Mikulec) (C) Size
series of CdSe QDs showing the room temperature solution absorption spectra with radii as
indicated.
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confinement and the narrow size distribution are evident in the shift of the band edge to
higher energies with decreasing QD radius and the discrete electronic transitions. Strong
band edge photoluminescence (PL) is observed from these nanocrystals even with only

the organic TOPO/TOP capping ligands. The luminescence properties may be further

enhanced by overcoating with a shell of a second, higher band gap semiconductor.!7.18

1.2.2 Why colloidal QDs are different than epitaxially grown QDs

The dielectric discontinuity represents a fundamental difference between colloidal
QDs or nanocrystals and QDs embedded in semiconductors. For example, InAs QDs can
be prepared either by the Stranski-Krastanow mechanism!?2 or using organometallic
synthesis.!9 As a result of the large dielectric contrast, the Coulomb charging energy of a
spherical 21 A radius InAs QD (g = 14.6) is almost an order of magnitude larger in a
typical organic solvent or polymer (g~ 2) versus the same nanocrystal embedded in
GaAs (g, = 13.2).9 This difference should dramatically change the room temperature
electrical properties.

In addition to changing the energy of the electronic states, the sharp potential
boundary and the presence of image charge affects the rate of carrier relaxation processes
thereby changing the QD optical properties. Auger-like scattering processes mediated by
the electron-hole Coulomb interaction are much more efficient for semiconductor
nanostructures than in bulk crystalline material.20-21  The Auger rates are increased both
by the presence of the heteroboundary and the enhanced Coulomb interaction. Thus
despite the widely separated electronic states that are many optical phonon energies apart,
single excitons in nanocrystal QDs rapidly relax to the lowest excited state through

energy transfer from the electron to the hole.22.23 The same enhanced Coulomb
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interaction also leads to rapid non-radiative recombination of multiple electron-hole
pairs.24 These processes put a fundamental limitation on the gain that can be achieved
from the nanocrystal QD laser (see Chapter 6).25 Auger ionization is also more likely,26
possibly explaining why fluorescence intermittency is observed for single nanocrystal

QDs27 but only rarely for QDs embedded in other semiconductors.

1.3 The Art and Science of Quantum Dot Solids

More than 30 years ago, it was suggested that one could build an artificial
superlattice to study the basic principles of solid state physics.28 By tuning the density
of states of the artificial atoms and the coupling between them, one could rationally .
design the periodic potential and thus the band structure of the artificial solid. From a
tight-binding perspective, the degree of coupling is controlled by tle overlap integral of

single particle wavefunctions on adjacent sites in the lattice:

y =(¥,(OUE)|¥,(r +R)) (1.11)
Thus, the coupling and bandwidth (y) depends on the distance between the sites and the
shape of the intervening potential. Colloidal QDs are excellent candidates for such a
structure as they readily self assemble into close-packed arrays (see below) and the

surface ligands can be easily exchanged to tune the distance between the particles and in

principle, the electronic couplings.

1.3.1 Transport in metallic vs. semiconductor nanoparticle arrays

Transport in 2-D arrays of metallic dots has already been the subject of a number
of experimental 29-32 and theoretical investigations.33 In DC conductivity, reducing the

length of the ligand chains increased the conductance of arrays of gold nanocrystals.30

27



Increased conductance was also observed when the native alkanethiol capping groups
were replaced with molecular wire-like linker molecules.3! In the Coulomb blockade
regime, threshold type DC conductivity is predicted33 but to our knowledge has only
been observed in metal arrays prepared by electron beam lithography.34 The most
significant result to date has been the demonstration of a reversible metal-Mott insulator
transition as a monolayer of Ag nanocrystals was compressed on a Langmuir trough. 35
The metal-insulator transition was indicated both by a change in the optical properties
and in AC conductivity. It is important to note that metal nanocrystals are generally too
large to exhibit quantum confinement; the discrete density of states arises instead from
Coulomb charging states.

The behavior of semiconductor QDs arrays is expected to be significantly different
from the metallic arrays. The spacing of the electronic states in the conduction band
exceeds kT and is comparable to the Coulomb charging energy. Since the lowest energy
electron and hole wavefunctions are concentrated in the center of the QD, semiconductor
QDs need to be nearly in direct contact to have strong quantum mechanical coupling.

In addition to these quantum mechanical effects, Coulomb interactions between charges
in the semiconductor QD array are much stronger. The Coulomb interaction between
charges on adjacent QDs is comparable to the Coulomb charging energy of a single QD.
As a result, long range interactions between charges in the array are important. Finally,
for intrinsic wide band gap semiconductors such as CdSe, the electron density in the
conduction band is negligible at low temperatures. Mobile charge must be injected by
doping, injection from the contacts, or in the case of this thesis, photogenerated using

light.
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1.3.2 The effects of disorder

Seldom mentioned in any of the metallic or semiconductor array studies to date are
the effects of disorder.32.36 Since the site charging energy and the electronic structure of
the QD depend sensitively on the radius, the energy “bandwidth” associated with the
intrinsic size distribution of the QDs must be less than available thermal energy in order
to avoid creating traps in the QD solid. Thus, high quality samples are required. Small
QDs are more sensitive to disorder than large QDs. Semiconductor QDs are also more
sensitive to the size distribution than the metals since the quantum confined electronic
states are proportional to 1/a’; the charge states of metal nanocrystals are proportional
1/a. Even if the size distribution could be eliminated, varying degrees of ligand inter-
penetration mean that some positional disorder will remain. Only when the QDs are

strongly coupled does the lattice symmetry and domain size become important.

1.3.3 Preparation of QD solids

Nanometer size hard spheres with low polydispersity readily self-assemble into
close-packed arrays. Experimental studies37-39 and Monte Carlo simulations4? suggest
that crystallization of nanometer size spheres is driven by primarily inter-particle and
particle-substrate van der Waals interactions. The van der Waals interactions can be
tuned by changing the surface passivation, ligand chain length, substrate surface energy,
and solvent polarity to optimize formation of the equilibrium structure.

The majority of the QD solids studied in this thesis are prepared by drop casting
from nonpolar solvents onto hydrophobic substrates.#!42  Figure 1.5A shows a cross-

section TEM image of a typical thick film. The individual dark spots in the image are
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individual nanocrystals. Close examination shows that the QD solid is polycrystalline
with intervening amorphous regions. Few defects are seen in cross-section. However,
thick films are prone to lateral cracking and vent holes attributed to solvent evaporation.
All of these defects are most easily remedied by preparing thin (sub 100 nm) films,
increasing the boiling point of the solvent mixture to slow evaporation, limiting exposure
to vacuum until the film has thoroughly dried, and avoiding rapid thermal cycling. QD
solids that are free of aggregates (Figure 1.5B) and excess capping ligands are optically

clear with striking thin film interference colors when prepared on silicon substrates.

1.4 Thesis overview

This thesis describes a series of experiments designed to probe the effect of
dielectric confinement on the optical, electronic and transport properties of CdSe QDs.
In Chapters 2 and 3, the effect of the dielectric environment on the energy of the quantum
confined electronic states and on the absorption coefficient is discussed. In both cases we
find that the surface ligands that surround each QD significantly reduce the sensitivity of
the core to the external dielectric environment. We then tackle the problem of
photoconductivity in CdSe QD solids. We find that field ionization of the photo-excited
electron-hole pair controls the photoconductivity; we develop a simple tunneling model
to describe the ionization process. The effect of charge separation on the
photoluminescence quantum efficiency is explored further in Chapter 5. Finally, in
Chapter 6 we head in a new direction with the first demonstration of amplified
spontaneous emission from strongly confined, nanocrystal QDs. While seemingly

unrelated, recent detailed studies of electron-hole dynamics in colloidal QDs are strongly
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influenced by both the Coulomb interaction and the dielectric boundary and may limit the

gain that can be achieved.24.25
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Chapter 2

Observation of solvatochromism

2.1 Introduction

Solvatochromism refers to a change in the energy of an optical transition when a
chromophore is dispersed in different solvents. In molecular systems, solvatochromism
arises from dipole- (induced) dipole or dispersion interactions with the solvent
molecules.! This effect is commonly used to advantage in modern studies of solvation
dynamics. For example, by monitoring the emission energy of the chromophore as a
function of time, one can make inferences about the dynamics of the solvent cage around
the chromophore.2

Similar interactions with the dielectric environment influence the electronic states
of semiconductor QDs. Dielectric mismatch in the presence of an electric field resuits in
a surface polarization charge at the interface of the two materials. As was outlined in
Chapier 1, the bound charge may interact with charges confined within the QD thereby
affecting the energy of the exciton and the optical band gap.34 Numerous theoretical
papers have presented calculations of the predicted polarization energy as a function of
external dielectric environment, 5-10 QD size, and shape.!l In addition, the dielectric
environment may be important in the presence or absence of surface states.12,13

Since they may be easily dispersed in a variety of solvents with different
dielectric constants, colloidal semiconductor QDs are a convenient system in which to

test models of the polarization energy for QD systems. In this chapter, we show that the
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optical band gap of CdSe QDs decreases slightly as the solvent dielectric constant is
increased. Simple analytical models of the polarization energy appear to overestimate the
effect of the dielectric environment. Satisfactory agreement with the data can be found
by accounting for the screening provided by the ligand shell around the QDs.
Solvatochromism measurements also allow us to address the important question

of inter-dot coupling in close-packed arrays of semiconductor QDs. Linear absorption
spectroscopy is commonly used as a probe of inter-particle coupling. In practice,
changes in the absorption spectrum may be due to the dielectric environment, classical
electromagnetic dipole or multipole coupling, or quantum mechanical coupling (i.e. the
wavefunction is delocalized over more than one QD to form extended states). For
example when gold nanoparticles aggregate, electromagnetic coupling of the plasmon
resonances on nearby particles results in a dramatic color change!4 that can be used in
colorimetric based detection schemes for nanoparticle tagged biomolecules.!5 Several
authors have observed red shifts of the absorption edge when close-packed films of
colloidal semiconductor QDs are prepared.!6,17 For very small clusters, it has been
suggested that the red shift is due to quantum mechanical coupling of adjacent QDs.13
We examine this hypothesis by comparing the absorption shifts of monodisperse and
mixed size QD solids. Our analysis suggests that for larger clusters (2-6 nm diameter)
the absorption shift is dominated by the effect of the external dielectric environment.
2.2 Experiment

CdSe QDs passivated by tri-octylphosphine/tri-octylphosphine oxide
(TOP/TOPO) ligands are prepared following the method of Murray ef al. 19 QDs are

isolated from the excess TOPO/TOP by repeated (3X) size selection from n-
\
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Figure 2.1 (A) Room temperature absorption spectra for 20 A TBPO/TBP capped CdSe QDs
dispersed in various solvents. (B) Blow-up of the region near the 1S.1S3,, feature for QDs
in hexane (@), chloroform (V), toluene(l), 3-bromotoluene (<), and 3-iodotoluene (A).
Spectra have been offset for clarity. (C) The inset shows the first derivative spectra in the
region of the lowest energy absorption feature. Symbols refer to the same samples as in (B).
The zero-crossing moves to lower energies with increasing solvent dielectric constant.
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butanol/methanol dispersions followed by drying under vacuum. To form close-packed
QD solids, concentrated dispersions (~ 100 mg/mL) of QDs in 90% hexane/10% octane
are drop cast on clean microscope slides to form optically clear and thin solid films. Tri-
butylphosphine/tri-butylphosphine oxide (TBPO/TBP) passivated QDs are prepared by
repeated dissolution in neat TBPO/TBP and stirring overnight at 60°C. QD radii!9 and
inter-particle separationZ0 in QD solids are quoted from previously published results.
Linear absorption spectra are obtained using a Cary SE UV-Vis-NIR
spectrophotometer operating in dual beam mode with 2 nm spectral bandwidth and
sampling every 0.1 nm. Solution spectra are obtained using the same quartz cuvette for
both reference and sample. For each sample, an aliquot of the stock dispersion is
vaacuum dried to a powder and then re-dispersed in the new solvent taking care to ensure
that the QDs re-disperse fully. Spectra of close-packed films are obtained using pre-
cleaned microscope slides as substrates. Error from the fluorescence of the QDs is
minimized by washing the QDs with methanol several times to reduce the
photoluminescence quantum yield (QY) to ~ 1%. Photoluminescence QY measurements

are made using a SPEX Fluorolog spectrophotometer.
2.3 Results

Figure 2.1 shows linear absorption spectra for 20 A radius CdSe QDs with
TBPO/TBP surface ligands dispersed in hexane, chloroform, toluene, 3-bromotoluene,
and 3-iodotoluene (all solvents from Aldrich, > 98% purity). Each dispersion has
identical nominal concentration of QDs and is optically clear. A slight red shift of the

absorption edge is observed with increasing solvent refractive index. The shift in the first
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absorption feature (1S.18S3/,; transition) is more easily observed by plotting the derivative
spectra (Figure 2.1C) and fitting a straight line to the data near the zero-crossing (peak
maxima). The higher energy optical transitions and the band edge PL also red shift by
approximately the same amount as the 1S.1S3/;, transition. However since perturbation
theory limits our quantitative analysis of the polarization energy to the lowest excited
state. from this point forward we concentrate on the 1S.1S3.;, transition.

In Figure 2.2, we plot the energy difference between QDs dispersed in 3-
iodotoluene and QDs in hexane for a size series of TOPO/TOP capped QDs. The shift in
the 1S.1S3p, transition is larger for small QDs (15-20 A) than for large QDs (30-40 A).
This is expected as the quantum-confined exciton of smaller QDs is on average closer to
the surface polarization charge and the solvent molecules. We observe that changing the
alkane chain length (and effectively the distance of closest approach of the solvent
molecules to the QD surface) does not change the solvatochromatic shift significantly.
Figure 2.3 shows data for 20 A TOPO/TOP and TBPO/TBP capped QDs dispersed in the
same solvent series as above (C8 and C4 alkane chains respectively). The theoretical fits
in Figure 2.3 will be discussed in Sec. 2.4.3.

By preparing close-packed solids of QDs one can further increase the external
dielectric constant around the QDs. Figure 2.4 shows the reversible absorption shift
between hexane dispersion and close-packed film for 20 A QDs with TOPO/TOP
ligands. Each quantum-confined exciton is now effectively embedded in a matrix of
CdSe and the organic ligands. To determine the contribution of inter-dot coupling to the

absorption shift, we prepare 1:10 mixtures of large (23.8 A) QDs and small (13.2 A) QDs
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Figure 2.3: Observed and predicted solvatochromatic shifts with respect to hexane
dispersion for the 1S.1S3p electronic transition. Symbols are the observed shifts for 20 A
QDs capped with (V) TOPO/TOP ligands and (@) TBPO/TBP ligands. The observed shift
for a close-packed solid of approximately the same size QDs is shown by the square ().

The solid line is the theoretical shift for this core radius based on equations (2.3)-(2.5). The
predicted solvatochromatic shift using the core-shell model (equations 2.5, 2.6) is shown for 7
A (dashed) and 11 A (dash-dot) dielectric shells (g, =2.1) surrounding each QD.
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Figure 2.4: Room temperature absorption spectra for 20 A TOPO/TOP capped QDs as a
dispersion in hexane (solid lines), a close-packed QD solid on glass (dotted line), and the
same QDs re-dispersed in hexane (dashed line).
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TABLE 2.1: Observed and predicted position of the first absorption feature for 23.8 A
QD:s as pure dispersions and close-packed solids, and when mixed with 13.2 A QDs.

Sample Observed (nm) Predicted (nm)
Large QD dispersion 584.25 *
Large QD solid 585.44 585.3+0.1%
Mixed QD dispersion 584.01 584.1 +0.1°
Mixed QD solid 585.84 585.7+0.1°¢
584.9¢
586.2°
? core-shell model (b-a = 9A, €4yc = 2.84).
® predicted position for spectra = 10x (small QD dispersion) + 1x (large QD dispersion)
° mixed dispersion position + shift based on the core shell model, g,yc = 2.58, b-a = 94
d predicted position for spectra = A x ( small QD solid) + B x (large QD dispersion)

predicted position for spectra = A x (small QD solid) + B x (large QD solidf}

and measure the absorption shift with respect to a pure dispersion of the large QDs. If
coupling of adjacent QD electronic states is the dominant contribution to the observed
shift, then the 1S.1S;. transition of the large QDs should not shift in the mixed QD
system. *

The results of this experiment are shown in Figure 2.5 and Table 2.1. The
predicted peak position is determined by measuring the absorption spectra for the pure
QD solids or dispersions and then adding these spectra in the appropriate ratio to best
match the observed, mixed, spectrum. For the mixed dispersions of QDs (case b), good

agreement between the observed and predicted peak position is found. For the mixed QD

* Kagan showed that the different sizes of QDs remain well mixed and do not phase separate when
deposited from hexane/octane raixtures. See C. R. Kagan, Ph. D. thesis, Massachusetts Institute of
Technology, 2000. Page 68.
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Figure 2.5: Linear absorption spectra of pure and mixed QDs (A) as dilute dispersions and (B) as
close-packed QDs. The experimental data for mixed QDs (solid line), large QDs (dashed) and small
QDs (dash-dot-dot). The dash-dot line indicates the best fit to the experimental mixed spectrum found
by taking a linear combination of the large and small QD spectra. The insets show band edge
absorbance for the large QDs in all cases.
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solid, we calculate the predicted peak position for three different scenarios. In case (d)
we assume that there is no absorption shift of the large QDs; thus, the total absorption
spectrum is the sum of the small QD solid spectrum plus the large QD dispersion
spectrum. In case (€) we assume that the spectra of both the small and large QDs shift
and thus the total ahsorption spectrum is the sum of the two QD solids. Table 2.1 shows
that the observed peak position is in between these two extremes. The predicted peak

positions based on cases (a) and (c) are discussed in the following section.
2.4 Discussion

In the previous section we demonstrated that absorption spectrum of CdSe QDs
shifts to lower energies with increasing solvent dielectric constant. Before proceeding to
a detailed analysis of the effect of the dielectric environment, it is important to eliminate
other factors that could cause spurious shifts of the spectra. Even for nearly m-onodisperse
QDs, as used in this experiment, the remnant size distribution still affects the shape and
energy of the absorption spectrum. If varying solubility of the QDs was causing the
absorption shifts, we would expect that with increasing solvent polarity, the largest
particles would flocculate first (strongest van der Waals interactions) leading to a blue
shift of the absorption spectrum. This is not observed. Furthermore, all the dispersions
were optically clear (optical density < 0.01 below band gap) suggesting that aggregation
does not make a significant contribution. Thus, we assign the red shift of the absorption
spectrum to changes in the dielectric environment that perturb the energy of the quantum-

confined exciton.
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2.4.1 Theoretical models of the polarization energy

The total energy of an exciton confined to a spherical semiconductor QD can be
expressed as the sum of the bulk band gap, the kinetic energy of each carrier due to

quantum confinement, the energy from the direct Coulomb interaction of the electron-

hole pair, the self charging energy for each carrier (Z%, ,,)) and the polarization energy

from the interaction of each carrier with the image charge of the opposite carrier (J,‘f:’ ).

EP - Egulk +gXin  plin  pdir | spoly gpol | 2 @1

The first four terms depend only on the dielectric constant inside the QD (g;). The last
three polarization terms depend strongly on the contrast between the internal and external
dielectric environment (€,/€3).

Calculations of £, and J”; are generally addressed using perturbation theory.

Using the effective-mass approximation and assuming an infinite potential barrier at the

interface, the lowest energy conduction band electron in a QD of radius a has envelope
wavefunction W(r) ~ sin(nr / a)/ r. The self energy Ze(,,) due to the image charge

distribution on the surface when a hole(electron) is added to the highest valence (lowest
conduction) band state is given by Zf(‘:,') (‘PO Vi (r,r'] Wy) where Vi, is the

polarization potential created by the image charge. For the case treated theoretically by
Brus? and others3.7, the indirect polarization potential at point r, created by a point

charge q at position r’ within a spherical region is given by,

(I' ")—’

ZA r'r! P (cos®) (2.2)
4meosr 12

46



3

Core Core-shell

Figure 2.6 Cartoon of the core and core-shell models used for the polarization energy.
“a” 1s the radius of the QD. “a+b” is the radius of the core plus the inorganic shell. In
both cases, spherically symmetric wavefunctions, restricted to the area r< a, are used.

where P, is the Legendre polynomial and 0 is the angle between r and . For the case
where the image charge is at the interface between regions I and III (see cartoon in Figure
2.5), the coefficient 4 is given by,

I+1 g -¢g
a g, +1l(g, + &)

4 = 2.3)

From reference [5], J7; is given by,
I = ([, 0V W, (r, 1) (r) P (r)dr'dr
__—a’ (1. 1 @9
drnegeial &5 &

The /=0 terms in £¢” and I} exactly cancel J?} so that the net correction to the 1S1S,

exciton energy from the interaction with the image charge is given by,

S= a*'4, o) x 2 dx 2.5
2808.0; fjo( ) 2.5)

where jis the spherical Bessel function.
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Iwamatsu et al. considered the effect of a dielectric discontinuity for the case of a
spherical QD surrounded by a shell of a second material with dielectric constant €, and
thickness (b-a) (see Figure 2.5) and then embedded in a dielectric medium (g3).8 In this
case A, is given by

4o (1+1)  ae,—&Xg +U(e, +8)+ 6" (5, - &, Xe, +1(e, + £,))

_ 2.6
g 02“](51 -&, Xé‘z —& y(l +1)+ bml(gz "'1(81 + &, ))(83 +1(52 & )) 20

The rest of the derivation of the polarization ¢nergy follows as before including the
cancellation of the /=0 terms so that the correction to the exciton energy is given by (2.5)

and substituting equation (2.6) for 4,.

2.4.2 Comparison to experiment: dilute dispersions
In Figure 2.3, we plot the energy of the first absorption feature from the data in

Figure 2.1 with respect to the value for the same QDs dispersed in hexane (A) versus the
square of the solvent refractive index.2! The dashed line shows the predicted energy shift
based on equations (2.3)-(2.5) where the image charge is considered to be exactly at the
surface of the QD. The bulk high-frequency dielectric constant for CdSe (g;= 6.2) is
assumed. The predicted energy shift is much larger than the observed energy shift.
Using this model, it is not possible to match the data without assuming an unphysically
large radius (~ 4a). The solid line in Figure 2.3 is the theoretically predicted energy shift
with respect to hexane dispersion using the core-shell model (Equations 2.5 and 2.6) and
again using €;= 6.2. Although there is no unique fit based on both shell thickness and &5,
we can choose a physical solution by setting €, equal to the dielectric constant of the
ligand shell that surrounds each QD. Satisfactory agreement with the data is found

setting the shell dielectric constant €2 = 2.1 and using the shell thickness b as the only fit
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parameter.' For the best fit, we find that the shell thickness is ~ 8 A. in reasonable

agreement with the extended chain length for TBPO (~ 6.7 A).

2.4.3 Comparison to experiment: QD solids
In Figure 2.3 we also include the observed absorption shift for a QD solid (shown

by the square) of similar size as used for the solvent series. Here €3 is calculated for
randomly close-packed spheres (fill factor = 0.64) of semiconductor (™ =6.2 for bulk

CdSe) with an organic shell of width (d) and dielectric constant € ~ 2. The interstices are
filled with the same organic material. The observed absorption shift is in near
quantitative agreement with what would be expected from the average external dielectric
environment using the inorganic core-organic shell model. The data in Table 2.1 also
shows remarkably good agreement with this model. The 1S.1S35, transition for the large
QDs shifts to the red with respect to hexane dispersion both for the monodisperse QD
solid and when the QDs are “diluted” in a solid of small QDs. In the latter case, there
should be little coupling between electronic states on adjacent QDs. Case (a) in Table 2.1
is the predicted 1S.1S3,n peak position in the QD solid for monodisperse 23.8 A QDs
given the volume weighted dielectric constant of the composite and b-a =9 A. When the
large QDs are diluted in the small QDs, the volume fraction of semiconductor material is
smaller leading to a reduced average dielectric constant and correspondingly smaller

absorption shift (case c).

* Note that in the fits of Figures 2.2 and 2.3, we plot the change in energy (A) of the exciton with respect to
the value in hexane dispersion, not the absolute value of the polarization energy. As a result, the
theoretical curves for different shell thicknesses only cross for €; = 1.89 (hexane) and not when €; =¢; as
one would intuitively expect.
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2.4.4 Effect of the thickness of the ligand shell

The inorganic core-organic shell model is physically consistent with the
monolayer of phospho-alkane ligands that surround each QD and provide a barrier to
solvent molecules approaching the surface. In solvatochromism of molecular species, it
is found that 90% of the solute-solvent interaction is with the first solvent shell. ! Thus it
is reasonable that the QD-ligand shell interaction dominates. An important test of theory
is to change the shell thickness. Although TOPO/TOP ligands have twice the nominal
chain length of TBPO/TBP ligands, the predicted difference is small and close to our
measurement uncertainty in this experiment. We observe that QDs capped with the two
different ligands exhibit the same solvatochromatic shifts within experimental error.

The degree of penetration of solvent molecules into the ligand shell may be
expected to depend on QD core size and ligand chain length as well as chemical and
steric interactions with the solvent molecules. Measurements of the hydrodynamic radii
of gold nanoclusters with alkanethiolate (C10 and C12 alkanes) ligands suggest that for
larger clusters with radius > 20 A, the outer part of the ligand shell is relatively fluid.22
As a result the hydrodynaric radius is less than would be expected from calculations of
the core radius plus extended alkane chain length. Thus for a given size QD, the portion
of the ligand shell that is impenetrable to the solvent molecules may be similar for both
TBPO/TBP and TOPO/TOP capped QDs resulting in a similar absorption shift. When
the radius of curvature of the particle is lower (larger QDs), the capping ligands may pack
more tightly and be more impenetrable to the solvent. We observe that the absorption
shifts for the large radius particles (30-40 A) are more consistent with a 10-11 A shell
than for the 15-20 A particles which appeared to have an 8 A dielectric shell (see fits in

Figure 2.2).
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The core-shell model for the polarization energy only modifies the image charge
potential felt by charges confined to the QD. Further improvements in the theoretical
models should be possible using more realistic wavefunctions for the electron and hole’
and accounting for correlation in the positions of the two charges. Qualitatively, electron-
hole pairs in small QDs should exhibit little correlation since the quantum confinement
effects are much larger than the Coulomb interaction (strong confinement regime). As
the radius is increased, the Coulomb interaction becomes more important and electron-
hole correlation should increase thereby affecting the polarization energy.

Finally, we note that within our experimental error, there is no change in the
extinction coefficient of the QDs. Theory predicts that the absorption coefficient of a
composite containing spherical nanoparticles embedded in a dielectric medium (go) is
proportional to £, where fis a local field factor approximately equal to the ratio of the
electric field inside and outside the nanoparticles, f(@)=3g¢/(e(w)+2€0).23 From this
mechanism, one would predict that the absorption coefficient for QDs in 3-iodotoluene
could be as much as 40% larger than the absorption coefficient for the same QDs in
hexane. Such strong dependence on the solvent dielectric constant is not observed. As
with the polarization energy, the calculations of the local field may have to account for
the effect of the ligand shell in order to correctly predict the absorption coefficient. We

address this problem in the next chapter.
2.5 Conclusions

Solvatochromatic shifts observed for CdSe QDs are consistent with the change in

polarization energy of the exciton if the effect of the ligand shell is included. The

* Pseudopotential calculations for 19.2 A CdSe QDs (no ligand shell) predict an ~ 25 meV shift of the
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observation of an absorption shift in the mixed QD system and the excellent agreement
with the core-shell model make a convincing argument that for QDs in this size range, the

absorption shifts are dominated by the dielectric environment.
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Chapter 3

On the absorption cross-section

3.1 Introduction

There is great interest in using semiconductor quantum dots (QDs) in novel linear
and nonlinear optical devices. ! For the design of such devices, as well in detailed studies
of the dynamics of electron and holes in the QDs, knowledge of the absorption-cross
section per QD is essential. In order to deduce the average number of electron-hole pairs
produced per incident photon one needs to know the absorption cross-section and the
photon flux. Surprisingly, the absolute linear absorption cross-section for interband
transitions in CdSe QDs is not well known. One reason for this absence of a key
parameter is the difficulty of accurately counting particles rather than ions or molecules.
To date all published determinations of the extinction coefficient for nanoparticle systems
have relied either on decomposing the nanoparticle and analyzing for the concentration of
one of the component ions, 2,3 or gravimetric analysis.# Both procedures require very
narrow size distributions in order to avoid large uncertainties in the particle concentration
and thus the extinction coefficient. In the latter method, the mass of the surface ligands
adds further uncertainty. In this chapter we prepare nearly monodisperse dispersions of
CdSe QDs and determine the absorption cross-section per particle to within 15% based
on the yield of the reaction. We observe that the absorption coefficient far above the
band edge scales approximately as the QD radius cubed. We fit the data using models for
light scattering from small particles and find excellent agreement for colloidal dispersions

in hexane.
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In addition to obtaining a working value for the absorption cross-section, we also
perform some simple experiments to test available theoretical models for this
parameter.>-7 Many recent calculations 8-12 are aimed at accounting for the self-reaction
of the QD in the light field—the electric field of the electromagnetic wave causes the QD
to polarize which in turn acts on the potential the QD feels. The degree of polarization
depends on the contrast between the inside and outside refractive indices. We examine
the solvent dependence of the extinction coefficient and observe that it is independent of
solvent refractive index within the error of the measurement. We show that accounting
for the effect of the capping layer reduces sensitivity of the absorption cross-section to
the medium. However the absorption cross-section is still less sensitive to the dielecuic

constant of the medium than predicted from simple theory.

3.2 Experimental

CdSe colloidal QDs were prepared following the methods pioneered by Murray
et. al. 13 QD radii are quoted from calibration curves based on the same authors TEM
and small angle X-ray scattering work. The extinction coefficient as a function of size
was determined as follows: A known number of moles of precursers (n¢,) are used to
prepare the QDs with dimethyl cadmium being the limiting reagent. A small fraction of
QDs is isolated from the original known volume of growth solution. The typical size
dispersion in this fractionated sample ~ 5%. Assuming 100% reaction yield, the
concentration of particles is equal to the concentration of cadmium divided by the

number of cadmium atoms per particle. Explicitly,

S

3.1

2
N = —na’
carop = 3 v
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where a is the radius of the QD and V,,,,, is the volume of the unit cell containing 2 CdSe
units. The bulk CdSe wurtzite unit cell volume is 112 A®. Powder X-ray diffraction
studies of CdSe QDs found less than 0.5% lattice contraction compared to the bulk
parameters.13
The integrated area of the absorptior. spectra of the growth and fractionated

solutions are compared to obtain the relative concentration of QDs. We will further
examine tie validity of this procedure below. For now, the concentration of CdSe QDs
in the size selected fraction is given by,

700

[4.(2)A i} :

Y
[QD] — 703050 VCd > (3.2)
j Agmwlh ( 2 y 7 growh “YCd QD

350

where 4A(4) is the absorbance as a function wavelength, Y is the reaction yield, and Vgrowmn
is the volume of the growth solution. Dilute dispersions are used for optical
measurements; typically both the growth and fraction spectra are obtained 100X dilute.
Once the concentration of QDs is known, the extinction coefficient can be calculated
from Beer’s law £;=4,/cl, where c is the concentration of chromophores (M) and / is the
path length (cm). Finally, for some measurements it is more convenient to use the

absorption cross-section given in cm’ by,

2303,

C
abs NA

3.3)

where N4 is Avogadro’s number.
All absorption spectra are obtained using a HP-UV-Vis Spectrometer with 1 nm

resolution in a 1 cm path length quartz cell. For measurements of the absorption cross-
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section as a function of solvent refractive index, a concentration series of well washed
dispersions of QDs is prepared in 5 different solvents. Identical volumes of a
concentrated dispersion of QDs in hexane are added to the new solvent (approximately
0.1% hexane by volume in the final solution) and from the slope of the optical density
versus concentration plot, the extinction coefficient in each solvent is deduced. All

dispersions were optically clear and non-scattering.

3.3 Results

Figure 3.1, shows the C,, at 350 nm per particle as a function of QD radius
determined by the above procedure. Also shown is a similar determination where instead
of integrating the growth and fractionated solutions, one simply takes the ratio of the
optical density at 350 nm to determine the relative concentration. These two methods
give the same result within our uncertainty. C,s, grows proportional to a* as one would
expect from the increased number of CdSe units in the dispersion for the same
concentration of QDs. The details of the model used to fit the data will be discussed in
the next section. The largest deviation from the a? fit is for small sizes where the reaction
yield is known to be less than 100%. Table 3.1 shows the estimated reaction yield based
on thermal gravimetric analysis.

There are two major sources of uncertainty in this determination of the extinction
coefficient. The first and most important is the sizing of the QDs. The uncertainty in the

radius (~ 5%) of the particles leads to a minimum 15% uncertainty in the determined
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Figure 3.1 Observed and theoretical absorption cross-section as a function of size for CdSe
QDs dispersed in hexane. Solid symbols indicate C,s,; based on the integrated absorption
spectra. Open symbols indicate C,;, determined using the absorbance of the growth and
fractionated solutions at 350 nm.
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Table 3.1: Estimated reaction yield based on thermal gravimetric analysis. (F.V.
Mikulec, unpublished results).

Lambda Radius % wt. Loss  Total yield  Inorganic % Yield
1S.1S3pn A) 25-600 C ® yield (g)

498 13.9 23.9% 0.46 0.35 65.8%
526 16.8 18.5% 0.57 0.46 87.2%
600 25.9 12.0% 0.58 0.51 95.9%

extinction coefficient. Note that for size distributions greater than 20%, uncertainty in the
radius weights the average volume towards larger sizes. Secondly, less than 100%
reaction yield leads to lower than expected QD concentrations and thus under estimation
of the extinction coefficient. For example, the extinction coefficient of the smallest
particles (a < 14 A) may be underestimated by as much as a factor of two. The
volumetric measurements contribute at most 2% uncertainty to the final result.

Figure 3.2 shows linear absorption spectra for a size series of QDs. Each
absorption spectrum has been divided by the extinction coefficient per particle
(determined by the data in Fig 3.1) and by the QD volume to give the effective absorption
cross-section per CdSe unit. This figure shows very clearly how the oscillator strength of
the 1S.1S3.p transition increases as the QD radius is decreased. In addition, the spectra
for different sizes begin to converge for wavelengths less than 400 nm. In the inset of
Figure 3.2 we plot the oscillator strength from 350 to 750 nm for each size per CdSe unit.
Over this limited energy range, the total oscillator strength per CdSe unit is not
conserved. This observation would seem to invalidate equation (3.2). Fortunately, the

total oscillator
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Figure 3.2 Room temperature absorption cross-section as a function of wavelength for CdSe
QDs dispersed in hexane. Each spectrum is divided by the volume of the QD to give the
absorption cross-section per CdSe unit. The inset shows the integrated area per unit volume
as a function of the QD radius.
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strength over this wavelength range varies relatively slowly with size. Thus, as long as
the average QD radii in the growth and size selected fractions are not significantly
different, comparison of the total area of under the absorption curve gives a good
estimation of the relative concentrations.

In Figure 3.3 we examine the dependence of the absorption cross-section on the
solvent refractive index for various features in the linear spectrum. First, a concentration
series of QDs in a particular solvent is prepared (Fig. 3.3A). We then plot absorbance vs.
concentration for the wavelengths indicated (Fig. 3.3B). The absorbance increases
linearly with concentration indicating that Beer’s law is valid in this concentration range.
The deduced extinction coefficient relative to that of the same dispersion in hexane is
plotted vs. solvent refractive index (Fig 3.3C). Within error, no difference in the
extinction coefficient as a function of solvent refractive index (m3) is observed either for
transitions high in the band or for transitions near the band edge. Experiments where the
absorption spectra were measured as a function of concentration of capping ligand

present in the solution showed no change within the instrumental reproducibility.

3.4 Discussion

3.4.1 Dilute dispersions

For optical transitions far from any strong resonances and far from the band edge
where the density of states may be approximated as a continuum, it is reasonable to
model the extinction coefficient using the formalisms from light scattering of small
particles.!4 Formally, the extinction cross-section is the sum of the absorption and

scattering cross-sections.

Cex = Cah: + Cscal (3 4)
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Figure 3.3: Measurement of the absorption cross-section as a function of solvent refractive
index. Figure 3.3A shows representive spectra with increasing QD concentration. In Figure
3.3B, the absorbance as a function of concentration at the indicated points is plotted. In Fig.
3.3C, the slope of the Beer’s law plot, relative to that of the same QDs is hexane, is plotted.
Error bars indicate the uncertainty in the measurement based on multiple runs.
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Light as it propagates through the medium a distance / is reduced in intensity by e ="' .
For particles where the radius (@) is much less than 4/mj, the absorption cross-section is
much greater than the scattering cross-section. Dispersions of colloidal QDs are optically
clear by eye and the measured scattering is less than 0.1% of the incident light. For

absorbing particles with isotropic polarizability,

% s Re(iar) (3.5)

C.,. = 47k Re(ia) ="

where m; is the refractive index of the medium, A is the wavelength in vacuum, and « is
the polarizability of the particle. The polarizability of dielectric spheres with radius a is

given by,

2 2
a= M (36)
m;” +2m,

where m;=n;-ik; is the complex refractive index of the particle. An alternative
expression which is useful for further calculations and identically equal to Equation (3.5-
3.6) when the volume fraction of particles is much less than one was derived by Ricard
et al8

Coss = "C'o"lf(wlz 2n'kl(i7m3)
myc 3
2 (7a,b)

Written in this manner, the C,, is proportional to the “bulk” absorption coefficient
(2nk), times a local field factor. The local field factor is equal to the ratio of the applied
electric field to the electric field inside the sphere, which of course is related to the

polarizability of the sphere.
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The theoretical curve in Figure 3.1 is the calculated C,; based on equations (3.7
a,b) for CdSe QDs in hexane. Only literature values for the complex refractive index of
bulk CdSe,!5:16 and the radius of the QDs, determined from previously TEM and SAXS
measurements, were used in the calculation. The fit is remarkably good given that for
small sizes the dielectric constant is probably significantly different from the bulk
values.!”?

While the agreement between theory and experiment is excellent for QDs in
hexane, equation (3.7) shows that the polarizability of the particle depends on the contrast
between the refractive indices of the medium and the particle. However, in Figure 3.3 we
observed that the extinction coefficient did not depend on the solvent refractive index.

In chapter 2, accounting for the screening provided by the capping ligands appeared to
explain the relative insensitivity of the polarization energy to the external dielectric
environment. To apply the same principle to the problem of the absorption cross-section
we need the polarizability of a sphere covered with a concentric shell of a different
material. The solution is straightforward and no doubt has been solved by others: for a

core-shell structure embedded in a dielectric medium in a uniform electric field where,

e=¢£(0) for O<r<a

£E=€ for a<r<b

£=g3 for r>b
-9¢,¢,b’

flw)= (3.8)

2a3(52 — & (w))(az _33)"1’3(51 (a’)"' 2¢, X“:z + 253)
Equation (3.8) reduces to (3.7b) for a=b or €,=¢,. (in each case € is approximated by m’)
In Figure 3.4A we plot the theoretical Cg, as a function of the solvent refractive

index and cap thickness assuming €2 = 2.1. Even a thin 10A shell layer with dielectric
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Figure 3.4: (A) Relative absorption cross-section vs. solvent refractive index for CdSe with
organic shells of different thicknesses with respect to QDs in hexane. (B) Comparison of the
theoretical absolute absorption cross-section for bare CdSe QDs, QDs with a 10 A organic
shell, and with a 10 A ZnS shell.
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constant close to that of the solvent, has a potent effect on C,;, reducing the effect of
changing the medium by almost 1/3. Further increases in the shell thickness reduce the
sensitivity even further. For a given solvent, increasing the excluded volume around the
QD may increase or decrease the absolute absorption cross-section depending on the
dielectric constant of the shell layer compared to the dielectric constant of the medium
(Figure 4B). We also show the theoretical effect of a ZnS shell. For ZnS overcoated
CdSe QDs in organic media, the primary effect of the shell is to increase the effective
volume of the particle. This in turn increases the polarizability and thus C,, for the
particle. Qualitatively, the inorganic core-organic shell model seems to explain the
insensitivity of C,ss with regard to the solvent refractive index. However, to reduce the
sensitivity over our range of accessible solvents to within the error (10%) requires a shell
thickness of nearly 20 A, much greater than we found in Chapter 2 (~ 8 A).

It may be that we cannot quantitatively compare the theoretical fits in Fig 3.4 to
the data in Fig 3.3 because of the absorption band that begins for 3-iodotoluene and 3-
bromotoluene below 375 nm. Near a resonance, anomalous dispersion is generally
observed and the complex value of the solvent refractive index should be used in the
theoretical calculations. Only the real part of m3 was used; this may explain why the data
at 350 nm in Figure 3.3C shows the opposite trend to the theory line. However, near the
QD band edge, the refractive index of the solvent is purely real and should be close to the
literature value used in the calculations. QD absorption cross-section measured at the
band edge shows the slight downward trend with increasing solvent refractive index as is
observed in the near-UV. At the band edge, the polarizability of the QD clearly cannot

be modeled using bulk CdSe parameters

67



g
()

P— — — e e o e — e e -

“./; 20L bulk extinction coefficient
o [ ]
R /o
- 15} -
= i / ]
L 1
3 I .
£ 1.0[ / i
S | ]
g / ]
5 05 4
B ]
% 1
maximum density 1

0.0 TOPO/TOP caps :

0 2 4 6 8 10
N (1018 particles/cm3)

[a—
[\
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and the effect of the discrete electronic states must be taken into account. Here more

detailed models of the local field should be investigated.®

3.4.2 Concentrated dispersions

A condition for applying the scattering formulae is that the mutual distances of
the particles are large compared to the size of the particles and large compared to the
wavelength of light in the medium.” When this condition is satisfied, the effective
refractive index of the medium (m ) is given by,

m =1-i2zNk™>S(0) 3.9
where N is the number of particles per unit volume, S(0) is the scattering function for the
particles and k is the propagation constant of the electromagnetic wave. For

homogeneous spheres with isotropic polarizability, S(0) is given by
S(0) = ik*a’ +§k6a2 (3.10)
and o is given by equation 3.6. On the other hand, it is also possible to treat QDs like

large molecules and use the Lorentz-Lorenz formula from molecular opticc:

m:-1 4
= —xaN 3.11
mt+2 3 (3.11)

In this case it is assumed that the mutual distances of the particles are small compared to
the wavelength of light (a still << 1) and the electric field to which a particle is exposed

is due to the scattered fields of large number of other molecules on all sides.!4 For a
dilute of dispersion of 20 A QDs in hexane with concentration ~2x107 M (4 = 0.2 @ 350

nm) the average distance between particles (r) is ~ 200 nm. Therefore /A is

* For simplicity in the discussion that follows we assume that the particles are suspended in a medium with
refractive index equal to 1.
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approximately ~1 and formally neither the conditions for the molecular optics regime nor
the scattering regime are satisfied.

In Figure 3.5 the ratio of the extinction coefficient determined from the theoretical
effective refractive index in these two different regimes is plotted versus the
concentration of particles. Equations 3.9 and 3.11 yield nearly identical results through
the dilute dispersion regime for small nanometer size particles. However, as the particle
concentration approaches that of close-packed QDs significant deviations are observed.
Equation 3.11 deviates from the linear dependence on concentration and approaches the

bulk extinction coefficient.

3.5 Conclusions

Excellent agreement between the measured and theoretical absorption cross-
section for interband transitions far above the band edge for QDs in hexane is observed.
The absorption cross-section appears to be insensitive to the refractive index of the
medium for common organic solvents. However, caution should be exercised when
using these results for QDs dispersed in media with dielectric constants that differ greatly
from that of the capping ligand until the issue of the screening from the ligand shell can
be addressed. In addition, the simple theory suggests that significant deviations from
Beer’s law will be observed at particle concentrations approaching those of close-packed
films. It should be possible to measure the deviation using highly concentrated

dispersions in an ultra-thin quartz cell (1 < 0.5 mm).
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Chapter 4

Steady State Photoconductivity of CdSe Quantum Dot Solids’

4.1 Introduction

Two and three dimensional arrays of quantum dots (QDs) are of interest both as model
“artificial solids” with potentially tunable optical and electronic properties! and as materials for
possible applications in memory? and computation.3-5 Colloidal nanocrystals are promising
“building blocks” for fabricating such materials as these “artificial atoms” readily assemble into
both glassy and crystalline close-packed solids. Semiconductor QDs also have potential uses in a
variety of opto-electronic devices including light emitting diodes 6-8, photodetectors 910,
photovoltaic cells, 11,12 and possibly laser diodes.

A basic understanding of how charges are captured by and escape from a charge neutral
QD, as well as the process‘l of charge separation of a photogenerated excitation created within a
QD, is essential for the rational design of these opto-electronic devices. Photoconductivity is a
valuable tool to probe charge separation, charge trapping, and carrier recombination mechanisms
in materials. In this chapter, we present steady state photoconductivity on close-packed glassy
solids of colloidal CdSe QDs. In Sec. 4.3, the dependence of the photoconductivity on
temperature, applied electric field, excitation energy, intensity, QD radius, inter-particle
separation, and surface passivation is briefly presented. In Section 4.4 we discuss these results
in detail and show that photoconductivity in QD solids is consistent with electric field ionization

of photoexcited, quantum confined electron-hole pairs. Similar to photoconductivity in many

* Much of this chapter has appeared in print (C.A. Leatherdale er al. Phys. Rev. B, 62, 2669, 2000)
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other molecular-like systems, the charge generation efficiency depends on the rate of charge
separation relative to the rate of geminate recombination of the photoexcited electron-hole pair.
In Sec. 4.4.6, a simple resonant tunneling model is presented to describe the probability of
electron-hole pair separation as a function of applied electric field. We show that the energy
required for charge separation in QD solids is much greater than kT at room temperature. Thus,
although most of the experiments described in this chapter are performed at 10 K, the results are
applicable to room temperature operation of the photovoltaic devices and light emitting diodes

currently under study.

4.2 Experiment

4.2.1 Sample Preparation
Glassy colloidal CdSe QD solids are prepared as described in Chapter 1. Tri-butylphosphine

(TBP)/tri-butylphosphine oxide (TBPO), pyridine, and octanethiol capped QDs are prepared by
repeated dispersion and flocculation of the QDs from a neat solution of the new capping group,
followed by washing to remove the excess cap once the exchange is complete. Typically ~ 50
mg of well-washed QDs is dried to a powder on the vacuum line, approximately 0.5 mL of the
new capping ligand is added, and the dispersion is then allowed to stir overnight at ~ 60 °C under
inert atmosphere. Complete cap exchange is indicated by a change in the solubility of the QDs.
Overcoating of bare CdSe QDs with ZnS or CdS is performed using previously described
methods. 13.14

Close-packed solids are drop cast from solution on to lithographically patterned sapphire or
silicon substrates (described below). In order to minimize the exposure of the sample to air, all

electrical contacts are made prior to film deposition. For this report, a 9:1 hexane/octane
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solution is used for casting glassy films of TOPO/TOP, TBPO/TBP, and octanethiol capped dots.
Pyridine capped dots are deposited from a 9:1 methanol and pyridine mixture on S/SiO,
substrates that are boiled in ultra-pure water and then dried at 175 °C to make the oxide surface
more hydrophilic.!5 Scanning electron microscopy reveals that cracks form in the QD solid if it
is not allowed to dry sufficiently before exposure to vacuum. In films deposited and allowed to
dry in inert atmosphere overnight before testing, the degree of cracking is reduced but the
qualitative electrical behavior and photoconductive gain is the same as that measured for films
tested immediately after deposition. All samples exhibit band edge photoluminescence (typically
10% quantum yield in the growth solution at room temperature) and minimal deep trap
photoluminescence (PL). QD radii and inter-particle spacing are quoted from published small
angle X-ray scattering and transmission electron microscopy measurements. 16,17 QD radii in all
cases include the surface layer.

Polished sapphire optical flats or degenerately doped silicon substrates with either a 600 nm
or 350 nm thermally grown gate oxide, are used as substrates for photoconductivity
measurements. Gold bar electrodes (200 x 800 x 0.1 um’) with separations varying from 1 to 20
um are patterned on the substrates using standard photolithographic techniques. Following the
patterning process, the substrates are cleaned by O, plasma ash to reduce organic surface

contamination before deposition of the QD solid.

4.2.2 Photoconductivity Measurements

All measurements are performed under vacuum in a cold finger cryostat. Typically, DC
photoconductivity of the QD solid is recorded while varying the applied field in steps of 10°

V/cm with a 10 to 30 second delay after each step to allow the current to settle. A Keithley 6517
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electrometer is used to apply a bias voltage and measure current. The excitation source for the
photoconductivity experiments is an Argon ion laser with typical excitation intensity of ~ 2.5
mW/cm’.  For measurement of the spectral dependence of the photocurrent, a SPEX Fluorolog-2
spectrofluorometer with a 450W Hg-Xe arc lamp in combination with a 0.22 m double
monochromator is used as the excitation source (intensity ~ 1 mW/cm?). The energy dependence
of the lamp intensity is accounted for by measuring the emission from a reference cell containing
a concentrated dye solution (Rhodamine 610 or 640). The spectral response is further corrected
by excitation correction factors created for each of the dyes to account for the ~10% error
resulting from the difference in optical path from the positions of the reference dye cell and the
sample.

Muiltiple electrode separations are tested (from 1 to 20 um); the results depend only on the
applied field for samples of different electrode separation, thus eliminating the contacts as a
significant source of the circuit resistance. Several experiments are performed to compare the I-
V curve when both the active sample area and gold electrodes are illuminated to the I-V curve
when only the active sample area is illuminated. Since there are no qualitative differences in the
I-V characteristics that might indicate photoinjection from the electrodes, for all subsequent
experiments the entire electrode pattern is illuminated. Intensity dependent measurements are

acquired in non-sequential order using a neutral density wheel to modify the laser intensity.

4.2.3 Optical Measurements

To develop a complete picture of the charge generation process, the photoconductivity

results are correlated with the PL quantum yield and the PL lifetime. To measure the
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Figure 4.1 Spectral dependence of photocurrent at 10 K. The symbols indicate the
photocurrent at a fixed applied electric field of 2.5 x 10° V/cm, normalized for excitation
intensity. The solid line is the corresponding linear absorption spectrum for each sample.
The photocurrent spectral response is scaled to match the first absorption feature. The QDs in
each sample have the following radii: A - 17.5 A,B-206A,C-25A,and D-30 A.
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temperature dependence of the PL quantum yield (QY), linear absor»tion and PL spectra for the
films are measured using a 300W Hg-Xe lamp, SPEX 0.33 m monochromator, and an optical
multi-channel analyzer. The PL is excited as before with a low intensity laser beam or with a
Hg-Xe lamp plus monochromator combination. A mode locked Nd: Y AG/dye laser system and a
time correlated single photon counting apparatus with ~150 ps time resolution is used for PL

lifetime measurements.

4.3 Results

Figure 4.1 shows the photocurrent spectral response for a representative series of QD
sizes. For each sample, the spectral response is scaled to match the lowest energy feature in the
linear absorption spectrum. The well resolved, discrete electronic transitions in the absorption
spectra demonstrate the monodispersity of the QD samples. The shape of the photocurrent
spectral response follows the linear absorption spectrum, independent of applied field and
temperature (T < 150 K). No photocurrent is observed for excitation below the band edge
suggesting that optical excitation of charges directly out of sub-bandgap trap states makes a
negligible contribution to the photocurrent. The spectral response of the QD solid is clear
evidence that free carriers originate from quantum confined electron-hole pairs created within
individual QDs. 18,19

While there is close correspondence between the absorption spectrum and the
photocurrent spectral response near the band edge, the spectral response slowly deviates from the
absorption spectrum as the excitation energy is increased above the band edge. A similar trend
has been previously observed in photoluminescence excitation studies on dilute ensembles of

CdSe QDs and is consistent with an increase in the non-radiative recombination rate of the
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exciton at higher energy excitation. Since excitation with energies well above the band
edge does not enhance the charge generation efficiency (number of charges/absorbed photon),
charge separation must be a slower process than intra-band relaxation to the lowest excited state.
This result is not surprising given the fast intra-band relaxation times (< 300 fs) reported for
colloidal semiconductor QDs.20

Figure 4.2 shows that the photocurrent varies linearly with excitation intensity. Linear
dependence is observed over two orders of magnitude in intensity, independent of electrode
spacing, temperature, applied electric field and excitation energy.!8 The photoconductive gain,
even at high fields, is only on the order of 10 charges/photon. The dark current is
approximately two orders of magnitude smaller than the photocurrent and lies below the noise
level for the measurement apparatus (< 0.1 pA). High sensitivity, dark current measurements
will be discussed in a forthcoming publication.2! In this woik, the total current I is equal to the
photocurrent I ;,.

The absolute magnitude of the photocurrent decreases with increasing temperature
(Figure 4.3A). However, the shape of the I-V characteristic is nearly independent of
temperature. Figure 4.3B shows the same I-V curves as in Fig. 4.3A, each multiplied by a
scaling factor so that they collapse on to a single universal curve, §(F) where F is the applied
field. Remarkably, there is virtually no change in the shape of the I-V characteristics from 10 to
300 K. Figure 4.3B is one of the best examples of a universal I-V curve that we have observed.
For other samples, the shape of the I-V characteristic is weakly temperature dependent and the

curvature of the I-V characteristic decreases slightly with increasing temperature (Figure 4.3C).
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Figure 4.2: (A) Intensity dependence of the photocurrent at 10 K for a 21 A radius QD solid.
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Figure 4.3 A: Temperature dependence of the photocurrent for a 19 A TBPO/TBP capped
QD solid. I-V curves are shown for 10, 25, 50, 75, 100, 150, 200, 250,and 293 Kelvin. B:
The I-V curves from A are each multiplied by a scale factor, S(T), to show that they collapse
on to a single universal curve, §(F). C: The I-V curves fora 18.5 A TOPO/TOP capped QD
solid at 10, 50, 75, 100, 125, and 300 Kelvin (note this is a different sample than the data in A
and B). Each curve has been multiplied by a scale factor to give the best fit to a single
universal curve.
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No systematic trends with QD size or surface ligands have been identified that determine
whether the shape of the I-V characteristic is temperature dependent.

To examine the contribution of the exciton lifetime to the temperature dependence of the
photocurrent, the factor 1/S(T) used to scale the I-V curves in Fig. 4.3B, the QY, and the exciton
lifetime (t) are plotted relative to their respective values at 10 K (Fig. 4.4). The exciton lifetime,
t = 1/(k+k,,) where k, and k,, are the radiative and non-radiative relaxation rates, is measured for
a close-packed film of the same size QDs as used for the photocurrent measurements. Both
QY(T) and t fall sharply with increasing temperature, consistent with an increase in the non-
radiative rate.

The shape of the I-V characteristic depends on QD size. Figure 4.5 shows I-V curves for
a series of QD sizes and constant inter-particle spacing (TOPO/TOP ligands). As the QD radius
decreases, the curvature of the I-V curve increases slightly. In order to account for small
variations in optical density and excitation intensity and to better examine changes in the shape
of the I-V characteristics, each I-V curve is scaled by a constant factor so that the high field
photocurrent is the same for all. Within the signal to noise, the photocurrent rises smoothly with
increasing applied electric field, without any inflection points that could indicate the onset of
saturation or a clear onset of the photocurrent. No systematic trend in the photoconductive gain
as a function of QD size is observed.

The I-V characteristics depend more strongly on inter-particle spacing than surface
ligand functionality. Figure 4.6 shows I-V curves where the size of the QD is kept constant and
the surface ligand is systematically varied. Exchanging the TOPO linkage ( 8 carbon chains) ()

to an octanethiol linkage (O) does not affect the I-V characteristics significantly. Changing
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to a conjugated ligand while keeping the inter-particle spacing constant (pyridine () vs. TBPO
(4)) also does not affect the I-V characteristics significantly. It is clear that QDs passivated with
shorter ligands (pyr™ :*e and TBPO/TBP) have iarger photoconductance at low fields than QDs
passivated with longer chain ligands (TOPO and octanethiol). The results for overcoated QD
solids also show the effect of increasing edge-to-edge separation of the CdSe cores. Overcoated
samples consist of a CdSe core, with a shell of a second, larger band gap semiconductor. Table
4.1 shows that core-shell QDs have higher PL QY than bare QDs, but the overcoated QD solids
are less photoconductive.

The trends described in this section are reproducible and have been repeated with several
different sample series. The absolute magnitude of the photocurrent, however. may vary by as
much as a factor of two for the same nominal sample preparation. Variations in sample thickness
and degree of excess cap, as well as the macroscopic defect density in the films may contribute to
this variability. The organic ligr s themselvcs are highly insulating at cryogenic
Table 4.1: Summary of the measured external charge generation efficiencies (10 K), and PL
quantum efficiencies for 20 A QD solid of various surface passivations and inter-particle

spacings. The PL quantum efficiencies are measured on dilute dispersions in hexane of the same
QDs used to make the close-packed films.

Surface Passivation CdSe edge Charges per photon
ing (A PL QY (%)
spacing (A) @ 250 kV/em
TOPO/TOP 11x1 2 8E-5
Octanethiol 9+2 0.85 5.9E-5
TBPO/TBP 7+1 1 1.4E-5
Pyridine 7+1 ~0.01 8.3E-6
3 monolayers CdS - 31 24 < SE-6
+TOPO/TOP
3 monolayers ZnS + 7 < SE-8
2 ~26
pyridine
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temperatures. Near room temperature, highly thermally activated conduction (E,~ 0.6 eV) is
observed for a film of pure TOPO ( p ~2 x 10° Ohms cm™). The conductance of TOPO is

negligible below 250 K.

4.4 Discussion

4.4.1 Theoretical Overview

The increase in conductivity (Ac) of a material under steady state illumination is

generally given by,
Ao =e(Any, +Ap;1p). “4.1)

where An and Ap are the densities of photogenerated electrons and holes respectively and p,
and p, are the respective mobilities. Both the density of free carriers and the mobility may
depend on the applied electric field. In insulators, conducting polymers22, molecular solids23
and other low mobility materials, the density of free carriers is often strongly field dependent and
limited by the rate of geminate recombination of the photoexcited electron-hole pairs. In systems
where the rate of intra-band relaxation is much faster than the rate of charge separation, the
charge generation efficiency (number of free carriers/absorbed photor.l) depends on the branching
ratio between the rate of geminate recombination and the rate of charge separation, as:2*

) ko (F,T)
ke (F,T)+ k,(T)+k, (T) 4.2)

n(F,T)

In equation (4.2), geminate recombination is expressed as the sum of k, and k_, (assumed to be
weakly field depei:dent), k; is the rate of charge separation under the applied electric field, and T
is the sample temperature. The field dependence in n originates from the rate of charge

separation.
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In sections 4.4.2 through 4.4.4 we show that for QD solids, the strong field dependence of
the photocurrent, the correlation between the temperature dependence of the photocurrent and the
exciton lifetime, and the size and surface passivation dependence are all consistent with the
model described by equation (4.2). Throughout the discussion we assume that each QD is never
more than singly charged because of the large Coulomb charging energy (measured to be at least
~150 meV for 4-5 nm diameter CdSe QDs above a conducting substrate).25 In addition, since
the absorption measurements of Chapter 2 showed that the electronic states of adjacent QDs are

uncoupled, we assume that charge carriers must tunnel or hop from site to site.

4.4.2 Temperature Dependence

When limited by geminate recombination, the yield of carriers is strongly affected by the
exciton lifetime. If the rate of geminate recombination is much greater than the rate of charge
separation, equation 4.2 can be factored so that n(F, T) = 1(T)kg(F) where 1(T) is the exciton

lifetime (1/t =k,t+k,). The I-V characteristics in Figure 4.3A are well described by the product of

a field dependent function $(F) that gives the shape of the 1-V characteristic (Figure 4.3B) and a
temperature dependent function, S(T) that controls the amplitude of the I-V curve. Figure 4.4
shows that 1/S(T) is similar in shape to the temperature dependence of 1 and the PL QY in the
absence of an applied field. Similar QY (T) behavior has been observed in a number of
TOPO/TOP capped samples making us confident that the similarity between 1/S(T) and the QY
(T) is not merely forunate coincidence. Both t and the QY decrease with increasing temperature

consistent with an increase in the non-radiative recombination rate within the parent QD.’

" The lowest energy exciton state in CdSe QDs is optically dark (See ref. 7). In principle, thermal population of a
nearby optically bright state should increase the radiative rate with increasing temperature. However the similar
behavior of the QY and 1 suggests that the non-radiative rate dominates the temperature dependence.

87



If we tentatively assign 1/S(T) to the exciton lifetime, then the shape of the I-V

characteristic must be related to the field dependent charge separation rate. In Figure 4.3B,

$(F) is nearly temperature independent suggesting that charge separation proceeds via tunneling
through the large barriers that confine the electron and hole to the QD. The binding energy of the
quantum-confined exciton (~ 200 meV for a 20 A QD) is also much greater than the available
thermal energy at room temperature. Thus, one would not expect thermal assisted ionization of
excitons to contribute significantly to the photocurrent.

A large number of samples show I-V characteristics that are well described by §(F)t(T)
and are consistent with tunneling between QDs. In a few cases, however, the shape of the [-V
characteristic is weakly temperature dependent and the photocurrent at low applied fields
increases slightly with increasing temperature (see Figure 4.3C). Ifk; is comparable to the
exciton recombination rate (k, + k,,) then it is not possible to factor the expression for 11, and a
weakly temperature dependent I-V characteristic might be observed. However, the carrier yield
should also be substantially increased compared to that for samples like the one in Figure 4.3A
and 4.3B, leading to larger photocurrents. This is not observed. Similarly, if the mobility of free
carriers was thermally activated. increased photocurrent would be expected. No correlation
between the magnitude of the photocurrent and the temperature dependent behavior has been
found for different samples, ruling out both these possibilities.

Weak temperature dependence without an increase in charge generation efficiency could
be explained by thermal population of various QD surface defect states. In CdSe QDs, the deep
trap PL (believed to be surface related) has been observed to increase between 10 K and ~ 80 K

before rapidly decreasing again.26 We show evidence in Chapter 5 that charge separation of
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surface trapped carriers occurs at lower energy than separation of carriers confined to the core of
the QD. Thermal population of surface defect states may increase the number of charges that
escape from the QD via this low energy pathway. At the same time, defect states may also act as
centers for non-radiative exciton recombination. Thus, the net yield of carriers may not be

increased even though charge separation may be possible at lower applied fields.

4.4.3 Intensity Dependence

The intensity dependence of the photocurrent provides information about both the
photocarrier generation mechanism and the recombination mechanisms for free carriers. Figure
4.2 shows that the photocurrent in the QD solid varies linearly with intensity consistent with a
single photon mechanism for electron-hole pair generation and dissociation. Linear intensity
further implies that either there is no recombination in the bulk of the sample, or that
recombination is first order with respect to the concentration of free majority carriers (quasi-
monomolecular recombination).

We eliminate the first possibility by considering the dependence of the absolute
photocurrent on electrode spacing for fixed electric field and photon flux. If there is no carrier
recombination in the bulk of the sample and the carrier mobility remains the same, then the total
number of charge carriers between the electrodes should increase with increasing electrode
spacing. Within our sample-to-sample reproducibility, we observe no dependence of the
magnitude of the photocurrent on electrode spacing, for gaps between 1 and 20 pum, suggesting
the photocurrent is not transit time limited.

In a trap-free insulator where the number of thermally generated carriers is much fewer

than the number of photogenerated carriers. a square root dependence on intensity is expected
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from bimolecular recombination of the photogenerated electrons and holes.27 First-order
recombination kinetics can predominate if there are many more recombination centers than there
are free majority carriers.2? Opticel studies have suggested that there are deep hole traps and
shallow electron traps at the surface of colloidal QDs.26 The deep hole traps could both limit
hole mobility and act as recombination centers when filled. Shallow electron traps could limit
the free electron concentration such that monomolecular recombination kinetics could
predominate. While the properties of the QD solid are qualitatively consistent with this model.
further measurements of the photoresponse time as a function of excitation intensity and

temperature are required to confirm the presence and chemical nature of traps in the QD solid.

4.4.4 Fieid Dependence

The maximum potential dropped across two adjacent QDs in any of the experiments is
only ~ 0.25 eV—much less the potential that confines the electron and hole to the QD. Thus, we
argue that the primary action of the electric field is to overcome the Coulomb attraction of the
initial electron-hole pair and not to significantly lower the confinement barrier. By applying an
electric field, an unoccupied state is brought into resonance with the QD containing the exciton
so that one of the charges can tunnel out. Figure 4.5 shows that the curvature of the I-V
characteristic increases with decreasing QD radius, consistent with an increase in the energy
required to overcome the binding energy of the photogenerated electron-hole pair.

The dependence of the photocurrent on surface passivation and inter-particle spacing
(shown in Figure 4.6 and Table 4.1) suggest that these parameters affect the rate of charge
separation. For example, the probability to tunnel through alkane ligands is proportional to e*¢

where o ~ 1 A 28 Thus if the density of states remains the same on changing the surface ligand
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from TOPO to TBPO. one would expect approximately a 42X increase in tunneling probability
(drppo ~ 7 A, drop, ~ 11 A).  In Figure 4.6, we observe an approximately 10X increase in
tunneling probability at low fields A distribution of tunneling distances would make the
tunneling probability less sensitive to the average inter-particle spacing than expected from the
simple theory.

The carrier generation efficiencies for core-shell QDs are also in qualitative agreement
with carriers tunneling out of the QDs For QDs overcoated with 3 monolayers of ZnS (~ 3.1 A
per monolayer. conduction band offset ~ 0.9 eV) and then capped with pyridine higands (d~7 A).
we observe that the charge generation efficiency is at least 1000 X smaller than for bare TOPO
capped QDs. For CdS overcoated QDs. where the CdS conduction band is nearly matched to the
CdSe conduction band (offset ~ 0.2 eV), we observe that the charge gencration efficiency is only
16X smaller than for bare TOPO capped QDs. The observations for the core-shell QDs are
consistent with findings in polymer/QD composite LEDs where improved efticiencies were

observed with CdS overcoated QDs29 in comparison to 7ZnS overcoated particles 30

4.4.5 Tunneling model for charge generation

4.4.5.1 Basic outline

Geminate recombination systems have customarily been treated using the formalism
developed by Onsager3! and extended by a number of others 24.32.33  In the simple Onsager
model, the probability of geminate recombination depends on the Coulomb energy of the initially
thermalized electron-hole pair compared to the strength of the applied electric field While this
qualitative picture is applicable to QD sohds. none of these Onsager-type models account for

cases where the Coulomb energy of the imtial 1on pair is much greater than the available thermal
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Figure 4.7: Cartoon of the energy cost required to separate the initial electron-hole pair. yis
the energy cost. “d” is the distance between adjacent QDs, and ¢ is the potential barrier which
confines the electron or hole to the QD. ¢ is related to the energy difference between the
lowest conduction(valence) band state for the clectron(hole) and the LUMO(HOMO) for the

organic capping layer. See text.



energy At 10 K. the binding energy of the confined exciton is much greater than kT; therefore
within the Onsager model. the probability of charge escape is negligible except at extremely high
fields To model the field response of the photocurrent. we develop a simple two-site resonant
tunneling model to account for the essential physics in the initial separation of the exciton The
calculations that follow provide intuition on how the shape of the I-V response should vary with
changes 1n the experimental parameters

Figure 4 7 summarizes the tunneling model in a simple cartoon. A quantum-confined
exciton is created with generation rate G by absorption of a photon with energy greater than the
band gap. This exciton rapidly relaxes to the lowest excited state of the QD where 1t can undergo
radiative recombination. non-radiative recombination. or ionization to create two adjacent.
charged QDs T'he probabulity that one charge escapes depends on the height (¢) and width of the
tunnel barrier (d) as well as the energy offset (y) between the initial and final state. Increasing
k,, or k, decreases the probability that one of the carriers escapes the parent QD. A two-site
nearest neighbor tunneling model 15 sufficient to describe the essential physics because the inter-
site spacing is almost 2 orders of magmitude larger than in molecular systems. As a result. the
probability for a charge to tunnel or hop more than one site away from its initial site 1n a single
step is negligible.

We consider two possible mechanisms for a charge cscaping from the QD (Figurc 4 8).
In the first case that shall be referred to as “core-to-core™, both the electron and hole are in
spherically symmetric, “particle-in-a-sphere™ states. One charge then tunnels directly into
another spherically symmetric state in the adjacent QD. In the second case, referred to as “trap-

to-trap™. both charges are 1n trap states at the surface of the particle  One charge then tunnels
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Case 1
Core to Core

Case 2
Trap to trap

Figure 4.8: Cartoon of the possible mechanisms for charge separation in QD solids In case
1. charges tunnel directly between delocalized states. In case 2. the electron and hole arc
trapped on separate surface sites and one charge tunnels to the surface of an adjacent QD.
Combinations of these mechanisms are also possible as indicated by the center arrows.



into a trap state at the surface of the adjacent QD. In both cases, the energy cost for charge
separation arises from the energy required to overcome the Coulomb interaction of the
photoexcited electron-hole pair and the interaction of each charge with its respective image
charges. The details of how the net energy cost is calculated as well as calculation of the
theoretical I-V curve are given in the next two sections. Readers uninterested in the theoretical
details may skip ahead to section 4.4.5.3 to see how the tunneling model compares to

experiment.
4.4.5.2 Calculation of the net energy cost

Generally, the energy cost for charge separation can be written as the difference between E,
and E;
E =E +JB +r + £ (4.3a)
(4.3b)

’ ’
— pol pol
E,=F_,+Z +Z}

where E_ is the direct Coulomb interaction between the electron and hole, J/ ‘,j' is the polarization

energy arising from the interaction between each carrier and the image charge of the other carrier,
and the electron and hole self-charging energies are =7 and 7 respectively. E, is commonly
known as the exciton binding energy. In E,, the Coulomb interaction between charges in adjacent
QDs (E,,) is approximzted by the interaction energy of two point charges in a medium of average
dielectric constant (g,~ 3¢,).” We neglect the interaction of each carrier with the image charge of the

other carrier when the charges are in adjacent QDs.

* The average dielectric constant of the QD solid is calculated for randomly close-packed spheres (fill factor =0 64)
of semiconductor with an organic shell of width (d) The interstices are filled with the same organic material e~2¢,,.
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For the case of core-to-core tunneling, each charge is assumed to be in a spherically

symmetric state and the energy cost (y=E,~E,) can be derived using the results of Brus 34.35 and

Babic36:
_ 2 2
E ==L ¢, ¢ (1 1), 4 S, (4.42)
4re 60 47[6‘00 g & 8re,6.a

47[8083 (2a +d ) 8ne,€,a

. 2
where S, -27r22 IHXE' 83) J‘(S"‘(m‘)) 242 gy

e, +ls, +6 )\ =

In equations (4.4), €, is the bulk, high frequency dielectric constant for CdSe (6.2¢,)37 and “a” is
the radius of the QD. It is assumed that the quantum confinement energy is the same in both E,
and E, (valid within the strong confinement regime) as well as the self-charging energies for
electron and hole. The latter approximation means that the self-charging energies will cancel in
the expression for y. The expression for E, is approximate and should be considered an upper
bound only. A correct calculation of the interaction energy of two delocalized charge
distributions at such short range requires a quantum mechanical calculation that is beyond the
scope of this work.

For the case of trap-to-trap tunneling, the situation is somewhat simpler since the electron
and hole can be treated as localized point charges. If trapped charges are localized on

unpassivated Cd or Se atoms on opposite sides of the QD, the energy for charge separation is

given using the results of Shim et al.38:

—g? o 2 fa_ 4142
E, q q° 1X21+2)r (4.52)

= +
8re,er 13 2ne,¢€, [(e+ 102 +1)+1]a¥"
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21 2
_22 g’ (e -1 +1) (r) _ q (4.5b)

3 87e,6,(el + 1 +1)R\ R 4re,6,2a+d)
where is € = €,/g, and r is the radius of the semiconductor core including the surface, minus the
ionic radius of the Se” ion (1.98 A)." E, is the sum of the Coulomb interaction for two charges on
opposite side of the QD plus the polarization energy for these two localized charges. E, is the
self-charging energy for a singly charged dielectric sphere with 2 point charge near the surface33
plus the Coulomb interaction with the point charge on the other sphere. 7y in this case is a lower
bound on the energy required for charge separation. If the static dielectric constants for the
semiconductor and organic components are used (probably more appropriate for tunneling from

localized states), the energy cost will be increased.
4.4.5.3 Calculation of escape probability

To fit the experimental I-V curves and extract an experimental value for y, we modeli the
transition rate between states 1 and 2 using a Goldcn Rule approximation The three fitting
parameters are the energy difference between the initial and final states (y). the tunnel barrier

3 "

height (¢) and a phenomenological parameter “w"” that describes the amount of tailing of the
density of states into the energy gap. Using the Golden Rule approximation, the transition rate (k)

between two states can be written as the following:

ko« [T(E)g,(E)g,(E)F(E)~ Fy(E)HE (4.6)

* The charge is placed slightly inside the boundary of the dielectric sphere 1n order to avoid the interface where the
potential 1s undefined The trapped charge is assumed to be on an unpassivated Se site
r = core radius + 1 5 A - Se? 1onic radius. R = core radius + 1.5 A



where T(E) is the transition probability through the barrier, g(E) is the density of states, and F(E)
is the Fermi distribution function in state 1 or Z respectively. Since all the experiments are at low
temperature and low excitation intensity, equation (4.6} can be approximated by assuming that
only state 1 is initially occupied and there is no thermal population of higher excited states. For
simplicity, the back transition rate is assumed to be zero. The energy in the initial state is held
fixed at zero for all applied biases and only the energy of the final states is allowed to vary.
Equation (4.6) then simplifies to:

k(v) < T(0,V)g,(-y +qV) 4.7)
where y is the energy in the final state at zero applied bias, g is the elementary charge, and “v”
the potential difference between the centers of adjacent QDs (the site to site potential). For plane
waves incident on a barrier of width (d), the transmission probability is given by the following

(WKB approximation):
% [2m
Ir(E)* =e"p{—2 | F(mx)—u)dx] (4.8)
0

We assume a square tunne! barrier of height ¢,. Applying a linear potential, the tunneling barrier

is given by,

$(x) =¢o—1de 4.9)

For high, narrow barriers, the transmission probability varies approximately linearly with
applied voltage. For tunneling through organic ligands, we use “m” equal to the rest mass of the
electron. The existence of a finite size distribution in the sample transforms the discrete density
of states in the individual QDs into an effective continuum in the QD solid. We assume a

continuum density of states of the form,
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Figure 4.9: (A) Calculated energy cost to separate electron-hole pairs confined to the core
(circles) and trapped on the surface (triangles) as a function of QD radius. Closed symbols are
for 11 A spacings and open circles are for 7 A spacing. (B) Calculated potential energy,
relative to the energy of the bound exciton, as a function of the number of sites between the
electron and hole in a QD solid with 11 A inter-particle spacing and 20 A QDS. Symbols are
for applied site to site potentials of 0 meV (®), 50 meV (V), 150 meV (<), and 250 (M) meV.
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1

1+exp(—E+yj
w

The parameter “w” controls the amount of “tailing” into the energy gap. Physically a large value

g,(E)= (4.10)

for “w” means that there is a high density of trap states or a broad distribution of QD sizes and
inter-particle spacings in the sample. This functional form for the density of states is only valid
for applied fields less than v; in the real system, the density of states should continue to increase

with increasing energy. The final result used to fit the data is the following:

el e) (")

1+ exp(— Z—_qv)
w

I(v)= (4.11)

where v is the site-to-site potential.
4.4.5.4 Comparison to experiment

Figure 4.9A shows the net energy cost as a function of QD size and inter-particle spacing
for core-to-core and trap-to-trap tunneling. Consistent with the data in Figures 4.5 and 4.6, the
energy cost to ionize the exciton decreases with increasing QD size and decreasing inter-particle
spacing. The model predicts that tunneling from traps is a much lower energy process than
tunneling directly from core electronic states and that the size dependence is relatively weak.
Figure 4.9B shows the potential energy as a function of applied field in terms of the number of
sites away from the parent QD. Once sufficient field is applied that one charge can move one
site away from the parent QD, the probability to move further away is much greater than the

probability to move back and carriers are swept by the electric field through the solid. Figure
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Figure 4.10 Comparison between the data (symbols) and the tunneling model (lines) at 10 K.
Data is for 20 A QDs with (&) TOPO (d~ 11 A, y=0.170) and (¥) TBPO (d~7 A, y =
0.150) surface ligands. In the model, ¢ is fixed at 0.84 eV, and “w” is fixed at 0.060.
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4.10 shows the calculated I-v curves based on this tunneling model for two different inter-
particle separations. The data is scaled on to the site-to-site potential by dividing the applied
voltage by the approximate number of QDs between the electrodes. This assumes that the
potential is dropped uniformly across the sample. The width of the tunnel barrier is fixed at the
measured edge-to-edge spacing between the QDs. The value of y is allowed to vary but the ratio
of the energy cost for TOPO vs. TBPO (1.14 to 1) is fixed at the approximate ratio calculated
from equations (4.4a) and (4.4b). A single tailing parameter “w” and barrier height (0.84 eV) are
chosen to best fit all the data. The barrier height is chosen to give the same change in
transmission probability as a function of alkane chain length as has been reported for dark
conductivity measurements on close-packed gold nanoparticles.28 For the scaled data the
goodness of fit is sensitive to “w” and y but is relatively insensitive to the value of ¢.

The model qualitatively reproduces the field dependence of the photocurrent. For the
best fit, the values of y are intermediate between the trap-to-trap and the core-to-core limits (~
150 meV). The intermediate value for y may suggest that both pathways are active in the QD
solids. The slight sample-to-sample variation observed might be duc to variations in the degree
of surface passivation or oxidation that may shift the balance between core-to-core and trap-to-
trap tunneling. Quantitatively, there are some problems with the model. For example, the
escape rate (k;) predicted from the fit parameters is much too large: If the attempt frequency for a
charge to escape from the QD is approximately proportional to the orbital frequency (~10" Hz)',
and the average transmission probability for a 0.84 eV barrier is ~10™, then for TOPO capped

particles, this yields a value for k;of 10° s”. Using equation (4.2) this implies efficiencies of

* Estimated based on the position/momentum uncertainty relation for a carrier confined to the QD. f > h/ 4ma*
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nearly 100% (given 25 ns exciton lifetime at 10 K). This value is too high compared to what is
observed. Better agreement with the observed photoconductive gain is found if the height of the
tunnel barrier is increased. However, then the absolute value of the photocurrent is predicted to
be much more sensitive to the inter-particle spacing (d) than is observed. Part of the difficulty
may arise since the WKB model assumes a continuum of states above the barrier that is
inappropriate for a molecular tunnel barrier. To compensate for the low density of states for the
molecular tunnel barrier, the apparent barrier height may need to be smaller. Alternatively, the
difficulty in produc’ng a unique fit may arise from the complementary nature of the “a” and ¢
parameters. A large tunnel barrier height can be somewhat compensated for by increasing the
“a” parameter to increase the density of available states at low energy.

Without an independent measure of either the density of states or the energy levels in the
organic molecules with respect to the "conduction band" and "valence band" edges of the QD,
more quantitative analysis is not possible. The primary utility of the model is to provide
intuition on how the shape of the I-V curve should vary with changes in experimental
parameters. For example, decreasing inter-particle spacing or increasing the QD size gives rise
to I-V curves that are more linear and more photoconductive at low fields (see Figures 4.5 and
4.6). Reducing the number of intermediate trap states, for example by overcoating the QDs,
should promote core-to-core tunneling, a pathway leading to highly nonlinear I-V curves and low
photoconductivity except at high applied electric fields. Consistent with the model, Table 4.1
shows that very little photoconductivity is observed with the overcoated QDs compared to the
non-overcoated samples.  The model also predicts that ligands that act as shallow traps for one

carrier and not the other promote initial charge separation of the exciton leading to higher
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efficiency and weaker field dependence. Receiit intra-band relaxation measurements suggest
pyridine acts as a good hole acceptor 39:40 and would therefore promote the separation of
electron-hole pairs and enhance the charge separation efficiency. Table 4.1 also shows that
pyridine capped QDs have low PL efficiency but moderate photoconductivity compared to
TOPO capped QDs. While pyridine may promote charge separation, the low PL QY of pyridine
capped QDs suggests that this ligand also increases non-radiative recombination, thereby

reducing the net carrier yield.

4.4.6 Final comments

Semiconductor QD solids present a unique opportunity to study the dynamics of charge
separation in systems where the initial separation of the electron-hole pair can be well controlled.
The calculations in section 4.4.5.2 show the importance of the relative dielectric constant of the
QD versus the surrounding matrix for nanometer scale systems as well as the importance of
interface states. The large dielectric contrast of the semiconductor core versus the organic
ligands leads to a large polarization energy that increases the energy cost to separate the
photoexcited electron-hole pair.

Despite the success of the simple model presented in qualitatively describing the charge
separation process, it is clear that many theoretical challenges remain to develop a complete
description. In particular it is not clear where the applied potential is dropped, i.e. across the QD
or across the organic. The calculations of the Coulomb interaction of charges on adjacent QDs
are non-trivial and may need to be addressed using numerical methods. Finally, a more

complete description of the potential energy near the interface and the relative positions of the
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HOMO and LUMO for the organic molecules bound to the surface of the QD are required for

quantitative evaluation of the tunneling probability.

4.5 Conclusions

Photoconductivity in QD solids is the result of field assisted ionization of a photoexcited
exciton in its lowest excited state. Charge separation competes with rapid radiative and non-
radiative recombination which both act to decrease the internal charge generation efficiency.
Charge separation proceeds primarily via a tunneling process and the field dependence of the
photocurrent depends on the energy required to separate the electron-hole pair. A resonant
tunneling model for charge separation qualitatively reproduces the QD size and surface
passivation dependence of the photocurrent. ~ Regardless of whether charges escape from trap
states or from QD core electronic states, the energy required for charge separation is considerably
larger than the available thermal energy, even at room temperature. It is clear that carrier access
to the surface of the QD can improve the charge separation efficiency, provided the surface does
not also present sites for non-radiative recombination. The intensity dependence of the
photocurrent indicates there is carrier recombination in the sample that reduces the external

efficiency.
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Chapter 5

Fluorescence Quenching and Transient Photoconductivity

5.1 Introduction

The steady-state photoconductivity measurements presented in Chapter 4 strongly
suggest that separation of the photoexcited electron-hole pair is the rate-determining step in
photoconductivity of CdSe quantum dot solids. In this chapter we examine this hypothesis
further by measuring the photoluminescence (PL) quantum efficiency under steady state
photoconductivity conditions. Charge separation decreases the PL quantum efficiency of neutral
QDs by providing an additional non-radiative pathway for destruction of excitons. If the applied
electric field enhances the photocurrent and decreases the fluorescence quantum efficiency
proportionally, then this is strong evidence that geminate recombination is the rate limiting
process. |

For semiconductor QD solids, analysis of PL quenching data is complicated by both field
induced and photo-induced processes that can affect the intrinsic PL. quantum efficiency in the
absence of charge separation. First, the radiative rate may be field dependent through the
quantum-confined Stark effect.2-5 Sacra 6 found that when CdSe QDs embedded in an insulating
polymer were resonantly excited into the lowest energy exciton state, an applied electric field

enhanced the PL quantum efficiency but left the PL lifetime nearly unchanged, consistent with a

slight increase in the radiative rate.” Second, there is a growing body of evidence’ 8, albeit

* When the same QDs were excited more than 50 meV above the band edge, an applied electric field decreased both
the PL quantum efficiency and the PL lifetime, consistent with an increase in the non-radiative rate. The
mechanism was tentatively assigned to ionization.
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circumstantial, that a charged QD does not fluoresce. Efficient Auger-like non-radiative
recombination, where the exciton energy is transferred to the third carrier, is predicted to make
charged QDs essentially “dark” in emission compared to neutral QDs.? The Auger model has
been used to explain photodarkening in semiconductor-doped glasses!0:11 as well as
fluorescence intermittency of single nanocrystal QDs.12-14

In this chapter, we attempt to deconvolute these different effects and determine the
internal charge generation efficiency as a function of applied electric field. The PL quantum
efficiency in an external applied field is examined for close-packed and isolated QDs and when

charge is injected into the QD solid from the electrical contacts.

5.2 Experiment

Glassy films of colloidal CdSe QDs are prepared as described in Chapter 1 and drop cast
from solution on to lithographically patterned sapphire, crystalline quartz, or silicon substrates
(described in Chapter 4). All electrical contacts are made prior to film deposition and
measurements are performed under vacuum in a cold finger cryostat. To prevent charge from
being “frozen in” the QD solid, the sample is cooled to cryogenic temperatures with all the
contacts grounded. Quenching of the fluorescence in an electric field is measured using a far
field epi-fluorescence microscope, spectrometer and liquid nitrogen cooled CCD camera
described in detail elsewhere.!5 In spectral mode, the fluorescence image of the electrodes and

sample is projected on to the entrance slits of the monochromator, which are then narrowed so
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that only the emission from the center region between the electrodes is collected. In image
mode, the entrance slits of the spectrometer are left open and the grating is replaced with a mirror
so that the image of the electrodes is projected onto the CCD camera. In order to average out
fluctuations in the collected fluorescence intensity due to vibrations of the cold finger, long
exposure times (typically 10-30 s) are used to record the PL spectra as a function of the applied
field. The excitation source is the 514 line of an argon ion laser.

Concurrent with the optical measurements, the DC photoconductivity of the QD solid is
recorded using a Keithley 6517 electrometer to apply a bias voltage and measure photocurrent.
Except where noted the gate electrode is held at ground. Transient photoconductivity and
charging measurements are acquired using the same electrometer to apply a bias voltage and a
Keithley 428 current amplifier to measure the photocurrent. For fast transients (< 1s) the analog
output of the current amplifier is acquired using a TDS 520 digital oscilloscope. For slow
transients (> 1s), the analog output is digitized using a HP 34401 A digital multimeter and
acquired using a personal computer. Figure 5.1 shows a schematic of the experimental set-up for

simultaneous PL quenching and charging experiments.

5.3 Results

Strongly field dependent, reversible PL quenching is observed for QD solids at 10 K.
Figure 5.2 shows a series of PL spectra acquired as the electric field was stepped from 0 to 150
kV/cm in steps of 25 kV/cm. The band edge PL intensity decreases with increasing electric field
with no evidence of line broadening or a shift in the emission energy. In the inset, the fractional

change in the integrated PL intensity (®) is plotted as a function of applied field (F). The PL
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quenching is symmetric with respect to the applied electric field reaching a maximum of 6% at
150 kV/cm. For poorly passivated QDs, “deep trap” PL associated with surface defects is
observed below the band edge. At 10 K, the deep trap PL is quenched more than the band edge
PL (Figure 5.2B). The same qualitative behavio: as is shown in Figure 5.2A was previously
reported by Kagan.!®¢ However, quantitative measurement of the fluorescence quenching was
not possible in that experiment.

To examine whether the observed PL quenching is due to charge separation or a Stark
effect, the PL is measured for a sub-monolayer of QDs between interdigitated gold electrodes on
quartz. Figure 5.3A shows a series of spectra under alternating electric field of 350 kV/cm and 0
V. Under this relatively low excitation intensity, the emission peak shifts to lower energy by
approximately 2 meV at 350 kV/cm but the mean PL quenching is less than 0.5% (Figure 5.3B).
Under high excitation intensities (> 100 Watt/cm®) significant field induced PL quenching (up to
2%) as well as photobleaching of the PL is observed. Figure 5.3C shows the integrated PL
intensity as a function of time under the same alternating electric field as before. The small field-
induced PL quenching is superimposed on a much larger photo-induced effect.

Figure 5.4 compares the fractional change in PL intensity and the external charge
generation efficiency (n) calculated from the photocurrent per absorbed photon. If the only
process induced by the electric field is charge separation and there is no trapping or
recombination within the sample, then these two quantities should be equal (see Appendix). We
observe that the external charge generation efficiency is four orders of magnitude smaller than
the fractional change in the PL intensity. On both sapphire and silicon substrates, a slight

increase in the PL intensity is observed for low to moderate electric fields followed by quenching
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at high electric fields. No electroluminescence from the QD solid is detectable in the dark that
could explain the characteristic “W” shape of the field dependent PL intensity. For both kinds
of substrates, the field dependence of the photocurrent and PL quenching have a similar shape at
high fields.

To determine how charge density in the QD solid affects the PL quantum efficiency, a
bias is applied to the gate electrode. The QD solid is effectively one plate of a parallel plate
capacitor where the gate oxide is the dielectric layer. The charge flowing into the sample is
measured by integrating the current detected at one of the top gold electrodes using a current
amplifier (at a virtual ground). The other top electrode is kept grounded for the entire
experiment. Figure 5.5 shows a typical charging cycle when the gate voltage is cycled through +
120V, 0V, -120 V and 0 V in 40 s steps. When the gate voltage is changed from 120 Vto 0 V,
only a small fraction of the charge that was injected flows back into the contacts. The remaining
charge is effectively trapped in the QD solid until the bias is reversed. Much more charge flows
into the QD solid when the sample is illuminated during the charging period than when it is held
in the dark.

In the example shown in Figure 5.5, the charge injected into the film under illumination is
approximately equal to that expected from the applied voltage at the geometric capacitance of
region between the source and drain electrodes (~ 21 pC). However since the active area is not
bounded, some of the measured charge flowed into the film everywhere around the perimeter of
the measurement electrode. As a result, it is not possible t;) directly estimate the average
occupancy of the QDs in the observation region between the electrodes from the charging curves.

While the charging transients are very reproducible, the accompanying PL modulation is

not. When the PL is analyzed in spectral mode, a small oscillation in the integrated intensity (up
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to 5%) is observed that is usually positively correlated with gate voltage (i.e. positive bias yields
the greatest PL intensity). In image mode however, careful analysis of the fluoresence image
shows that the PL intensity oscillates with gate voltage both between, and on top of, the gold
electrodes. This is quite surprising since there should be no electric field on top of the
electrodes. No correlation with gate bias is observed when both the gate and the top contacts are
held at the same potential.

At present we are unable to eliminate a piezoelectric or other mechanical effect as the reason
for the apparent correlation between gate voltage and PL intensity. The shallow depth of focus
of the microscope objective means that the measurements are quite sensitive to vibrations of the
cold finger. Under the same experimental conditions, the image intensity of a non-conducting

test sample varied by up to 2% (excluding systematic drifts such as photobleaching).

5.4 Discussion

The PL quenching data acquired under steady state photoconductivity conditions
indicates that the applied electric field affects the non-radiative recombination rate for the
ensemble of QDs. For relatively low applied fields, PL quenching is observed for the QD solid
that is not accompanied by a shift in the emission energy or line-broadening associated with the
quantum-confined Stark effect (see Figure 5.1). Little PL quenching is measured when the QDs
are isolated from each other (Figure 5.2). Single QDs dispersed more than 1 um apart on quartz
substrates exhibit less than 0.1% PL quenching in applied electric fields of 350 kV/cm." From

this progressive decrease in the effect of the electric field as the QDs are isolated from each

* It is important to distinguish between non-radiative processes intrinsic to a single isolated QD and non-radiative
processes characteristic of the ensemble. For example if the intrinsic QY is 100% but half the QDs are charged and
therefore dark, then the measured QY is 50%.
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other, it is apparent that field induced PL quenching requires charge separation and transfer,
either to the surrounding matrix or to another QD.

For charge transfer to be detectable as a change in the apparent PL. quantum efficiency (>
1%), either the charge transfer rate is comparable to the intrinsic radiative 2.d non-radiative
recombination rate in the parent QD or charge transfer introduces new non-radiative pathways
for exciton annihilation. In the first case, the fractional change in the integrated PL intensity as a

function of applied electric field (F) is given by, !

©(0) - O(F) _ n(F)-n(0)
®(0) 1-7(0)

(5.1)

where 7(F) is given by equation (4.2). In the second case, the charge separation rate is assumed
to be much slower than the intrinsic exciton recombination rate but the lifetime of carriers in the
QD solid is long. If the charge carriers that are produced completely quench the PL of each QD

they occupy, the rate of PL of the ensemble is given by,

k,G
k, +k,

r

I(F) =

[1- N (52)

where G is the generation rate (excitons/s), k- and &, are the intrinsic radiative and non-radiative
rates, and N(F) is the fraction of QDs in the ensemble that is charged. In deriving equation (5.2)
we assume that because of the large Coulomb charging energy, each QD is never more than
singly charged until the entire array has been filled. In this scenario, the PL intensity is inversely
proportional to the density of charge carriers.

The charging experiments with the gate electrode failed to produce convincing evidence

that directly charging the QD solid substantially modifies the PL quantum efficiency. Itis

* S.A. Empedocles. Private communication.

120



possible that charges were injected into trap states rather than delocalized particle-in-a-sphere
states. The Auger recombination model proposed by Chepic e al. 9 may not apply when the
extra charge occupies a localized trap state. Until the relationship between the electronic state of
the injected charge and its effect on the PL is better understood, we must reject this mechanism
for the PL quenching.

Returning to the implications of the pure charge separation model, the charge transfer rate
(k) must exceed 4x10° s to yield a 1% change in PL intensity (assuming a 25 ns intrinsic
exciton lifetime (1/t =k, +k_) at 10 K). A charge separation rate of this magnitude is too large
to be consistent with photoconductivity measurements reported in Chapter 4. Recall that when
charge separation is the rate limiting step and k; is much less than t, 1 can be approximated as ~
k;T. The shape and amplitude of the I-V curves are then separable into pure functions of
temperature and electric field. This behavior was demonstrated in Figure 4.3A and B. This
separation is not possible if k; is comparable to the intrinsic exciton recombination rate and the
shape of the I-V curve should change with temperature. It is possible that there is a correlation
between the weak temperature dependence that is sometimes observed (see Figure 4.3C) and
observation of PL quenching. This should be investigated further.

Quenching of the deep trap PL is observed at lower applied fields than quenching of the
band edge PL (Figure 5.1B). The deep PL was recently assigned to recombination of shallow
trapped electrons and deep trap holes.!? The calculations of Chapter 4 suggest that more energy
is required to separate excitons confined to the core of the QD than electron-hole pairs where one
or both carriers are separately trapped at the surface of the parent QD. Low field quenching of the

deep trap PL is qualitatively consistent with that result.
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5.5 Conclusions

At present we cannot reconcile both the fluorescence quenching and the
photoconductivity data to a simple model. It is clear that field-induced PL quenching requires
charge separation but the exact mechanism linking this process to the measured PL quantum
efficiency is not understood. Careful studies of the PL lifetime as a function of electric field,
temperature, and charge density in the QD solid may shed some light on this mystery. In
particular, the Auger ionization process should affect the fast component of the decay whereas
charge separation processes are more likely to affect the slowest components in the decay. The
effect of charge injection should also be studied for samples with varying degrees surface

passivation.
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Appendix
The relationship between the internal and external charge generation efficiency may easily

derived starting from the continuity equation,

—

J=qnv (5.3)
where j is the current density, » is electron density, and v is the velocity of the current sheet. For
simplicity we consider only the electron current and assume that the charge density under
illumination (An) is approximately equal to n. An is found by solving the kinetic equation for

steady state conditions,

dn =Gn —in
dt T, 54
An=Gnr,
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In equation 5.4, G is the generation rate in units of excitons per second, per unit volume, 7 is the
internal charge generation efficiency, and T, is the carrier lifetime. For optically thin samples, G
is approximately equal to,

G =¢N,C

abs

(5.5)
where ¢ is the photon flux per unit area, N, is the density of QDs per unit volume, and Cgp, is the

absorption cross-section. Thus the photocurrent is equal to,

I=Gnr, u,FA (5.6)
Hn(y and T, are the mobility and lifetime of a free carrier respectively and 4 is the cross-
sectional area of the electrodes. The external efficiency (£) in units of charges per absorbed

photon is given by,

:(F)=rnunn(F)F% 5.7)

where L is the distance between the electrodes. If the lifetime of the carrier is equal to the transit

time to the electrodes (t = t; = L/uF), then £ is exactly equal to n.”

* Except for a mysterious factor of 2!
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Chapter 6

Preliminary Observations of Amplified Spontaneous Emission’

6.1 Introduction

One of the great technological advantages of colloidal semiconductor QDs is that
while they have the desirable optical properties and robust nature of a semiconductor,
they can be synthesized and processed inexpensively in the manner of large molecules or
polymers. Many device applications that take advantage of the tunable optical properties
and easy processibility have been explored already including LEDs!2,
cathodoluminescent devices3, photovoitaics%5 and photonic band gap structuresS.
Notably absent is the nanocrystal QD iaser. Almost twenty years ago researchers
working on semiconductor laser diodes recognized the intrinsic advantage that
semiconductor QDs would have over other semiconductor structures as a gain
medium.”-8 In particular the widely separated, discrete, electronic states near the band
edge would concentrate the injected carriers at the energy levels of the stimulated
emission transition. In theory, this results in reduced lasing threshold, higher gain?, and
greatly reduced temperature dependence compared to quantum well semiconductor
lasers.

QD lasers have been demonstrated with self-assembled Stranski-Krastanow type
QDs embedded in semiconductor heterostructures!?; room temperature, electrically
pumped, laser diodes operating in the IR and with red emission!! have been recently
reported. At present the QDs in these lasers are rather large with behavior consistent with

weak to intermediate quantum confinement. As a result, the emission wavelength is
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primarily controlled through the material composition rather than QD size. Gain has also
been observed for CdS QDs in the intermediate confinement regime embedded in
glass.12,13 However despite numerous efforts,!4 stimulated emission from the more
tunable, strongly confined QDs has not been observed, until now.!5

In this chapter we demonstrate single-pass, amplified spontaneous emission
(ASE) from semiconductor QD solids in the strong confinement regime. The stimulated
emission is tunable with size of the QD. While much work remains to be done to fully
characterize this system, the implications are already of great technological importance.

We will discuss some of the device possibilities at the end of this chapter.

6.2 Experiment

CdSe QD solids are prepared using the methods described in Chapter 1. Thick
films with O.D. ~ 0.2-0.3 at the 1S.1S3/y, absorption feature are deposited on crystalline
quartz substrates and mounted in a cold finger cryostat. The film of close-packed QDs on
a quartz substrate acts as an asymmetric slab waveguide with most of emitted photons
being channeled out the edge (Figure 6.1). Straight forward waveguide calculations
indicate that the slab supports one TE and one TM mode for 0.08 um < d < 0.6 um and
typical QD emission frequencies.16

The samples are excited with ~ 3.1 eV, 120 fs pulses from a regeneratively
amplified Ti-sapphire laser operating at 1 kHz. The excitation beam is passed through a
cylindrical lens to forma ~ 0.5 cm x 0.02 cm strip on the sample. The PL is collected at
right angles, dispersed with a HR 640 monochromator (0.64 m, 150 groove/mm grating,

Instruments SA) and detected with a liquid nitrogen cooled CCD camera. The spectral

* The data discussed in this chaper also appears in reference [15].
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Figure 6.1: Experimental geometry for detection of photoluminescence.

resolution of the complete system is ~ 0.6 nm. A shutter is used to block the excitation
beam except when acquiring spectra. For the preliminary experiments shown in Figure
1B, the PL is detected with a fiber optic integrated spectrometer from Ocean Optics

(resolution ~ 5 nm).

6.3 Results

Figure 6.2 shows PL spectra as a function of excitation intensity for three
different size QD solids and with various surface treatments. In all three cases, a distinct
narrowing of the PL band is observed with increasing excitation intensity. Threshold
type behavior is observed in the peak PL as a function of excitation power that is not
observed in the off resonance parts of the PL curve (Figure 6.3) or for the integrated PL
intensity. The narrow band emission is more prominent on the low energy tail of the PL
for the large QDs. For the small QDs, the entire PL band appears to narrow and shift to
lower energies at the same time. Development of narrow band emission does not

strongly depend on the surface passivation of the QDs: ZnS overcoated QDs have typical
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solution quantum efficiencies of ~25%. “Bare” QDs with passivated only by the organic
ligands (TOPO/TOP) have typical quantum efficiencies of ~1-2% after the extensive
washing required to form close-packed films free of excess cap. In Figure 6.2B, low
energy “deep trap” emission associated with surface defects is observed. Despite the
relatively poor surface passivation, it is still possible to develop the narrow band
emission.

The data in Fig 6.2C is normalized and re-plotted in Fig 6.4 to compare the line
width of the emission, above and below the threshold for spectrai narrowing. For the 15
A sample, saturation of the line width is observed above I ~ 20 mW (Figure 6.4B).

At the same time as the narrowing occurs, the spectra exhibit a slight shift to lower
energies. The spectrally narrowed emission peak occurs at approximately the same
energy as the room temperature solution PL under low power cw excitation (Figure
6.4A). While this is qualitatively consistent with recombination of a single quantum-
confined exciton it is also somewhat surprising. We discuss this further in the next
section.

Concurrent with the emission measurements, pump-probe measurements were
performed on similar films in transmission mode. Figure 6.5 shows typical transient
absorption spectra, acquired 1.5 ps after the pump pulse. The bleach observed on the
lower energy edge of the absorption spectrum turns to gain at sufficient pump intensities.
The maximum gain observed to date is ~ 500 cm™. Since the transient absorption
measurements are less sensitive to lateral cracks in the film than the edge detected
stimulated emission, the net gain determined by the pump-probe technique represents an

upper bound for the QD solid.
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Figure 6.4 (A) Normalized PL spectra for 13.8 A ZnS overcoated QDs (a) as a dilute
dispersion at room temperature (b) as a QD solid at 77 K with low intensity pulsed
excitation, and (c) QD solid, high intensity excitation.

(B) FWHM of the PL as a function of excitation power for the QD solid at 77 K.
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Figure 6.5 Room temperature, transient absorption spectra recorded 1.5 ps after the pump
pulse. The narrow bleach observed just below the band edge turns to gain at sufficient
pump intensities. The spectra are for (a) 13 A ZnS overcoated , (b) 17 A ZnS overcoated ,
and (c) 21 A TOPO/TOP capped CdSe QDs.
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We observed intensity dependent, spectral narrowing only when exciting near the
edge of the sample and only in certain areas of the QD films. These spots did not always
correlate with the thickness of the film suggesting that scattering losses from defects in
the film and not optical confinement was responsible for the local effect. Thermal
cycling of the films increased the pump power required to reach threshold suggesting that
the QD film develops cracks which contribute further optical losses. Furthermore, the
QD solids are not stable either at 77 K or at 10 K under sustained pulsed excitation of this
intensity. After approximately 500 pulses, the narrowed emission peak disappears
leaving only the sub-threshold PL line. Sustained excitation for pump powers greater
than 2-3 times the threshold power results in optical damage that is visible as a burn on
the sample. However, if the pump beam is blocked for as little as 5 seconds in between
exposures, the stimulated emission recovers. For a duty cycle of one 100 ms exposure
every 5 seconds, and for excitation powers just above the threshold for the spectral

narrowing, the PL spectra are completely reproducible.

6.4 Discussion

6.4.1 Isit amplified spontaneous emission?

Spectral narrowing of the photoemission in high gain media can be the result of
both cooperative and collective phenomena. Amplified spontaneous emission (ASE) is a
collective effect where spontaneous emission from a system of population inverted
chromophores is linearly amplified by stimulated emission. Spectral narrowing
associated with ASE can be unambiguously identified from a variable strip length
experiment;!7 for fixed photon flux, the PL spectrum should gradually narrow as the

length of the excited strip is increased and then saturate. More complicated cooperative
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effects such as superradiance!8 and superfluorescence!? are also possible mechanisms for
spectral narrowing. Both superradiance and superfluorescence are the result of
cooperative spontaneous emission of an inverted system of chromophores due to the
overlap of their respective radiation fields. The spectral narrowing in these processes
requires a high concentration of excited dipoles within the coherence length for the
excited state. However, unless the spot size on the sample is much smaller than the
characteristic length to observe ASE, stimulated emission usually overwhelms these
cooperative effects. Pending careful variable strip length measurements, we tentatively
attribute the intensity dependent spectral narrowing to ASE. Based on the absorption
cross-section determined in Chapter 3, the excitation intensity when spectral narrowing is

observed corresponds to greater than 2 electron-hole pairs per QD on average.

6.4.2 Energy of the narrowed emission

For dilute dispersions of CdSe QDs, the absorption and emission spectra are
inhomogenously broadened by the size distribution and partially overlap (see Figure 6.6).
The non-resonant Stokes shift is size, and size distribution dependent and varies from
over 100 meV at small sizes to 20 meV for 40 A QDs.20 The red shift of the emission
observed in Fig. 6.2 is qualitatively consistent with the large optical losses due to self-
absorption close to the absorption edge. Comparing Figures 6.2A-C, we observe that
the ASE mode is more prominent on the red edge of the PL band for larger size QDs.

What is somewhat surprising is the energy of emission below threshold. The peak
of the emission occurs at approximately the same energy as the room temperature PL
band for a dilute dispersion of the same QDs. For non-overcoated QDs, the absorption

spectra and PL generally shift to higher energies by ~ 55 meV on cooling from room
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Figure 6.6: Absorption and emission spectra for a dilute dispersion of ZnS overcoated
QDs showing the typical luminescence Stokes shift at room temperature.

temperature to 77 K. Kagan observed that the entire absorption band within the
experimental energy window shifted to higher energies consistent with a lattice
contraction and corresponding increase in the band gap.2! It is reasonable to expect the
same behaviour from the core-shell QUs. Re-absorption would enhance the PL of the
large QDs in the distribution compared to the small QDs and cause an apparent red shift
of the PL. However it should also cause an asymmetric line shape with an enhancement
of the lower energy tail. This is qualitative behaviour is observed in Fig 6.2B but not 6.2
AorC.

Interpretation of the emission energy is further complicated by efficient Forster
energy transfer in the QD solids. Energy transfer from the smallest QDs of the
distribution to the largest QDs increases the Stokes shift, slightly narrows PL band and

enhances the low energy tail.22 This effect is temperature dependent since it depends on
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the rate of energy transfer compared to the photoluminescence lifetime of isolated QDs.
In principle, ASE should dramatically decrease the lifetime of the excited state thereby
reducing the probability of energy transfer and decreasing the Stokes shift of the
emission. Finally, it is possible that sample heating plays a role. The thermal
conductivity of the QD solid is likely to be quite low and more than 1eV of energy must
be dissipated per pump photon as the exciton relaxes to the emitting state.

Clearly careful measurements of the low temperature absorption spectra and
spectrally resolved photoluminescence luminescence lifetime of close-packed core-shell
QDs are required in order to resolve these issues and understand the position of the gain
narrowed emission. Some theoretical calculations have suggested that the stimulated
emission associated with a biexciton to exciton transition is possible in strongly confined
QDs. 23 The calculated biexciton binding energy is positive and increases with
decreasing QD size.24 As a result, the exciton to biexciton induced absorption (or in
reverse, stimulated emission) would appear below the band edge. While experimental
evidence to support the biexciton model inconclusive at this time, 12,23 further

investigation is warranted.

6.5 Conclusions

We have observed intensity dependent spectral narrowing in QD solids which is
qualitatively consistent with amplified spontaneous emission. The narrowed emission
moves to lower energies with increasing size of the QDs, consistent with recombination
of quantum confined excitons. The volume fraction of semiconductor material (and thus

the probability of stimulated emission) in the QD solid (V¢~ 0.2) is much higher than in
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solutions or glasses (V¢~ 0.001) possibly explaining why ASE was not observed in these
other systems.

In principle, it is now possible to design a device that shows narrow band gain
at any energy. CdSe QDs allow one to span the visible region of the electromagnetic
spectrum. Other materials such as CdS, CdTe or HgTe allow access to the UV and near
infrared as well. All-optical devices such as single pass QD amplifiers for fiber-optic
communications or optically-pumped lasers are particularly promising applications. As
well, QDs could be easily incorporated into a variety of photonic band gap devices.
Recent observations of laser action in optically-pumped conjugated polymers25:26 and
heterostx;uctures with vacuum deposited small organic molecules27 have raised the
possibility of assembling inexpensive laser diodes from these materials.28 The
measurements presented in Chapters 4 suggest that assembling laser diodes from
colloidal semiconductor QDs may be difficult. Significant improvements to the electrical

contacts are required to make such a device feasible.
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