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Abstract

Multiple element outages (N - k contingencies) have caused some of the most massive
blackouts and disturbances in the power grid. Such outages affect millions of people
and cost the world economy billions of dollars annually. The impact of the N - k
contingencies is anticipated to grow as the electrical power grid becomes increasingly
more loaded. As the result power system operators face the need for advanced tech-
niques to select and mitigate high order contingencies. This study presents a novel
algorithm for the fast N - 2 contingency selection to address this problem. The de-
veloped algorithm identifies all potentially dangerous contingencies with zero missing
rate. The complexity of the algorithm is shown to be of the same order as the com-
plexity of N - 1 contingency selection, which makes it much more efficient than brute
force enumeration. The study first derives the equations describing the set of the
dangerous N - 2 contingencies in the symmetric form and presents an effective way
to bound them. The derived bounding technique is then used to develop an iterative
pruning algorithm. Next, the performance of the algorithm is validated using various
grid cases under different load conditions. The efficiency of the algorithm is shown
to be rather promising. For the Summer Polish grid case with more than 3500 lines
it manages to reduce the size of the contingency candidates set by the factor of 1000
in just 2 iterations. Finally, the reasons behind the efficiency of the algorithm are
discussed and intuition around the connection of its performance to the grid structure
is provided.
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Title: Assistant Professor
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Chapter 1

Introduction

1.1 Motivation

The electric power grid is a very complex system made of billions of components. Any

of those elements tripped causes redistribution of power flows and in general changes

the state of the grid. Therefore potentially dangerous element outages that could

lead to sufficient load loss (blackout) should be anticipated for robust operation of the

grid. "The interconnected power system shall be operated at all times so that general

system instability, uncontrolled separation, cascading outages, or voltage collapse, will

not occur as a result of any single contingency or multiple contingencies of sufficiently

high likelihood" [1]

Power grids are generally operated according to N - 1 security criterion, which

assures that outage of any single component of the grid will not lead to violations

of bus voltage, branch flow or stability limits. While such protection is enough if

the probability of k multiple nearly simultaneous failures (N - k contingencies) is

negligibly small, N-k contingencies do occur and can trigger severe cascading outages

that result in massive blackouts, such as events of August 14, 2003 in North America

[2], November 4, 2006 in Europe [3], July 30 and 31, 2012 in India [4]. Those blackouts

have had an enormous impact on the economies, their damage is estimated by billions

of dollars. Moreover, according to EATON Blackout Tracker there is a significant

number of smaller blackouts that happen in the world on a daily basis. Specifically,
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only in 2012 there were more than 2800 outages that affected 25 million people in

the U.S. [5]. By various estimations power outages and disturbances cost the U.S.

economy between $80 billion and $188 billion per year.

Besides the notorious blackouts experience, shift towards intermittent renewable

generation, electric transportation systems and deregulation of energy markets are

among multiple factors that suggest that N - k contingency screening problem will

be increasingly more important in the future. Regulatory agencies are increasingly

requiring utilities to perform analysis of N - k contingencies. North American relia-

bility standards require that, "Each Transmission Operator shall operate to protect

against instability, uncontrolled separation, or cascading outages resulting from mul-

tiple outages" [6]. N - k contingency screening allows grid operators to adjust control

systems, apply protective actions to the most vulnerable components of the grid as

well as to develop appropriate contingency management plans.

However, the computational complexity of finding dangerous N - k contingencies

makes brute force enumeration over the space of all contingencies infeasible. Such

analysis requires N!/(k!(N - k)!) simulations if the sequence of contingencies is ig-

nored. Even for the case of average sized system with 3000 elements the number

of double line outages (k = 2) is almost N, = 4.5 million. This means that one

needs to run N, simulations where pairs of elements are tripped one by one, power

flow recalculated and appropriate re-dispatching is done if necessary. Even in DC

approximation (linearized form of full Kirchhoff equations) the number of compu-

tations required to re-solve equations for each simulation is at least N, = 0(N 1 2 )

[7]. This results in the complexity of N - 2 contingencies brute force screening to be

at least O(NNS) = O(N3.2 ). The complexity grows substantially as generalization

to full equations or to greater k's is considered. Thus, solving every contingency is

quite computationally intensive - to the point of being infeasible for even modest

systems, even when linear methods are used. The list of potentially dangerous con-

tingencies should be reduced to make the contingency analysis tractable. Such online

contingency list can be then used for brute force enumeration.
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1.2 Background

The process of dangerous contingency list creation is called contingency selection

and was developed as a method of determining which contingencies are important

enough to be added to the list for online assessment [8]. In the initial work on the

topic first-order performance index (PI) sensitivities were used to rank contingencies

[8]. However, PI approach proved itself to be unreliable [9], as result approaches

based on higher order performance indexes and DC power flow equations were de-

veloped [10, 11]. In [11] M. Enns et al. were the first who noticed that one can

significantly reduce the computational burden associated with contingency analysis

by using "matrix inversion lemma" for small perturbations of the initial matrix to

avoid inverting large matrices for each contingency. This research became a founda-

tion for all following approaches built on the usage of Outage Distribution Factors

(ODF) [12, 13]. Recent contingency screening and contingency analysis studies also

include various techniques based on the network physical and electrical topology anal-

ysis [14, 15, 16, 17], mixed integer and nonlinear optimization techniques[18, 19, 20]

as well as importance sampling [21, 22, 23] and stochastic approaches [24, 25].

Despite the fact that over the last 35 years there were proposed a plenty of algo-

ritmhs for N - k contingency screening, most of them are based on some heuristic

and do not guarantee to find all high-risk contingencies. Moreover, major portion of

those approaches do not exploit physical structure of the power grid, sometimes even

ignoring power flow equations and considering only the topology of the grid. This

study argues that such information can be efficiently exploited, and focuses on the

developing a fast and reliable algorithm for static N - 2 contingency screening in DC

approximation that guarantees to include all potentially dangerous contingencies in

the final online contingency list. The ideology of the approach that will be developed

in this study is close to the bounding techniques in the works of F.D. Galiana [26]

and V. Brandwajn [27] and is inspired by the usage of line outage distribution factors

for contingency screening in the recent works [12, 13].
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The results of this study will be presented in the following manner: Chapter 2 will

explain the power grid model used in this study and give a formulation of the problem.

Chapter 3 will derive equations governing N - 2 contingencies and discuss how their

structure can be exploited to develop an efficient screening algorithm. Chapter 4 will

introduce the algorithm and discuss the ways it can be improved. Chapter 5 will

present simulation results for different IEEE test cases from MATPOWER package.

Chapter 6 will explain the reasons for the high efficiency of the algorithm. Conclusions

will be summarized in Chapter 7.
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Chapter 2

Model and problem formulation

This chapter will describe the problem being solved as well as initial assumptions and

the model used. The complexity of the brute force approach to solve the problem in

the given formulation will be also discussed which will serve as a primary motivation

for the study.

2.1 Grid model

In this study we consider the grid with NB + 1 buses and NL branches. The grid

is modeled as an undirected graph G = (V, E), IVI = NB + 1, JE = NL, where

each vertex vi E V represents a load, generation or just an empty bus and each edge

ek = (vi, vj) E E represents a branch connecting bus vi with bus vj. For such graph

the arc-node incidence matrix A is defined as NL x (NB + 1) matrix where the jth

column of A represents the jth vertex, vj, and ith row represents the ith edge, ei, in

G. Each row has only two non-zeros at the columns that represent the vertices of the

respective line. Formally, the aij entry of the matrix A is defined as follows:

1, if ei = (vj,-)

ai= -1, if ei = (., vj) (2.1)

0, otherwise

Having the matrix A the (NB + 1) x (NB + 1) nodal DC susceptance matrix
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(the imaginary part of the admittance matrix for a general system) is defined as

B = ATYA, where Y is the diagonal NL x NL matrix of the branch susceptances,

Y = diag(yi, ..., yNL). The matrix B defines the structure of the grid, containing all

information about branches.

2.2 DC power flow approximation

Significant number of power system applications rely on linear network models. Their

properties have considerable analytical and computational appeal. Among those prop-

erties are reliable and unique solutions, minimal network data necessary for modeling

as well as reasonably accurate MW flows results [28]. This study limits itself to a

very popular, DC linear model of power flow equations which is widely used in various

power system applications. The DC assumptions are the follwing:

" no resistive losses (in real power systems branch resistance is much smaller then

its reactance);

* angle differences across lines are small (so that sin(AO) ~ AO; this assumption

holds very well in most power systems);

" bus voltage amplitudes are controlled on each bus to be the same (V = 1 p.u).

With these assumptions the state of the power system is described by the (NB +

1) x 1 vector of voltage phases 0 on every of the NB + 1 buses in the system. Power

flow equations in such system give a relationship between vector of voltage phases,

structure of the grid (which is described by sucsepatance matrix B) and p - the

(NB + 1) x 1 vector of power injections at each bus. In matrix form power flow

equations are written as:

p = BO (2.2)

Equation 2.2 is the main equation in the DC approximation contingency study. Given

a power flow vector p and knowing the structure of the grid B one can find correspond-

ing vector of phase angles 6 by simply solving the system of linear equations. However,

16



this system has infinite number of solutions since matrix B is singular (det(B) = 0).

By denoting NB +1 bus as the reference bus, and deleting corresponding entries from

the Jacobian matrix B and the vectors 0 and p the system 2.2 can be constrained to

have a unique solution for the vector of voltage phases 0. This solution can be used

to find the NL x 1 vector f of power flows on all branches:

f = YAO = YAB 1p (2.3)

2.3 N-2 contingency selection problem

Given the DC power flow equations and the model of the grid as an undirected graph

the contingency selection problem can be formulated as follows. The set C1 is defined

as the set of one-element outage (N-1) contingencies corresponding to configurations

of the grid where one element has failed. Particularly in this work the set C1 consists

of the grid's branches, however in general this set can include any system components.

Since the number of lines in the grid is NL, the size of the set of N - 1 contingencies

is NL as well. The set of double element outages can be formed as a Cartesan

product C2 = C1 x C1 without duplicates. This set represents the pairs of failed

elements. When the considered contingency elements are branches, the size of C2 is

NL(NL - 1)/2 with an assumption that the sequence of the contingencies is ignored

(which is the case in the static contingency screening approaches). The occurrence of

each contingency from the set C2 can cause a violation of the system constraints, and

if it does so such contingency is considered to be a dangerous contingency. The N -2

contingency selection algorithm that will be developed in this work aims to find a set

Cfina of those non-islanding double outages that are dangerous in the defined sense.

In general case the set of the system constraints is associated with power flows

on branches and voltage levels on individual buses. However, this study limits itself

only to the constraints associated with power flow limits, since DC approximation

assumes a flat voltage profile and is unable to account for voltage violations and

stability issues. Given the power flows through all branches f and the NL x 1 vector
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of power flow limits fmax, the set of system constraints can be described as following:

IfI < f m ax (2.4)

The set of constraints 2.4 gives a feasibility region for the problem being studied.

Any dangerous contingency should cause a change of the state of the grid such that

it will not be within the defined feasibility region.

The complexity of the brute force approach to solve the N - 2 contingency se-

lection problem defined in this section is rather high. As was noticed in Chapter 1,

exhaustive enumeration of the set C2 would require at least O(Nj;2) operations. The

complexity grows very fast as the number of the grid elements increases, which serves

as a primary motivation to develop a fast and reliable algorithm for obtaining Cfinal.

The next chapter will derive the equations governing N - 2 contingencies in the

presented formulation.
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Chapter 3

Contingency equations

In this chapter the equations governing N - 1 and N - 2 contingencies will be derived

using LODFs. The structure of the equations will be discussed and the constraints

for N - 2 contingencies (2.4) will be rewriten in the form necessary for developing

the fast contingency selection algorithm.

3.1 Single line outages. LODF.

Tripping of some set of lines changes the structure of the grid, which is described by

the reduced susceptance matrix B in our model. In the case of one line a outage the

corresponding susceptance matrix B, for the grid can be represented as:

Ba = B + ABa(31

ABC = -ec(ye)T(

Where e, is a's row of the matrix A, i.e. ec, has only two nonzero entries corre-

sponding to the buses on the ends of the line a. With this new susceptance matrix

BC,, the NL x 1 vector of active power flow changes Af 0 can be written using 2.3 as

follows:

Afa = 01 - f = YA(B- 1 - B 1 )p (3.2)

19



The (B.' - B- 1) term in 3.2 can be readily simplified using matrix inversion

lemma:

Ba1 - B 1 = B-1(eaq)ycejB 1

a (3.3)
1 - ye'B- 1 e,

Denominator of qg is zero when yaeTB-le, = 1, which happens when the grid

resistance between end points of line a is equal to the resistance of the line oz. In its

turn the later means that the tripping of the line leads to an islanding of the grid

(Fig. 3-1). In this work a single line outage that leads to an islanding is considered

to be a dangerous islanding N - 1 contingency. It is reasonable to do so, because

usually one of two islands separated by an outaged line contains only loads that are

shed after such contingency. In general, both islands can contain generators and such

case should be analysed separately re-dispatching the generation and resolving power

flow equations for each island. We separate all single outage contingencies leading to

an islanding into the set Ci" defined as follows:

C = {a 1 E C : yaeB-e = 1} (3.4)

Considering all one line outages leading to an islanding of the grid as dangerous

contingencies during the screening leaves us with only outages that have nonsingular

values of q,.

Figure 3-1: Single line outage islanding. yeB-'ea = 1.

We finally represent the vector AfP using equations 3.3 as follows:

20



f = dfa
Af a B1 (edqaf(3.5)

d* = Y AB-'(eaq,)

Vector d' defined in 3.5 is the vector of Line Outage Distribution Factors. It

plays an important role in the contingency selection studies, and represents linear

sensitivities of the line flows to the pre-outage flow on the outaged line a [29]. Using

LODFs the flow on any line 3 after an outage of the line a is given by a simple

relationship:

fa = fo+ dafa (3.6)

In the following the similar relationship will be established for the case of multiple

line outages, and as will be shown in the next section, single line outage distribution

factors defined in 3.6 will play a crucial role in that relationship. This brings up a

question about the complexity of calculating all LODFs for a given grid, which is

essentially the same as the complexity of solving N - 1 contingency selection problem

in the DC approximation. As was discussed earlier this complexity is about O(N2f).

3.2 Double line outages

The formula for multiple line outages will be derived in a very similar manner to the

derivation of the relationship for single line contingencies in the previous section.

After an outage of the lines a and 13 the susceptance matrix B,, for the corre-

sponding grid is represented as:

Bao = B + ABao

ABee = ABo + AB,8 T (3.7)

( yoectT

For the sake of simplification of the derivation this matrix can be written in the

equivalent form:
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1

( qe, qoeo ) ( ( T
yae

Yey0e) (3.8)

With this new susceptance matrix Baf3, the vector of the flow changes Afoo can

be written using 2.3 as follows:

Af 0 = fc' - f = YA(B-1B - I)B-1 p (3.9)

The (B;-B - I) term in 3.9 can be simplified using matrix inversion lemma:a'8

Do8 =

- I = B1 (qe q13e

qe(1 - ye TB-lea)

-yoe TB-1qaece

da = ye TB'qeec

1
qa = 1 - yeTB-Ie,

B-1B - I = B- 1 ( qaece

) Da (
T

ypeQTI
/'e

-yae T B-lqeBe

q,3(1 - y3eTB-1 eO)

dO = yCe T B-eq3e

1

q3 = 1 - yoe TB - e,

qfeO )(1 -d)

Finally, the vector of the power flow changes Af'# can be written as:

Af , = ( da d3 ) (
1 -dO

-do I0)- (fa

fo)
Where d' = YAB 1 (egaq), d3 =YAB- 1(eqO) defined earlier were used.

22
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The equation 3.11 establishes an important relationship that is in the core of the

present work. One of its main features is the fact that the effect of the double line

outage is represented through the effects of the single line outages (LODFs), which

means that once calculated for N - 1 contingency selection, these factors can be

reused for N - 2 contingency selection.

Figure 3-2: Double line outage islanding. det(Dao) = 0.

The matrix D,, is singular if and only if the outage of lines a and 3 leads to

an islanding of the power grid Fig. 3-2 (in other words, if and only if they form

at least one minimal cutset of the corresponding graph) [13]. Similarly to the case

of N - 1 contingency, any N - 2 contingency that leads to an islanding of the grid

(det(D,,3) = 0) will be considered as a dangerous islanding N - 2 contingency. All

such contingencies are separated into the set Cs1 :

Cisl= {(a,#) E C2 : det(Dy) = 0} (3.12)

3.3 Constraints

Having the relationship 3.11, a feasibility region 2.4 for N - 2 contingency selection

problem takes the form of:

If+(d df) D-1 f I < ff ma (3.13)
ff3
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Which can be rewritten as the set of constraints:

tco+ O'i3a < 1

diag(fmax - f)-1 foda ) ) (3.14)

diag(-fmax - f)-ifcda 10/fa

It is important to consider an interpretation of the vector ' and the matrix F. Each

pair of the components of the vector ', (z' "z+NL , contains information about the

relative effect of the single line a outage on the closeness of the flow f, on the line

z to its limit fma, it shows how much the single outage of the line a influences the

state of the line z. Whereas each component of the matrix P, F,,, represents the

interference of the line 3 on the line a, or the relative value of the effective flow on

the line a when both lines are tripped [12].

There are 2 NL constraints for each double line outage contingency to be verified

in order to certify a contingency to be either safe or dangerous using the brute force

approach. Therefore 3.14 itself doesn't decrease the complexity of the contingency

selection yet. However, the form of 3.14 can be utilized in order to develop an effective

algorithm.

The next chapter will focus on the developing a fast algorithm for N - 2 contin-

gency selection.
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Chapter 4

Fast N-2 contingency selection

algorithm

The main goal of any fast contingency selection algorithm is to avoid direct enumer-

ation over the set of contingencies/constraints. This chapter will present an efficient

algorithm that exploits the structure of equations 3.14 to iteratively prune the set of

potentially dangerous contingencies in the time compared to the N - 1 contingency

selection. The presented algorithm will avoid complete enumeration using smart

bounding of different factors in the equations 3.14.

4.1 General idea

The problem of finding the set of all dangerous non-islanding contingencies Cina

from the set C2 is essentially the problem of finding all pairs (a, 3) such that for each

pair there exists at least one constraint z from the set of constraints S1 = {i = 1. .2NL}

that is violated. Mathematically it can be written as:

Cpl"={(a,3) EC 2 :+z S a,3 > 1} (4.1)

However, instead of enumerating the large sets C2 and Si to find C"" itself, it is
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appealing to first filter C2 and Si to decrease the number of candidate contingencies

and constraints. If it is possible to obtain small enough filtered sets fi"tere and

Sf"itered then the complexity of finding C2f"" will be substantially decreased:

O~finaI (l 3 c~i Ciltered Z C cf Siltered, ± >} (42

4.2 Bounding

The set S 2 of contingency-constraint pairs (a, z) is defined as a Cartesan product

S2 = C1 x S1, and the set s "iaI as follows:

Sf"" = {(a, z) E S2 : 10 E C1, ?aI3 + cO F'8 > 1} (4.3)

Using 4.1 and 4.3 the following conditions can be readily obtained:

(a )E C2 : U2 de ma(fFg+fFa >(, #) o Cl

a) z z(4.4)

(a, z) E S 2 : U max((f FCO + <1 -> (a, z) Sfit"

In other words, any pair of lines (a, /) from the set C2, for which the upper bound

Uc2 defined in 4.4 is less then 1, is certified to be safe and can be removed from the

search space C2. Meanwhile, any pair (a, z) from the set S2 can be removed from

the search space S2 if its corresponding bound US, < 1. This admits to an idea of

calculating bounding matrices UC2, Us2 to prune corresponding sets C2, S 2 . The

elements of the bounding matrices UC2, Us2 can be represented as follows:

U2 = max(IF Qag) + max(8F 3,)

= x x (z z z
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U = max( 'FO) + max( F 3,) = max{7 max(Fa 1 ), ' min(Fr,)}
a, 03 13 z 0 13

+ max{max(F, 3,) max( "), min( 1 3 c) min((f)} (4.6)

In equations 4.5 and 4.6 all components of both U0 and Us can be calculated

before computing UC2 and Us2 in just O(C 21 + S 2 1) operations, which gives a com-

plexity of computing matrices UC2 and Us2 to be O(NL) 2 if the LODFs matrix is

given. It should be noticed that the matrices defined in 4.5 and 4.6 are not exactly

the matrices in 4.4, they are rather pessimistic bounds on them.

4.3 Iterative algorithm

The algorithm being constructed in this section works towards obtaining the set Ci""

via pruning the sets C2 and S2. Each k's iteration of the algorithm starts with sets

C2 and S2 containing pairs that are still subject to verification. Based on k's sets,

the algorithm computes the new bounding matrices U,, Usk and uses them to prune

Ck, Sk producing Cg+1 , Sg+1. The pruning happens according to the equations 4.4

rewritten for sets C2 and Sj:

C~kE {(a/3 o

Ck+1 = {(,)ECf U,9 >2
C2 '0> 11(4.7)

S+ = {(a, z) E S : U4> i}

From 4.7 the following relationships for the structure of the pruned sets are true:

Cfinal C Cfltered c k+1 c Ck Cl C 02-2 -2 2 2 (4.8)
qfinal c e +filtered C 5klCSkCSCS2

The reason behind iterative nature of the algorithm is the fact that pruned sets

C2+1, Sg+1 could produce tighter bounds than preceding sets Cg+1, Sg+1. Therefore

the following relationship for all elements in bounding matrices is held:

Cfinal CfCltered 0 k+1 Ck C1

U, U U~ UC' UOU < U02
(4.9)

Sinal US iltered Uk+1 sk U
' UZ U '2 Ua UZ U
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The algorithm starts with sets C2, S2 and iteratively prunes them until the sets

stop changing. In K iterations the algorithm outputs the sets Cqiltered and S iltered

that then have to be enumerated over to produce the final set of dangerous contingen-

cies Ci"". It is worth to be noticed that Spin" does not have to be searched for, since

the goal is to find only the set of dangerous contingencies. Thus the complexity of the

algorithm can be estimated as O(KN2 + NL2 iteredI) since each iteration requires

O(N2) computations and the total number of iterations is K (if the LODF matrix is

given).

As was discussed in 3.1 and 3.2 all outages that lead to an immediate islanding are

considered to be dangerous. In Chapter 3 these contingencies were separated into the

sets Cis and Cis' that can be easily found before running the algorithm by computing

corresponding values q, defined in 3.3 and determinants of matrices DO defined in

3.10. After finding the sets Cis and Cis' the algorithm is initiated with the sets C2

and S2 defined as follows:

C2= C2 \ [Cis' U (C' X C) (4.10)

S2= S2 \ [Cris x S1]

Excluded set of double contingencies that result in islandings has to be added to

the final contingencies set giving the full set of dangerous contingencies:

Cdanger u = Cinal u [Cl'' u (Cisi x (4.11)

The formal representation of the algorithm discussed above is given in the Algo-

rithm 1. The loop defined at lines 11-16 is the main iteration loop that represents

the essence of the approach.

The computational complexity of pruning the sets C2 and S2 and to update

bounding matrices decreases with each iteration since it depends on the size of the sets.

In the worst case scenario each pruning happens in O(N2) computations, giving the

computational complexity of the main loop to be O(KNL) as was shown before. Thus,

the computational complexity to find dangerous largely depends on three factors. The
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Algorithm 1 N-2 contingency selection

1: for a E C1 do
2: Calculate q, using 3.3
3: end for
4: C1' +- {a E C1 : 1/q, = 0}

for (a, 3) E C2 do
Calculate LODF matrix using 3.10

end for
C i +- {(a,fl) E C2 : det(D.0) = 0}

> Complexity ~ O(Nj2)

> Form the set of single islanding outages

> Complexity O(N2)

> Form the set of double islanding outages

9: C +- C 2 \ [Ci' U (Csl X C1)]I
10: S <- S 2 \ [C i9 x Si]

repeat

Calculate UaO
Sk

Calculate U

C+2 1 & {(a, /) E C2 : Ua > 1}

S2 +1 + {(a, z) E S : Ul4 > i}
until Ck Ck+1 and Sk - Sgk+1

> Initialize C2

> Initialize SI

> Update bounding matrices

> Complexity ~ O(N2)

> Prune C2, complexity O(1Ck1) < O(N2)

> Prune S2, complexity O(ISkj) 5 O(N2)

> Until sets stop changing

17: of itered CKQfitered K

18: Brute force search: > Complexity O(NLjC ltered )

19: C2i""l +- {(a, 3) E C2 : Constraints 3.14 are satisfied}
20: angerous - Cfinal U [C*sl U (Cisi x C1)]

21: return Cdangerous
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first factor is the number of elements in the set C, which is equal to the number of

lines NL in our case. The second one is the number of iterations K necessary for

the main loop to complete. As will be shown in the next chapter, K was of order

5 - 7 in the performed simulations. Finally, the complexity depends on the final

ofilteredsize of the filtered set 0"2 , which usually was of the same order as NL in the

simulations. Taking into account all the factors with their empiric estimations, the

total complexity of the pruning algorithm presented in this section can be estimated

as O(N2) (assuming that the LODF matrix is given).

The pruning algorithm poses a trade-off between the size of the set 0 it ... and

the number of operations necessary to filter the set C2 down to this size. There is a

number of possibilities to affect both sides of this trade-off.

Firstly, the size of the filtered set can be decreased by divide and conquer approach.

The input set C2 can be divided into subsets W1 and W2 . After such division the

problem separates into three subproblems:

* Contingency selection when both outages occur in the set W1

* Contingency selection when both outages occur in the set W2

" Contingency selection when each subset has a single outage

Each of these subproblems will have its own bounding matrices, and the main iteration

loop will have to be separately performed for each subset. Using an appropriate

selection of the dividing technique, the size of the output set may theoretically be

decreased. However, the number of the computations required by this approach is

usually substantially higher then the complexity of the original algorithm. One of

the cases when the divide and conquer technique could be useful is online security

assessment of the power grid, when an operating point doesn't change substantially

over time. In such case the results of a contingency selection from the previous time

step can be used to separate the lines that participated in potentially dangerous

contingencies more often than others into a subset. Such lines would typically inflate

the bounding matrices and their separation and analysis, hence, can substantially
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increase efficiency of the contingency selection in the remainder part of the grid. The

study of different dividing methods is beyond the scope of this work and has to be

performed to establish positive results.

Another degree of freedom that was left behind the presented algorithm is related

to the formal definition of the components in 3.14. The expression 'Fg is invari-

ant under the diagonal matrix transformations I - ra, FaO +- ra 1F, for any

non-singular matrix R = diag(ri,... , rNL). This transformation affects bounding

matrices for sets C, S , essentially tightening some boundaries and loosening others,

and can be used to decrease the size of the output set. The simulation results indicate

a reduction of the output set size by the factor of 2 in the best cases. However, this

reduction comes at the expense of substantial computational overhead, since the ap-

propriate transformation has to be carefully searched for. Nevertheless, such degree

of freedom may become important in situations where the original algorithm is not

efficient for some reasons.

The next chapter will present experimental results of an implementation of the

presented algorithm.
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Chapter 5

Simulation results

This chapter will present the simulation results for the fast contingency selection al-

gorithm described in the Chapter 4. Various MATPOWER grid cases under different

operating conditions will be examined. The performance of the algorithm will be

analysed and compared to the brute force search.

5.1 Initial data

Initial data for this study was obtained using MATPOWER package for MATLAB

[30]. First, the steady state DC Optimal Power Flow procedure from the package

was used to calculate the vector of power injections p for a given grid case. Then

all grid cases were studied in the same manner in order to avoid a bias in results.

The following are the steps performed before running N - 2 contingency selection

procedure:

1. Grid normalization. Some cases from MATPOWER package contain buses

with multiple generators at them. For each such case multiple generators at a

bus were aggregated. Besides, in order to simplify equations and calculations

all information about phase shifters and transformers was deleted from the

studied case. Moreover, all parallel lines 1 . 1  between nodes vi, vowere e by svigvj

were replaced by a single line with corresponding susceptance given by the
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following relationship:

(5.1)

2. N - 1 contingency selection and LODF computation. Brute force N - 1

contingency selection was performed. During the N - 1 contingency selection

the set of single islanding contingencies Cs and the set of dangerous non-radial

single outages Cd,,ng,",, were identified. A matrix of line outage distribution

factors corresponding to the studied case was calculated using the equations

3.5.

3. N - 1 contingency protection. A studied case was protected from all dan-

gerous non-radial N - 1 contingencies by increasing flow limits for all violated

lines in the following manner. For each violated line 1 the limit was increased

such that in the worst case of a single line outage the flow f 1worst case on the line

1 would be as relatively close to the flow limit flaX as the minimum relative

margin for all non-violated lines. In other words:

C iolated = { C : E Ciangerous IfaI > fmax I

Ml = max
aEC1\1 Aimax

(5.2)

M = max ml

Amax + frnax M Vl Cviolated

4. Input sets C2 and S2 for the pruning loop of the algorithm were found using

4.10.
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5.2 Polish power grid

5.2.1 Summer and Winter off-peak cases

The first simulations were performed using the Summer and Winter off-peak Polish

power grid cases case2737sop, case2746wop from the MATPOWER package.

The Summer grid case consists of 2737, 399 generators and 3506 lines, which

suggests the size of the set C2 to be (NL -1)NL12 - 6* 106. After the preparation steps

presented in the previous section, the grid was analysed using the fast contingency

selection algorithm developed in the Chapter 4. The algorithm has managed to reduce

the size of the non-islanding double outage contingencies set from JC2l = 3.5 * 106 to

IC2
3 1I = 5346 in just 2 iterations. The Table 5.1 shows the evolution of the candidate

sets Ck and Si as the algorithm proceeds. As can be seen from this table the algorithm

converged to the set C i"teeo in 6 iterations, but only the first two of them led to

the strong reduction of the candidate sets. The size of the final set of dangerous

double outage non-islanding contingencies Ci"" given by the algorithm is equal to

Cl"'l - 463. Thereby the set of the potentially dangerous contingencies C2i'tered

obtained during the iterative loop of the algorithm (Lines 11-16) was just ~ 10 times

larger then the sough-for set Ofi"".

The simulations performed on the Winter off-peak case have shown very similar

convergence results (Table 5.2). Compared to the Summer case, the Winter case has

a higher number of elements and is slightly more stressed, which results in the larger

number of dangerous non-islanding N - 2 contingencies C "" 928 and slightly

less effective performance of the pruning loop ( C21mited / ICf" inal 30).
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k Size of the set C Size of the set S

1 3,455,928 10,643,906
2 20,269 321,333
3 5,346 201,883
4 5,026 179,553
5 5,011 171,470
6 4,997 170,116
7 4,997 170,091

Table 5.1: Summer off-peak Polish power grid. Sets C2 and S2 evolution with pro-
gression of the algorithm. C inal = 463

k

1
2
3
4
5
6
7

Size of the set

3,602,175
54,776
31,727
30,841
30,610
30,599
30,599

Table 5.2: Winter off-peak Polish power
sion of the algorithm. Cfinal =928

Ck Size of the set Sk

10,880,102
731,023
529,545
490,714
482,124
481,059
480,912

grid. Sets C2 and Sk evolution with progres-

k Size of the set Ck Size of the set Sk

1 2,496,178 8,326,110

2 312,349 1,643,246

3 270,370 1,528,152

4 268,280 1,508,559

5 267,681 1,503,257

6 267,681 1,503,090

7 267,681 1,503,066

Table 5.3: Winter peak Polish power grid.
of the algorithm. Cinal = 15882

Sets C2 and S2 evolution with progression

36



Thus, the simulations for both off-peak Polish grid cases demonstrate impressive

efficiency of the algorithm. In just two iterations the algorithm was able to filter

out 99.9% and 99.1% of double outage non-islanding contingencies for the Summer

and Winter cases correspondingly. The factors allowing such effective pruning will be

discussed in the next chapter. Meanwhile, in order to further analyse the performance

of the algorithm a significantly more loaded "peak" Polish case was investigated.

5.2.2 Winter peak case

The simulation results for the Winter peak Polish power grid case (case2383wp in

MATPOWER package) are presented in the Table 5.3. This peak case is significantly

more loaded than the off-peak cases studied above. As a consequence the algorithm

gives a very high number of the dangerous non-islanding double outage contingencies

SCloimat - 15882. The pruning loop of the algorithm was able to yield the output set of

the size fCfiller... = 267681, filtering out 89% of candidates in the first two iterations.

On the one hand this result is not as impressive as for the off-peak cases. However,

on the other hand, the efficiency of the algorithm is given not only by the size of the

Cl". ed, but rather by the combination of its size and the ratio C 2lte1ed./ICfin"1.

This ratio is equal to ~ 17 for the Winter peak case, which is even better than the

same ratio for the Winter off-peak case. It suggests that the efficiency of the pruning

loop should remain approximately the same as the grid becomes more stressed. This

assumption will be studied further in the next section.

The simulation results for the three Polish grid cases studied above are summarized

in the Table 5.4. As can be seen from the table the completion time of the pruning

loop remained very low compared to the brute force enumeration running time for all

three cases. This can be explained by the NL quadratic complexity of the pruning

loop. Meanwhile, the full search (Lines 11-20) completion time depends not only on

the complexity of the pruning loop, but also on the complexity of the brute force

enumeration over the C2 lteed. As the grid becomes more loaded the size of the
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Clterd grows and hence the full search time grows as well as can be noticed from

the table. Thus the pruning loop itself shows very promising performance, filtering

out 89% of contingency candidates in 0.3% of the brute force search completion time

for the most loaded case.

5.3 IEEE 300-bus test case under different stress

conditions

The IEEE 300-bus test case was used to examine how the algorithm performs as the

load on a grid increases. Without an additional load the algorithm finds zero danger-

ous non-islanding N - 2 contingencies for IEEE 300 case ( Cl["al| = 0). To perform

stress analysis, first, the maximum possible load coefficient smax was calculated. That

is both maximum generation and consumption were increased (multiplied by s) until

the OPF solver didn't converge. smax found using this method is equal to 14.8. Then

the grid was incrementally loaded starting from the unloaded state with s = 1 to the

maximum stress condition defined by s = sma". The N - 2 analysis was performed at

each step, computing the corresponding sizes of the sets C i"terd C2in"I and running

time of the algorithm (Lines 11-20). The results are presented in Fig. 5-1.

As can be seen from Fig. 5-1 the size of both the filtered set and the set of danger-

ous non-islanding contingencies increase exponentially as the load coefficient grows.

Completion time of the algorithm also shows approximately exponential growth. It

should be noticed, that the noise in the running time dependence might have been

associated with variations in background tasks on the machine during simulations.

Running time of the direct brute force enumeration over the set C2 was almost con-

stant for all stress coefficients and equal to ~ 30 seconds. This shows that the

developed algorithm is significantly more efficient than the brute force approach even

for high stress conditions.
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Completion time

10 is

Load coefficient

Figure 5-1: C C G and completion times of the algorithm. 100 simulations

with different values of the load coefficient s E [1; S"ma]

The dependence of the ratio Cflte'''d /Cjinal on the stress was studied to further

%--"2 2

analyse the efficiency of the algorithm. Fig. 5-2 illustrates that the pruning loop

performance ratio stays in the range between 10 and 35, which is consistent with the

results obtained for Polish grid cases. The dependence of the pruning loop perfor-

mance ratio has descents and ascents along the stress coefficient range. This can be

explained by the structure of the bounding matrices used in the algorithm. The size

of the Cf lter"d increases when some elements of bounding matrices exceed 1, whereas

the size of the Cf i""l increases only when the some of the contingencies actually be-

cames dangerous. It is worth to be noticed that in the limit s -+- oo the ration is

expected to approach 1 since both the size of the set C'.-2 an 2 "'wilapo

the size of C2.

Fig. 5-2 also shows completion time of the full search (Lines 11-20 in the Algorithm

1) and just the pruning loop (Lines 11-16 in the Algorithm 1). The fact that running

time of the pruning loop is approximately constant for any stress coefficient suggests

that the pruning loop itself is efficient for any load condition. This supports the
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reasoning in the previous section and establishes some empirical guarantee for the

performance of the iterative pruning loop.

Completion time of the full search

Completion time of the pruning loop

Load coefficient

C

Figure 5-2: The efficiency of the pruning loop I C2itered I / I C and completion times
of the pruning loop (Lines 11-16 in the Algorithm) and the full search (Lines 11-20 in
the Algorithm). Simulations with different values of the load coefficient s E [1; Smax]

The next chapter will discuss the reasons behind the effectiveness of the algorithm

and present some physical intuition.
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Chapter 6

Analysis of the results

As the efficiency of the developed in Chapter 4 algorithm has been shown in the

previous chapter, the reasons behind its performance are to be investigated further.

This chapter discusses the simulation results and aims to build some physical intuition

around the connection of the performance of the pruning loop to the actual structure

of the power grid.

Discussion in this chapter will evolve around Polish Summer off-peak case. How-

ever, any case can be analysed in the same manner.

6.1 LODFs distribution

Line Outage Distribution Factors are the crucial part of almost any relationship de-

rived in this work. Chapter 3 showed that LODFs give the relative influence of the

tripping of one particular line a on the remaining lines in the grid. As was discussed

in Chapter 1 a number of contingency selection approaches have been developed using

just information about LODFs to predict the severity of contingencies. Despite the

fact that approaches based on solely the LODF data do not account for information

about the power flows closeness to the lines constraints, quite a number of them have

shown successful results and are currently used in the real life application. All these

show the importance of studying the LODFs further as they are in the essence of the

contingency analysis.
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Particularly the distribution of d' directly affects the performance of the algorithm

developed in this study. The intuition behind this is rather straightforward: the

smaller the components of the line outage vector d', the more contingencies containing

line a may potentially be filtered out during the pruning stage of the algorithm. The

Figure 6-1 presents the distribution of the absolute values of LODFs in the Polish off-

peak Summer case. The distribution is given for the pairs from the set of non-islanding

candidates C2 as considering islanding double outages would give the distribution an

additional peak at 1.

LODFs distribution

10

10,

10'

Figure 6-1: The distribution of Line Outage Distribution Factors Jdc' for the C2' set

for Polish off-peak Summer case. The horizontal axis shows the values of the elements.

The vertical axis represent the number of the elements.

As can be seen from the figure the significant number of the line outage distribu-

tion factors do not even exceed 0.1 mark. In fact there is just 0.4% of pairs (a, )

for which d)l > 0.1. This supports a fundamental assumption necessary for the algo-

rithm to work efficiently. That is the outage of a single line affects only a very small

percentage of the remainder lines in the system. This assumption is important for

both influence ' and interference ra components in the equations 3.14 to be effi-
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ciently bounded. While it is unproven for an arbitrary case the assumption holds for

the power system models encountered during this study. Moreover, some theoretical

insights can be obtained by considering local neighbourhood of the tripped line to

estimate its influence [26].

6.2 ( and 'P, distributions

As was discussed in the Chapter 3 the ra can be interpreted as the interference of

the line # on the line a when both lines are tripped. The assumption that most

of the lines do not affect each other directly leads to the intuition behind the form

of the distribution of the elements r,, (Figure 6-2). Indeed, for the case of small

interference between lines a and # the r,, and F, should be close to 1.

10

10

10

102

10 3

102

101

1011
10 10 102 10,

Figure 6-2: The distribution of the elements F,, for the sets C2, C2 , C2 for Polish
off-peak Summer case. The horizontal axis shows the values of the elements. The
vertical axis represents the number of the elements.

The Figure 6-2 also shows the evolution of the distribution as the algorithm pro-
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ceeds. It can be seen that the pruning operations have more significant effect on

the left part of the distribution. This is an expected property as the corresponding

candidates are likely to have small bounds.

The vector ' was interpreted in the Chapter 3 as the influence vector. Its absolute

value distribution is presented in the Figure 6-3. Since elements Q are proportional

to the LODFs most of them are concentrated near zero, The distribution has a flat

profile in the log-log scale which indicates the power law dependence. This property

might be linked to the power law distribution of large blackout sizes [31, 32] since

the elements contain information about both the relative influence (LODF) and

closeness to the limits (diag(fmax - f> 1 ; diag(-fmax -1

10

106

10

10,

10'

102

10
10 10- 10 104 10, 10 10, 10" 10

0

Figure 6-3: The distribution of the elements Q for the sets C,, C2 , C2 for Polish
off-peak Summer case. The horizontal axis shows the values of the elements. The
vertical axis represents the number of the elements.

The form of the distributions of Q and F3 suggests the reasons for the exceptional

efficiency of the developed algorithm. First, outages of the most lines do not interfere
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with each other (most of the elements of F are concentrated around 1). Secondly,

the effect of an arbitrary single line outage usually is small compared to the flow limit

margin on the affected line. This allows to produce rather tight bounding matrices.

6.3 Distribution of the elements in the bounding

matrices

The efficiency of the algorithm can also be studied using the distribution of the

elements in the bounding matrices U0 and Uz (Figure 6-4 and Figure 6-5). These

distributions explain how the bounding matrices improve as the algorithm proceeds.

As can been seen from the both figures the algorithm filters out small elements in the

bounding matrices converging to the distribution on the right side of the dotted line

(which depicts the pruning boundary).

On each iteration of the pruning loop (Lines 11-16) all elements on the left side of

the dotted line (< 1) are filtered out. However, the new pruned sets produce tighter

bounds and populate new elements that are smaller then 1. The number of elements

on the left side of the dotted line decreases as the algorithm goes on creating the "cliff'

near the pruning boundary. The bounding matrix for the set S2 has significantly more

elements that are > 1 than the corresponding matrix for the set C2. This gives the

intuition about substantial difference in the pruning efficiency of these sets.

47



10

io U '210 U 3
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Uc;
U01

10 UC.

-, UC = UCla

10-

10

10

10

100,i i i i 11
10 10 10

Figure 6-4: The distribution of the elements in the bounding matrix Uc2 for the sets
Ck for Polish off-peak Summer case. The horizontal axis shows the values of the
elements. The vertical axis represents the number of the elements. The dotted line
is drawn at 1 and depicts the pruning boundary
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10 - U
U5

10 UsioS'

102-

105 -

103

10, -

10 10' 100 10, 102 10

Figure 6-5: The distribution of the elements in the bounding matrix US2 for the sets
S for Polish off-peak Summer case. The horizontal axis shows the values of the
elements. The vertical axis represents the number of the elements. The dotted line
is drawn at 1 and depicts the pruning boundary
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Chapter 7

Conclusion

The novel approach for N - 2 contingency selection has been presented. The devel-

oped algorithm is based on the idea of iterative pruning of the candidate sets. Only

potentially dangerous contingencies remain on each iteration as the algorithm pro-

ceeds. Unlike many other approaches, the developed algorithm is not heuristic as it

guarantees to find all dangerous double outages.

The algorithm filters out the set of potentially dangerous contingencies in just

O(N2) operations if the matrix of Line Outage Distribution Factors is given. Thus

the complexity of the pruning loop of the algorithm is substantially smaller than the

complexity of brute force enumeration over the full set of the double outages. The

latter would require O(Ni) operations.

The algorithm has been validated and tested on the three Polish power grid cases.

The pruning loop of the algorithm in just 2 iterations has managed to reduce the size

of potentially dangerous non-islanding double outages by 99.9%, 99.1% and 89%

for Summer off-peak, Winter off-peak and Winter peak Polish cases correspondingly.

It has been shown that the complexity of the full search depends on the size of

the output set after K pruning iterations and is equal to O(KN2 + NL fieredl).

While the size of the C iltered is expected to be small for the most real cases, it might

increase substantially for extremely stressed systems. However, the ratio of the size

of the iterative loop output set to the size of the final set of dangerous non-islanding

N - 2 contingencies has empirically established to remain of the order of 10 - 30.
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This gives empirical guarantee for the performance of the algorithm for even highly

loaded cases.

In cases when the full search is infeasible for some reasons the pruning loop of the

developed algorithm can be used as a pre-filter for any consequent contingency selec-

tion approach based on DC approximation as it decreases the size of the candidates

set without any significant computational overhead to N - 1 contingency selection.

It has been shown that the primary reason for an impressive performance of the

algorithm is twofold. The first part of it is the fact that the power flows on the most

lines are far from their limits compared to an average single line outage influence.

The second part is that outages of the most lines almost do not interfere with each

other. While this does not hold for a general system, it is expected to be the case for

any real grid and has been shown to be true for all cases studied in this work.

Although the effectiveness of the approach is quite impressive, there is a number

of ways one can proceed to improve and generalize it.

1. Optimization. The optimization directions have to be studied further. Among

them are technical implementation of the algorithm, divide and conquer method

to decrease the size of the output set as well as the degree of freedom in the

representation of the contingency equations, that can improve bounding matri-

ces.

2. N - k generalization. It is possible to generalize the presented approach to the

case of N - k contingencies, where k > 2. This would require reconsideration

of the bounding process as the governing equations for N - k contingencies

have very similar form. It is expected that whenever the number of dangerous

contingencies is small one will be able to produce sufficiently tight bounds to

prune the candidate sets.

3. AC generalization. It should be feasible to extend the approach to the full

AC model. Since the presented algorithm is based on bounding one might
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find an efficient way to bound different terms in the full AC equations without

solving them in closed form. Moreover, one might successfully utilize the fact

that power systems are usually operated in a weakly nonlinear regime.
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