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Abstract

Flow Accelerated Corrosion (FAC) is the most prevalent material degradation
mechanism for low carbon steel in steam-water flow systems. The band of uncertainty in
predictions of wear rate due to FAC spans one to two orders of magnitude. Such a wide
range of uncertainty inhibits the ability to devise safe and economical repair and
replacement schedules. The goal of this thesis is to reduce uncertainty of predictions of
wear caused by FAC.

Reduction in the uncertainty in FAC wear rate predictions is achieved through the
development of a new predictive FAC model, the incorporation of this model in a flow
system analysis environment, and the use of this environment to identify improved
methodologies for predicting FAC wear rate. The new FAC model is based on a
published empirical model, published data, and physical mechanisms identified to be
significant in the wear process. The new FAC model is shown to have less uncertainty for
single phase lab data and single and two phase plant data.

The flow system analysis environment is an interactive program that calculates
parameters relevant to the FAC phenomenon based on plant description. Functionality of
this environment is validated for each of the four calculations it performs:
thermodynamic, thermal hydraulic, chemistry, and degradation rate.

Additionally, this environment can be used to analyze contributions to uncertainty
that are not yet identified. This environment was used to analyze the contribution to
uncertainty from the current method of incorporating chemistry parameters in predictions
of FAC wear. Based on this analysis, suggestions are made to improve these methods,
thereby reducing prediction uncertainty and improving the knowledge necessary for safer
and more economical plant operation.

Thesis Supervisor: Ronald G. Ballinger

Title: Associate Professor of Nuclear Engineering and Materials Science and
Engineering
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Chapter 1. Introduction

Nuclear power accounts for 19% of the total electricity generation in the US. In
replacing fossil fuel generated electricity, this power source corresponds to a significant
saving of emitted carbon dioxide (on the order of the decrement in emissions agreed to by
the administration in the Kyoto Protocol) which is the primary cause of the greenhouse
effect (IPCC, 1996). Without relicensing nuclear power plants, approximately 40% of the
current nuclear power capacity will be retired by 2020 (EIA, 1999). Keeping operating
costs competitive with new sources of generation will drive these relicensing decisions.
Proper management of material aging will lower the operating and maintenance costs

making relicensing a viable option.

1.1. Description of the Problem

Flow Accelerated Corrosion (FAC), a type of material aging, has caused
equipment failure and unexpected pipe rupture or leakage in numerous nuclear power
plants. FAC is a phenomenon in which water flow accelerates dissolution of a
continuously forming oxide layer at the inner metal surface. It is important to not only
understand the mechanisms behind FAC and other wear phenomenon but to also give the
plant operator the ability to quantify both the pipe thinning rate and the uncertainty in the

rate in order to ensure safe economical operation.

FAC is only one of a number of pipe degradation phenomena resulting in material
loss often referred to as Flow Induced Material Degradation (FIMD). In order to predict
the wear of piping and components, one must understand the effect of FAC and other

phenomena on material degradation. These FIMD phenomena include cavitation, FAC,
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abrasion corrosion, and droplet impingement. The combination of these phenomena have
resulted in premature piping failures, extended outages for maintenance, and in a few
cases catastrophic failures that have resulted in injury and fatalities (Chexal, et. al.,

1996). While FIMD is a generic problem in ail steam power plants, it is especially
troublesome in nuclear power plants due to the cost of maintenance. As a result, a
considerable effort has been made by the industry to understand, model, and make plant

chemistry modifications in order to miiigate the problem.

Because FAC is the most prevalent of these wear mechanisms, it is the focus of
this thesis. When comparing wear predictions to real plant wear data, however, all types
of FIMD may be contributing to the wear and are therefore discussed in this thesis and

modeled to the extent possible based on the information available in the literature.

1.2. Previous Work

A number of models, both mechanistic and empirical, have been devised to
estimate FAC rate based on pipe geometry, water chemistry, and thermal hydraulic
parameters. Mechanistic models of the FAC process have the potential to provide more
accurate predictions of the FAC rate since they consider the physics behind the process.
Current mechanistic models describe FAC as a one dimensional transport process of iron
from the metal to the bulk flow of water that is flowing perpendicular to the transport
direction. Chemical species that are supplied by the bulk water flow travel in the
direction opposite to the iron transport and also affect the transport process. While
mechanistic models provide insight on these physical processes, current models are

insufficient to provide accurate predictions of wear as none replicate all the trends found
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in either laboratory or plant data nor do they incorporate the full range of independent

parameters known to affect FAC.

Empirical models, based on available data, are necessitated to account for
unidentified effects (which are therefore unquantified by mechanistic models) and to
determine uncertainties in the FAC rate predictions. Current empirical models typically
incorporate all independent parameters that are ascertained to affect the FAC rate. The
model used as the current industry standard is empirical and has significant and
unquantified uncertainty. The span of error in the ratio of predicted to measured wear rate

is one to two orders of magnitude (Kastner, 1987).

1.3. Objectives

The goal of this thesis work is to reduce the uncertainty in the prediction of FAC
rate. The approach to reducing this uncertainty may best be described by outlining the

different sources that contribute to the uncertainty of a particular model namely
1. Parameter uncertainty
2. Equation set uncertainty
3. Incomplete condition information

Parameter uncertainty can be defined as differences between the estimated and actual
conditions that a pipe or component is subjected to. For example, when collecting real
data for pipe wear, one must estimate the conditions under which this wear occurred in
order to input this into the model. However, the estimate of the conditions is likely to not

be a true representation of the conditions that the pipe was actually subjected to. It is
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because of this difference in the estimated and the actual conditions that parameter

uncertainty results.

Two other types of uncertainty are distinguished, both of which are normally
grouped together by others into a ‘model’ uncertainty. Model uncertainty is usually
described in a plot of calculated outcome versus measured outcome for particular sets of
conditions. It should be noted that often models will give a single calculated outcome that
may correspond to several measured outcomes. The 'model’ uncertainty may have two
sources of uncertainty. The first source is that while the set of conditions is sufficient to
accurately determine the outcome, the equation set of the model is inaccurate in
translating a particular set of conditions (independent parameters), to the outcome, or the
dependent parameter (in this case, wear rate). This source can be referred to as equation
set uncertainty. The second source of uncertainty lies in the fact that the model as it is
formulated, does not incorporate all the significant conditions that affect the outcome, so
the calculated outcome will correspond to range of conditions that are not adequate to
uniquely determine the outcome itself. This source can be referred to as incomplete

condition information.

The approach to reducing uncertainty in FAC prediction focuses on these three
sources of uncertainty. Literature on the FAC phenomenon indicates that there are at least
eight parameters that affect FAC wear. However, information on all of these parameters
for a reported measured wear rate are often sparse. Furthermore, parameters that are
given are often system-averaged estimates based on limited plant information. The
methods for determining the parameters were also often not clear, and definitely not

consistent. This situation leads to significant parameter uncertainty.
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In order to more accurately predict FAC rates, it was prudent to provide a more
robust data set for the description of the local conditions affecting wear, which would
therefore allow calculations to be performed in a consistent manner. To do this, a
modular program was developed to calculate the known influential parameters of FAC
throughout the plant from first principles. Through a modular approach, it is shown that is
it possible to provide accurate parameter information, thereby reducing parameter

uncertainty.

Developing a new FAC model reduced model uncertainty caused by equation set
uncertainty. The new FAC model is based on a published empirical model (the Kastner
model), published data, and physical mechanisms which were identified to be significant
in the wear process. The new FAC model is shown to have less uncertainty for single
phase laboratory data and single and two phase plant data. This new FAC model is
integrated into the modular program described above, combining the improvements of the
two approaches. Wear rates from this new integrated FAC model are then compared to
those calculated were the original Kastner rnodel integrated into the modular program.
Predicted wear rates for the new FAC model relative io those for the original Kastner
model shows that the new FAC model reduces the uncertainty. Because the data given for
the plant is insufficient, specific parameters are not known but calculated by the modular
program, and it is shown that parameter uncertainty reduction is significant using the new

modular program.

Finally, the current method in which chemistry parameters are incorporated into
the new FAC model is analyzed with the modular program. It is shown that using

nominal chemistry parameters as input contributes significantly to the uncertainty in the
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predicted FAC rate. Based on operating specifications for the plant and published data on
typical ranges of these chemistry parameters, the modular program was used to determine
the range of potential steady state wear rates possible during a cycle of plant operation.
Quantifying the difference in a time integrated wear rate based on this range with the
wear rate assuming nominal chemistry indicates the contribution to uncertainty from
using nominal chemistry values. Based on this result, a new methodology for computing
wear is suggested. In context of the uncertainty discussion above, an improvement in the
model using the suggested new methodology (which uses time dependent chemistry
parameters) addresses incomplete condition information. This exercise is but one
example of the applications of this modular program. Section 7.2, Future Work, outlines
other potential applications of the modular program for determining unidentified

parameters that contribute to unceriainty.

1.4. Thesis Structure

To provide an overview of the presentation of this work, the following paragraphs
provide a quick synopsis of the upcoming chapters. Chapter 2 reviews the general
understanding of FAC as modeled by previous researchers and the relevant parameters
identified to predict FAC rate to date. In this chapter, model development is discussed
with respect to its relevance to the understanding of the FAC phenomenon. The
advantages and disadvantages of the two main approaches to modei development,

empirical and mechanistic, are also described.

Chapter 3 describes the Secondary Power Plant Degradation Modular Modeling

Environment (SPPDMME) upon which the Secondary Power Plant Degradation
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Program(SPPDP, heretofore referred to as the modular program). Based on plant
information this environment is designed to allovs the modeling of a secondary system of
interest. With this system model, the environment calculates unknowns that affect FAC
rate based on physically known relationships allowing accurate determination of
parameters known to affect degradation rate and parameters suspected of affecting the
degradation rate. This environment, then, addresses the goal of reducing parameter

uncertainty and uncertainty caused by incomplete condition information.

The discussion begins with the reasoning for designing the modular environment
based on the broader goals of not only reducing uncertainty, but quantifying uncertainty
as well. The modeling environment features are presented in context of the constraints of
being able to model a wide range of plant designs described by a differing set of available
information. Next, the component modules of the environment that are used to develop a
secondary system model are described. Finally, technical details of the underlying
calculations are described in terms of the parameter information flow between modules.
The final form of this environment is a code programmed in Visual Basic®, the SPPDP.
The following chapters show that the developed program can be used to determine both
parameters known to affect FAC as well as provide a structure to determine parameters

suspected to affect FAC wear.

Chapter 4 outlines the validation of the thermodynamic, thermal hydraulic, and
chemistry calculation modules of thc SPPDP by comparing the resuits to industry code

results.

Chapter 5 describes the development of a new FAC model (NFM) based on the

empirical Kastner model and physical understanding of FAC phenomenon. For each
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modification, constraints, justification, and the results are discussed. Calculated wear
rates from the generated NFM are then compared to data from the laboratory and plant.
Reduction in wear uncertainty due to equation set uncertainty is shown with this new

model.

Chapter 6 assesses the ability of the SPPDP and integrated NFM to determine
parameters that affect FAC and predict FAC wear rates relative to measured FAC wear
rates. Using results from previous section as a validated base case for nominal water
chemistry conditions, the contribution to FAC wear prediction uncertainty from off-

normal chemistry relative to overall model uncertainty is assessed.

Chapter 7 reviews the major conclusions made in the course of the thesis.
Additionally, potential applications of the SPPDMME developed including the extension
its capabilities to quantifying FAC wear rate uncertainty and modeling other operating

conditions, flow systems, and chemistry related degradation mechanisms.
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Chapter 2. Degradation Modeling Background

In order to improve model predictions of degradation rates, the uncertainty of
these models must be reduced. To do this, it is important to understand the degradation
mechanisms that potentially contribute to wear, the research aimed at explaining the
underlying physical mechanisms, and the models then developed to predict this
degradation. This background chapter reviews the major identified wear phenomena that
affect piping for conditions that are typical of power plants. Following this description,
models predicting the most prevalent of all wear phenomena, Flow Accelerated
Corrosion (FAC), are discussed with the relevant parameters and physical processes
involved. The knowledge gained from studying previous research and proposed models,
dictates the approach needed for parameter calculations as described in Chapter 3 and

possible improvements possible in the prediction of FAC rates as described in Chapter 5.

2.1. Types of Degradation

Four Flow Induced Material Degradation (FIMD) phenomena have been
identified in the literature. These phenomena are FAC, cavitation, droplet impingement,
and abrasion corrosion. Three phenomena, cavitation, FAC, and droplet impingement are
more prevalent in secondary steam piping. Cavitation, abrasion corrosion, and are single
phase phenomena; and abrasion corrosion, FAC, and droplet impingement are two phase

phenomena.

2.1.1. Cavitation
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Cavitation, solely a single phase flow phenomena, involves the repeated
formation and collapse of vapor bubbles which upon collapse results in the generation of
shock waves that cause material deformation and removal. Sharp, jagged surfaces
characterize this form of wear damage. This phenomena is normally located downstream
of control valves, orifices, pumps, expanders, and elbows, where local increases in the
velocity of the cooling water causes static pressure reduction. Vapor collapse is then
caused by the restoration of static pressure downstream of the component. The likelihood
of such a phenomena occurring can be described through the cavitation factor that can be
defined as:

AP

_ .21
“=rrm) ®q.2-D

where
AP = pressure drop across the component
P, = static pressure within component
P.(T,) = saturation pressure at the fluid temperature within the component

A cavitation factor of less than 1/5 indicates the likelihood of cavitation. Proper
prediction of cavitation requires specific knowledge and modeling of the component as it
is a strong function of the component’s geomeiry. Figure 2-1 shows the variety of bubble
formation and collapse locations within a component or pipe (Kastner and Nedelko,
1991). It can be seen in this figure that a local decrease in pressure results in the
formation of bubbles. A subsequent pressure increase can then result in the unstable
collapse of the bubbles and the generation of locally high velocity fluid jets that can

physically remove material.
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Figure 2-1. Forms of cavitation material degradation (Kastner and Nedelko, 1991).

2.1.2. Flow Accelerated Corrosion

Flow accelerated corrosion (FAC) in carbon steel piping systems is characterized
by the simultaneous dissolution of iron from the iron oxide-fluid interface and the
formation of an iron oxide film at the oxide-metal interface. Bulk flow plays a vital role
in either providing a sink (gradient in concentration) for the dissolution products insuring
the removal of these products. Under stagnant conditions, corrosion products concentrate
in the aqueous solution, reducing the concentration gradient and hence the driving force

for the corrosion process. Flow inhibits this concentration process and enhances the
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concentration gradient. Figure 2-2 shows a schematic of a typical steady state material
loss as a function of time assumed to exist for the FAC process under constant chemistry
and thermal hydraulic conditions (Chexal, et. al. 1996), where FAC rate is shown to be

proportional to time.
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Material
Removal

due to
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Time

Figure 2-2. History characteristics of flow accelerated corrosion.

Wear patches often start as horseshoe or scallop shapes expanding to wide troughs
with dimensions less than the pipe diameter (Kastner et. al., 1990). Some two phase
material degradation appears as ‘tiger striping’ occurring in bends and downstream from
flow disruptions. The degradation often takes the form of separate patches on the
dimensional order of the pipe diameter. These regions often experience significantly
greater material loss than immediately adjacent sections. Tiger striping is a phenomenon

that has yet to be adequately explained.

An additional acceleration of material removal may occur when rapid flashing of
liquid water to vapor occurs. This phenomenon is aggravated by system pressure
fluctuations. Increased fluid velocity, approaching sonic velocity, accelerates FAC
(Kastner and Nedelko, 1991). This localized flashing may also result in striping the water

of the chemicals affecting the corrosion film stability. The specific parameters and
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physical processes included in a number of models of FAC will be discussed in more

detail below.

2.1.3. Abrasion Corrosion

Abrasion corrosion involves the mechanical removal of the protective oxide film
by particles within the flow as a result of their impingement on the oxide. Removal of
the oxide followed by oxide reformation results in a continuous removal of material from
specific sites. Figure 2-3 illustrates the typical time history of thickness reduction with a
greater slope indicating oxide removal by impingement and a lesser slope indicating

oxide reformation. The resulting process is quasi steady state.
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Figure 2-3. History characteristics of abrasion corrosion.

Figure 2-4 illustrates the respective velocity regimes where FAC and abrasion
corrosion are dominant. Abrasion corrosion occurs at high velocities and results in a
significant increase in material loss when compared to FAC loss rates occurring at lower
velocities. Note the presence of a critical velocity above which abrasion corrosion occurs.

Contributing factors to the abrasion corrosion rate include particle size and structure,
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material toughness, and inclination of flow relative to the surface. Softer materials such

as copper and brass alloys are more likely affected by abrasion corrosion (Chexal, 1996).
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»
@
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Figure 2-4. Material removal rate as a function of velocity for FAC and abrasion
corrosion (Chexal et. al., 1996).

2.1.4. Droplet Impingement

Droplet Impingement is a type of degradation for which two phase flow must
exist. Entrained droplets from the liquid phase are propelled by the vapor phase at
velocities that are significant enough to cause material fatigne. Keck measured a variety
of droplet wear rates for a range of velocities and angles for two different geometries
(Keck, 1987). By modifying a model suggested by Sanchez-Caldera (Sanchez-Caldera,
1984), incorporating data taken, and using Keller’s geometric factors from the literature
(Keller, 1974), two phase droplet velocity, entrainment fraction, and magnetite
properties, Keck determined the wear coefficient using the following relation for material

loss per unit area:
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R (Eq. 2-2)
where:

ri” = wear rate per unit area [kg/m*/sec],

K ,, = wear coefficient empirically derived,

ps = fluid density [kg/m’],

m,, = total mass flow rate [kg/sec],
x = flow quality,

V4 = droplet velocity {m/sec],

F. = entrained fraction,

F;, = fraction impacting surface,

Pox = OXide density [kg/m’],

IH = indentation hardness [N/m?],
€. = critical strain to fracture,

A = characteristic wear area [m?].

Droplet impingement exhibits two primary characteristics. The first is that material
removal rates may be quite rapid. Second, damage due to droplet impingement is most
often observed as ‘sharp and jagged damage to a surface which is mostly metallically

smooth’ (Heitmann and Kastner, 1982).

2.2. Previously Proposed FAC models

A variety of models have been proposed to describe FAC, and can be classified as
either empirical or mechanistic. Empirical models are based on a statistical fit to
laboratory data trends, which are then modified as appropriate to match plant data.
Mechanistic models establish a set of interrelated equations describing the physical

processes occurring at particular ocations within a proposed system. While empirical
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models may fit data well, extrapoiation of trends tc the full function space may not be
accurate. For example, the effect of velocity at low and high pH may be very different
because of changes in oxide film stability. On the other hand, mechanistic models allow
the investigator to incorporate correct physical trends, but they may produce a set of
equations insufficient to numerically predict FAC wear rate or which do not include all
parameters known to affect FAC wear. In the beginning of model development,
mechanistic models provide insight into the phenomena and direction to experimentation.
For final implementation, empirical models provide the necessitated numerical wear
prediction with an attempt to include the currently identified influential parameters.
Empirical models with adherence to physical trends provide a balance between the two
approaches. The model developed in this thesis is such a model. Chapter 5 describes the

development of the FAC model used in this thesis.

2.2.1. Empirical Models

Of the many models proposed to describe FAC, four will be briefly discussed in
this section. The four models are those from Kastner (Kastner, 1987), Chexal-Horowitz ,
(CH), (Chexal et. al., 1996), Sanchez-Caldera, (SC), (Sanchez-Caldera, 1984), and
Bignold (Bignold et. al., 1983). The Kastner and Chexal-Horowitz' models are empirical

while the Sanchez-Caldera and Bignold® models are mechanistic. Table 1 shows the

! A third empirical model, part of the BRT-Cicero code, was developed at Electricite de
France and is based on experimental data taken on the Cicero test loop (Chexal er. al.,
1996).

2 A third mechanistic model, the Berge model, is similar in nature to the Sanchez-Caldera

model but less complex.



variables that are included in each of these models. The Kastner model is the FAC model
that serves as the basis of the commercial WALTHEC code produced by Siemens/KWU
as a program to aid utilities in managing pipe degradation caused by FAC. The Kastner
model is derived from both single and two phase flow data. Single phase flow data taken
in the laboratory was used to derive the original empirical relationship. The derived
relationships were then adjusted as needed to fit two phase plant data (Kastner, 1987).
The laboratory data used in the Kastner model was generated at Siemens/KWU and the
plant data used consists of approximately 6000 single and two phase data points (Chexal
et. al., 1996). The final Kastner model is a separable equation predicting material
renoval rate per unit area of the form

m”=F,(v,T,aec) - F,(pH)- F,(0,)- F,(G)- F;(x), (Eq. 2-3)
which is a function of velocity (v), temperature (7), alloying element content (aec), pH,

bulk oxygen content (O;), geometry (G), and water quality (x), respectively.

Table 2-1. Comparison of models based on primary variables modeled. Note that (a)
indicates a value included numerically but not varied experimentally, (b) indicates
that Cr and Mo were considered together and, (c) indicates that Cr, Mo, and Cu
were considered separately.

Parameter Kastner Chexal- Sanchez- Bignold
Horowitz Caldera

pH X X xX* X

Oxygen X X

Velocity X X X X

Temperature X X X X

Alloy X° X*

Chemistry

Geomeiry X X X? X

Pipe Diameter X X! X

Time X
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A similar method was used in the derivation of the CH model which is the FAC
model within the CHECWORKS code, developed by the Electric Power Research
Institute (EPRI). The data used by EPRI includes ‘pertinent’ British, French and German
lab data, U. S. plant data, and EPRI sponsored laboratory data (Chexal et. al., 1996). The

final form of the CH model is a separable equation of the form
m” = F,(T)- F,(pH)- F,(aec)- F,(h)- F,(0,) F,(G)- F,(a), (Eq. 2-4)

where h is the mass transfer coefficient and & is the void fraction of the flow.

Both the Kastner and CH model report better model predictions when compared
to laboratory single phase data than when compared to all data within their respective
databases. Figure 2-5 and Figure 2-6 show a comparison, respectively, of single phase
lab data and both lab and plant data to the Kastner model. Figure 2-7 and Figure 2-8
show a comparison, respectively, of single phase lab data and both lab and plant data to
the CH model. Data shown in Figure 2-5 and Figure 2-7 are a subset of that in Figure 2-6
and Figure 2-8, respectively. The outlying data, data for which the models predicts little
wear yet actually experience significant wear, is of particular concern. As indicated from
Figure 2-6 and Figure 2-8, the outlying data are likely data for which the influencing
parameters are not well defined and not well controlled or the physical degradation
mechanisms (e.g. the cause of tiger striping) are not well understood. One goal of this

thesis is to improve the predictability of such wear rates.
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Figure 2-5. Comparison of predicted and measured material degradation by the
Kastner model for single phase lab data (Kastner, 1987).
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Figure 2-8. Comparison of predicted and measured material degradation by the

Chexal-Horowitz model for single and two phase lab and plant data (Chexal et. al.,
1996).
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2.2.2. Mechanistic Models

2.2.2.1. Sanchez-Caldera

Sanchez-Caldera models the FAC process as a coupled kinetically limited mass
transfer process. The transfer rate of material from the pipe to the bulk fluid flow is
modeled as a one dimensional steady state process. The process is assumed to take place
in two steps: (1) kinetically limited dissolution of iron to produce ferrous ion followed by
(2) mass transfer of the ferrous ion to the bulk flow by ion migration and conve :tion.
Figure 2-9 shows a schematic of the model. The process can be modeled as a series of
mass transfer processes through resistances to the transfer process as depicted in the

“circuit” diagram at the base of Figure 2-9.

Matal .. | Oxide_ ™ Hydrogen Gas '
R . Bulk
- Qxide ) f 1-f > Flow
Formatign -

Iron Species

Hydrogen lons

Oxide Dissolution
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(Sanchez-Caidera, 1984)

Figure 2-9. Schematic of the FAC process as described by the Sanchez-Caldera
model (Sanchez-Caldera, 1984).

The metal dissolution to the metal-oxide interface is assumed to be first order
with respect te concentration such that ferrous ion production at the metai-oxide interface
is proportional to the difference between two concentrations, C,q and C,,, defined below.

The relationship for material removal rate per unit area is then given by:
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m, =K* (Ceq - Cmo) . (Eq' 2-5)

The proportionality constant, denoted KX, is the reaction rate and is assumed to follow an

Arrhenius Law:

-E

K = AeRT (Eq. 2-6)

The constants A and E were determined by fitting the SC model to data. C,, shown in
Figure 2-9 corresponds to the equilibrium concentration of ferrous ion at the metal-oxide
interface as described by the ferrous hydroxide formation reaction set (Sweeton and Baes,

1970):
Fe,0,+3-(2-b)-H* + H,——3- Fe(OH); " +(4-3-b)-H,0, (Eq. 2-7)

for b=0, 1, 2, 3, and a given concentration of hydrogen ions and hydrogen gas at the
interface. C,, corresponds to the ferrous ion concentration that exists at the metal-oxide

interface for a given concentration of hydrogen ions and hydrogen gas at the interface.

The mass transfer resistance controlled step ccasists of diffusion through an oxide
layer to the oxide-fluid interface and convection to the bulk fluid. A competing pathway
for ferrous ion removal at the metal-oxide interface is the production of magnetite,

Fe,0,, according to the reverse of Eq. 2-7. This process creates the oxide layer. A
fraction, f, of the ferrous ions at the metal-oxide interface are used in the formation of
magnetite. The remaining fraction of ferrous ions, 1-f, are removed by the mass transfer
step described above. Figure 2-9 shows the diffusion resistance through the oxide, 6/D,
for transport from the metal-oxide interface to the water-oxide interface due to the

concentration difference, C,, —C,,,, at the two interfaces. In this resistance relation, Jis

wo ?
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the oxide thickness and D is the diffusion coefficient for ferrous ions through the oxide.
The convection resistance, 1/h, corresponds to the mass transfer from the water-oxide
interface to the bulk fluid, due to concentration difference, C,,, —C, , at the two
interfaces. Hence, the bulk fluid motion enhances this mass transfer. The following

relation describes the overall mass transfer:

"= C,.,-9(T)5 . (Eq. 2-8)
1/K+(1—f)-[—5+;]

where C,, is assumed to much greater than Cixr and m” is the material removal raie per
unit area. The porosity of the oxide on the metal-oxide interface is denoted by €(T)and
is assumed to be a function of temperature. As the porosity decreases available area for

mass transfer decreases so that the overall iron dissolution rate decreases.

In a similar manner as described above, hydrogen ions are transferred to the
metal-oxide interface from the bulk fluid and hydrogen gas is transferred from the metal-
oxide interface to the bulk fluid. Assumptions are made about the bulk fluid hydrogen
gas concentration and the hydrogen ion concentration is determined from measured pH
values. The diffusion coefficients used to model the mass transfer processes correspond

to that of hydrogen ions and gas in water.

At low temperatures, the production of ferrous ions at the metal-oxide interface is
dissolution rate limited (i.e. a low value of K). At high temperatures, the oxide porosity
decreases, thereby limiting the dissolution of the metal. The peak in FAC occurs near
150 °C (Sanchez-Caldera, 1984). Sanchez-Caldera matches his model parameters to the

values determined in his experiments to evaluate constants in the model.
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2.2.2.2. Bignold

The Bignold model (Bignold et. al., 1983) is the only mechanistic model that
considers the electrochemical aspects of the corrosion process. Noting the coupling of
potential, ion concentration, and current of the oxidizing and reducing species, Bignold
derives a relationship between FAC rate and the mass transfer coefficient. The mass
transfer resistance (the inverse of the coefficient) operates in series with a kinetic
resistance as in the SC model. As in the SC model, mass transfer resistance limits the
process at high temperature and the kinetic resistance limits the process at low

temperatures.

The Bignold model assumes a series process of (1) oxide formation at the metal-
oxide surface, (2) oxide dissolution at the oxide-solution interface and (3) convection of

—b+

ferrous ions and ferrous hydroxides, Fe(OH); ™™ , to the bulk flow. In the last step,

convection to the bulk flow is assumed to be rate limiting at high temperatures. Bignold
considers the following set of reactions for the dissolution of magnetite:
Fe,O,+2-H* +H,+2e «<>3-Fe(OH); ™ +3-(2-b)-OH", (Eq. 2-9)

for b=0,1, and 2. Bignold uses the Nernst equation to derive an expression that relates the
half cell electrode potential, E, of the cathodic reactions to the total concentration of

ferrous hydroxide species from the various reactions:

-2FE

cs=c: o "o (Eq. 2-10)
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where F is Faraday’s constant, R is the gas law constant, T is absolute temperature, and

the total ferrous species, Cs, is given by:

2
Cs = ) Fe(OH)™" . (Eq. 2-11)

b=0

Eq. 2-10 satisfies charge balance among the various ferrous hydroxides and ions

produced by Eq. 2-9.

The Bignold modeli then assumes that the current, i, due to the cathodic

discharge reaction of hydrogen ions in the production of hydrogen gas (which balances
the total reaction of anodic dissolution of ferrous ions originating from the metal) is

proportional to the exponential of the half cell electrode potential, E, of Eq. 2-7giving:

-F-E

i =—F-B(pH)-e ’T | (Eq. 2-12)

where B(pH ) is a proportionality constant and is a function of pH as determined from
experimental data. Bignold then balances this current with the convection limited
dissolution of magnetite to derive a FAC rate proportional to the cube of the mass
transfer coefficient. Bignold provides data to support this trend in FAC rate with mass

transfer coefficient.

2.2.2.3. Limitations of Current Mechanistic Models

Neither the Bignold nor the SC model includes the effect of oxygen content of the
fluid or alloy content of the metal. Neither model properly describes velocity effects at
low temperatures. At low temperatures, experimental data show the FAC rate to be

velocity dependent, which is not a characteristic of either mechanistic medel. Because of
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these limitations, the empirical Kastner model was chosen for further development as
described in Chapter 5. Note that the Chexal-Horowitz model is not available in the open
literature. Physical principles, experimental data, trend analysis provided by the

investigators developing the models in this chapter are used to make the improvements.
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Chapter 3. Secondary Plant Pipe Degradation Modular
Modeling Environment

The goal of this thesis is to improve pipe degradation wear prediction in PWR
secondary systems by reducing the uncertainty in predictions of FAC wear, the most
prevalent form of pipe degradation in this system. The work in this thesis, however, is
done in the broader context of not only reducing the uncertainty of wear predictions but
with the intent to extend the work to quantify the uncertainty as well. This chapter gives a
general desﬁription of the problem at hand, and then focuses on the specific solution, the
creation of a Secondary Plant Pipe Degradation Modular Modeling Environment
(SPPDMME) that was devised to achieve the thesis objectives. The chapter is divided
into three sections. The first section describes the flow system calculation methodology
created to meet the goals of this broader context based on known constraints. The second
and third sections describe the result of this methodology applied to PWR secondary
systems to predict pipe degradation rates, the SPPDMME. The second section
specifically defines the environment structure in terms of subsystem (or section)
boundaries (or interfaces) and information flow across these boundaries. Finally, the third
section describes the specific calculations performed within each subsystem and the
corresponding logic that controls the order of these calculations. The final form of this
environment is a program coded in the Visual Basic® programming language that is used

in later chapters of this thesis to determine pipe degradation rates.
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3.1. Methodology
3.1.1. Goals

The focus of this thesis is on the improvement of pipe degradation wear
predictions in PWR secondary systems by reducing the uncertainty in predictions of FAC
wear. In this chapter, a broader set of goals than those addressed in the thesis are outlined
in order to elucidate the potential applications of the concepts and models that are behind
the Secondary Plant Pipe Degradation Program. These goals (the latter of which is

addressed in the Section 7.2 Future Work) include:

1. Reducing uncertainty in the degradation rate prediction by
¢ reducing parameter uncertainty by calculating parameters in a consistent manner,

¢ reducing model inaccuracy by incorporating more physically based parameters
and relations,

¢ identifying and incorporating intc wear predictions significant parameters that are
not currently used in models,

2. Quantifying the uncertainty in the degradation rate prediction for specific sets of
conditions

The reason for reducing uncertainty in degradation rates is self evident. The more
confidence an engineer has in predicting a wear rate, the safer and more economonical
are the decisions that that engineers makes for testing and maintenance activities. The
reasoning behind quantifying uncertainty for specific independent conditions is that it
provides information on the confidence of the prediction for that specific set of
conditions based on how well it is supported by data and predictive models (Christensen,
1985). Such an approach provides more specific information than assigning an overall
unceriainty to a wear prediction model as one could do by looking at Figure 2.6 of last

chapter or by assigning an uncertainty for specific predicted wear ranges as suggested by

43



Smith (Smith ez. al., 1998). The additional information reflects that uncertainty varies for
a particular wear rate depending on the conditions at the location where the wear is taking
place. At a particular location, a condition set may have an uncertainty much larger than
that of the average for a model indicating very little data for this condition set or a wide
range in measured wear rates for this condition set. For a second location, the condition
set may have an uncertainty much less than the average for a model indicating the
opposite to be true. This information will have an impact on testing and maintenance
activities that is location dependent. Quantifying uncertainty is further discussed in

section 7.2. Future Work.

A review of the data from both laboratory experiments and plants demonstrates
the necessity to develop a methodology for calculating the conditions affecting
degradation at the locations where the wear was taking place based on descriptions of the
plants provided by utilities. The development of an improved methodology would allow
the determination of the local conditions that cause degradation, including both
conditions that have been proven to cause degradation and those that have not yet been
included in current predictive models. Furthermore, such a methodology could be used to
generate a database for quantifying uncertainty with statistical techniques. For such
statistical techniques, it is imperative that not only a significant amount of data be
available, since the FAC phenomenon is known to be dependent on at least 8 parameters

(see Table 2.1), but that all the data must be determined in a consistent manner.

3.1.2. Constraints and Requirements

In developing the methodology needed to translate plant descriptions into the

local conditions that affect degradation rates, a number of constraints on plants and plant
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information were realized. First of all, the plants to which the methodology was applied

differed significantly in

1. Design of the energy conversion system,
2. The chemistry control system, and
3. Overall plant operation (e.g. startup and shutdown procedures)

Secondly, the available plant information:

1. from measurements is sparse,
2. is not the same set for each plant considered,

3. may be for only a specific type of operation (e.g. power level or blowdown
percentage of feed flow), and

4. varies in the level of detail.

Based on the goals of the thesis and the constraints outlined, a more specific set of

requirements for the methodology can be outlined:

1. Calculate conditions that affect degradation at location where degradation is actually
occurring,

2. Perform these calculations based on fundamental physical relationships,
3. Perform calculations of parameters based on a single set of relationships,

4. Perform calculations at the level of detail necessitated by application or as possible
based on plant information,

5. Perform calculations for a wide range of system designs (typical of the US fleet), and
6. Determine whe*h:r the input of information over or under constrains relationships.

A number of these requirements are elaborated before introducing the methodology

devised to meet the requirements.

The first requirement can be explained based on the discussion of Chapter 2. A
minimal set of parameters identified to affect degradation rate (specifically FAC) as listed
in Table 2.1, must be calculated at each location where wear is to be predicted.

Knowledge of what information is typically known about a flow system and the physical
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relations describing the flow leads to a natural progression of the calculations that need to
be performed at each location. This progression is illustrated in Figure 3-1. First of all,
system configuration, flow rates, and heat input are used to calculate thermodynamic
state parameters and mass flow rates. Secondly, thermodynamic results combined with
piping size and orientation are used to determine liquid and vapor phase velocities.
Thirdly, thermodynamic results are combined with information on chemistry additives,
chemical ingress, air in-leakage, and component volumes in order to determine the pH
and oxygen concentrations throughout the system. Finally, these local conditions are
combined to determine local degradation rates based on predictive models (e.g. the

models described in Chapter 2).

The second and third requirements, the performance of calcuiations based on
fundamental physical relationships and on a single set of relationships, are instituted in
order to ensure that the parameters that are calculated are as accurate as possible and are
independent of plant design or operation in order to minimize parameter uncertainty.
Furthermore, these requirements ensure that the parameters calculated are well
characterized for the potential development of statistical prediction meodels based on

thes« parameters.

The fourth and fifth requirements, the performance of calculations to the level of
detail necessitated or possible and over a wide range of system designs, address the
versatility constraints outlined above for both plant design and plant information.

Because of the potential complexity of the system for which the calculations are being
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Figure 3-1. Flow of information for calculations required determining plant pipe
degradation based on plant description.

performed and the input information quality (amount, accuracy, location, and
completeness of the data) varies from system to system, it would be difficult for the
information source (or likely sources) to be self awars of its own sufficiency to determine
the unknown parameters. To overcome this difficulty, th= sixth requirement, the
determination of whether or not the input of information over or under constrains

physical relationships, was introduced. In other words, the methodology is devised so that
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it is responsible for determining if the system is over or under constrained by the input
information thereby avoiding the necessity for the information source to make such an

assessment.

3.1.3. Fiow System Calculation Methodology

To address the requirements outlined in section 3.1.2, the author developed a flow
system calculation methodology. This methodology consists of two fundamental
concepts: a modular system concept and a sequentiai propagated calculation concept. The
modular system concept involves breaking down the flow system and calculations into
fundamental pieces (or modules) that can be combined in the necessary configuration in
order to describe any variation of the flow system that is known to exist. As the number
of modules chosen increases the amount of time needed to computationally describe each
of these modules increases. As the number of modules chosen decreases, the variation in
the flow systems that one can describe decreases. Therefore, an optimum number of
modules exist depending on the application of the methodology. The key feature of these
modules is that the set of interfaces that they share with other modules is identical so that
the modules can be connected in any configuration. These interfaces consist of properties

and signal flow, both of which will be described in later sections.

The sequential propag:ed calculation concept combines the necessity to
sequentially perform calculations as displayed in Figure 3-1and propagate these
calculations from location to location as information is input. Upon information input,
relationships involving this input are checked in order to determine if unknown
parameters for the relationship can be determined. If possible, these unknown parameters

are solved and a similar check is performed on relationships involving these solved
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parameters. The calculation, therefore, propagates and due to such feedback is self-
consistent which makes this program novel to those currently used in the industry. When
no more parameters can be solved based on this input, solved parameters are then
displayed indicating that they have been determined from previous input. The same
sequence of events, or propagation, occurs when information is rcmoved. Such
propagation provides feedback to the information source on the information needed (and
not needed) and, in order to limit response time’, requires efficiency in the order of
sequential and propagated calculations. Inputting the information incrementally,
propagating this information, and observing the results ensures the information does not
over constrain the calculations and that sufficient information is supplied for a solution.
The nature of the calculations (as outlined in section 3.3. SPPDMME Calculation
Modules) determines the order of the sequential and propagated calculations which

ensures limited response time in feeding back solved parameters.

Because the concepts in this methodology are abstract, they are best explained in
conjunction with an example, specifically the application for this thesis. The remainder of
this chapter concentrates on the specifics of how the flow system calculation

methodology is applied to:

1. The PWR secondary system in the development of modules that correspond to
components in this system and

2. Pipe degradation in the development of modules that calculate parameters specifically
known to affect pipe degradation.

The resulting modules and calculation logic is referred to as the Secondary Plant Pipe

Degradation Modular Modeling Environment (SPPDMME). This environment can be

? The time between input of information and methodology output of affected parameters.
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used to model PWR secondary systems of interest. This environment is coded using the
Visual Basic® (VB) programming language and is referred to as the Secondary Plant
Pipe Degradation Program (SPPDP). VB is a based on Object Oriented Programming, a
programming technique which is consistent with the modular concept of the SPPDMME.
The technique is also versatile in its ability to issue program upgrades including new or
improved modules (as outlined in future work) which would not conflict with previous
versions of the program, a key aspect in the utilization of this program in industry.
Furthermore, VB provides the building blocks for a Graphical User Interface (GUI). Such
an interface is necessary for the features of this environment, wherein the environment
provides feedback to the information source (or user) and prompts them on what

additional information is necessary.

For further discussion of this environment, the information source will be referred

to as the user who has an interactive role with environment. This user

1. Translates plant descriptive information into a plant model within this environment
using the component modules within the environment,

2. Inputs plant parameter information known at specific locations,

Observes the environment response of calculated parameters based on the plant
model and input information, and

4. Repeats step 2, if input information is insufficient to calculate the parameters of
interest at the locations of interest.

Ideally, this user should be aware of the environment structure so that the best
judgements and assumptions can be made about what plant information is to be used both
to build a plant specific model and as input for known parameters. Such awareness of the
environment should not be difficult though since the environment is designed to be user

friendly.
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The next two sections describe the component modules, calculation modules, and
calculation logic of the SPPDMME which work together to meet the requirements for
this methodology in the translation of plant descriptive information into parameters that
affect pipe degradation at the location where the degradation is taking place. One aspect

cannot be understood without understanding the others.

First, component modules represent a set of physically adjacent locations that can
be joined with other modules in order to specifically create the arrangement of the
secondary system being modeled. These component modules are described in section 3.2
and the interfaces they share with the rest of the environment outlined. Second,
calculation modules are then outlined in section 3.3 in context of the specific models that
they incorporate®. These calculation modules represent a set of equations used to
determine unknown parameters based on known parameters at a single location and/or
adjacent locations. In section 3.3.6, the reasoning for the calculation logic of the
environment is provided. This calculation logic controls the order of sequential and
propagated information flow across module interfaces. To aid the reader in understanding
these elements of the environment, figures are provided from the GUI, the user interface

of final form of the SPPDMME programmed in VB.

4 Some confusion may exist on the use of ‘models’ and ‘modeling’ in the description of
the SPPDMME. The SPPDMME is a modeling environment wherein a user can use the
component modules of this environment to model the real secondary system of interest.
Based on this plant model and the environment’s calculation logic, the environment
performs a set of calculations that are determined by the set of equations within each

calculation module. This set of equations is also a model, a parameter model, for
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3.2. SPPDMME Component Modules

Component modules are defined both by the information they contain as well as
by the interfaces they share with the other elements of the SPPDMME. The discussion
below first describes the component modules, then discusses the information flow and
functions of the four interfaces that they share with other elements that interact with and

within the environment.

3.2.1. General Description of Component Modules

Component modules represent a set of physically adjacent locations that can be
joined with other modules in the arrangement of the specific secondary system being
modeled. Component module definitions of the SPPDMME are determined by the
physical components of real secondary systems and essentially, correspond to the typical
components one would find in such secondary system. Table 3-! lists the ten components
available in this environment. These components are subdivided into sections (or control
volumes). These sections have a range of the number of inlets and outlets that represent

what one would observe for the real volumes they are intended to model.
A brief description of some of the more complicated components in Table 3-1 is
given:

1. The Reheater is a separate module from the Moisture Separator in order to allow it to
also be used to as a Heat Exchanger. To model a Heat Exchanger with the Reheater

module, the user does not use the Tube Heating Stage 2.

determining unknown parameters. One of these paraineter models, that predicting FAC

wear rate, is the focus of Chapter 5.
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Table 3-1. Listing of Significant Component Module Features.

Component Section Name # of Section Inlets # of Section Outlets
Module
Condenser Shell 1-8 1
Drain Tank Shell 1-7 1
Feedwater Shell Condensing 1-5 1
Heater Shell Drains 1 1
Subcooling
Tube 1 1

Junction Shell 0-7 0-7
Moisture Shell 1 2
Separator
Piping System Shell 1 1
Pump Shell 1 1
Reheater/Heat Shell 1 1
Exchanger Tube Heating Stage 1 1 1

Tube Heating Stage 2 0-1 0-1
Steam Shell 1 1-2
Generator
Turbine Shell N+1 (N<6)* 1 2°

a - N refers to the number of extraction lines for the turbine.
b — The last section, the Shell N+1 Secticn, has only one outlet.

2. The Moisture Separator has two outlets representing the drain line and steam going
into the Reheater. The range of possible numbers of inlets and outlets for other

sections are based on expected maximum numbers of connections for these sections.

3. The Junction element is used to model flow splitting or convergence. A junction that
has zero inlets and some outlets acts as a source of fluid flow. A Junction with some

inlets and zero outlets acts as a sink for fluid flow.

4. Table 3-1 lists 1 to 2 outlets Zor the Steam Generator. The 2 potential outlets
represents the blowdown and steam exit necessitated for a recirculating steam
generator. To model a Once Through Steam Generator. the user does not use the

blowdown outlet.
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The calculation modules are based on the inlet and outlet parameters of sections
(see 3.3. SPPDMME Calculation Modules). Computationally, a section is treated as a
lumped parameter control volume. Therefore, a section is defined based on calculation
constraints and corresponds io the scale of locations for which properties are known. Inlet
and outlet locations for a section, then, are adjacent locations. Because some components
consist of separate fluid flow paths or fluid flow paths for which parameters internal to
the component must be calculated, some components consist of more than one section (or
control volume). Component module definitions are determined by the physical
components of real secondary systems. Section definitions are determined based on

calculation constraints.

As shown in Table 3-1, seven components consist of a single section (or control
volume). Figure 3-2a) illustrates the typical relation between these components and their
single section using the Piping System module as an example. The ‘Inlet’ and *Outlet’
arrows correspond to fluid flows in this figure. For these component modules, all sections
match up to module interfaces and only a single fluid flow path exists. Though the Pipe
System Module can have only one inlet and outlet, other single section modules may

have numerous inlets and/or outlets.

Table 3-1 lists two components with three sections, the Feedwater Heater and
Reheater/Heat Exchanger. Figure 3-2b) illustrates the Feedwater Heater module of the
SPPDMME. This module corresponds to a two zone closed feedwater heater typically
found in secondary systems of PWRs. Therefore, fluid in the shell passes through two

sections, the Shell Condensing Section and Shell Drains Subcooling Section. The third
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section of the module is that for the tube fluid flow path. The Reheater/Heat Exchanger
component module is shown in Figure 3-2c) s.:d corresponds to a two stage reheater. In
this case, three paths for fluid flow exist. If the module is used as a heat exchanger the
Tube Heating Stage 2 Section is not used. For these later two modules, Figure 3-2
illustrates immediately adjacent fluid flow paths which exchange heat. The expressions

used for this calculation are given in the next section.

Table 3-1 indicates that the turbine could have as many as 7 sections. Within the
SPPDMME, as the user adds outlets, the number of sections is incremented for turbines
with more than one outlet. As the user assigns pressures to these outlets the lowest is
assumed to be the turbine outlet and the remaining are assumed to be extraction lines. For
a turbine then, a section corresponds to the fluid flow paths between extraction lines.
Each section (except the last) has two outlets, the extraction line flow and the flow to the
next section. Figure 3-2d) illustrates an example turbine for which three outlets have been

assigned (2 extraction, and one normal outlet) which results in 3 sections for the turbine.

To further describe the function of component modules within the environment,
the interfzces these modules share with other elements are defined. As shown in Figure
3-3, component modules share 4 interfaces in the SPPDMME. These interfaces are
described in terms of the information that ¢s<:sses the interface and the functions that the
interface performs. For this and the following figures, the arrows indicate the direction of

information flow.
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Figure 3-3. Schematic of four interfaces shared by component medules within the
SPPDMME.

3.2.2. User Interface

The user interface provides the vital role of feeding back to the user what
parameters have been calculated and identifying what information needs to be input. In
this capacity, the interface functions can be specifically listed in terms of the two main
actions, formatting input and displaying output. In formatiing input the interface must:
1. Provide labeled locations for inputting information,

2. Provide instructions to user on how to input information,
3. Interpret input in familiar units, and

4. Provide feedback on incorrect or indecipherable input in the form of error messages.

Additionally, in displaying output the interface must:

5. Provide a visual display of the plant model developed within the SPPDMME.

6. Present results in familiar units. and
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7. Differentiate between information that has been input and that which has been
calculated.

Figure 3-3 illustrates the information flow across the user interface when performir.g

these two functions.

To emphasize these functions two figures are given of the final form of this
environment programmed in VB. The programmed interface consists of windows. The
first figure, Figure 3-4, illustrates the programmed interface for building and displaying
plant model information. In the interest of space, the window shown includes only a
fraction of a plant model being developed, the high pressure steam system. This window
can be broken down into its major areas: the buttons along the top, the workspace in the
center, and the message bar at the bottom. By using the buttons to add components to the
workspace, the user builds a plant model in this window by repositioning components
and making connections as desired. This window then encapsulates the first, second, and

fifth actions listed above.

An important restriction on the method required to develop a plant model is
imposed within the SPPDMME. In connecting component modules: one must always use
a Piping System module between component modules of any other type. Further, Piping
System modules themselves cannot be connected together. This restriction can be seen in
Figure 3-4 that illustrates the Piping System mocule icon, a straight black line with a blue
box (or space in black and white) at its midpoint, that separates all other component
module icons in the window. The black arrow on the line indicates the Piping System
module’s inlet and outlet (in reference to fluid flow). Physically, components may not
necessarily be connected with piping. The Piping System module, however, can be

modeled to have zero length to accurately model the physics of this situation. This
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Figure 3-4. User interface for building and displaying the plant model as
programmed in VB.

restriction is imposed so that all component modules (or more specifically their
sections)have an associated mlet and outlet imposed by the connected Piping System
module. The detinition of inlet and outlet 1s used to interpret the direction of mass flow
based on input by the user. An input of positive mass flow rate is interpreted as flow from

inlet to outlet. An input of negative mass flow rate 1s interpreted as the opposite.

Figure 3-5 illustrates the programmed interface for a component module. in this
case for a Pipmg System modeling a high pressure steam piping section. Attention is
drawn to the textboxes i this window. Information above and beside these textboxes

indicates the parameter information displayed and the units used for display. The user can



change the units of the display. The color of the numbers in the textbox indicates whether
the information is input or calculated within the environment. The textbox also does not
allow the input of non-numerical information. This window then encapsulates the first,

third, fourth, sixth and seventh actions listed above.
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Figure 3-5. User interface for inputting and displaying plant parameter information
as programmed in VB.

3.2.3. Internal Interfaces

Internal Interfaces are those that are shared between component modules. Two
main information flows exist for this interface, calculated parameters and signals, as
shown in Figure 3-3. The calculatcd parameters are the mair results that this environment
determines. The signal flow includes information on the type of calculation being
executed, the components types joined at this interface, and the direction that the
calculation that is being propagated relative to direction of fluid fiow (as defined by the

inlet and outlet). This signal information is used by the calculation logic of the program
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to determine the next step of a sequential or propagated calculation. The relevance of this
information will be made more apparent as the calculation modules and calculation logic

are described in the next section.

3.2.4. External Interfaces

External interfaces represent ejectors, in-ieakage, and vent lines in the PWR
secondary system. These interfaces are external in their relation to the main fluid flow
system. The physical interfaces that the external interfaces represent are distinct from
internal interfaces in that gases other than steam may be a considerable volume fraction
of the flow. (See the section on the Chemistry Calculation Module, 3.3.4, for more
information on the assumptions of the physics of internal interfaces.) Because of this
physical difference. the set of calculated parameters that cross this interface are different
from the internal interfaces thereby making external interfaces distinct. The calculation
logic controlling the information flow differs for these interfaces. Like internal interfaces,
though, calculated parameters describing steam are still part of the information flow
across external interfaces, as one would expect based on the physics of ejectors and vent
lines.

Figure 3-3 illustrates the three functions of external interfaces that correspond to
the tiree physical components or processes they represent. Ejectors remove gases to the
atmosphere, vent lines transfer gases between components, and in-leakage represents air
in-leakage into sub-atmospheric components of the secondary system. For the first two
interfaces, information flow is that of calculated parameters. For the third, information

flow is that input by the user.
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Within the SPPDMME, these external interfaces are available for a subset of the

sections of comporznt modules. This subset reflects the presence within the secondary

system of the components and processes these external interfaces represent. Table 3-2

lists all the component modules for which external interfaces can be modeled. Further,

within Table 3-2 the specific sections of these component modules for which external

interfaces can be modeled is indicated with a checkmark. Unlisted component modules

have no external interfaces.

Table 3-2. Listing of External Interfaces modeled for each section within the

SPPDMME.
Component Section Name External Interfaces Modeled
Module Ejector Inleakage Vent Line(s)
Condenser Shell v v v
Drain Tank Shell - v
Feedwater Shell - 4 v
Heater Condensing
Shell Drains - - -
Subcooling
Tube - -
Reheater/Heat Shell - - v
Exchanger Tube Heating - - -
Stage |
Tube Heating - - -
Stage 2
3.2.5. Database Interface

The main functions of the database interfaceare reading information from and

writing information to the database. Depending on what activity is occurring in the

environment, the information that is being read and written varies. Figure 3-6 summarizes

the read and write functions during four different activities. Note that when opening a

new session and closing a session no database interaction occurs. All updating of new
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information is done automatically as the user inputs new information and unknown

parameters are calculated.

Open New Session: /;;E\

Plant Configuration
< . Calculated Parameters
Reopen Session: Database Input Parameters
: 4
New Plant Configuration ~ —_— .
Run . New Calculated Parameters /_l Default Chemistry Data
Session: | New Input Parameters

Modified Chemistry Data Database \

Close Session:

Figure 3-6. Database Interface functions and information flow during four different
activities.

3.3. SPPDMME Caiculation Modules

This section addresses the following two questions:

1. What set of equations are incorporated in the SPPDMME, and
2. How are these equations are solved within this modular environment.

Calculation modules are first described in terms of the general structure shared by the
four calculation modules shown in Figure 3-1. The next four sections then describe the
specific set of equations (or models) incorporated within each of these calculation
modules. The last section ties in the relevance of the information flow across boundaries
described above with the physical nature of the equation sets described below to explain
the calculation logic in terms of propagated and sequential calculations without going

into the details behind the logic.
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3.3.1. General Description of Calculation Modules

A calculation module in the SPPDMME is defined by the parameter set it uses as
input and the parameter set it calculates. The input and calculated parameter set may be
similar parameters but differ in their location. Additional information such as the
component module type to which the parameters correspond may affect the equation set
used by a calculation moduie. Figure 3-7 provides a schematic of the general

characteristics of a calculation module.

Physical Properties
1

:)npul . Calculated
arameters, p ters
Component arar

Type

Figure 3-7. General Format of Calculation Module

The four calculation modules in the SPPDMME correspond to calculation steps

shown in Figure 3.1 and are referred to as the following:

1. Thermodynamic module,

2. Thermal Hydraulic module,
3. Chemistry module, and

4. Pipe Degradation module.

The Thermal Hydraulic and Pipe Degradation modules calculate unknown parameters at
a single location based on the known properties at that location. The Thermodynamic and
Chemistry modules calculate unknown parameters at adjacent locations based on

properties at adjacent locations. Recall that the sections within component modules



define adjacent locations. The Thermodynamic module can determine cutlet parameters
based on inlet parameters and vice versa. The Chemistry module can only determine

outlet parameters based on inlet parameters.

Given this general description of the calculation modules, each module and the

incorporated models will be discussed in further detail.

3.3.2. Thermodynamics

The Thermodynamic module relates the mass flow rate and state properties for the
inlets and outlets of sections (i.e. between adjacent locations). Figure 3-8 illustrates that
the input and calculated parameters of Figure 3-7 can be broken down into inlet, outlet,
and section parameters, any of which can be input parameters or calculated parameters.
Figure 3-8 can be expanded to show the parameters and equations sets that are referred
to, as illustrated in Figure 3-9. The following discussion outlines the four equation sets of
the Thermodynamic module and defines the symbols (representing parameters) illustrated

in Figure 3-9.

Section Parameters

Inlet Thermodynamic Outlet
Parameters Equation Set Parameters

Figure 3-8. General format for Thermodynamic module equation sets.
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‘ Mass Flow Rate Balance .
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hi" 2 S,s vo[i'l i out * S our » VO oy
J

Equation of State
-

Energy Balance

I

Thermodynamic Calculation Module

Figure 3-9. Expanded schematic of parameters and equation sets included in the
Thermodynamic module.

3.3.2.1. Mass Balance

The most fundamental equation solved for each section is the mass balance,

’iih,_m = "im,,,m, (Eq. 3-1),

=] =1

where

m is the mass flow rate for connection i at location, Icin, and

r.len

n,,, is the number of connections at location, Icm.

This equation determines the unknown inlet or outiet flow mass flow rate provided the
remaining flow rates are known. As discussed above, the inlet and outlet connections of
the Pipe System determine the direction of the flow. For a section for which the equation
is under constrained (the number of connections exceeds the known mass flow rates by
two or more), no calculation is performed. For a component for which the equation is

over constrained a check of the values is performed. If the mass flow rates do not maich,
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an error message is generated. For component modules with more than one section, the
mass balance is determined for each section separately. Figure 3-10 illustrates the subset

of Figure 3-9 that is represented by this mass balance.

m,, Mass Flow Rate Balance m,,

Figure 3-10. Mass balance information flow schematic.

3.3.2.2. Pressure Balance

The pressure balance is determined based on minimum inlet pressure, maximum

outlet pressure, and the pressure drop across the section:

min(P,

i.in

)=max(P,_,,)+AP (Eq. 3-2),

where

P

iJcin

is the pressure for connection i at location, Ictn, and

AP is the pressure drop for the section.

Figure 3-11lillustrates the subset of Figure 3-9 that is represented by this pressure balance.

AP

F, W P,

Figure 3-11. Pressure balance information flow schematic.

Note that the code does not determine pressure drop based on flow rate, pipe
geometry, or pipe inclination. The ireason is that while the user may have available
information on pressure values at particular locations, the user may not have sufficient
information on geometry needed to do the pressure calculations, specifically form loss

information. The main impact of pressure on relevant degradation is its effect on the state

67



of the fluid flowing in the system. User information on whether the fluid is liquid,

liquid/vapor, or vapor is more important.

3.3.2.3. Equation of State

At each location if two state values are known for the fluid flow the equation of
state is used to determine the other state properties. Within the SPPDMME, the following
combinations of parametess can be used to determine the other parameters:

Pressure and temperature,

Pressure and flow quality,

Pressure and enthalpy, and

Ll o A

Temperature and quality.

State properties are determined based on tables provided from the literature (Keenan and
Keyes, 1992). Figure 3-12 illustrates the subset of Figure 3-9 that is represented by the

equation of state. In Figure 3-9 the parameters listed relate to specific parameters, i.e.

P is the pressure,

T is the temperature,

xis the flow quality,

h s the specific enthalpy,

s is the specific entropy, and
vol is the specific volume.

3
Note from Figure 3-5 only the first four variables listed above are displayed to the user.

T,P,x,h Equation of State T,P,x,h,s,vol

Figure 3-12. Equation of state information flow schematic.
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3.3.2.4. Energy Balance

The energy balance equation of the Thermodynamic module is based on the
following equation:
zmi.in 'hi.in = zmi,ou: : hi.aul +AE (Eq. 3-3),
i=l i=1
where, AE is the energy loss for the section. This equation is used to determine
parameters for the section of the Steamn Generator module. Figure 3-13 illustrates the

subset of Figure 3.9 for this basic equation.

AE

m; 1] hi 41
in n Energy Balance M s hvul

Figure 3-13. Energy balance information flow schematic.

The Thermodynamic module contains more specific equation sets for the

remaining component modules as outlined in the following discussion.

3.3.2.4.1. Plenum Calculation

Recognizing that the exit enthalpy for most components will match for well-
mixed flow, the following equation is derived:
Xmi.in ' hi.in = htxil ) imv out + AE (Eq' 3'4)’
i=} i=l
This equaiion is used within the Thermodynamic module for component module sections
that are modeled with matching exit enthalpy or component module sections with a single

outlet. These modules include the Condenser, Drain Tank, Junction, Piping System, and
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Reheater/Heat Exchanger. For the Reheater/Heat Exchanger module this equation is

solved simultaneously for the sections exchanging heat.

3.3.2.4.2. Turbine

For determining the energy produced by a turbine Eq. 3-3 is applied to the turbine
component module as a whole. Previous to this calculation, the following equation is

used for each section, i, within the turbine,

h, —h(P,. .S,;
h =h - m, ( out 1 Sm.:) (Eq. 3.5),

out i in.
n,

and for all sections except the last (i<imax), the following equations are used,

(Eq' 3'6)9

i extraction i

Ry = Mo B
h = i oult n.tru.mm.l extraction i (E q. 3.7),
m

1+l

where, 7, is the isentropic efficiency of section i. Figure 3-14 illustrates the subset of

Figure 3-9 that is represented by this equation set.

7

h

Energy Balance m

owt 3" out

P

oul

Figure 3-14. Turbine energy balance infermation flow schematic.
3.3.2.4.3. Feedwater Heater

The Thermodynamic module calculates the energy balance for the sections of this

module simuitaneously. To determine the combined inlet state (assuming well mixed
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flow) for the set of connections to the shell condensing section, the following equations,
similar to Eq. 3-1and Eq. 3-4, are used and expressed below in terms of the specific

parameters for the Feedwater Heater module sections. These equations are:

imi.in = My (Eq. 3-8), and

i=l

zm:.in ' hi .in = hcombined_inlrt ' msh(" (Eq- 3'9)0

i=i

The remaining equations describing heat exchange between the Feedwater Heater module
sections are solved simultaneously in order to determine unknown parameters. The

energy balance between the two shell sections and the tube section is then given by:

m:ube : Cp ) (Tmn - 7:'" ) = m.rhell : (hwmbined__mlel - hnul ) (Eq' 3-10)

The heat transfer between the condensing section of the shell and the fraction of tube

section that is exchanging heat with the condensing section is given by:

q('.r = ’hmhf . Cp.lube ' (Toul qube Tmld.luln' ) = m.rhell . (hcnmbmtd _inlet - h(Pmmbinnl _inler® X = O))
(Eq. 3-11)

where

C, . 18 the heat capacity of the water is the tube section

T,.. . 1S the temperature of the water entering the fraction of the tube section

mi

which exchanges heat with the condensing section, and

q.. is the heat transfer from the condensing section.

The heat exchange effectiveness, €, is given by:

—UA, (Eq. 3-12)

€. =1l-exp :
p.aube mg,.

where UA,, is the overall heat transfer coefficient area product for the condensing section.
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This effectiveness can be related to the maximum heat exchange between the later

fraction of tube section and condensing section, g, ., by the following two expressions:

Dmax.cs =—E_f’— (Eq. 3-13),
qmax.c.t = 'hrube : Cp.mbe : (Tsatumtion (Pcombined_inlel ) - Tmid.mbe) (Eq' 3.14)‘

Heat transfer between the shell drains cooling section and fraction of the tube
section exchanging heat with the shell drains cooling section is modeled as counter

current flow single pass heat exchange with the followin relations in which subscript dc

refers to parameters in the drains cooling section:

(Eq. 3-15)

7'in..thell = T(Psaluralion,mmbmtd _tnlet )

=n . . — =m . . — -16)
94 = Mype Cp,nlbe (I)ul.lube Tm:d.lube) =My Cp.shell (]‘in.shtll Itul.xhrll)(Eq' 3 16’

- UAJL. Cp..thell M
1—exp - 41- -
C,shett Mgy Cpribe " Miupe

i

€4 = - - (Eq. 3-17)
{ Cp.shell M -UA, Cp..vhtl! Mg
- Al exp e 1- |
Cp.l'llbf ’ mtubr Cp.:hell Mgy Cp,mbe 'mluhe
= du Eq. 3-18
Doanac = (Eq. 3-18)
de
Gmarde = Mpe ‘Cp..mcu (T pett = Tt {Eq. 3-19)

The calculation logic for these expressions is devised to solve for the UA,, and UA,

products and/or unknown inlet and outlet parameters. As is true for all equation sets the

calculation logic determines if the parameters known for the Feedwater Heater module



over constrain or under constrain the set. Figure 3-15 illustrates the subset of Figure 3-9

that is represented by this equation set.

UA_,UA, AT, AT,

m,.T, h, eedwater Heater Energ My s T s P
Balance

Figure 3-15. Fecdwater Heater energy balance information flow schematic.

3.3.2.4.4. Pump

The Thermodynamic module calculates the energy balance for the Pump module

based on the following equation:

out * sin ) - hin

n
The information flow schematic for the pump would then be similar to that shown for the

+ h(P

h.=h (Eq. 3-20)

out — "Cin

Turbine module in Figure 3-14.

3.3.2.4.5. Moisture Separator

The Thermodynamic module combines the energy balance and mass balance for

the Moisture Separator module using the following equation set:

mm = msl + mdr (Eq' 3'21)9

’hih X, = msl "Xy (Eq- 3‘22)9and

SE=—"dr (Eq. 3-23),
m,(1-x,)

where

in refers to inlet
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st refers to steam outlet
dr refers to drain outlet, and

SE refers to separation efficiency.

The separation efficiency is the percentage of moisture removed from the flow exiting
from the high pressure turbine and is normally around 90% (Cohen, 1989). Figure 3-16

illustrates the subset of Figure 3-9 that is represented by this equation set.

SE

m,,x, Energy Balance m,, ,X,.,

Figure 3-16. Moisture Separator mass and energy balance information flow
schematic.

3.3.3. Thermal Hydraulics

The Thermal Hydraulics module relates the mass flow rate and thermodynamic
state of the fluid flow to the liquid and/or vapor velocity for Piping System modules and
the tube sections of the Reheater/Heat Exchanger and Feedwater Heater modules. The
module then determines thermal hydraulic parameters at a single location based on
known thermodynamic properties at that location. Figure 3-17 summarizes the
information flow for this calculation module. The symbols of the figure (representing
parameters) will be explained below in context of the equation sets in which they are

used.

The section parameter input into the Thermal Hydraulic module highlights a
significant feature of the SPPDMME, the ability of the user to model a number of parallel
components with a single component. Secondary flow systems typically have a number

of parallel flow paths (condensate, feedwater, moisture separation, ¢tc.) that the user may
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x,vol '

Vl:q ! Vvap

Two Phase Velocities

e

Figure 3-17. Thermal Hydraulic module information flow schematic.

or may not want to distinguish between in modeling the secondary system. Rather than
input the same information for these similar paths, the user need only input the
information once. For paraliel flow paths that the user wants to model separately (to
investigate differences that may affect degradation rate, for example), the user can add
the additional necessary components using the Junction module to split and converge
flow paths. Depending on the specific application, the user may partially model parallel

trains using the Junction module.

3.3.3.1. Single Phase
The single phase velocity calculation determines the average velocity in the pipe
or tube based on the input of hydraulic diameter, D,,, and the number of parallel flow

paths for this pipe or tube, # Pll. The calculation uses the specific volume calculated in

the Thermodynamic module which results in

m-vol,, 4

(Eq. 3-24)

5

vqu - 2
#Pll 1. D,

for water flow and
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_m-vol,, 4

= . . 3-25
vvap #Pll - DH 2 (Eq )

for steam flow. The hydraulic diameter for the Piping System module is the inner
diameter of the pipe. The number of parallel flow paths for the Piping System module is
the number of parallel components represented that module. The hydraulic diameter for
the Reheater/Heat Exchanger and Feedwater Heater n.odules is the inner diameter of the
tube. The number of parallel flow paths for the tube sections of the Reheater/Heat
Exchanger and Feedwater Heater modules is the product of the number of tubes and the
number of parallel components represented by that module. Figure 3-18 summarizes the

subset of information flow from Figure 3-17 for this calculation.

D, #Pll

m,vol,, (vol,,,) Single Phase Velocity ——p v, (v.,,,)

Figure 3-18. Single phase velocity equation information flow schematic.

3.3.3.2. Two Phase
The two phase velocity calculation determines the liquid and vapor velocity in the

pipe or tube. The Thermal Hydraulic module performs the calculation in three steps

determining parameters as shown in Figure 3-19. The first step is the calculation of the

superficial vapor velocity, j, . using

. 4 : nlt V()Iru
Jy T D 3 i __pt (Eq. 3-26)
T-Dy 4=

X

and the superficial liquid velocity. j, , using
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. . l—x VOl,
=1, T;ol—"-'— (Eq. 3-27)

vap

m, P,

—_— ifsig —P» o —>p Viig»V
x,vol

vap

Figure 3-19. Two phase calculation steps for determining velocities.

The second step uses the Chexal-Lellouche void fraction correlation to determine
the void fraction, & , based on the pipe orientation relative to vertical, £, and flow
direction (Chexal, 1991). This correlation is based on the drift flux formulation first
proposed by Zuber (Zuber, 1965). In the Chexal-Lellouche correlation the drift flux

parameters are determined empirically throughout the various 2 phase flow regimes.

The main advantage of this correlation is its ability to replicate the trends of
friction velocity for two phase flow. Because the FAC process is characterized by a
concentration dependent dissolution of the metal, the impact of velocity on metal removal
is through its affect on mass transfer. Thus, a two phase correlation that calculates
velocities which trend with friction velocity is expected to provide better information for
predicting the degradation rate than those used in the literature (Kastner, 1987). For a

more in depth discussion of this argument, see section 5.1.3.

The third step is the calculation of liquid and vapor velocities based on the void

fraction. Liquid velocity is given by

m-4-vol,, I=x (Eq. 3-28)
- D”2 - )

vhq =

The vapor velocity is given by:

_ m-4- V()Imp _.JE.
v = (Eq. 3-29)
vap 2
7Dy a
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To summarize, Figure 3-20 illustrates the information flow for the two phase velocity

equation set, a subset of Figure 3-17.

D, #Pll, £

m’ ’ l o .
P Twe Phase Velocities —— V.V,
x,vol |

Figure 3-20. Two phase velocity equation set information flow schematic.

3.3.3.3. Advanced Thermal Hydraulic Modules

FAC has been observed in secondary components (or component sections) other
than piping and tubes. These components include reheater shells (Chexal et. al., 1996) ,
steam generator feed rings(Thailer ez. al., 1995), feedwater heaters shells (Bouchacourt,
1982), and pumps (LePrince, 1983). The determination of the local velocities affecting
FAC for these components would require component modeling based on specific
component information and calculations at the level of Computational Fluid Dynamics
(CFD). A CFD module ihat determines the local velocities affecting FAC could be
included in the SPPDMME in the future. Within the design of the current environment, if
the velocities are known from such models of plant specific components, this information

can be input directly and used to determine degradation rates.

3.3.4. Chemistry

In order to calculate those chemical parameters known to affect the FAC wear
rate, pH and oxygen concentration, and investigate new parameters suspected to affect
FAC and other degradation rates, specie concentrations must be determined at the

locations where one intends to predict these degradation rates. To perform this function,

78



the Chemistry module of the SPPDMME relates mass flow rates, thermodynamic state,
and inlet chemistry values to outlet chemistry values. As shown in Figure 3-21, this
module consists of two equations sets. The first calculates chemical equilibrium at a
single location. The second determines the decomposition and reaction rates of chemical
species not at equilibrium as fluid flows through a component module. As a whole the
Chemistry module calculates chemistry parameters at a single location and adjacent

locations in the direction of the flow.

Instantaneous Equilibrium
J_—
Non-equilibrium Reactions

I

m T ,x

wm?®* " in?

P

ian? % an

C C R.nul ’ pH

tout?

m

Chemistry Calculation Module

Figure 3-21. Chemistry Module information flow schematic.

3.3.4.1. Instantaneous Equilibrium

The Instantaneous Equilibrium calculation determines the balance of chemical
species typically found in the secondary of a power plant. The calculation is considered
instantaneous in that the time required to reach equilibrium is much quicker than that
required for the fluid to pass through the component. The chemistry equilibrium
calculation determines the partial pressure, P, and molality. m,, of species i in
components based on inlet conditions. These outlet values of partial pressure and
molality are assumed to be the same for all outlets. Unlike the thermodynamic

calculations, the determination of entering chemistry parameters based on exiting
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parameters is not possible in the SPPDMME. This restriction is further explained in

Section 3.3.5.
Two fundamental methods exist for solving chemical equilibrium problems:

a)Free energy minimization and

b)Direct solution of simultaneous chemical equilibria, mass balance equations, and a
charge balance equation.

Because the latter of these two approaches is better suited for handling ion-ion
interactions at higher temperatures (Cohen, 1989) ard is more intuitive, the latter of these

two approaches is used.

The Instantaneous Equilibrium calculation includes a charge balance, mole
balances of all compounds present, the dissociation balance between the species, and the

distribution of species between the vapor and liquid phases:

Nl
Charge Balance 2 m -Z =0, (Eq. 3-30)
=)
N, )
Compound Mass BalanceZ(iz, -y )= N,, (Eq. 3-31)
=1
m,. -mg
Specie Dissociation ————— =K ,(1), (Eq. 3-32)
Mg
m, .
Specie Distribution —~= K (T, (Eq. 3-33)

J

where N, is the number species considered,
m, is the molality of the specie i,
Z, is the charge of specie i,
K, (T) s the temperature dependent dissociation coefficient of specie i,

N, is the number of species in group j,
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n; is the entering total mole rate of specie i,
y/ is the number of compounds of type j in specie i,

N, is the exiting total mole rate of group j,

K (T)is the temperature dependent distribution coefficient for specie i,
P is the partial pressure of specie i.

Additionally, the entering flow rate of a specie i is given by:

N, N

PRI of SR/ T (Eq. 3-34)
R 3 T, k=1

and the exiting total mole rate of group j is given by:

Nl
N/:Z[ X gvﬁm szk} (Eq. 3-35)

our k=l k=1

where

N, and N, are the number of compenent inlets and outlets, respectively,

out

V, is the volume flow rate for exit k,

m, is the mass flow rate for exit k, and

R is the gas constant.
The temperatures, mass flow rates, and volume flow rates in the above expressions are
determined from thermodynamic calculations completed for the component. The
effective volume of volatile species is assumed to be zero. In addition to specie

concentrations and pressures, three pH values are computed:

hot pH pH ~log(m,,.(T)) (Eq. 3-36),

hot —

cold pH pH . =—log(m, . (25°C)) (Eq. 3-37),and

neutral pH which is the hot pH assuming only water to be present. Hot pH is the value

of the pH at the system temperature. Cold pH is the measured pH were the system cooled
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to 25 C. For two phase flow, cold pH includes species and fluid mass from both the steam
and water flows. Figure 3-22 summarizes the information flow for the Instantaneous

Equilibrium equation set.

m,,T,,x,, —{p Instantaneous Equilibrium ——3p» Ciour P pH
S

Figure 3-22. Instantaneous Equilibrium equation set information flow schematic

Table 3-3 lists the available species and equilibrium reactions considered.
Appendix A.} Equilibrium Chemistry Equations lists the full set of potential expressions
included in the Instantaneous Equilibrium equation set. Appendix A.2 Equilibrium
Chemistry Data lists the temperature dependent dissociation and distribution coefficients
used for this equation set. For a particular calculation, not all the equations are used as
not all species may be present. That is, within the Chemistry module, a check is made of
which specie groups are present in the entering flow. This information is then used to
determine the necessary subset of the equations to be solved. For any specie to be
considered present the entering mole flow rate must be above a cutoff range (default set
at 10%° moles/sec). Note thai the number of species in each group matches the number of
necessitated equations to be solved so that the subset of equations remains properly
constrained. Included in this entering specie subset are those specie groups that may be
produced from the present specie groups either thrcugh reactions or decqmposition. The
potential of the production of a specie group is determined based on user (and default)
input information that illustrates specie reactions and decompositions and their
corresponding rates. (See section 3.3.4.2 Non-equilibrium Reactions for more detail on

these reactions.)
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Table 3-3. Species included in the Chemistry Module and the corresponding
Instantaneous Equilibrium equation set.

Specie Species Equatio | Specie Species Equation
Group ns Group s Solved
Solved
Water m,..m_ CB',DS* | Morpholi | m,, ,,P,..» MB’,
R ne mM et DT*, DS
MorphH*
Ammonia | my, ,m,, . ,P, MB, ETA Meras Perysm .. MB, DT,
' ) DT, DS DS
Carbonat | P, ,mg, o s MB, Hydrazin | m, wy s Pr, My e MB, DT,
es ) ) ' DT, e ) | DS
"o 2*DS
Silicates Mg My sio, » MB, Ferrous m...m_ ., MB,
DT, Hydroxid 3*DS
Mys0; ' Muso0 2*DS es Meeony, *Me on)
Sulfuric My so, » Pu.so, MB, Cupric m . Mo MB,
Acid ’ ) DT, Hydroxid 3*DS
muso; ’msoi' 2*%PDS es Meyony , ’mCu(OH )3
Oxygen P, ,m, MB, DT | Formic Mepss Propm M, MB, DT,
) ) Acid DS
Nitrogen | P, ,m, MB, DT | Acetic My Py sm, MB, DT,
] ) Acid DS
Hydrogen | P, ,m,, MB, DT | Glycolic | mg, .. PorsM,.,,- MB, DT,
) ) Acid ' DS

I- CB = Charge Balance

Z2- DS = Dissociation

3- MB = Mass Balance

4- DT = Distribution
Once the subset of reactions to be considered is determined, these non-linear

expressions are solved numerically by first taking the natural logarithm of the chemical

equilibrium equations such that the independent variables to be solved for are the natural

logarithm of molalities and pressures. Numerically such an approach is more stable for

computing variables which range over 20 orders of magnitude. These converted

equilibrium expressions are then solved using a Newton-Raphson Method in which the

Jacobian matrix is supplied explicitly.
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The combination of these expressions may best be illustrated by example. If the
program detects only ammonia species to be present, five simultaneous equations are
solved. Note that water is always assumed to be present (except for Inleakage locations).
For the default input, ammonia does not decompose (though it is a decomposition
product) and does not react with other specie groups. Therefore, equilibrium
concentrations are calculated from the dissolution and distribution of ammonia using the

following set equations:

N
Charge Balance im, -Z. =0 (Eq. 3-38),
=1
Water Dissociation m,. m =K, ,(T) (Eq. 3-39),
Naw, .
Ammonia Group Mass Balance Z(ri, M )= N N, (Eq. 3-40),
=1
My Mon- .
Ammonia Dissociation — =Ky, (1) (Eq. 3-41),and
NH,
Myy .
Ammenia Distribution =Ky (1) (Eq. 3-42).

NH,

The five unknowns that are solved by these equations are those shown in the
Appendix A.1 corresponding to each of these equations, my,, .1, My, m, . and
, Py, . Regardless of whether the flow was liquid, liquid/vapor, or vapor, the same set of
equations would be solved. Because of the nature of the exit mass balance expression,

Eq. 3-35, the computed exit mole rates of gaseous species in liquid flow will be zero as

V, is zcro. By similar argument, the computed exit mole rates of aqueous species will be
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zero as m, is zero. Data listed in Appendix A.2 is interpolated to determine K, (T)

and K}, (T).

To illustrate the method used to input or view chemistry data, windows from the
GUI, part of the VB code that is the final form of the SPPDMME, are shown. Figure 3-23
illustrates the window that pops up when the user selects to either view or input
chemistry information. This form lists the potential specie groups for which the user can
input and/or view information. Each group is positioned next to a checkbox. These specie
groups correspond to those in Table 3-3. For specie groups that have been determined to
be present and calculated for this physical location, the checkbox is selected but
deactivated as is true for the “Water” checkbox in the window (note that water is always
considered to be present, except for In-leakage connections). Specie groups with a
deactivated, selected checkbox will automatically be viewed in the next window. For
specie groups activated and for which the user would like to input concentration and
partial pressure information, the user can select the associated checkbox. In the case
shown in the figure, the “Ammonia™ specie group has been selected and the species in
this group will be available for the user to input chemistry information in the next
window. After checking the desired boxes the user proceeds to the next window by

selecting “Input”.

Upon selecting “Input”, the window in Figure 3-24 pops up on the screen. The
user can input concentration and partial pressure information in the textboxes provided.
The textboxes provided result from the selections in the previous window. For the species
already calculated, the user can view but cannot change the chemistry information. In

addition to concentration and partial pressure information this window lists the three pHs
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¥ Ammonia (NH3({a), NH4({+Xa), NH3{(g))
™ CabonDioxide (CO2(g), CO2{a). HCO3{-(a). CO3(2-}a))
[T Siicates (Si02(a), H4Si04(a), H3SI04(-Ya). H2Si04{2-Ya))
[ Sulates (H2504(a), H2504(g), HSO4(-Xa). SO4(2-Xa))
™ Oxpgen (02(g). 02(a)}
™ Nitogen (N2(g). N2{a))
™ Hydrogen (H2(g). H2(a))
™ Morphokine (Morph{a). Moiph{g], HMoph{+}{a))
[~ ETA [ETA{aL ETA(g). HETA[+)a))
[T Hydrazine [N2H4(a}, N2H4(g). N2H5(+)a})
[T Femous_Hydioxides (Fe(2+)(a), FrOH(+Xa). Fe{OH)2{a), Fe(OH)3(-a))
™ Cupric_Hydroxides (Cu(2+)(a). CuDH({+)a). CW{OH)2(a). CW{OH)3(-Ka))
™ Formic_Acid (Form{a). Acet(g). Form(-}a))
[~ Acetic_Acid (Acet(a), Acet(g), Acet(-{a))
I Glycolic_Acid (Glycoka), Glycol(g). Glycal(-}{a))

Cancel

Figure 3-23. User interface for selecting which specie groups to input or display
chemistry information.

calculated by the Instantancous Equilibrium equation set and relevant thermodynamic
information computed at this location. Agamn. note that the calculated information s color
coded. Furthermore, neutral pH matches the hot pH. because chenustry information has
been not yet been caleulated for this location (as indicated by the lack of deactivated

checkboxes in the previous window).

3.3.4.2. Non-cquilibrium Reactions

Non-equilibrium chemical species are those which undergo reactions at rates
which are on the order of the transport raies of the species through the plant Of the
species modeled in the Chemustry module. two anunes (morpholine. and ethanolamine

(ETA) hydrazine. and oxygen are mvolved in non-equilibrium reactions: These reactions
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Figure 3-24. User interface for viewing and inputting chemistry information.
include amine decomposition, hydrazine decomposition, and hydrazine reaction with
oxygen. The Chemistry module includes default parameters for each of these reactions.
Because this calculation involves time dependent reactions. the volume of water in a
component module section, V . or length of a Piping System. L. must be provided to
solve the set of equations. These size values allow the determination of the time that the
flow spends in a section, i.e. the residence time. 1, . Figure 3-25 illustrates the resuiting

information flow schematic for this equation set.
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Figure 3-25. Non-equilibrium Reaction equation set information flow schematic.

Depending on the available literature data for a particular specie, the Chemistry
module can interpret user input on specific reactions of a specie or an overall removal
rate of a specie to determine a specie’s reaction rates. In the first case, a number of

reactions may be taking place simultaneously for a particular specie:

C N,
T - 2 (Eq. 3-43),

where

C, is the reacting specie, i, concentration [ppb],

dt is the time increment for the reaction [sec],

k! is the reaction of type n for specie i [ppb/sec] and,
N, is the number of reactions for specie i.

Each reaction is modeled as the product of the Arrhenius relation and the concentration of

the species present with their corresponding orders as they affect the reaction rate,

N,
k! =A, ~exp(RE; J IIc,” (Eq. 3-44)

where

[pph"[ﬁal]-l

A, is the probability factor of reaction. n .
sec

E, is the activation energy of reaction. n [J/mole],
N, is the number of reactants in reaction, n,

C, is the concentration of reactant. j. [ppb]. and
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a, is the order of reaction with respect to reactant j.

A particular reaction n may produce a number of products p. To determine the production
rate of each product p of a reaction, the reaction rate for that reaction, k, ,is multiplied by

the mole ratio of product p over reacting specie i in the balanced reaction, n.

This combination of reactions assumes that enough information is known about
the individual reactions involved in reducing the concentration of specie i. However, if
reaction rate information is limited, the Chemistry module can still determine removal
and production rates for species. Input of an overall removal rate of a specie i and the
type and corresponding percentage of products is sufficient information. In this case, the

removal of a specie i is determined by Eq. 3-43 for which the number of reactions, N,

is one. The producticn rate of products is the product of this rate and the aforementioned
input of percentages for each product. Thus, one can model specie loss and gain when

exact knowledge of the reactions steps and types is not known.

Default parameters for the above two methods are based on literature data. For the
reactions incorporated in the SPPDMME as default input. listed in Appendix B Non-
Equilibrium Reaction Data, the efault data for the reactions is also listed in Appendix B.
Users may change these parameters or include additional reactions relevant to their
particular problem. In a single time step, the Chemistry module logic limits the reduction
of any specie in a reaction where the reaction rate is dependent on the concentration of
that specie to 10% of its value. If a calculated concentration reduction exceeds 10% the
time step is reduced. If the time step drops below a user specified lower limit (typically a
fraction of a second), then the module logic allows a greater percentage in reduction in a

single time step limiizd only by the amounts of reactant(s) available. At each time step.
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the amount of species reacted and produced is added to their respective specie group
masses. Before the reaction rate at the next time step is calculated, a new equilibrium
value of molalities and partial pressures is determined by the equation set described in

section 3.3.4.1 Instantaneous Equilibrium.

3.3.5. Material Degradation Rate

The Material Degradation Raie calculates the wear rate that would be occurring at
the location where parameters are known due two phenomena: FAC and droplet
impingement. For the other two FIMD phenomena, cavitation and abrasion corrosion, no
models predicting wear were identified in the literature. Except in specific cases these
two phenomena are not expected to be major contributors to wear. Figure 3-26
summarizes the information flow for this module. The symbols in the figure represent

parameters defined in the locations were the two phenomena are described.

aec,ToO,Geom.K ,, . F ,F,.p, .IH.€ .A

Flow Accelerated Corrosion
Model

m,T,v.m, ,

th old

l Droplet Impingement Model

R

Figure 3-25. Material Degradation Rate module information flow schematic.
3.3.5.1. Flow Accelerated Corrosion

The FAC equation set is a new model developed for this thesis. The new FAC

model is described in Chapter 5. Because the new model uses input parameters similar to
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those described in Chapter 2, the focus of this discussion is on the specific window of the
GUI developed for this equation set. In this window, the user inputs the additional
informaticn not calculated by modules previously described. Figure 3-27 illustrates the
information flow for the FAC equation set. As shown in this figure the remaining
information to be input is the alloying element content, aec , the time of operation for the

component module section, ToO , and the geometry of piping section or tube, Geom .

aec,ToO,Geom

T, Vigs Mo, s Flow Accelerated Corrosion | o ;5
H Model pipe
P,

Figure 3-27. FAC equation set information flow schematic.

Figure 3-28 illustrates the window used to input this additional information. Note
that other relevant information to the FAC model is also listed on the form but is
deactivated (gray not black) and thus not available for user modification. The user may,
however, change units of the displayed values as desired. Note also that for the example
shown in the figure the oxygen concentration has not been calculated and is therefore

represented with a *?".

3.3.5.2. Droplet Impingement

The droplet impingement model used within the Pipe Degradation module 1s
described in Chapter 2. Figure 3-29 puts this model in terms of the information flow
discussion of this chapter. Appendix C. Droplet Impingement Default Data lists the

values used for the parameters of this expression based on Keck's work (Keck. 1987).
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Figure 3-28. User interface for inputting FAC information.
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Figure 3-29. Droplet Impingement information flow schematic.

3.3.6. SPPDMME Calculation Logic
The calculation logic of the SPPDMME controls the order in which information
transfers to component modules and the order in which calculation modules are called by

these component modules. The logic must meet two competing constraints:

1. Propagate input (or removed) mformation to all parameters that that action affects.
and

!J

Limit the response time of environment in calculating atfected parameters for an
unhimited combmations of potential user actions
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Meeting the first constraint might result in logic that performs redundant checks to
determine whether parameters are affectzd by user changes. The second constraint might
result in insufficient checks to determine affected parameters. This problem is partially
solved by making all parameters ‘situation aware’. ‘Situation aware’ means that each
parameter contains information (in addition to its actual value) on the component
modaules, calculation meduies, and input parameters by which this particular parameter
has been or could be affected. The remaining part of the problem is solved by the

calculation logic.

Using the information flow discussion and schematics provided above, this
calculation logic can be explained in terms of its sequential and propagated aspects. As
mentioned previously, the sequential aspects are straightforward. For the application in
this thesis, the sequential calculation at a single location can be discussed in terms of the
modules just discussed and illustrated in Figure 3-1. The thermodynamic module
determines state variables and flow rates. The thermal hydraulic module determines
phase velocities. The chemistry module determines pH and oxygen concentration.
Finally, the degradation rate module determines the local wear rate based on the local

conditions as determined by the results of the three previous modules.

As shown in the information flow schematics, only two of the four calculation
modules, the Thermodynamic module and Chemistry module, calculate information at
adjacent locations, and are therefore affected by the propagation aspects of the
calculation logic. These schematics show that the Thermodynamic module can propagate
calculations with or against the fluid flow (i.c. determinc outlet conditions based on inlet

conditions or outlet conditions based on inlet conditions). The Chemistry module can
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propagate calculations only in the direction of flow. The physical reason for this
restriction is that a single specie exiting a component module could be the product of a
number of reactions. Because the specie contains no history information, it is impossible
to determine its source and therefore impossible to determine the inlet amounts of the

species based on the outlet amount of species.

Because the Chemistry module only propagates information in the direction of the
flow and because of the typical vaiues involved in the calculation, a problem of slow
convergence arises. This slow convergence can be shown by a simple example illustrated
in Figure 3-30. The figure illustrates a fluid flow system with a typical addition
mechanism of a specie, injection, and a removal mechanism, leakage. Note that leakage
embodies a common trait of removal mechanisms, the removal rate is proportional to the

concentration of the specie in the flow. For the purpose of this discussion, let’s assume

1. The user inputs information on the concentration of a species at the injection location.
m

iy ?

2. In calculating the concentration of the specie of the system, m__. the Chemistry

ne Y

module propagation begins at location A,
3. The initial concentration of the specie in the system is 0, m,, =m., =0, and

4. The Thermodynamic module has propagated mass flow rate information such that.
m, =nm,,.

ny

For the propagation beginning at A, the concentration at A is m,, = 0. and, traveling in

the direction of the flow, the concentration at C is

m,, -n'w,,”
me, =-————— (Eq. 3-45).

m, +m_
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The leakage at D does not affect the concentration of the specie at A sothat m,, =m, .
Were this new value at A, m, ,, used as an estimate of the system specie concentration

for the next iteration around the loop, one can see that a similar increment in the estimate

of the concentration at A would be computed. A mass balance on the system shows that

the actual specie concentration for the system ism_, = m,, . The increment in the estimate

. , . m, -m :
of this system concentration, however, is ————, a small fraction of the actual

m,_ +m

" 0y

solution, m,, . Selecting a typical ratio of injection flow rate to system flow rate for a

secondary system one can estimate this fraction to be 10, resulting in an expected
number of iterations necessitated to determine the system specie concentration of 10°.
Such convergence is extremely slow. When one considers, that the SPPDMME is
designed to model 49 species and much more complicated flow systems, such a method

is prohibitive.

-8
. D @—Pm ,.m
B m,,.m, teat <M
-
mn\'m/\ A

Figure 3-30. Schematic showing the potentially slow convergence of the Chemistry
module.

This problem is solved by making a new estimate of the loop concentration for
each loop iteration. The new estimate is based on the characteristics of the flow loop. A
flow loop with n species is treated as a nonlinear sys*em of n equations. Two common

approaches for solving nonlinear systems of equations are included in the Chemistry



module. The first, the Newton method, uses the local convergence advantages of the
Newton method with a global convergent strategy (Press, et, al., 1995). The second, the
Broyden method, is a multidimensional secant method (Press, et, al., 1995). The user
may select between these two methods, depending on which is the quickest. A general
rule of thumb is: use the Newton method for more complicated flow systems with fewer

species; use the Broyden method for simpler flow systems with numerous species.

The longer response time of the Chemistry module affects the propagation aspects
of the calculation logic. To minimize the response time of the SPPDMME, all
thermodynarnic information is propagated throughout the modeled system first. Then the
chemistry information is propagated throughout the system using the numerical routine
selected by the user. Furthermore, the user can suspend the automated propagation of
chemistry information that occurs after each user input. After a set of information has

been input, the user can then restore chemistry information propagation.

3.4. Conclusions/Summary

As mentioned previously, the final form of this SPPDMME is a code programmed
in the Visual Basic® (VB) programming language, the Secondary Plant Pipe Degradation
Program (SPPDP). The database with which the program interfaces is a structure
programmed in Microsoft Access®. The method of communicating with the database

from VB is the Structured Query Language (SQL).

Because VB is based on the concept of Object Oriented Programming (OOP). the
development of coded objects that have properties and react to events, 1t affords the

necessary characteristics for coding the SPPDMME. Because of the mcthod in which the



code is compiled, additional modules can de developed that will be compatible with
earlier versions of the code. Furthermore, users can develop their own modules to use in
the program provided they maintain the same interface structure (which can be done with

copy and paste of the old structure).

Interfacing the SPPDP with Access® a'llows the user to save the infermation from
a session including plant design, input parameters, and calculated parameters and close
the session. By reopening the SPPDP, the user can open any previously saved sessions
from Access®. In fact, the user can open a number of different sessions if so desired. The
use of SQL ensures that the communication when saving information and retrieving
information from the database is quick. In terms of future work, Access® is important in
that it is a format that can be easily and quickly used by statistical models developed to

determine degradation rates and degradation rate uncertainty.

As a synopsis of its capabilities, SPPDP performs the necessary calculations to
determine, thermodynamic, thermal-hydraulic, chemistry, and pipe degradation
parameters. The program is designed to do these calculations for plant descriptions of
increasing complexity (as the user inputs more information, or breaks down systems into
subsystems) while providing feedback to the user. The program performs calculations
quickly, minimizes memory allocation, saves and retrieves information quickly from the
database, and provides feedback to the user on input and needed information. The
program is versatile, allowing a single component to model numerous parallel
components (for all components) or nunicrous series components (for piping systems).
The program can alsc handle minimal or an extreme amount of detail depending on the

needs of the user. In essence, the program meets the requirements of the Secondary Plant
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Pipe Degradation Modular Modeling Environment, the ideas upon which it is based.
Chapter 4 provides various checks on some of the specific equation sets of the program.
Chapter 5 focuses on the new FAC model used in the Pipe Degradation calculation
module. Chapter 6 uses the program to predict pipe wear information for an example

system for which there exists sufficient data to check the results.
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Chapter 4. Secondary Plant Pipe Degradation Program
Validation

For specific cases, calculations from the Secondary Plant Pipe Degradation
Program (SPPDP), the program developed based on the Secondary Power Plant
Degradation Modular Modeling Environment (SPPDMME), were compared to results
from other codes to verify the accuracy of the SPPDP. This chapter details the results of
these verifications for the first three of the four major calculations performed by the
SPPDP. Chapter 5 describes the model used for the fourth calculation, degradation rate.
Chapter 6 provides calculation results showing the accuracy of the SPPDP in modeling a
PWR secondary system, specifically the Kori Unit 3 secondary system, and predicting

degradation rate.

4.1. Thermodynamics

One important aspect of the SPPDP is that the underlying thermodynamic models
in the SPPDP which balance mass flow rate, pressures, and enthalpies are straightforward
to check component by component. This allows in-depth checks of the feedwater heater,
reheater, and turbine components that combine heat transfer among numerous flows with
thermodynamic balances, thereby ensuring calculation accuracy. Because of the nature of
the SPPDP calculations to constantly update calculable information based on user input,
the author not only determined that calculations were accurate but that they were not
affected by what set of information the user inputs or what order the user inputs this
information. Such consistency checks in the SPPDP are unique to this approach and

ensure consistency of data input since calculable information is constantly readjusted.
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Finally, results from simple secondary systems found in thermodynamic texts were
compared to SPPDP calculations and showed good agreement (Cohen, 1989; Todreas and

Kazimi, 1993; Howell and Buckius, 1992).

4.2. Thermal Hydraulics

The essential parameters used in the thermal hydraulic calculations that affect the
degradation rate are the liquid velocity used for estimating FAC wear and the vapor

velocity used for droplet impingement wear.

4.2.1. Single Phase Calculation

For most cases of single phase flow’, the velocity is a straight forward
relationship involving mass flow rate, water density, and hydraulic diameter (see section
3.3.3.1). Mass flow rate is well characterized as it is a measured value that is either input
or computed from a mass balance calculation. Therefore, as long as the hydraulic
diameter input into the SPPDP is the iuiside diameter of the pipe then the single phase

velocities will be accurate.

4.2.2. Two Phase Calculation

As outlined in section 3.3.3.2, the Chexal-Lellouche void fraction model is the
central calculation of the thermal hydraulics model for two phase flow (Chexal et. al.,

1991). This model determines void fraction based on the superficial liquid and vapor

5 Some investigators have indicated that drain line flow lines in which one may expect

single phase based on bulk thermal hydraulic conditions actually contains two phase flow
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velocity. In order to verify that these calculations are properly incorporated into the
SPPDP, SPPDP output of void fraction is compared to tabulated data for cases presented
for the Chexal-Lellouche correlation (Chexal et. al., 1991). Table 4-1 shows the values as
calculated by the SPPDP and the results presented in the Chexal-Lellouche report. Slight
differences in results are suspected to be caused by the fact that the incorporated
correlation in the code is a more recent version than that in the report.

Table 4-1. Comparison of veid fraction calculations for code incorporated into the

SPPDP and resuits reported on the Chexal-Lellouche model for different pressures,
hydraulic diameters and pipe orientations.

Case | Pressure | Hydraulic | Superficial Superficial | Angle Void Fraction
# [bar] Diameter | fluid gas with SPPDP
[m] velocity velocity respect to | (Chexal et.
[m/sec] [m/sec] vertical al,, 1991)
[deg]

1 68.95 .3048 1.524 3.048 0 0.590 (0.592)
2 68.95 0152 1.524 3.048 0 0.587 (0.595)
3 68.95 3048 1.524 3.048 0 0.530 (0.532)
4 68.95 0152 1.524 3.048 0 0.502 (0.536)
5 1.01325 | .3048 1.524 3.048 920 0.465 (0.460)
6 1.01325 | .0152 1.524 3.048 9% 0.464 (0.464)
7 1.01325 |.3048 1.524 3.048 90 0.411 (0.393)
8 1.01325 | .0152 1.524 3.048 90 0.401 (0.395)

4.3. Chemistry

To demonstrate the accuracy of the Instantaneous Equilibrium Calculation (IEC)
of the SPPDP, calculations were compared to an industry medel produced by EPRI and
incorporated into the MULTEQ code. Because pH is a major chemistry parameter

affecting FAC, pH values were the outputs compared for the two models. Comparisons

with a corresponding increase in liquid velocity for pipes that are not “full” (Chandra, et.
al., 1994).
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were made for three amines (the pH control agent) modeled in the SPPDP, ammonia
(NH, ), morpholine (C,H,NO ), and ethanolamine (ETA, C,H,NO ) for a range of

temperatures, water quality, and amine, carbon dioxide, and hydrazine concentrations.
Though both codes can compute equilibrium for the additions of numerous species, the
amines plotted are those most commonly used in secondary plant chemistry. The addition

of the bicarbonate ion, HCO,, (lowering pH) and the hydrazine, N,H,, (increasing pH)

were chosen as examples of common substances found in secondary plant chemistry.
The range of concentrations plotted for these two additives is not necessarily indicative of

what one would find in a typical PWR secondary system.

Figure 4-1. shows IEC and MULTEQ calculated pH values for a range of
concentrations of added ammonia and bicarbonate ion for the temperatures a)25 °C b)150
°C and ¢)250 °C. For the same temperatures, Figure 4-2 shows the computed pH values
for a range of ammonia and hydrazine concentrations. Figure 4-3 through Figure 4-6
show similar pH calculations for morpholine and ETA. Table 4-2 shows the error for
each graph shown in these figures. It can be seen that agreement is on the order of 0.2%
for each of these values. The major contributor to the differences calculated is
disagreement in the reported dissociation products for the species modeled. That is, for
some cases, the dissociation products used in the MULTEQ code could be guessed based
on literature information (Cobble and Turner, 1992). In these cases, using this data in the
IEC resulted in differences from the MULTEQ code on the order of the accuracy
expected for the solution method used (see section 3.3.4.1 for information on the

method). In general, error increases for substances that are less common and for which

102



there exists disagreement in data and at higher temperatures, where conditions for

determining accurate data is more difficult.

Table 4-2. Percent difference in calculated pH using MULTEQ and IEC for Figure
4-1. through Figure 4-6.

Ammonia Morpholine ETA
Species added: | HCO3+ | N2H4 | HCO3+ | N2H4 HCO3+ | N2H4
Single Phase, T=50 °C_ | 0.09 0.09 0.12 0.14 0.17 0.14
Single Phase, T=150 °C | 0.17 0.18 0.12 0.14 0.24 0.22
Single Phase, T=250 °C | 0.16 0.14 0.05 0.07 0.61 0.45

For the same 3 amines, pH was calculated for water quality of 0.206, 0.499, and

0.900. Comparison of MULTEQ and IEC calculations are plotted in Figure 4-7 through

Figure 4-9. From these plots, two phase chemistry calculations can be seen to be not as

accurate as single phase chemistry calculations. Furthermore, for calculations with

noticeable differences, such as the morpholine plots, the difference increases as the

quality increases. This trend implies that the major contributor to error is differences in

reported data on the distribution of these substances between the gas and liquid phases.

Table 4-1 summarizes the errors for the two phase pH results.

Table 4-3. Percent difference in pH calculated using MULTEQ and IEC for Figure
4-7. through Figure 4-9. shown above.

Ammonia Morpholine ETA
Two Phase, Quality =0.206 0.08 0.13 0.43
Two Phase, Quality =0.499 0.06 0.53 6.32
Two Phase, Quality =0.900 0.07 1.20 0.30

Because comparisons between both single phase and two phase calculations result

in differences that are caused by the data and not calculation methodology. further

comparisons involving more species but using the same methodology can be expected to

yield results which vary only by input data differences. It should be noted that users of
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Figure 4-1. Comparison of single phase pH calculations between IEC and MULTEQ
for ammonia with an acid (HCQ3+) added at a) 50 °C, b) 150 °C, and ¢) 250 °C.
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Figure 4-2. Comparison of singie phase pH calculations between IEC and MULTEQ
for ammonia with a base (N2H4) added at a) 50 °C, b) 150 °C, and c) 256 °C.
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Figure 4-3. Comparison of single phase pH calculations between IEC and MULTEQ
for morpholine with an acid (HCO3+) added at a) 50 °C, b) 150 °C, and ¢) 250 °C.

106



10

10

0.1 1

0.01
Morpholine Concentration [ppm])

(b)

100

1
1
!
i
|
!
|
l
L

——— MULTEQ N2H4 =100 ppm
& SPMN2H4 =100 ppm

~ — — — MULTEQ N2H4 =1 ppm

pH ®  SPMN2H4 =1 ppm

....... MULTEQ N2H4 =0.1 ppm

®  SPMN2H4 =0.1 ppm
MULTEQ Neutral
- A  SPMNeutral
0.01 0.1 1 10 100
Morpholine Concentration [ppm]
(@) _
8
73

pH

—— O

tt
0.01

— 55
0.1 1

10 100

Morpholine Concentration [ppim]

(c)

Figure 4-4. Comparison of single phase pH calculations between IEC and MULTEQ

for morpholine with a base (N2H4) added at a) 50 °C, b) 150 °C, and c) 250 °C.
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Figure 4-5. Comparison of single phase pH calculations between IEC and MULTEQ
for ETA with an acid (HCO3+) added at a) 50 °C, b) 150 °C, and ¢) 250 °C.
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Figure 4-6. Comparison of single phase pH calculations between IEC and MULTEQ
for ETA with a base (N2H4) added at a) 50 °C, b) 150 °C, and ¢) 250 °C.
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Figure 4-7. Comparison of two phase pH calculations between IEC and MULTEQ
for ammionia at different temperatures for water qualities of a) 0.206, b) 0.499, and
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Figure 4-8. Comparison of two phase pH calculations between IEC and MULTEQ
for morpholine at different temperatures for water qualities of a) 0.206, b) 0.499,
and c) 0.900.
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the SPPDP may change input data on chemical species that is used in the IEC. Overall
agreement of the SPPDP’s IEC with the industry code, MULTEQ, is quite good. This

accuracy is expected as both are based on similar physical principles.
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Chapter 5. Flow Accelerated Corrosion Model

With the first three SPPDMME calculation modules discussed and verified, this
chapter describes the main model used for the final calculation, degradation rate. The
mode] discussed is used to predict Flow Accelerated Corrosion (FAC), the most prevalent
of the four Flow Induced Material Degradation phenomena described in Chapter 2. The
last section of Chapter 3 discusses the SPPDMME approach to modeling the other 3

degradation phenomena.

As outlined in Chapter 2, the advantage of an empirical model is that it provides a
numerical prediction of wear rate dependent on all known significant parameters. The
advantage of the mechanistic model is that it provides a prediction of wear rate whose
validity is likely to extend to sets of conditions that have not been tested or verified. For
the purpose of the SPPDP, the best model available in the literature, the Kastner model is
combined with a physical understanding of the nature of the phenomenon gained from
mechanistic models. Wear predictions of the resulting model, the New FAC Model,
(NFM) are then compared to those of the Kastner model for experimental and plant data
and to a second empirical model, the Chexal-Horowitz model, for published data. Having

verified the NFM, the model is incorporated into the SPPDP.

5.1. Modifications to the Kastner Model

The models described in Chapter 2 culminate from significant research on the
various parameters affecting the FAC rate. Understanding of the electrochemical and

mass transfer principles incorporated into the mechanistic models described in that
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chapter and analysis of literature and the functional dependencies incorporated in the
empirical Kastner model indicate a number of modifications that can be made to improve

the predictions of the Kastner model. These modifications include:

1) the decoupling of velocity and alloying element content at low alloying element
content,

2) elimination of the effect of oxygen for bulk oxygen concentrations below a critical
value,

3) an improvement in the two-phase correlation used to estimate liquid phase velocity,
and

4) an adjustment of the cold pH factor to predict wear at higher values of pH.

A final modification ensures physicaily accurate trends at high and low temperatures. All
modifications preserve the model’s predictions outside the specified range of the variable

being modified.

5.1.1. Decoupled Parameters: Pipe Alloying Element Concentration and Water
Velocity

Modifying the effect of low alloying element content in the Kastner model was
motivated by recognition that the Kastner model did not evenly fit Kastner experimental
data at low alloy content, nor did it correlate well with published data of the Chexal-
Horowitz model. Decoupling of the velocity and alloying element content effects, was
based on information presented by other investigators and the fact that no experimental
evidence of their coupling beyond the time of the film formation has been seen. Film
formation is not modeled in the current versior, because the model only addresses

prediction of wear rate under constant conditions after film formation.

Two sources of experimental data exist on the effect of alloying element content

on the FAC wear rate, experiments at Electricité de France (EDF) and Kastner’s data
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(Kastner et. al., 1984). It should be noted that a third experimental study for twec phase
flow carried out at velocities not typical of those in a power plant will not be considered
(Huijbregts, 1984). The experiments performed at EDF (Ducreux, 1982; Bouchacourt,
1988) consisted of single phase and two phase flow with water velocity at 56 m/sec and
60 m/sec, respectively. Based on the single phase experiments, Ducreux presented an
expression for the increase in FAC wear rate resistance relative to a reference material for
the statistically significant alloying eiements: chromium, molybdenum, and copper
(Ducreux, 1982). This data can be reanalyzed to determine an.expression for the decrease

in FAC rate due to these alloying elements as follows (Cragnolino et. al., 19838):

F(aec) = exp(—5.16 - aec*) (Eq. 5-1)

where

aec* = Cr(%) +0.19- Mo(%) + 0.40 - Cu(%) (Eq. 5-2)

Bouchacourt showed that the two phase data fit this expression (Bouchacourt, 1988). The
expression used to fit experimental data derived by Kastner for the effect of alloying

element content is discussed below.

Though a number of authors have implied the existence of potential coupling
between velocity and alloying element content, none (except Kastner) include such a
factor in the final predictive wear rate model (Chexal et. al., 1996, Woolsey, 1988).
Numerous mechanistic and empirical models use a separable factor to describe the
alloying element effect, including the updated Berge model (as described in Chexal er.
al., 1995, pg 4-90), the BRT-Cicero model developed by EDF used to predict French

power plants’ FAC wear rate (Bouchacourt, 1987; Chexal et. al., 1996, pg. 4-94), and the
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Chexal-Horowitz model (see Eq. 2-4). A separable factor implies no coupling between

alloying element content and velocity.

Figure 5-1 shows the Ducreux correlation plotted against the published data of the
Chexal-Horowitz model normalized to match the published data point at negligible
alloying element content (~0.025%). This normalization allows comparison of trends due
to changes in alloying element content. Note that the Ducreux correlation only provides
a prediction of trends for changes in alloying element content. For an incregse in both
molybdenum and chromium content, the correlation matches the published data at this
low velocity (6.1 m/sec). Because the Ducreux correlation was based on data taken at
higher velocities, one may assume that similar trends at this lower velocity implies the
use of the Ducreux correlation as a separable factor in the Chexal-Horowitz model. That
is the incorporated alloy content factor for the Chexal-Horowitz model is not velocity

dependent.

The Kastner model couples the velocity and alloying element content. The
alloying elements considered in the Kastner model are chromium and molybdenum as
noted in Table 2-1. The Kastner model evenly weights these elements using the sum of
their concentrations as an independent variable. In the above text, the Kastner model was
generalized as a separable equation including a factor that depended on alloying element
content, velocity, and temperature (see ig. 2-3). Close examination of this factor shows

that it can be further decomposed into three factors of the form:

F,(v,T,aec) = F, (aec,T)- F,”(v,T) -exp(-v *aec). (Eq. 5-3)
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Figure 5-1. Comparison of Chexal-Horowitz published data for increase in Cr and
Mo content at 300 °F against the Ducreux factor normalized to the same rate at
negligible alloying element content. (Hydraulic diameter = 47, O, = Tppb, v=20
ft/sec, cold pH = 7, geometry = 90 degree elbow.)

Analysis shows that the Kastner model matches Ducreux experimental data for the single
phase test conditions (v = 56 m/sec and T = 180 °C) used. As expected, the Kastner

model is also fitted to Kastner’s single phase experimental data.

The majority of Kastner’s data is for very high® alloying element content (80% of
the data is for alloying element content greater than 0.25%, possibly more typical of
German plants) with a velocity range of 5-39 m/sec. Because the Kastner data fit is

heavily weighted by this relatively high alloying element content data, data fit at low

® “Very high’ refers to the fact that most researchers agree that an alloying element
content greater than 0.10% is sufficient to inhibit FAT for single phase flow (e.g. Chexal
et. al., 1996, pg.4-85).
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alloying element content is degraded. Because wear rate is most significant at these low
alloying element contents, it is essential to model this region more accurately than at high
alloying element content. Figure 5-2 shows the Kastner model wear predictions modeled
against the experimental measured data. The low alloying element content data is not
dispersed evenly within the scatter of the remaining data, indicating that at low alloying

element content the model predicts too low of a wear rate.

Because of the arguments presented above, the Kastner model was modified for

alloying element content less than 0.25%, so that the NFM form becomes:

F,(v,T,aec) = F, (aec,T)-F, (v,T)-exp(—C,, -aec) aec <0.25% (Eq. 5-4)

where aec is defined as for the Kastner model, and C,. is a constant determined to be 4.0.

’

This new factor combined with F, , gives a similar relative decrease in FAC rate for
alloying element content increasing from O to 0.25% as does the Ducreux relation (Eq.
5-2). Figure 5-3 shows a plot for various velocities of the NFM with and without this
alloying element content modification. The y-axis is normalized to a FAC wear rate
without this modification and with 0% alloying element content. Note that for the NFM,
the relative change in FAC wear rate is not a function of velocity below alloying element

content of 0.25% as it is above 0.25%.

5.1.2. Oxygen Effect as a Threshold

An extensive study by Woolsey has shown that above a critical concentration of bulk

oxygen, the FAC wear rate is abruptly reduced (Woolsey, 1986). Oxygen

7 The range of pipe alloying element content, <C.25%, is typical of US power plants.
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Figure 5-2. Plot of the Kastner model calculated FAC wear rate against measured
FAC wear rate for Kastner experimental single phase data.

concentrations below this value have no effect on the FAC rate. The deaerated FAC rate
and the mass transfer coefficient of the oxygen determine this critical bulk oxygen
concentration. In the Woolsey experiments, the specimen potential was measured as well

as the FAC wear rate.
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Figure 5-3. Comparison of the Kastner model to the NFM for a range of velocities.
The y-axis is the FAC wear rate normalized to the value of the Kastner model at 0%
alloying element content.

At low values of bulk oxygen concentration, it was found that the specimen
electrochemical potential was low. Increases in bulk oxygen up until the critical
concentration caused neither changes in potential nor in the FAC wear rates. At oxygen
concentrations near the critical value, the specimen potential increases, and the FAC wear
rate is abruptly reduced. These observations are consistent with the rate of oxygen
reduction being cortrolled by the mass transfer of the oxygen to the surface. At low
values of bulk oxygen concentration and low specimen potential, the hydrogen evolution

reaction,
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2-H*+2e——2-H, (Eq. 5-5)

is the major contributor to the cathodic process. This cathodic reaction is balanced by the
anodic production of ferrous ions. At oxygen concentrations near critical, however,

oxygen reduction,

10,+H,0+2e —2-0OH" (Eq. 5-6)

begins to compete with hydrogen evolution, raising specimen potential. An increase in
specimen potential will increase the stability of the magnetite film thereby reducing the
solubility of the magnetite film, reducing the metal dissolution process, and increasing
the relative contributionr of oxygen reduction to the cathodic reaction, which further

increases the specimen potential. The process is, therefore, self-accelerating.

To determine the critical bulk oxygen concentration, then, one must equate the
anodic and cathodic reactions by matching the charge transfer processes, deaerated FAC

wear rate and the mass transfer rate of the oxygen:

m \ . »
= Ee_y Thrshld ! (Eq. 5-7)
2 MW, o, MW, nsrvtvp,,
where
m;oz = ho, 'Cozm‘: “Pryo s (Eq. 5-8)

n; = the charge transferred per unit mole of material x [unitless]
rity, = the deaerated FAC wear rate predicted per unit area [massg./area/time],
MW, = molecular weight of species x [mass/mole],

Co

r = the critical bulk oxygen concentration [ppb],
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ho, = the mass transfer coefficient of oxygen [length/time], and
Pu,o = the water density [massy,o/volume],
Thrshld ,, = the experimental factor found by Bignold (0.16 - 0.25)

Cnsrvtvp,, = the median ratio of predicted wear to measured wear for the model
used to determine the deaerated wear rate.

Note that the concentration of oxygen at the metal surface is assumed to be zero in Eq.

5-8. In addition, note that n, 0, ="r =2, as shown in Eq. 5-5 and Eq. 5-6. The effect of

the Thrshld ,,, factor is that the amount of oxygen necessary to induce the threshold

phenomenon is about 4-6 times less than what would be required if the metal loss rate is

equated to the mass transfer of oxygen to the surface. The Cnsrvtv,, factor accounts for

the degree conservatism of the model used to calculate the deaerated FAC rate. For the
Kastner model, this factor is caluculated to be 2.88. (see section 5.2.1.1 for this

calculation.)

In applying this threshold concept to modify the Kastner model, one must
determine the critical bulk oxygen concentration and compare this critical value to the
value measured for the bulk flow. For a measured value below the critical value, the
modified FAC wear rate is equal to the deaerated FAC wear rate. For a measured value
above the critical value, the reduced FAC wear rate must be determined. In this
derivation of a NFM, a measured value above the calculated critical value is computed
using the oxygen factor of the Kastner model. In the context of Eq. 2-3, for a measured

value below critical, the F,(0,) factor is removed; and for a measured value above
critical, the F;(0,) factor is included. Figure 5-4 illustrates the resulting curve for the

NFM as well as that for the Kastner model using the original oxygen factor.
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Figure 5-4. Comparison of FAC rate relative to deaerated conditions due to
variation in the bulk oxygen concentration for the NFM and Kastner model. The
critical oxygen concentration is determined as a functicn of the deaerated FAC rate
and mass transfer coefficient of the oxygen.

To determine the critical bulk oxygen concentration, then, the deaerated FAC
wear rate and mass transfer coefficient of the oxygen to the metal surface must be
computed. Eq. 5-7 and Eq. 5-8 can be rewritten as

MW, 1

2 Thrshid ,, - ————— (Eq. 5-9)
hoz *Ph,o MW,, Cnsrvtve,

- »
mFe

C =

Oxcrit

A suggested correlation for ho, is given for fully developed flow as (Berger and Hau,

1977)

D, p
h, =D2 -(2+c-Re’- Sc¢”?) (Eq. 5-10)

2
H
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with

c¢=0.0165+0.011- Sc-exp(-Sc), (Eq. 5-11)
a=0.86- 10 Sc - exp(—Sc) (Eq. 5-12)
47+ Sc)? ’ ]

v-D,
Re = (the Reynolds number), (Eq. 5-13)
Sc= F"- (the Schmidt number), (Eq. 5-14)

0,
where

D, = the oxygen diffusion coefficient in water (Woolsey, 1986) [m?/sec}

D,, = the hydraulic diameter[m]
v = the mean liquid velocity [m/sec]
v = the dynamic viscosity of water [m*/sec].

The deaerated FAC wear rate, 71y, , is given by the NFM with no oxygen factor included.

Appendix D. New FAC Model summarizes the equations of the NFM.

5.1.3. Mass Transfer Effect Incorporated as the Friction Velocity

Ideally, any model, whether empirical or mechanistic, would use the mass transfer
coefficient in the pipe as an input variable. The above discussion of the Sanchez-Caldera
and Bignold mechanistic models indicates the importance of the mass transfer coefficient
on the FAC wear rate. Two investigators specifically describe the FAC process as a mass
transfer limited dissolution of the oxide surface (Bouchacourt, 1988; Bignold, 1988). As

shown in Eq. 5-10 through Eq. 5-14, the mass transfer coefficient is related to the mean
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liquid velocity, the hydraulic diameter, and temperature (through the temperature

dependence of the water and diffusing species properties).

One may then be motivated tc convert the Kastner model to use the mass transfer
coefficient as an input variable. The Kastner model, unfortunately, uses only velocity and
temperature as input variables, neglecting the effect of hydraulic diameter (see Table 2-
1). The motivation for using these two input variables is likely that an empirical model
does not seek to utilize first principles in developing a curve fit. In fact, functional
dependence is determined only by the fit to experimental data in which a single
parameter is varied (Kastner and Riedle, 1986). Neglect of the effect of the hydraulic
diameter in the Kastner model is likely due to the fact that this parameter was not varied
in the single phase experiments upon which the model functional dependencies were
determined. In the case of FAC wear rate in which temperature affects oxide solubility,
pH, and mass transfer coefficient, using a single parabolic temperature factor (as is
essentially done in the Kastner model) combines these multiple dependencies. A
conversion of the Kastner model to use mass transfer coefticient as opposed to velocity as
an input variable, would therefore require complete reformulation of the empirical model
with respect to temperature as well. This refurmulation was not possible since oniy

approximately 120 data points were available to the author.

Application of the model to two phase flow provides a significant motivation for
the conversion of the model so that the mass transfer coefficient rather than velocity is
used as an input parameter. In two phase annular flow, (a flow regime typical of the two
phase flow found in power plants), the relation between the mean liquid velocity and the

mass transfer coefficient is not the same as that for single phase flow because of the
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difference in the liquid velocity profile for annular flow. A model using mean fluid
velocity as an input parameter is not likely to accurately predict the two phase flow FAC
wear rate, which is a mass transfer controlled process. This fact almost certainly
contributes to the increase in the data scatter between Figlires 2-5 and 2-6, which depicts
the Kastner model predictions against measurements for single and two phase flow,
respectively. In contrast to mean fluid velocity, the friction velocity u*, which is defined

as:

L (Eq. 5-15)
p

(where 7, is the wall shear stress and p is the water density), characterizes the transport
dimension for both single and two phase flow. A model using friction velocity as an input
parameter as is done by Sanchez-Caldera, is likely to predict more accurately the two
phase flow FAC wear rate. Like the mass transfer coefficient, the friction velocity
includes the dependence upon hydraulic diameter and temperature. Like the mass transfer
coefficient then, conversicn of the Kastner model to incorporate friction velocity rather
than mean fluid velocity would require complete reformulation of the model. (Note that
the friction velocity does not characterize the mass transfer of a particular species; i.e. it
does not depend on the diffusivity of a particular species. A model using friction velocity
would necessarily need to include an additional factor including the ferrous ion

diffusivity.)

A velocity modification of the Kastner model, however, is possible without
complete reformulation of the model. The modification is only applicable to 2 phase

flow. This modification involves using a different 2 phase flow void fraction correlation
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(used to determine mean liquid phase velocity), the Chexal-Lellouche void fraction
correlation (Chexal et. al., 1991), with characteristics that better fit the problem at hand.
The Kastner model is principally derived from single phase laboratory experiments
(Kastner, 1987). To apply the Kastner model to two phase flow, the Kastner models uses
a two phase correlation determining void fraction for annular flow based on water mass
flux and quality (Rouhani, 1969). By calculating void fraction, the mean fluid velocity
can be determined for the annular flow. This mean fluid velocity is used in the Kastner

correlation as the bulk liquid velocity would be used for single phase flow.

The author noted, in comparing the two phase friction velocity, the mean fluid
velocity calculated using the Rouhani correlation, and the mean fluid velocity calculated
using the Chexal-Lellouche correlation (Chexal et. al., 1991), that the Chexal-Lellouche
correlation fit the trends of the friction velocity better than the Rouhani correlation over
range of mass flux, quality and temperatures that are typical of PWR secondary cycles.
For these three correlations, Figure 5-5 shows the relative change in velocity as a
function of temperature for a typical value of mass flux and quality. The matching trend
shown in the figure is typical throughout the range of mass flux, quality, and temperature
investigated. This figure illustrates that the Chexal-Lellouche calculated fluid velocity

matches the friction velocity curve better than the Rouhani calculated fluid velocity.

Therefore, the NFM uses the Chexal-Lellouche correlation to determine the fluid
velocity instead of using the Rouhani. Like the Kastner model, the mean fluid velocity for
2 phase flow is used as would be the bulk fluid velocity for single phase flow. The

advantage of the Chexal-Lellouche correlation is two fold:
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Figure 5-5. Friction velocity vs real velocity trends normalized to the value
computed at 150 °C. Conditions for calculation are mass flux of 25¢ kg/m*/sec and
flow quality of 0.9, typical of an extraction steam line.

1) It computes a liquid velocity which similar in magnitude to what would be computed

by the Rouhani correlation (i.e. they are both computing fluid velocities) and
2) It matches the trends of friction velocity for a wide range of 2 phase flow conditions.

Because fluid velocity determined by the Chexal-Lellouche correlation trends with
friction velocity, the correlation is expected to better characterize the mass transfer
process that the model is attempting to predict. Because the nominal value determined by
the Chexal-Lellouche correlation is a mean fluid velocity, as is used for the single phase
data upon which the Kastner model is developed, the correlation is not expected to

introduce error.

5.1.4. Cold pH Factor

Both empirical models discussed in Chapter 2 use the cold pH (pH measured at
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25 °C) as an input parameter to the model because that is the parameter typically
measured and available from plant data. The pH that directly affects the corrosion rate,
however, is the hot pH, or pH at the temperature of the fluid. For single phase flows cold
pH corresponding to a specific hot pH differs depending on the amine used to control pH.
For two phase flows, the cold pH measurement is the value of pH for mixture of the
vapor and liquid at 25 °C. In this case, cold pH differs considerably from the hot pH in
the liquid, because amines partition between vapor and liquid, and the degree of

partitioning depends on the amine species..

Ideally, then one would rather correlate an empirical model based on the hot pH
of the liquid. Since the SPPDP supplies this information as outlined in Chapter 3, the
SPPDP could take advantage of this correlation to predict FAC rate with less uncertainty.
Similar to arguments presented previously, the nature of the Kastner model and
insufficient experimental data, however, prohibits this approach. Because the Kastner
model is an empirical model, one cannot simply replace the current factor (a parabolic

curve) with a physically based curve fit, even if the cold pH factor is separable®.

® The reason for this is as follows. To create a physical model for a separable pH factor,
one would need to base it on the physical quantity affecting FAC rate, the hot pH. Hot pH
is a function of concentration, temperature, and amine type (and quality for 2 phase
flow). Cold pH is a function of only concentration and amine type. A physical model
proposing a separable hot pH factor would then correspond to a separable cold pH and
temperature factor. The Kastner model includes cnly a separable cold pH factor implying

that the incorporation of temperature effects, the difference between cold pH and hot pH,

is implicit in the F, (aec,T)-F, (v,T) terms of Eq. 5-3. Furthermore, no physical

explanation exists for the parabolic cold pH factor. Again, a replacement of the cold pH
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A modification of the cold pH factor used by the Kastner model is necessary as
presented here. For single phase flow, the Kastner predicts a cold pH value greater than
9.39 to be prohibitive of FAC. This prediction is in conflict with most other researchers.
Modification of this separable factor is motivated by the observation that numerous
researchers have reported FAC wear for cold pH values above 9.39. Furthermore, the
Kastner model is based on data of which only about 15% is at cold pH other than 7.0 and

only 5% is at a cold pH values greater than 9.39.

The modification of the cold pH factor incorporated into the NFM takes into

account a number of constraints. It should:

a) cause minimal change in prediction rates at lower cold pH values,
b) use the same equation form as the original factor, and
c) fit the data of other researchers at higher cold pH values.

The first constraint ensures minimal change throughout the remaining pH range where
the Kastner model is in agreement with published information from other researchers.
The second constraint ensures that the new cold pH factor is consistent with the
unmodified temperature factor that presumably accounts for the difference between hot

and cold pH (see footnote 3). The final constraint is met as discussed below.

The Kastner model has a cold pH factor of the form:

F,(pH)=1-0.175*(pH -7)". (Eq. 5-16)
The NFM replaces this cold factor with:

factor with a hot pH factor would require a complete reformulation of the empirical

model. Insufficient data exists to reformulate the empirical model. If such data did exist,
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F,(pH)=1-0.128*(pH - 7)%. (Eq. 5-17)

Figure 5-6 shows the effect of the adjustment on the pH factor. Note this adjustment has
no effect at a pH value of 7. With the adjustment of the pH factor, a pH value of 9.79 is
considered to be prohibitive of FAC. Chexal indicates that the cold pH controlled by
ammonia which is prohibitive of FAC is 9.7 0.1 (Chexal, et. al. 1996). As the Kastner
model is conservative, it makes sense that the predicted maximum cold pH devised is
larger than that quoted. Because the Kastner model is based on single phase data with
ammonia controlling the pH, and the cold pH is a function of the amine type, only data
reported for single phase FAC with pH controlled by ammonia is used to verify this new
factor. Table 5-1 compares the prediction of NFM to the data from 3 different
investigators. in all cases the NFM is greater than that reported as is consistent with the
conservative Kastner model philosophy. As will be explained in section 5.2.1.1, the
conservatism of the NFM is calculated to be 2.88. The values of the NFM predicted over
‘source’ wear from Table 5-1 bound this mean indicating that the 0.128 factor of Eq. 5-

17 is a good estimate.

5.1.5. Low and High Temperature Correction

The final modification made to the Kastner model corrects a common negative
characteristic of empirical models. Empirical models tend to make non physical
predictions for sets of conditions outside the range of conditions to which they were fit,
but within the range of conditions for which the model is intended to be valid. For the

Kastner model, this occurs at high and low temperatures for changing velocity. At high

it would not be necessary to go through the process of improving the Kastner empirical
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Figure 5-6. Change of cold pH factor in NFM based on literature data.

Source Cold | Source FAC Kastner NFM Ratio of NFM
pH |rate Model FAC | [107? in/yr] /Source wear
(107 in/yr] rate rate
[10° in/yr]
Chexal- 9.4 12 0.7 43.6 3.64
Horowitz
Model
Bignold 9.5 7.87 0.4 13.7 1.74
Experiment '
Bouchacourt 9.6 1.04 0.8 1.77 1.71
Experiment

Table 5-1. Comparison of NFM wear predictions with literature data for high values
of cold pH using ammonia.

and low temperatures, the Kastner model predicts increasing wear for decreasing
velocity. Experimental data and a physical understanding of the problem support the

opposite trend, increasing FAC wear with increasing velocity regardless of temperature.

Figure 5-7 shows the Kastner model prediction of wear for two different alloying
element concentrations, a range of velocities, and typical conditions for the remaining

parameters. The graph shows that above 240 °C, increasing wear is predicted for

model.
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decreasing velocity which is not consistent with experimental data. Below 60 °C the
same trend is predicted. One can see that at 240 °C, under these typical conditions the

wear predicted is still significant, near 50 pgm/cm”2/hr.

FAC wear [micro gm/cm”2/hr]

%% 230 240 250 260 270 280 290
Temperature {degrees C]
¥%6¢  Alloying Element Content = 0.0 wt%, Velocity = 30 m/sec
B88 Alloying Element Content = 0.0 wt%, Velocity = 7 m/sec
-==- Alloying Element Content = 0.04 wt%, Velocity = 30 m/sec
— - Alloying Element Content = 0.04wt%, Velocity = 15 m/sec
~~ Alloying Element Content = 0.04 wi%, Velocity = 7 m/sec
— Alloying Element Content = 0.04 wt%, Velocity = 0.1 m/sec

Figure 5-7. Kastner model prediction of FAC wear at high temperature for typical
conditior:s: cold pH=9.4, 90° bend, deaerated (02 < 02,), time of operation = 12
yrs.

The reason for this nonphysical trend is determined by analyzing the F,”(v, T)
term of Eq. 5-4. At temperatures for which the derivative of this term with respect to
velocity is negative (above 240 °C and below 60 °C), a modification of the was made.
With increasing temperature between 150 °C, where FAC is predicted to peak, and 240
°C, the Kastner model predicts a lessening dependence of FAC on velocity. At about 240

°C, the FAC rate predictions are not dependent on velocity. The modification to Kastner

134



model assumes this characterstic is maintained, so that above 240 °C and below 60 °C the
FAC rate is not dependent on velocity and is set to a nominal value of 15m/sec.

Analytically, the NFM incorporates the following relation:

oF, (v,T) <0
ov

Figure 5-8 shows the resulting the result of this modification for the same set of

F, wT)=F, (v=15m/sec,T) if . (Eq. 5-18)

conditions present in Figure 5-7.
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888 Alloying Element Content = 0.0 wt%, Velocity = 7 m/sec
~=°  Alloying Eiement Content = 0.04 wt%, Velocity = 30 m/sec
— - Alloying Element Content = 0.04wt%, Velocity = 15 m/sec
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—— Alloying Element Content = 0.04 wt%, Velocity = 0.1 m/sec

Figure 5-8. NFM prediction of FAC wear at high temperature for typical
conditions: cold pH=9.4, 90° bend, deaerated (02 < 02), time of operation = 12
yrs.
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5.2. Comparison to Other Models

To verify whether the NFM gives more accurate FAC wear rate predictions than
the Kastner model, both were used to predict wear rate for Kastner’s single phase
experimental data, and two sets of data from US power plants. Additionally, the NFM

predictions are compared to the published Chexal-Horowitz model predictions.

5.2.1. Kastner Model

The Kastner model is compared to the NFM for three data sets: Kastner’s single
phase laboratory data, Millstone Unit 2 single phase data, and Millstone Unit 3 two phase

data.

5.2.1.1. Single Phase Laboratory Data

Kastner published single phase experimental data conditions and measured FAC
raies (Kastner et. al., 1984). Using this information, the NFM FAC rate predictions can
be compared to measured wear data. Figure 5-9 illustrates this comparison. For single
phase data only, the third modification affecting two phase flow does not take effect. One
expects to see an increase in the predicted wear rate on average. The other modifications
cither increase the model wear rate prediction or do not change it. All points are now
conservatively predicted though much fewer are immediately adjacent to the bound of
calculated and measured wear equivalence. The data, however, have slightly less scatter

using the NFM as shown below.

To comparc the results of the two models, this scatter is quantified. First the ratio

of calculated to measured wear is computed for each data point, i,
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Figure 5-9. Piot of the NFM calculated FAC wear rate against measured FAC wear
rate for Kastner experimental single phase data.

. »
Fe calculated ;

m
————— = (Eqa 5"19)-

Fe.meassured ;

RtC_M', =

Second the mean of the natural logarithm of this ratio is computed,

f;ln[mc_,,i]

== . 5-20).
Hin_r N (Eq )
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By taking the natural logarithm of the ratio, a calculated value that is twice the value of
the measured value is weighed equal to a calculated value that is half the measured value.
This mean characterizes the expected conservatism for the models and is used in later
calculations of model accuracy. That is, regardless of the data the model should replicate
this conservatism as closely as possible. To quantify the scatter, the standard deviation of

the natural logarithm of the ratio is computed,

'
O x =[% g[um_k --1n[ﬁetc_,‘,i]]2]2 (Eq. 5-21).

The mean and standard deviation above calculated characterize a lognormal fit to the
ratio of calculated to measured wear. By taking the exponential of the mean, one finds the

median value of this distribution,

Mdng, =exp(i,y &) (Eqg. 5-22).

This median characterizes the typical proximity of calculations to measurements for each
model (or conservatism). Finally, the value of the ratio of the 95" percentile value of this

distribution to the median of this distribution is computed,

_Rat; o

Rt =—S=M%5
" = Mdn,,

=exp(1.645* 0, ) (Eq. 5-23).
This value can be thought of as the value one would have to multiply and divide the

median, Mdn,, , to span 90% of the lognormal distribution of Rr._ ;-

For the wear calculations of both the NFM and the Kastner mode! and their
corresponding measurements shown in Figure 5-9, the four values described by Eq. 5-20

through Eq. 5-23 are computed. Table 5-2 compares these values for all measured values
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above 1 pg/cm?/hr. The equivalent thickness reduction rate is 0.01 lmm/yr which is the
lowest rate for which one should be concerned. At this rate, a 1 mm thick pipe would
require 50yrs to be reduced to half of its thickness. As expected based on observations of
Figure 5-9 and the changes made to generate the NFM, the NFM predictions have a

greater median ratio, Mdn,, , than the Kastner model predictions. The increase in the

median value is of little concern, because one could simply multiply by a factor less than
one to reduce the conservatism of the model to level of conservatism desired. The spread

of the data represented by, Rt has decreased slightly for the NFM. This result is

span ?
considered to be positive, because presumably the Kastner model is optimized on the
Kastner laboratory data. The true advantage of the NFM is expected when it is
extrapolated to conditions not well characterized by iaboratory data, because the NFM
incorporates more physically based trends. This improvement is shown in the following

comparisons of plant data predictions.

Table 5-2. Statistical data comparing the results of the predictions of laboratory
data for the Kastner model and NFM.

Hin g On_r Mdn,, Rt.tpan
Kastner Model 0.919 0.604 2.51 2.70
NFM 1.057 0.588 2.88 2.63

5.2.1.2. Single Phase Millstone Unit 2 Data

The Kastner model and the NFM were both used to predict wear rates for a set of

pipes from Millstone Unit 2. The pipes originate from potentially flashing systems such

as the moisture separator drains, and saturated systems such as feedwater heater drains.

The geometries are mostly 90° elbows with the exception: sf two reducers and one
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straight pipe. For two data the alloying element content was unknown so it was assumed

to be similar to that in other piping from the plant (Kupinski et.al., 1993).

Figure 5-10 plots the predicted wear for both models against the measured wear
for the pipes. The bounds on this figure indicate the range one would expect from the
Kastner model. In general, though the wear predictions are not as conservative as one
would expect for the Kastner model, the NFM gives better predictions than does the
Kastner model. The blanket method refers to the method of determining a pipe thickness
based on a set of UT tests over a grid. The blanket method involves determining the
change in wall thickness over a user defined area of the pipe which includes some pipe at
the original thickness. This area is then progressively moved over the complete set of UT
data. Of the number of methods for determining a thinning rate, the blanket method is

considered the most accurate.

To quantify the accuracy of the two models the mean and median are calculated
using Eq. 5-20 and Eq. 5-22 above. Table 5-3 compares the conservatism of these models
to that expected based on predictions of laboratory data described in the previous section.
The NFM can be seen to have a median of the ratio of predicted to measured values,
Mdn,, , much closer to that from single phase laboratory data than does the Kastner
model. The NFM, then, extrapolates to this single phase plant data more accurately than

the Kastner model.

5.2.1.3. Two Phase Millstone Unit 3 Data

The Kastner model and the NFM were both used to predict wear rates for a set of

pipes from Millstone Unit 3. These piping samples originated from to parallel high
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Figure 5-10. Plot of measured single phase plant data from Millstone Unit 2 against
predicted wear as calculated with the Kastner model and the NFM.

Table 5-3. Comparison of statistical data for predictions by the NFM and Kastner
medel of single phase plant data from Millstone Unit 2.

Kastner Laboratory Data Millstone Unit 2 Data

Hin_r Mdn,, Hiv_r Mdn,,
Kastner Model 0.919 2.51 -0.643 0.526
NFM 1.057 2.88 0.453 1.573
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temperature extraction steam lines with two phase flow of approximately 90% flow
quality and mass flux of 700 kg/m*/sec. The data consisted of straight pipes and 90°
elbows. In the case of two phase flow the Kastner model designates the bulk oxygen
concentration be set to zero. Therefore, only the alloying element content modification
and two phase void fraction correlation change cause a change in results from the Kastner

model.

Figure 5-11 plots the predicted wear for both the Kastner and the NFM against the
measured wear for the pipes. The bounds on Figure 5-11 indicate the range one would
expect from the Kastner model. The two clumps of data, one at higher wear rate than the
other are reflective of the two different geometries for which wear is being predicted:
elbows and straight pieces. The elbows experience greater wear. Figure 5-11 shows that
the NFM fits the measured data better than the Kastner model, under-predicting only a
single point and including the majority of the other points within the expected
conservative bounds. The band method referred to in the plot is a second method for
converting UT tests into a pipe wear rate. Determination of wear rate by this method
involves computing the greatest variation in thickness for each band or circumference
around the pipe. This method is conservative in that it results in a measured thinning rate
larger than the actual thinning rate. The method does not readily distinguish between
variation in wall thickness due to FAC wear and that from manufacturing. In Figure 5-11,
note that the band method measurements are normally to the right of band method
measurements. For a given predicted FAC wear rate, then, the band method results in a

larger measured wear rate.
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Figure 5-11. Plot of measured two phase plant data from Milistone Unit 3 against
predicted wear as calculated with the Kastner and the NFM.

To quantify the accuracy of the two models for predicting this two phase plant
data similar calculations are performed for the mean and median using Eq. 5-20 and Eq.
5-22 above. Table 5-4 compares the conservatism of these models to that exped ‘=d based
on predictions of laboratory data described in section 5.2.1.1. Again, the NFM can be

seen to have a median of the ratio of predicted to measured values, Mdn,, , much closer
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to that from two phase laboratory data than does the Kastner model. The NFM, then,

extrapolates to this two phase plant data more accurately than the Kastner model.

Table 5-4. Comparison of statistical data for predictions by the NFM and Kastner

model of two phase plant data from Millstone Unit 3.

Kastner Laboratory Data Millstone Unit 3 Data

Hin_r Mdn,, Hin_r Mdn,,
Kastner Model 0.919 2.51 -0.446 0.640
NFM 1.057 2.88 0.553 1.738

5.2.2. Chexal-Horowitz Model

In this section, the NFM predictions are compared against a set of published
Chexal-Horowitz model data (Chexal, et. al. 1996). Previous comparisons of the Kastner
model results to the Chexal-Horowitz model results showed the Kastner model to
typically predict a factor that was 2-4 below that of the Chexal-Horowitz model. Because
the Kastner model is supposed to predict a conservative value, one may estimate the
difference in the Kastner model and Chexal-Horowitz model to be about an order of
magnitude. Because the modifications made to the Kastner model increase the calculated

FAC wear rate, one would expect better matching to the Chexal-Horowitz data.

Figure 5-12 and Figure 5-13 show the model predictions for NFM and Chexal-
Horowitz, respectively, for a range of chromium concentrations. The change in
temperature is more peaked for the Chexal-Horowitz model as is true for the remaining
comparisons. The peak value for the NFM is slightly greater than that for the Chexal-
Horowitz model at low chromium concentration and a factor of 3 higher at high
chromium concentration. Because of the modification of the alloy content dependence, it

is not surprising that the NFM trends match better with the Chexal-Horowitz data.
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Figure 5-12. NFM predictions for variable chromium concentrations.
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Figure 5-13. Chexal-Horowitz model predictions for effect of chromium
concentration (Chexal ef.al.,1996).
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Figure 5-14 and Figure 5-15 show the model predictions for NFM and Chexal-
Horowitz, respectively, for a range of molybdenum concentrations. The peak value for
the NFM is slightly greater than that for the Chexal-Horowitz model at low molybdenum
concentration. At high molybdenum concentrations, the Chexal-Horowitz model peak
value is greater by about 80%. Recall that the Chexal-Horowitz model uses the Ducreux
correlation for which the molybdenum concentrations is weigeted at 1/5 of chromium

(see Eq. 5-2) while the NFM model weights both chromium and molybdenum evenly.

Figure 5-16 and Figure 5-17 show the model predictions for the NFM and
Chexal-Horowitz, respectively, for a range of velocities. The peak value of the predicted
FAC rate for the highest velocity is about 25% higher for the NFM and about 60% higher
for the lowest velocity as compared to the Chexal-Horowitz model. The change in the
FAC rate for this set'of velocities is a stronger dependence for the Chexal-Horowitz
model. The change in FAC rate with velocity of Figure 5-17 is approximately
proportional to v°°®implying that the velocity is incorporated into the model as a mass

transfer coefficient (see Eq. 5-12). In contrast, the velocity dependence of the NFM is

exp(v) (see Eq. 5-3). Note the effect of the last modification at high and low

temperatures removes the dependence on velocity at these temperatures all together.
Figure 5-18 and Figure 5-19 show the model predictions for NFM and Chexal-

Horowitz, respectively, for a range of oxygen concentrations. Similar to the analysis

before, the NFM model shows a larger drop over the range from O to 10 ppb, but both

models essentially predict no wear beyond 30 ppb.
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Figure 5-14. NFM predictions for variable molybdenum concentrations.
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Figure 5-15. Chexal-Horowitz model predictions for effect of molybdenum
concentration (Chexal et.al.,1996).
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Figure 5-16. NFM predictions for variable velocities.
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Figure 5-17. Chexal-Horowitz model predictions for effect of velocity (Chexal

et.al.,1996).
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Figure 5-18. NFM predictions for variable oxygen concentrations.
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Figure 5-19. Chexal-Horowitz model predictions for effect ofdifferent oxygen
concentrations (Chexal et.al.,1996).
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Figure 5-20 and Figure 5-21 show the model predictions for NFM and Chexal-
Horowitz, respectively, for a range of pipe diameters. Note that the NFM model does not
use pipe diameter as an input parameter (see Table 2-1 or Figure 5-20). A likely
contribution to the relatively high value of the Chexal-Horowitz model predictions as
compared to other parameters (Figure 5-13 through Figure 5-20 and Figure 5-23 through
Figure 5-25) is the smail diameter pipe, 4in, used for the comparisons. Such a small pipe
is not typical of power plant piping susceptible to single phase FAC. Because the NFM
model does not use the pipe diameter as input, the model is likely to only be conservative

by a factor of 2 or 3 for larger pipes.

Figure 5-22 and Figure 5-23 show the model predictions for NFM and Chexal-
Horowitz, respectively, for a range of cold pH values. At the peak value for low pH, the
NFM predicts a value 80% greater than the Chexal-Horowitz model and at the high value
for pH, the NFM mode predicts a value about 6 times larger. This indicates that over the
range of pH from 8.7 to 9.39 the value of Chexal-Horowitz medel is more sensitive to

changes in pH value.

Figure 5-24 and Figure 5-25 show the model predictions for NFM and Chexal-
Horowitz, respectively, for various piping geomeiries. The Chexal-Horowitz model
predictions indicate a more complicated function is used as a to represent temperature
than is used for the NFM model. At the peak value for the 180° turn, the NFM predicts a
value larger by about 25%. At the peak value for the straight pipe, the Chexal-Horowitz

model predicts a value larger by about 100%. Piping geometry of the NFM model is the

® Typical vent line piping from the tube side of reheaters to the high pressure feedwater

heaters may be 4 inches in diameter, but this flow is two phase at high quality.
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Figure 5-20. NFM predictions for variable pipe diameters.
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Figure 5-22. NFM predictions for variable pH values.
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Figure 5-23. Chexal-Horowitz model predictions for effect of pH (Chexal
et.al.,1996).
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least developed of the independent variables and is expected to vary significantly when

compared with other models.

Overall, the NFM compares well with the published Chexa!-t{orowitz model. The
conservative NFM model typicall; predicts larger wear rates than the Chexal-Horowitx
model, though not always as large as one might expect. Discrepancies can often be

explained by the specific conditions being modeled.

In summary, from the physical understanding of the FAC wear process, five
modifications have been made to the empirical Kastner model. The modifications

include:

1) decoupling of velocity and alloying element content at low alloying element content,

2) elimination of the effect of oxygen for bulk oxygen concentrations below a critical
value,

3) an improvement in the two-phase correlation used to estimate liquid phase velocity,
4) an adjustment of the cold pH factor to predict wear at higher values of pH, and

5) the removal of velocity dependence at high and low temperature to ensure physically
accurate trends.

This resulting NFM was then shown to better predict Kastner’s lab single phase data,
Milistone Unit 2 single phase data, and Millstone Unit 3 two phase data. Finally, the
NFM was compared against published data for the Chexal-Horowitz model and shown to
have good agreement. The NFM, as described in Appendix D. New FAC Model, is

incorporated into the SPPDP to predict FAC wear rate.

These resuits show the z!vantage gained in predicting FAC v/ear rate by
incorporating into the model the physical principles that underlie the process. The author
recognizes the need for checking this NFM against a greater amount of data to increase

confidence that the changes are accurate. With more data it would also be possible to
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Figure 5-25. Chexal-Horowitz model predictions for effect of pipe geometry (Chexal
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reformulate the Kastner model in terms of friction velocity or mass transfer coefficient,
both of which characterize the transport layer. More data would also allow reformulation
of the model with hot pH as an input parameter indicating the true hydrogen ion activity.

Both endeavors are left for future work when significant amounts of data are available.
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Chapter 6. Results and Discussion

To show reduction in uncertainty when predicting FAC wear and investigate
potential sources of uncertainty in this prediction, the Secondary Plant Pipe Degradation
Program (SPPDP) is used to model the secondary system of a power plant. The modular
and technical features of the SPPDP can be best demonstrated by using the program to
model a specific plant. While individual plant components modeled in the SPPDP were
validated separately to ensure all possible inputs resulted in correct calculations (see
Chapter 4), modeling a plant provides validation of the SPPDP’s ability to model an
entire system properly. Because of the amount of available information for Kori Unit 3,
this plant is used to demonstrate the ability of the code to model thermodynamic, thermai
hydraulic, and chemistry conditions for the secondary side of a power plant. Specifically,
those parameters that are known to affect the FAC wear rate are computed. Upon
calculating these parameters, wear rate predictions are made for different locations in

Kori Unit 3 and compared to measured values with good agreement.

Using the Kori Unit 3 plant modeled in SPPDP as a base case, the contribution to
uncertainty of the current method for incorporating chemistry parameters is investigated.
This analysis shows considerable contribution to wear prediction uncertainty from
postulated off-normal chemistry conditions. Recommendations on wear prediction

methodology that can minimize this uncertainty are given.
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6.1. Modeling Kori Unit 3: Nominal Operating Conditions

The process of building a system model in the SPPDP necessitates a significant
amount of information. The information used for input into the SPPDP to model the Kori

Unit 3 secondary system came from five sources:

1) aheat balance (HB} diagram developed in the design of the power plant which
provides nominal mass flow rate and thermodynamic state information for the major

fluid flows at various locations throughout the plant (see Figure 6-1),

2) piping and instrumentation (P&I) diagrams of the secondary system which provide
information on mass and signal flows that are included in measurement and chemistry

control, and information on parallel components connections,

3) isometric drawings of the pipes which provide specific information about pipe

diameter, orientation with respect to gravity, and geometry,

4) plant specific chemistry calculations and average cycle measurements of chemical

species concentrations at particular locations within the secondary, and
S) measured pipe wear rate data at 45 specific locations in the secondary system.

The HB diagram was primarily used for input and validation of the
thermodynamic calculations. P&I diagrams and isometric drawings were used for input
of piping segment information relevant for the thermal hydraulic calculation. The
chemistry data was used to validate pH calculations at particular locations in the plant.

The wear data is used to assess the accuracy of ths developed model.
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Figure 6-1. Heat Balance Diagram of Kori Unit 3 Secondary at 100% load, 1%
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6.1.1. Thermodynamics

The HB diagram used to provide input for modeling the Kori Unit 3 secondary
system is for 100% load, 1% steam generator blowdown, and 0.5% system makeup,
typical conditions for this plant used to provide base load electricity and operate within
EPRI recommended chemistry guidelines. Overall the agreement with thermodynamic
information provided on Kori Unit 3 is very good. Differences in temperature and
enthalpy are typically less than .01% and can be attributed to round off error and slight
differences in state property relations used. Figure 6-2 shows the Kori Unit 3 secondary

system as it represented in the SPPDP.

Because the mass flow rate information provided in the HB diagram is detailed
for the major liquid flows, good agreement exists for the condensate and feedwater
subsystem flow rates. For the high pressure (HP) turbine and associated reheaters, drain
tanks, and feedwater heaters (FWHs) S and 6, the vent lines are included in the mass
balance. For the low pressure(LP) FWHs 3 and 4, however, the energy increase of the
condensate on the tube side is less than the energy decrease of the heating flow from
extraction lines. Further, the P&I diagram shows vent lines for these two FWHs. While
including these vent lines has a minor effect on the thermodynamics, their effect is
significant on ensuring sufficient heat transfer in removing noncondensibles from the
shell and on chemistry in removing volatile amines (reducing pH) and oxygen from the
drain lines. For these reasons vent lines were included in modeling FWHs 3 and 4, even
though they are neglected on the HB diagram. Table 6-1 lists the HB diagram mass flow

rates and modeled mass flow rates using SPPDP.
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chemistry interfaces of the secondary system.
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Table 6-1. Comparison of mass flow rates and tube and shkell temperature
differences caiculated by SPPDP and indicated on the HB diagram (in parentheses)
for the low pressure feedwater heaters 1-4 of Kori Unit 3.

Feedwater Heater #

1 2 3 4
SPPDP Value
(HB Value)
Drain Mass Flow Rate | 1808515 1432965 1027320 557484
[Ib/hr] (1818365) (1442815) (1037170) (561984)
DT Condensing 4.8 (5.0 4.8 (5.0) 4.8 (5.0) 5.0(5.0
Section [°F]
DT Drains Cooling 9.5(10.0) 9.5 (10.0) 9.8 (10.0) 19.9 (10.0)
Section [°F] .

A comparison of component efficiencies and the system power output also shows
good agreement between SPPDP calculations and HB information. Table 6-2 lists the
component efficiencies computed for the turbines and pumps. All pump efficiencies are
close to that information listed on the HB diagram and the computed efficiencies for the
Low and High Pressure Turbines are reasonable values.

Table 6-2. Comparison of component efficiencies and system power produced

calculated by SPPDP and indicated on the HB diagram for turbines and pumps of
the system.

Component Isentropic Component Power

Efficiency [%] [MW]

SPPDP HB SPPDP HB
High Pressure Turbine {MW] 82 - 330.68 -
Low Pressure Turbines [MW] 82.25 - 673.32 -
Main Feedwater Pump Turbine 75 75 10911 10.689
[MW]
Condensate Pumps [MW1] 86.56 85 5.0748 -
Heater Drain Pumps [MW] 85.95 85 0.9673 -
Feedwater Pumps [MW] 84.79 85 10.689 -
Generator Efficiency [%] - - - 98.92
Generator Output [MW] - - 987.17 989.90
Heat Rate [BTU/kWhr] - - 9600 9626
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Table 6-2 also lists SPPDP calculations of the energy produced by the turbines
and the energy consumed by the pumps. Computing the generated electric energy at the
generator terminals based on these SPPDP calculations again shows good agreement with
HB diagram information. The error in the computed generator output power is 0.28% and
the error in the computed heat rate is 0.27%. The error in the reported Main Feedwater
Pump Turbine (MFPT) power is 1.99%. The MFPT power listed exactly matches the
power consumed by the Feedwater Pumps so this 1.99% difference is likely to be caused
by the fact that the HB diagram value reported includes mechanical losses and the SPPDP

calculation does not.

6.1.2. Thermal Hydraulics

The essential parameters calculated in the thermal hydraulic calculation that affect
the degradation rate are the liquid velocity used for estimating FAC wear and the vapor
velocity used for estimating droplet impingement wear. As indicated section 3.3.3, the
input to this calculation includes mass flow rate, steam quality, and pipe internal
diameter. Pipe internal diameters are taken from the isometric drawings. No velocity
information was supplied for Kori Unit 3, so validation of those velocities calculated
against measurements is not possibie. Liquid and vapor velocities compuied for the
locations where FAC wear measurements have been supplied are listed in Appendix F.

Kori Unit 3 Raw Data.

6.1.3. Residence Time: Component Volumes and Piping System Lengths

In order to perform time dependent Non Equilibrium Reactions for a system

modeled in the SPPDP, one must supply information on pipe lengths and component
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volumes. (see section 3.3.4.2). This information is necessary to determine the amount of
time species spend in the various components, referred to as residence time, which affects

the extent of species removed and produced in reactions.

The pipe lengths used for the Kori Unit 3 system are taken from the isometric
drawings. Information of component volumes in Kori Unit 3 is not readily available.
Estimates on FWH shell and tube volumes are based on throughput times as indicated in
the literature (Jonas, 1988) and FWH schematics given in the Heat Exchange Institute
(HEI) design recommendations (HEI, 1979). Appendix E. Kori Unit 3 Component
Volume Calcuiations provides the set of expressions used to determine volumes for three
sections of the FWHs: the tube section, the condensing section, and the drain cooling
section. The latter two of these sections comprise the shell section, referred to section
3.2.1. Moisture Separator volume is determined in a similar manner from drawings
provided in the literature (Cohen, 1989). Condenser volume is based on HEI
recommerdations that the hotwell be able to contain full power flow for 1minute and
assuming the hotwell is approximately 1/3 full during normal operation (HEI, 1978).
Steam generator volume is determined from information on a typical Westinghouse
Model F design (EPR]I, 1985). Reheater tube volumes and drain tank volumes are
estimates. Residence times for Junctions, Turbines, and Pumps are approximated to be
zero. Appendix E provides the assumptions, equations, and references used to determine
the remaining component volumes. Table 6-3 summarizes the results from Appendix E
giving, state information, the component volumes, the number of similar components
modeled in parallel (based on P&I diagrams), and the resulting computed residence time

by the SPPDP.
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Table 6-3. Summary of component volumes and residence times computed for the
Kori Unit 3 secondary system.

Component (Section) Pres- | Temper | Component | Number of | Residence
sure -ature Volume Parallel Time [sec]
[psia] | [°F] [m”3] Components

Condenser 0.735 |92 63 1 59.15
Feed- Tube 430 94 3.80 3 10.76
water Condensing | 2.22 130 0.757 3 9.83
Heater 1 | Drain Cooling | 2.22 103 1.67 3 21.75
Feed- Tube 375 125 3.30 3 9.24
water Condensing 5.71 168 0.658 3 10.65
Heater 2 | Drain Cooling | 5.71 135 1.45 3 23.67
Feed- Tube 375 163 3.36 3 9.19
water Condensing | 20.1 228 0.669 3 14.68
Heater 3 | Drain Cooling | 20.1 173 1.47 3 33.19
Feed- Tube 375 223 3.45 3 9.14
water Condensing 62.2 375 0.687 3 26.79
Heater 4 | Drain Cooling | 62.2 243 1.51 3 61.09
Feed- Tube 1140 | 369 7.30 2 8.25
water Condensing 171.6 | 318 1.45 2 25.8
Heater 5
Feed- Tube 1140 | 364 7.70 2 8.12
water Condensing 4004 | 445 1.52 2 11.53
Heater 6 | Drain Cooling | 400.4 | 374 3.34 2 26.88
Steam Generator 1140 | 440 60 3 86.78
Flash Tank 907 533 0.5 1 28.38
First Stage Reheater 412.7 | 448 2.5 4 179.94
Drain Tank
Second Stage Reheater 9135 |534 4.5 4 197.07
Drain Tank
Moisture Separator Drain | 176 371 4.5 2 52.53
Tank
Feedwater Heater Drain 171.6 | 369 36.0 1 60.15
Tank
Moisture Separator 180.6 | 373 28 2 41.35
Reheater | First Stage 425.2 | 451 05 4 3.44

Tube

Second Stage | 916 534 05 4 1.93

Tube

For Table 6-3, temperatures and pressures refer to inlets of components (or

sections) except for the FWH Drain Cooling section for which outlet values are listed.
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Further, condensate pressures listed in the table are not exact. Because these pressures are
not computed by the SPPDP and because they do not significantly affect the calculations

performed to predict the degradation rate, there was no need to reevaluate the pressures.

The condensate and feedwater subsystems require the most accurate residence
time information. Because of the nature of chemistry control used in Kori Unit 3 (see
6.1.4 Chemistry), modeling these subsystems and the corresponding source terms
accurately is sufficient for modeling the parameters currently identified to affect the FAC
rate. Combining the pipe and component transit times for theses subsystems results in a
total transit time between condenser and stream generator of 2 minutes for the model of
Kori Unit 3. This transit time matches well with that reported in the literature (Jonas,

1988).

6.1.4. Chemistry

As is typical of PWRs, Kori Unit 3 uses All-Volatile Treatment (AVT) chemistry
control (EPRI, 1993). For Kori Unit 3, pH control is provided by ammonia and the
deoxygenated environment is achieved by hydrazine injection. As mentioned previousty,
the two main chemistry parameters affecting FAC are the pH and oxygen concentration.
Therefore chemistry modeling of Kori Unit 3 using the SPPDP includes hydrazine,

ammonia (as well as other decomposition products of hydrazine), and oxygen.

Chemistry modeling can best be described in terms of the source and sink
processes that affect these various chemistry groups. Hydrazine is injected after the
condensate pumps, reacts with oxygen in the condensate and feedwater subsystems, and

predominantly decomposes to animonia before returning to the condenser. Ammonia is
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injected after the condensate pumps as well and removed via system leakage and air
ejection from the condenser. Ammonia is produced by hydrazine decomposition to a
lesser extent than it is removed, thus requiring injection. As a relatively volatile amine,
ammonia partitions predominantly into the vapor phase as it is transported through the

two phase portions of the s«‘:condary.lo

The major source of oxygen ingress is air inleakage into components operating
below atmospheric pressure. For Kori Unit 3 at 100% power, the subatmospheric
components modeled by the SPPDP are the condenser and the first two feedwater heaters.
Potential oxygen ingress may also come from makeup water fed into the condenser.
Available measurements of oxygen concentration only indicate concentrations exiting the
condenser, for which it is not possible to discern the amount of oxygen coming from
makeup water as opposed to air inleakage. For the purpose of predicting FAC, the
important parameter to match to measurements is the exiting condenser concentration.
Therefore, the model of Kori Unit 3 simply assumes that the oxygen concentration comes
solely from air inleakage, the major source for most plants. Beyond the steam generator
oxygen exists predominantly in the vapor phase because of its high volatility. The
resulting concentration in the liquid portion of two phase flows is too low to provide

protection against FAC beyond the steam generator.

Figure 6-2 shows the model generated in the SPPDP indicating the locations for

chemical injection, air inleakage, system leakage, and system makeup water input in red.

'° The volatility of ammonia relative to other amines used in other PWRs and modeled in
the SPPDMME including morpholine and ETA result in a lesser portion of the amine in
the liquid flow, reducing the pH protection necessary to inhibit FAC.
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Note that though the system leakage is modeled to occur only after the Jast feedwater
heater. This leakage actually occurs throughout the condensate and feedwater
subsystems, but no error occurs in computing reaction rates by assuming it occurs at a
single location. Reaction rates are based on species concentration. The concentrations are
not affected by leakage flow because leakage removes species at the same concentration

as the bulk flow thus not affecting bulk concentration,

Chemistry data provided for Kori Unit 3 indicates that the nominal operating
conditions include feedwater cold pH (measured at 25 ° C) equal to 9.4 and condenser
exit oxygen concentration less than 10 ppb. An air inleakage value of 6 SCFM was
assumed based on limits indicated by the HEI to maintain such low oxygen
concentrations in the condensate. For a nominal value of typical condenser ejection flow
rate of 750 1b/hr the resulting exit condenser oxygen concentration is 8.0 ppb. Values of
ammonia and hydrazine injection were adjusted and the model of Kori Unit 3 run until
steady state values of 9.4 for feedwater cold pH and 55 ppb for condensate hydrazine
were achieved. (Note that the most recent EPRI guidelines recommend a condensate

hydrazine concentration greater than three times the oxygen concentration.)

With the known measurements of water chemistry met, attention is turned to
checking the accuracy of the SPPDP calculations for the rest of the Kori Unit 3 model.
To adequately predici FAC wear rate, the secondary system cold pH and the condensate
and feedwater oxygen concentrations must be calculated accurately. The following

sections provide validation of these calculations.
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6.1.4.1. System pH Validation
In order to validate the chemistry calculation for the model of the Kori Unit 3

secondary system, SPPDP results are compared against chemistry information provided
by the utility for the same system. Additional information on this data indicates that
though the run is for 100% power, the thermodynamic conditions used differ from those
used in developing the plant model in the SPPDP in terms of both flow rates and
thermodynamic state. Because not enough information is given to determine the entire
secondary system state used as input for this data, it is not modeled in the SPPDP.
Instead, the model based on the HB diagram is used to compare results with expectations
that trends will still match. Despite differences in thermodynamic state, the SPPDP
results match well with those of the utility data provided and certainly follow the same

trend.

Differences in calculations between SPPDP and data provided by the utility may
exist because the data given does not specify the exact location in the component to
which the calculation correspond. The most significant differences in the data exist for
the FWH shell side values of hot pH (with the exception of FWH 5). The location in each
component to which the CW values refer is not clear. The SPPDP value shown in Table
6-4 for each “Feedwater Heater Shell Side” is the value calculated at the drains cooling
section exit. Because of changes in temperature through the drains cooling section, hot
pH increases by as much as 0.6 pH units. Therefore, SPPDP values are larger than those
reported from the utility data, but not by more than 0.6 pH units so that the iniet and
outlet SPPDP values bound the reported utility value. Values calculated for FWH Shell
Side 5 do not differ, because this FWH does not have a drains cooling section. A similar

explanation exists for differences in data for the tube sides of FWHs 5 and 6. In this case,
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the SPPDP value given is for the exit of the FWH tube. Because the temperature is
increasing, the value of hot pH decreases by 0.3 pH units through the tube section.
Therefore, the value calculated by the SPPDP code is less than that reported in the utility
data, but not by more than 0.3 pH units. Again the SPPDP inlet and outlet values bound

the reported utility values.

Table 6-4. Comparison of SPPDP results for modeled secondary system with utility
data for operation at 100% power. For two phase lines the cold pH reported is for
the mixture of steam and water. The concentrations and hot pH are for the water
phase only. For superheated steam no amine concentration or hot pH is reported as
no water phase is present.

Cold pH Hot pH Ammonia
SPPDP(Utility) | SPPDP(Utility) | [ppm]
SPPDP (Utility)

Steam Generator Blowdown Line | 9.03 (9.01) 5.79(5.77) 0.28 (0.28)
Steam Generator Outlet Steam 9.36 (9.38) 5.80(5.77) 0.28 (0.29)
High Pressure Extraction Line #1 | 9.37 (9.38) 5.87 (5.87) 0.28 (0.24)
HP Extraction Line #2 9.37 (9.38) 8.05 (8.00) 0.28 (0.18)
Moisture Separator Drain Line 8.96 (8.95) 6.13(6.13) 0.23 (0.23)
Low Pressure Extraction Line #1 | 9.40(9.38) - -

| Low Pressure Extraction Line #2 | 9.39 (9.40) 7.03 (6.99) 0.21 (0.22)
Low Pressure Extraction Line #3 | 9.40 (9.40) 7.59 (7.58) 0.20 (0.20)
Low Pressure Extraction Line #4 | 9.40 (9.40) 8.03 (8.02) 0.18 (0.19)
#1 Feedwater Heater Tube Side 9.39 (9.37) 8.62 (8.62) 1.08 (0.96)
#2 Feedwater Heater Tube Side 9.39 (9.37) 8.13(8.12) 1.08 (0.96)
#3 Feedwater Heater Tube Side 9.39 (9.40) 7.50(7.51) 1.08 (1.06)
#4 Feedwater Heater Tube Side 9.39 (9.40) 6.95 (6.97) 1.08 (1.06)
#5 Feedwater Heater Tube Side 9.36 (9.40) 6.45 (6.52) 0.98 (1.06)
#6 Feedwater Heater Tube Side 9.36 (9.40) 6.12 (6.20) 0.98 (1.06)
#1 Feedwater Heater Shell Side 9.36 (9.38) 8.94 (8.62) 0.89 (0.97)
#2 Feedwater Heater Shell Side 9.38 (9.38) 8.49 (8.13) 0.95 (0.97)
#3 Feedwater Heater Sheli Side 9.40 (9.40) 8.02 (7.52) 1.03 (1.07)
#4 Feedwater Heater Shell Side 9.41 (9.40) 7.32(6.97) 1.06 (1.07)
#5 Feedwater Heater Shell Side 9.40 (9.40) 6.51 (6.52) 1.02 (1.07)
#6 Feedwater Heater Shell Side 9.39 (9.40) 6.43 (6.20) 0.99 (1.07)
#1 Reheater Drain Line 9.39 (9.38) 5.87 (5.87) 0.24 (0.24)
#2 Reheater Drain Line 9.39 (9.38) 5.80 (5.77) 0.28 (0.28)
#] Drain Tank 9.02 (9.01) 6.05 (5.77) 0.16 (.028)
#2 Drain Tank 9.32 (9.30) 6.43 (6.41) 0.77 (0.73)
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6.1.4.2. Condensate and Feedwater Oxygen Concentration Validation

Non Equilibrium Reaction results for hydrazine in the model of Kori Unit 3 in the
SPPDP are compared with Figure 6-3(Chexal et. al., 1996). Figure 6-3 shows the typical
trends for the amount of oxygen removal and ammonia production through the
condensate and feedwater subsystems of a PWR plant. Because the transit time from
condenser to steam generator is not given for the figure, one cannot make direct
numerical comparisons with the SPPDP results. Comparison of trends in oxygen

reduction and ammonia production, however, can be expected to match.
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Figure 6-3. Hydrazine reaction with oxygen and decomposition to hydrazine in the
condensate and feedwater subsystems.

For a condensate hydrazine concentration, Figure 6-3 shows oxygen reduction
from 10 ppb at the condenser to | ppb at the steam generator entrance. For a condensate
hydrazine concentration of 55 ppb, the SPPDP calculates an oxygen reduction from 8.0

ppb to 1.2 ppb at respective locations. Figure 6-3 also shows mirimal ammonia
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production (<1 ppb) from hydrazine decomposition below 300 °F. At the outlet of FWH
4 (at 290 °F), the SPPDP calculates an increase in ammonia concentration of 0.32 ppb.
Beyond 300 °F, Figure 6-3 shows ammonia production of 3.5 ppb. The ammonia
production computed for the model of Kori Unit 3 in SPPDP is 2.2 ppb. For higher
concentration of condensate hydrazine and equal total transport time, one would expect a
greater amount of ammonia production and oxygen reduction. Because the values given
in Figure 6-3 are greater than the SPPDP resuits, one can conclude that the transit time
used to develop the figure is longer. In any case, the general trends of production and

removal shown in the figure match well with calculaticns of the SPPDP.

6.1.5. FAC Wear Rate Predictions vs Measurements

To test if the SPPDP can be used to accurately predict FAC wear rate, one must
compare FAC wear predictions from the code to measured data for the plant modeled.
For 17ori Unit 3 measured wear rates for piping locations marked on the isometric
diagrams were provided by the utility. Wher all information affecting wear is eitner
computed by the SPPDP or supplied as input, the code will automatically compute

predicted wear (see section 3.3.5).

In addition to the thermodynamic, thermal hydraulic, and chemistry data
calculated by the SPPDP, two additional parameters must be supplied to predict the FAC
wear using the SPPDP. These factors are the time of operation for and the alloying
element content of the piping segments being worn. Based on plant cycle information
provided by the utility, the time of operation for the plant at the time the wear

measurements was taken to be 12.66 years. It is assumed that the piping at locations for
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which wear measurements are given have not been replaced since the beginning of
operation for the plant. The alloying element content (the sum of chromium and
molybdenum concentrations) for all piping segments is unknown. The value assumed for
all locations is 0.03% based on nominal values measured for other power plants. Because
this value is unknown for each segment it is expected to contribute to uncertainty in wear

predictions.

At locations in the Kori Unit 3 model in which sufficient information is supplied,
wear predictions are made by the SPPDP. For the 45 locations at which wear predictions
are supplied by the utility, Figure 6-4 shows a log log plot of the wear measured against
the wear predicted using two different methods. The first method is the prediction of
FAC wear with the Kastner Mode! integrated into the SPPDP. The second method is the
wear prediction using the integrated new FAC model described in Chapter 5. A clear

improvement in prediction accuracy is seen for the new FAC model prediction.

Table 6-5 lists the mean and standard deviation (see Eq. 5-20 and Eq. 5-22) of the
lognormal distribution characterizing the ratio of predicted wear to measured wear using
these two methods. For the new FAC model, the mean is almost identical to that found
for the single phase laboratory data of section 5.2.1.1. indicating its accuracy. For the
modified Kastner model, the mean is much lower than that found when predicting
laboratory data. The scatter of the ratio of predicted to measured wear is also
considerably less for the new FAC model. These results indicate the increased accuracy
and significantly reduced uncertainty of the new FAC model. Appendix F. Raw Data
Calculated for Kori Unit 3 lists the raw data computed by the SPPDP code and used to

predict wear rates for the 45 measured locations in Kori Unit 3.
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Figure 6-4. Plot of measured wear rates for the Kori Unit 3 secondary system
against predicted wear rates using the Kastner Model and the new FAC model.

Table 6-5. Mean ratio of caiculated wear to measured wear for the original Kastner

medel and MKKWM. The standard deviation is normalized to that mean ratio.

Hinv p Tin_r Mdn,, Rt.rpan
Kastner Model -1.257 1.729 0.285 17.19
New FAC Model 1.057 0.817 2.861 3.834

For the reported nominal chemistry for Kori Unit 3, SPPDMME gives better

results than were previously possible from information in the literature. These results still

show uncertainty in predicted verse measured wear rates. This uncertainty, however, is
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much lower than that produced from previously reported models. Further, the standard
deviation computed for the Kori Unit 3 data is not as low as that found in Chapter 5 for
single phase data. The expected reason for this is that the percentage of alloying elements
at each location is unknown and this percentage contributes significantly to model

uncertainty (Ardillon, 1994), so the larger value of uncertainty is expected.

6.2. Investigation of Off Normal Chemistry Effect on FAC Rate

As shown in Figure 2.6 and Figure 2.8, FAC model wear predictions plotted
against measured wear rates, and in .he previous section for the SPPDP, a large scatter
exists in the ratio of predicted against measured data. Regardless of the model used for
prediction, the deviation ranges over at least an order of magnitude. Further progress can
be made to reducing uncertainty predictions of FAC wear rate predictions by
investigating those parameters that have not yet been identified to afiect FAC or
investigating the relevance of how currently modeled parameters are incorporated. In
addition to previding a more accurate estimate of degradation rate, the SPPDP can be

used to investigate these contributions to model uncertainty.

The SPPDP was devised to investigate model uncertainties either caused by
unidentified significant parameters or improper combination of the parameters already
incorporated in the model. This section gives the results of an investigation of cold pH
and oxygen concentration are incorporated in the current SPPDMME formulation. The
investigation shows that using nominal values for chemistry parameters over the lifetime

of the plant is a significant contributor to the uncertainty in the prediction rate.
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6.2.1. Chemistry and Time Features of FAC

A number of points are important to consider in comparing the incorporation of
the chemisty parameters in the predicting a time averaged wear value against the events

that actually contribute to the time average wear rate'’.

As previously described in Chapter 5, the chemistry parameters, cold pH and
oxygen concentration, are incorporated differently in the new FAC model than in the
Kastner model. The new FAC model uses a modified pH factor to compute the wear rate
assuming no oxygen is present. This deaerated wear rate is then compared to the transport
of bulk oxygen to the corroding surface. If the supply of oxygen to the surface is
sufficient to inhibit the wear rate, i.e. larger than the necessitated threshold set by the
deaerated FAC rate, it is incorporated in the model as an exponential factor. For values of
oxygen concentration and pH constant over a sufficient amount of time, this model is
expected to accurately predict the resulting constant wear rate. In the current
implementation, nominal values for either the service life or the most recent operating
cycle are input for pH and oxygen concentration. During plant operation, however, the

values of oxygen concentration and pH vary from hour to hour. Because of the threshold

"' There exists a time parameter in the Kastner model which does not differ in the new
FAC model. This parameter is a single input of the time of operation for the piping
segment being worn. For the first 12 years the factor decreases from 1.0 to 0.8. In the
remaining years, the factor increases from 0.8 reaching 2.25 after 30 years of life.
Literature data shows little physical justification for this time factor trend. Insufficient
information exists, however, to change it. Further, it is not clear in the Kastner
formulation, whether this time factor has been validated for times of operation longer

than 12 years.
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effect, nominal values of these parameters are not likely to yield the lifetime averaged or

cycle averaged wear rate.

In addition, numerous investigators recognize that the required time for corrosion
film destruction can be much less (on the order of hours) than that required for corrosion
film reformation. In discussion of chemistry transients, Jonas notes, “Destruction of
passivity can occur quite rapidly; repair and recovery are much slower processes.”
(Cohen, 1989). Kastner reports film formation times of 200 hours (8 days) (Kastner,
1987). Sanchez-Caldera reports film formation times of 150 hours, about 6 days
(Sanchez-Caldera, 1984). Bignold and Woolsey show the importance of chemistry
history on current wear rates (Bignold and Woolsey, 1980). Therefore, off normal
chemistry operation occurring only for a few hours can have impact on the wear rate for

the ensuing days.

Finally, current typical operating conditions for pH and oxygen concentration for
plants such as Kori Unit 3 are chosen based on EPRI guidelines. Current guidelines
specify a maximum suggested condensate oxygen concentration of 10 ppb before
corrective action must be taken, but no lower limit (EPRI, 1993). As shown in the next
section, currently advised oxygen levels are on the oxygen threshold with the potential
for slight changes in oxygen concentration to cause large oscillations in the steady state
wear rate. Oxygen concentrations above 30 ppb are required before corrective action

must be taken in conjunction with reduced power.

Information supplied by Kori Unit 3 utility indicate that older guidelines are used
for determining pH. These EPRI guidelines specify a final feedwater pH range for all-

ferrous systems with condensate polishers in operation (such as Kori Unit 3) of 9.0t0 9.6

176



for which no corrective action neec be taken. At pHs below 9.0 corrective action should

be taken but reduction in power is not required.

In summary investigation into a history effect of the chemistry parameters can be

justified by the following observations:

1) the sensitivity of wear calculation in the range of reported oscillations of pH is
significant. This pH value determines the deaerated wear rate which affects the
threshold oxygen concentration,

2) the time of corrosion film destruction is significantly shorter than the time of
corrosion film reformation,

3) current typical operating chemistry conditions result in wear conditions near the
oxygen threshold, and

4) the current EPRIPWR Secondary System Guidelines provide only an upper bound on
suggeste:d oxygen concentration (FAC wear worsens for lower oxygen
concentrations) and a large range in allowed pH

In essence, input of a single averaged parameter throughout the service life of the
degrading piping segment is insufficient. These observations motivate the quantification
of uncertainty in the wear rate prediction caused by the history effect of chemistry

parameters.

6.2.2. Calculated Uncertainty Caused by a History Effect of Chemistry Parameters

The SPPDP is used to investigate the history effect of the chemistry parameters
and the resulting effect on wear prediction uncertainty. Because no additional parameters
are being investigated, the model of Kori Unit 3, described in Section 6.1. is used without
the necessity for inputting additional plant information. For the same 45 wear locations
used in the previous section, wear rate is determined for a set of postulated off normal
chemistry conditions. These conditions and their likelihood are determined based on plant

and literature information. Because the SPPDP calculates steady state system pH and
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species concentration based on the system sinks and sources and specie reactions, the set

of chemistry conditions was achieved through an iterative process. The postulated range

of final feedwater cold pH and condenser outlet oxygen concentrations are met by

adjusting injection and air inleakage flow rates, respectively, in the Kori Unit 3 model.

The set of off normal chemistry conditions used is listed in Table 6-6 with the

associated probability of operating in that condition. No continuous chemistry data was

available for a plant of similar design, so the set of conditions are based on the following

sources:

1) Kori Unit 3 information on the range of blowdown pHs for operating cycles prior to

1996,

2) feedwater chemistry report which lists the average and minimum pHs and oxygen
concentrations for 31 plants (Jonas, 1988),

3) Millstone Unit 3 information on feedwater pHs for operating cycles prior to 1997, and

4) discussions with plant chemistry personnel (Jones, 2000)

Table 6-6. Postulated off normal chemistry conditions, feedwater pH value and
condenser exit oxygen concentration, with their associated and combined likelihood.

pH | 8.6 9.0 9.2 9.3 94 95 9.6 9.7

Value
02 \(Pr) | (.02) (.05) (.12) 17 (47) (.10) (.05) (.02)
Value
[ppb} (Pr
29 (.02) | 0.0004 { 0.001 0.0024 | 0.0034 | 0.0094 | 0.002 0.001 0.0004
16 (.05) [ 0.001 | 0.0025 | 0.006 0.0085 |0.0235 | 0.005 0.0025 | 0.001
12 (.07) | 0.0014 | 0.0035 | 0.0084 {0.0119 |0.0329 | 0.007 0.0035 | 0.0014
8 (.49) | 0.0098 | 0.0245 | 0.0588 | 0.0833 | 0.2303 | N0.049 0.0245 | 0.0098
6 (.20) |0.004 |0.01 0.024 0.034 0.094 0.02 0.01 0.004
4 (.12) |1 0.0024 | 0.0066 0.0144 ]0.0204 | 0.0564 | 0.012 0.006 0.0024
2 (.05 {0001 1|0.0025 |0.006 0.0085 | 0.0235 | 0.005 0.0025 | 0.001

Probabilities of operating at the each pH value and oxygen concentration are

specified separately. Because these parameters are controlled by different physical
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processes, the combined probability is computed assuming independence of the
parameters. In general operating conditions requiring no corrective action according to
EPRI guidelines were given heavier weight than those requiring corrective action. Due to
lack of data on film destruction rates, no history dependent corrosion film relation has
been developed for the study. Instead, the mismatch in film destruction rates and film
reformation rates is reflected in heavier weighting of the lower values of pH and oxygen

concentration (both of which correspond to higher wear rates).

As is expected, oxygen concentration does not affect wear rate as pH decreases
(increasing the deaerated corrosion rate) and bulk oxygen concentration decreases
(decreasing the available oxygen to passivate the surface) below the threshold value
corresponding to this deaerated corrosion rate. For the entire set of chemistry conditions,
Table 6-7 shows whether the calculated corrosion rate is at the deaerated (D) value for
threc locations. At nominal chemistry conditions the wear for these three locations is low,
medium, and high. It can be seen that for low wear under nominal conditions the pH
value and oxygen concentration must drop lower for the calculated wear to be at the
deaerated value. This threshold trend exists for all wear locations in the condensate and
feedwater. Beyond the steam generator, oxygen concentration is always too low to affect

the wear rate.
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Table 6-7. Designation of whether bulk oxygen concentration is sufficient to affect
wear rate (denoted X for oXygenated) or not (denoted D for Deaerated) for the
analyzed set of chemistry conditions at three wear locations. For oxygenated
conditions bulk oxygen affects the wear rate because it is above the threshold.
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Figure 6-5 shows calculated wear for the same locations. In general, the wear
increases as the pH value and oxygen concentration decreases. The threshold indicated in
Table 6-7 is reflected in each part of Figure 6-5 where wear rate reduces quickly with
little change in the chemistry parameters. Just as in Table 6-7 the higher the deaerated
wear, the larger the bulk oxygenation concentration at threshold. Appendix G. Kori Unit
3 Off Normal Chemistry Data shows this information for all calculated single phase
locations. Note that for piping segments with 2 phase flow, the input pH for the new FAC
model is 7.0 regardless of the actual cold pH. Further, due to the large volatility of
oxygen, the oxygen liquid concentration is well below the threshold value. Therefore, for
locations with 2 phase flows, there will be no change in the predicted wear rate for this
set of chemistry conditions. This prediction by the new FAC model is not supported by

data'?, but is a feature carried over from the Kastner model.

For each wear location, this calculated wear can be plotted against its probability
of occurrence as listed in Table 6-1. Figure 6-6 shows typical histograms of wear rate for
the three wear locations used in the previous two figures. As expected, they show a
distribution peaked at midrange values of wear with tails at higher and lower wear rates
caused, correspondingly, by lesser and greater values of both pH and oxygen

concentration.

'? The main motivation for using heavier amines to control pH, such as morpholine or
ETA, is their relatively low volatility (when compared with ammonia) which ensures

better corrosion control in the liquid phase. A number of utilitics uses these less volatile
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Figure 6-5. Contour plot of calculated wear for the analyzed set of chemistry
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Figure 6-6. Typical histograms of SPPDP predicted wear rates for the model of Kori
Unit 3 for the entire set of chemistry conditions analyzed.

conditions. By integrating these wear rates over the period of interest (e.g. an operating
cycle) and dividing by that period, one calculates an integrated wear rate. Provided
sufficient number of samples are taken, which is true in this case because of the number
of hours in an operating cycle, the resulting integrated wear rate for the assumed set of
plant conditions will be the mean wear rate for the distributions at each location. This
integrated wear rate can be compared to the wear rate that would result from inputting the

nominal chemistry conditions (as computed in section, 6.1.5 FAC Wear Rate Predictions

vs Measurements).

For the feedwater and condensate subsystems, this difference reflects oscillations
in both pH and oxygen concentration conditions. Wear rates in the remaining single

phase systems including drain lines for the moisture separators, the heater drain tank, and
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the FWHs are affected only by changes in the pH conditions. As explained earlier,
locations with 2 phase flow are not predicted to be affected by this set of chemistry
conditions because the volatile oxygen is typically below the threshold concentration and
the pH value is assumed to be zero. For this purpcse of this analysis, then, locations with

2 phase flow are omitted.

The statistical parameters (using Eq. 5-20 and Eq. 5-22) are computed for two
groupings of locations: the feedwater and condensate subsystem locations (affected by
pH and O2 changes - 19 locations) and all single phase locations (averaging in all
affected locations - 35 locations). Table 6-8 lists the results. These calculations are
performed with the results from the nominal conditions of section 6.1.5 and the off
normal conditions of this section. By comparing the results from these two groupings of
conditions, one can see that the inclusion of the effects of off normal chemistry results in
an increase in the median ratio. The increase for the first grouping of locations (which
includes only locations affected by both pH and oxygen changes), 0.26 or 15%. is greater
than that increase for the second grouping of locations (which includes all affected
locations), 0.21 or 9%, indicating that the oxygen parameter is in itself a significant
contributor. This increase is an improvement because this median ratio is approaching the
value of 2.88 expected for the new FAC model as established in section 5.2.1.1 (this
section shows the results of the new FAC model in predicting Kastner laboratory data).
This approach to 2.88 is true for both groupings of locations with the median value over
all single phase reaching 2.59. As this median approaches the value of 2.88 the
uncertainty of the model reduces. Therefore, off normal chemistry is a significant

contributor to the reported uncertainty of the model specifically in the condensate and
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feedwater subsystems and in gen?ral for all single phase locations. Recall that the Kori
Unit 3 system analyzed has significant uncertainty caused by the fact that alloying
element content for all locations is unknown and therefore estimated for these
calculations. With this uncertainty removed, then, analyzed difference in nominal and

integrated wear rates would be a larger portion of the caiculated uncertainty.

Table 6-8. Lognormal Mean and corresponding Median of the ratio of predicted to
measured wear for locations affected by off normal water chemistry.

Nominal Chemistry Conditions Off Normal Chemistry
Conditions
Hin g Mdn,, Hin g Mdn,,
Condensate and 0.548 1.73 0.674 1.96
Feedwater
Locations
All Single Phase 0.866 2.38 0.952 2.59
Locations

6.2.3. Recommended Methodology for History Effect Into Wear Rate Prediction

Having established that current practice of using lifetime or operating cycle
nominal chemistry values for computing FAC to be not sufficient for determining
accurate wear rates, a methodology for improving these techniques is fairly evident.
Combining the developed SPPDP with plant data measured over much shorter periods
(averaged over periods on the order of an hour) and integrating the computed wear rates
for these periods over the time of interest will give a more accurate estimate of wear rate.
For previous operation of plants historical chemistry data will be needed. For current
operation, real time measured plant data can be used to not only predict wear rate, but to
modify operation by weighing in this information. In both cases, the SPPDP computes

the changirg wear based on changing input chemistry data and already input system
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information with relative ease. This method is in keeping with the future intent of
SPPDMME, to provide real time calculations of the numerous degradation processes
occurring, providing a more comprehensive set of information from which one can make

decisions.

Overall wear can be reduced by continually monitoring the effects of plant
chemistry operation on degradation rates. Current EPRI guidelines designate only an
upper bound on condensate oxygen concentration to minimize corrosion product
transport. FAC increases for decreasing bulk oxygen concentration, precipitously so for
oxygen concentration decreasing just below the threshold value. For plants with
successful chemistry control of their secondary systems, a lower bound on condensate
oxygen concentration or different injection of hydrazine (the oxygen scavenger) may be
justified. This lower bound will be plant specific but can be determined by the using the

SPPDP.

In this chapter, the SPPDP modular and technical features were tested with
success by demonstrating the SPPDP’s ability to predict pipe wear for the Kori Unit 3
plant. The prediction of this wear was shown to have lower uncertainty than codes
currently available in the literature. Second, the code was used to analyze significant
contributors to wear rate prediction uncertainty by modeling plant off normal chemistry
conditions. Based on this analysis, recommendations were made to reduce FAC wear rate
and FAC wear rate prediction uncertainty. This exercise exhibits the potential of the
developed environment to aid in improving plant operation and maintenance activities by
supplying more accurate predictions of degradation rates and serving as a method to

investigate unidentified causes for degradation.
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Chapter 7. Conclusions and Future Work

7.1. Conclusions

The goal of this thesis was to improve the methodology for predicting wear
caused by Flow Induced Material Degradation mechanisms. This objective was achieved
by reducing the uncertainty associated with the prediction of Flow Accelerated Corrosion
(FAC) phenomenon, the most prevalent of these degradation mechanisms. In reducing
uncertainty, three sources were addressed as described in Chapter 1: parameter
uncertainty, model inaccuracy, and incomplete condition information (the latter two of

which are typically grouped into model uncertainty).

To achieve this goal, a flow system analysis methodology was developed to
translate plant information into parameters that affect wear at the location in which the
wear is taking place. Such a methodology not only meets the requirements of the thesis
but lays the groundwork for future improvements in wear prediction methodology. The

combined set of goals met by this methodology include:

1. Reducing uncertainty in the degradation rate prediction by
e reducing parameter uncertainty by calculating parameters in a consistent manner,

¢ reducing model inaccuracy by incorporating more physically based parameters and
relations, and

¢ identifying and incorporating into wear predictions significant parameters that are not
currently used in models.

2. Quantifying the uncertainty in the degradation rate prediction for specific sets of
conditions.

The flow system methodology was conceived recognizing two major constraints, the

wide range of plant designs that the methodology must accomodate and the variability in



the quality (amount, accuracy, location/completeness) of the data available to describe
the flow system of interest. This flow system analysis methodology consists of two
fundamental concepts: a modular system concept and a sequential propagated calculation
concept. The modular system concept involves breaking down the flow system and
calculations into fundamental pieces (or modules) that can be combined in the necessary
configuration in order to describe the variations of the flow system that are known to
exist. The key feature of these modules is that the set of interfaces that they share with
other modules is identical so that the modules can be connected in any configuration. The
sequential propagated calculation concept determines the method that information is fed
back during analysis. The ability to feedback calculated information based on system
design and parameter information allows one to determine what additional information

must be supplied in the analysis.

This methodology was applied to the secondary system of a PWR to determine
pipe degradation results in the Secondary Plant Pipe Degradation Modular Modeling
Environment (SPPDMME). Chapter 3 described the component modules and calculation
modules of this environment in terms of their capabilities individually as well as their

combined capabilities to meet the following requirements:

1. Calculate conditions that affect degradation at locations where degradation is actually
occurring,

2. Perform these calculations based on fundamental physical relationships,
Perform calculations of parameters based on a single set of relationships.

4. Perform calculations at the level of detail necessitated by application or as possible
based on secondary system information,

5. Perform calculations for a wide range of system designs (typical of the US fleet), and

Determine whether the input of information over or under constrains relationships.
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Component models were defined in terms of the physical components they model as well
as the information flow across their interfaces. Calculation modules were defined in
terms of the set of equations (or models) they incorporate, the information they require
for input, and the information they can calculate. The final form of this environment is
the Secondary Plant Pipe Degradation Program (SPPDP), a program coded in the Visual

Basic® programming language.

The SPPDP and its modules were applied to a number of data sets, to assess the
impact of the program on reducing prediction uncertainty. First, the calculation modules
within the SPPDP were shown in Chapter 4 to accurately predict thermodynamic, thermal
hydraulic, and chemistry parameters known to affect FAC rate. In Chapter 6, the SPPDP
was used to calculate these parameters at the locations where the wear is taking place for
an example system, the secondary side of the Kori Unit 3 plant. This application exhibits
the integrated modular and technical concepts incorporated in the SPPDP as described in
Chapter 3. The resulting accurate parameter calculation at the location of wear described

in Chapter 6 reduces parameter uncertainty.

Second. development of a empirical new FAC model (the NFM, which is
incorporated into the SPPDP as part of a calculation module) based on the empirical
Kastner model reduced model inaccuracy by incorporating changes that reflect physical
properties of the phenomenon and data on FAC wear in the literature. The changes

include:

1. the decoupling of velocity and alloying element content at low alloying element
content,

2. the elimination of the effect of oxygc a for bulk oxygen concentrations below a
critical value,



3. an improvement in the two-phase correlation used to estimate liquid phase velocity,
4. an adjustment of the cold pH factor to predict wear at higher values of pH, and

the removal of velocity dependence at high and low temperature to ensure physically
accurate trends.

The NFM was shown to have slightiy improved accuracy over the Kastner model when
compared using Kastner single phase laboratory data. Because the Kastner model is
optimized for this single phase data, only slight improvement can be expected. Because
of the incorporated changes, however, the NFM is expected to show significant
improvement when extrapolated to regions for which the model has not been optimized.

This expectation is born out in further comparisons to data.

Comparisons to single phase and two phase plant data from Millstone Unit 2 and
3, respectively, showed the NFM to provide more accurate predictions than the Kastner
model. The NFM wear predictions were also compaied to the Chexal-Horowitz model,
used widely by the US utility industry, with good agreement for a wide range of
conditions. Finally, the NFM was integrated into the SPPDP as a calculation module. In
the first haif of Chapter 6, wear predictions for the integrated NFM were compared to
those that would be produced were the Kastner model integrated in the SPPDP. Wear
predictions from integrating the NFM generated more accurate results than an integrated

Kastner model would have, again indicating improved accuracy of the NFM.

Last, to address wear rate uncertainty caused by incomplete condition
information, the SPPDP was used to investigate additional information that may be
relevant to improving the prediction FAC wear rate. Specifically, the method in which
chemistry parameters are included in the prediction of FAC rate was investigated. The

current method for determining FAC wear rate based on nominal chemistry conditions
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was shown to contribute to model uncertainty. Using the SPPDP to mode! the secondary
side of Kori Unit 3 for a range of chemistry conditions typical of an operating cycle, a
time integrated wear rate is calculated. This time integrated wear rate is shown to reduce
model prediction uncertainty. Therefore, the incomplete condition information is the time
dependent chemistry conditions. A new methodology using the SPPDP is suggested that
incorporates this information. This investigation is just one of many applications
anticipated for the SPPDP in improving methods for determining degradation rates of

plant components. A number of further investigations are discussed in the next section.

7.2. Future Applications of the SPPDP

This thesis has laid the necessary groundwork for continued improvements in
predicting FAC and other degradation rates for a number of phenomena in the
development of an investigative program, the SPPDP. As is typical for such endeavors,
the work generated a number of ideas for what the next steps could be for both the
application of this investigative program as well as the systems and degradation

echanisms it could be used to investigate.

As outlined in the previous section one of the goals of the methodology used to
develop the SPPDP was to quantify the uncertainty in FAC rate prediction for a specific
set of conditions. In this endeavor, the SPPDP can be used to model numerous power
plants predicting wear throughout the secondary side. The wear data and conditions
determined by the SPPDP can be combined with statistical techniques to quantify wear
uncertainty (Christensen, 1985). The SPPDP provides a consistent method for

determining these conditions. Further the determination of these conditions is based on
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first principles of thermodynamics and transport. These two characteristics ensure limited

parameter uncertainty used as input for the developed statistical models.

In order to develop statistical models to quantify uncertainty, a set of plants
should be selected that have a range of operating design and characteristics that are
representative of the industry. Modeling these plants using the SPPDP and combining the
results with statistical techniques to quantify uncertainty requires collaboration with
industry. This collaboration would include the following steps in the development of

statistical models:

1) Work with plant personnel at each plant to obtain the necessary plant data and plant
design information,

2) Model the selected power plants to develop a large and robust set of data describing
the conditions that lead to FAC wear,

3) Combine data with statistical techniques to develop a model that determines not only
the wear rate but the uncertainty in that value, and

4) Integrate wear rate and wear rate uncertainty results into current risk informed
inservice inspection and inservice testing methodologies developed by EPRI and
Westinghouse Owner’s Group to improve the safety and cost of plant operation
(Balkey et. al., 1998).

The major difference is that instead of current methods of supplying an overall value of
wear uncertainty for FAC wear, the new statistical model will provide a condition

specific wear rate uncertainty.

Based on research conducted during the course of this thesis there are a number of
conditions or factors known to affect FAC but are not included in the NFM devised in this
thesis. These conditions include:

1) the mnass transfer coefficient,

2) the hot pH in single phase flow and either cold or hot pH in two phase flow, and

3) the surface chemistry where the oxide is being formed and where the oxide is being
dissolved in the flow.
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The first two factors are computed by the SPPDP. Including these factors would improve
the FAC prediction. Further, the use of statistical techniques enables one to determine if a
particular condition is statistically significant in affecting wear and if so for what subset
of the other conditions this significance exists. There exist some conditions or factors
suspected to affect FAC wear for some subset of conditions that are not included in the

NFM devised in this thesis. Such factors include:

1) specific conductivity,

2) electrochemical potential,

3) porosity of magnetite solution and oxide kinetics,

4) film dynamics and stability,

5) accelerated removal with large scale roughness typical of tiger striping,
6) pipe joining affects such as number of welds and fit-up,

7) potential for a partially filled drain line,

8) entrance effect causing greater wear at entrance of a pipe with lower alloying element
content, and

9) organic acid effects caused by buildup from amine decomposition.

The second major application of the SPPDP is the extension of the program to
investigate additional flow systems and flow system conditions. The effects on FAC rate
of operating conditions such as startups and shutdowns, power transients, and chemistry
excursions can be determined. With further development of the program to model
additional components, other flow systems, such as BWRs and fossil-fueled plants can be
analyzed to determine FAC wear. Because the calculations performed by the SPPDP are
based on first principles of transport, other degradation or chemistry related problems can
be modeled with the SPPDP. The modular characteristic of the program allows modeling

of these additional degradation mechanisms to be easily integrated. Finally, because of
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the calculations of thermodynamics and chemistry, the SPPDP can be used as a teaching

or design tool for the secondary side of a PWR.
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Appendix A. Chemistry Equilibrium

A.1 Chemistry Equilibrium Equations

The following equations are used in the Instantaneous Equilibrium Model.

Eq. Equ.Type Equation Formulation Symbol Name
N
1. Charge Balance m,-Z =0 m,. Hydrogen
=1
2. Water Dissociation m,.m,. = K H,0 mg,,- Hydroxide
N Nimy
3. Ammonia Mass Balance z m, -n iNH‘ =C NH, myy Ammonia aq
1=l )
mNH; Mou- -K
4. Ammonia Dissociation ~ — —  — Hiyp, my,. Ammonium
m N 4
NH;
e N _ K :
5. Ammonia Distribution = Bonp, PNH Ammonia g
Fyy ' ‘
3
N¢
6. Carbon Mass Balance Zmi -n¢ =C, Peo. C. Dioxide g
i=1
.. e . CO._Z = K-" ..
7. Carbon Dioxide Distribution P = Bco, Mmeo. C. Dioxide aq
co, )
My mHCQ;
8. Carbon Dioxide Dissociation ————— — Kco, m, ... Bicarbonate
Mo, ) '
my. mco%‘
9. Bicarbonate Dissociation ~ ~=K HCO- m. . Carbonate
m 3 €o;
HCO3
N
10. Silicon Mass Baiance 2"1,. n =C,, Mg, Quartz
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1.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

Equ. Type Equation Formulation
H,Si0, _ K
Quartz Solubility — fsio,
Msio,
My mH3SiO;
Silicic Acid Dissociation — = H:Si0;
My sio,
My mHJSiO,,‘
Bisilicate Dissociation B m ~ M usio;
H,Si0]

N.
Sulfur Mass Balance 2 m, -n} =Cj

Muyso, _ s
Sulfuric Acid Distribution~ P" — 2 H,50,
H,50,
My mHso;
Sulfuric Dissociation =K HyS0,
H,S0,
mH* ms 03_
Bisulfate Dissociation =K HSOS
m 4
HSO;

Oxygen Mass Balance z m. -n’=C

. K
Oxygen Distributior. alT?)

N
Nitrogen Mass Balance Xm,. -n¥ =C,

4 )
Nitrogen Distribution - KN
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Symbeol

my sio,

my sio;

m H,Si0 ¥~

My, so,

P H,50,

HSO ;

Name

Silicic Acid

Bisilicate

Silicate

Sulfuric Acid aq

Sulfuric Acid g

Bisulfate

Sulfate

Oxygen g

Oxygen aq

Nitrogen g

Nitrogen aq



22.

23,

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

Equ. Type Equation Formulation

N
Hydrogen Mass Balance 2 m, -n =C,

i=l

my
S 2 —K*
Hydrogen Distribution =8By,
PH 5
N, Mo
Morpholine Mass Balance ¥ m, -n}*?" =C Morph
i=1
mMorph _ Ks
Morpholine Distribution _P — ~ BMorph
’ Morph
o Py Mo _
Morpholine Dissociation = D Morph
Mptorph

N,
ETA Mass Balance im A n,.Er A=C ETA
e
m
ETA Distribution ZLEY ¢
PETA
m m
ETA Dissociation Ll _OH K .
Mery
NN#H,;

H
m; -n"=Cy

Hydrazine Mass Balance i h;

i=]

Hydrazine Distribution =Ky n,
NoH,
e My e Mowr
Hydrazine Dissociation ~——————=K ,
My, 4,

N 2
Fe**
Ferrous Ion Mass Balance imi n* =C

i=l

Fe**

207

Symbol

mMmph

P Morph

mMmth *

P NyH,

N, H:

Fe'*

Name

Hydrogen g

Hydrogen aq

Morpholine aq

Morpholine g

Morpholine ion

ETA aq

ETAg

ETA ion

Hydrazine aq

Hydrazine g

Hydrazine ion

Ferrous Ion



Eq.

34,

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

Equ. Type Equation Formulation
m, m
Ferrous 1% Hydrolysis =~ —1—F0# — g F
eOH"
Mpa

2
m”“ mFt (o”)z

Ferrous 2™ Hydrolysis =K, om,
mea
m 3 m
. " Fe(OH);
Ferrous 3™ Hydrolysis ——— -2 =K . _
m. e (OH);
Fe*

N 2+
2+
Cupric Ion Mass Balance imi . n,-C “ =C cut
i=l

m._.m
Cupric 1** Hydrolysis H _CuH g CuOH
Meae ’

2
m]r me, (OH),

Cupric 2" Hydrolysis =K, om
m_ .. :
(e
m ! m
. ord . H Cuom;
Cupric 3 Hydrolysis =R om;
mCuz’ ’

Neom
. Form __
Formic Mass Balance E m, -n;" =Cp, .
i=l

A TYicrrihng mForm_KS
Formic Acid Distribution = Drorm

P Form
. . L. mH*' mForm' =K
Formic Dissociation - = P Form
mFoml
N
N Acer __
Acet Mass Balance gm, n " =C,.,
=
e M s
Acetic Acid Distribution P =B g
Acet
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Symbol

mFeOH M

Meecony,

Mreon;

m

Cu®*

mC uwOH*

Me, on),

mCu (OH) 3

m Form

Form

Form™

mArel

Acet

Name

Ferrous Hydroxide+

Ferrous Hydroxide

Ferrous Hydroxide-

Cupric Ion

Cupric Hydroxide+

Cupric Hydroxide

Cupric Hydroxide-

Formic Acid aq

Formic Acid g

Formate

Acetic Acid aq

Acetic Acid g



Eq. Equ. Type

46. Acetic Dissociation

47. Gycol Mass Balance

48. Gycolic Acid Distribution

49. Gycolic Dissociation

mGycol _ Ks

Equation Formulation

ml{" mAcei' _ K
= P Acer
mAcet

N Gycol

Gyeol __
m; -n; — “Gyeol
i=1

Gycol

P

Gycol

mm mGycaI' _ K
— PGycol
mGycol

A.2 Chemistry Equilibrium Data

Symbel

Acet™

mG_\'ml

P, Gycol

mGycol'

Name

Acetate

Gycolic Acid aq

Gycolic Acid g

Gycolate

The following tables list the negative natural log of the temperature dependent
dissociation and solubility coefficients used in the SPPDP. The equation to which they
correspond in section A.1 above is listed in the first column along with the reference from
which the data is taken. To determine values at temperatures not listed in the table, linear
interpolation of these coefficients is used.

Table A-1. Negative natural log of coefficients for equations 4 through 16 at
temperatures from 25 °C to 150 °C (Cohen, 1989).

Equaticn Temperature (°C)

25 50 75 100 125 150
4 4.752 4.732 4.772 4.856 4.976 5.128
5 -1.761 -1.288 -0.894 -0.564 -0.283 -0.044
7 1.47 1.72 1.89 2 2.06 2.09
8 6.366 6.311 6.343 6.433 6.569 6.742
9 10.327 10.177 10.129 10.151 10.23 10.353
11 4.19 3.76 3.4 3.11 2.86 2.66
12 9.82 9.5 9.27 9.1 8.98 8.9
13 13.92 13.41 13.04 12.75 12.54 12.39
15 -15.49 -13.15 -11.04 -9.36 -7.38 -5.76
16 -2 -2 -2 -2 -2 -2
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Table A-2. Negative natural log of coefficients for equations 4 through 16 at
temperatures from 175 °C to 300 °C (Cohen, 1989).

Equation Temperature (°C)
175 200 225 250 275 300
4? 5.311 5.525 5.77 6.047 6.355 6.694
5° 0.162 0.341 0.495 0.63 0.748 0.852
7° 2.1 2.06 2.02 1.96 1.89 1.81
8 6.948 7.188 7.467 7.763 8.098 8.465
9 10.518 10.72 10.959 11.233 11.543 11.887
11 2.48 2.34 2.21 2.11 2.02 1.95
12 8.85 8.85 8.89 8.96 9.07 9.22
13 12.31 12.27 12.27 12.32 12.42 12.56
15 -4.2 -2.7 -1.19 0.33 1.93 3.55
16 -2 -2 -2 -2 -2 -2
Table A-3. Negative natural log of coefficients for equations 17 through 32 at
temperatures from 25 °C to 150 °C (Cohen, 1989).
Equation Temperature (°C)
25 50 75 100 125 150
17 1.987 2.342 2.712 3.083 3.472 3.843
19 2.896 3.03 3.095 3.11 3.085 3.031
21 3.165 3.293 3.353 3.361 3.33 3.27
23 3.087 3.131 3.135 3.108 3.059 2.991
25 -3.87 -2.96 - -1.63 - -0.753
26 5.505 5.309 - 5.178 - 5.278
28 -5.153 -4.182 - -2.692 - -1.637
29 4.418 4.394 - 4.514 - 4.745
31 -5.47 -4.64 -3.93 -3.31 -2.76 -2.28
32 6.005 5.842 5.744 5.693 5.677 5.691
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Table A-4. Negative natural log of coefficients for equations 17 through 32 at
temperatures from 175 °C to 300 °C (Cohen, 1989).

Equation Temperature (°C)
1785 200 225 250 275 300
17 4.221 4.605 5.003 5.419 5.859 6.324
19 2.951 2.857 2.747 2.627 2.499 2.364
21 3.186 3.085 2.971 2.845 2.712 2.57
23 2.914 2.827 2.728 2.627 2.521 2412
25 - -0.173 - 0.208 - 0.449
26 - 5.549 - 5.965 - 6.512
282 -1.141° -0.86 - -0.281 0.052° 0.163
292 4.953° 5.083 - 5.539 5.871° 6.191
31 -1.84 -1.46 -1.1 -0.78 -0.49 -0.22
32 5.737 5.813 5.92 6.058 6.23 6.434
a- (Cobble and Turner, 1992)
b- Data at 180 °C not 175 °C
c- Data at 286 °C not 275 °C
Table A-5. Negative natural log of coefficients for equations 34 through 49 at
temperatures from 25 °C to 150 °C (Cohen, 1989).
Equation Temperature (°C)
25 50 75 100 125 150
34 9.31 - - 7.4 - 6.53
35 20.57 - - 16.4 - 14.5
36 29.4 - - 24.6 - 22.4
38 8 - - 6.34 - 5.59
39 17 - - 13.6 - 12.1
40 27.8 - - 23.3 - 21.3
42 -3.66 -3.03 - -2.07 - -1.38
43 3.73 3.79 3.86 3.94 4.04 4.15
45 -3.93 -3.22 - -2.18 - -1.47
46 4.76 4.79 4.86 4.95 5.06 5.18
48 -5.813 -4.932 - -3.5632 - -2.477
49 3.83 3.848 - 3.983 - 4.192
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Table A-6. Negative natural log of coefficients for equations 34 through 49 at
temperatures from 175 °C to 300 °C (Cohen, 1989).

Equation Temperature (°C)

175 200 225 250 275 300
34 - 5.86 - 5.35 - 4.92
35 - 13 - 11.8 - 10.9
36 - 20.7 - 19.3 - 18.2
38 - 5.02 - 4.57 - 4.22
39 - 10.9 - 10 - 9.2
40 - 19.7 - 18.4 - 17.4
42 - 0.87 - -0.48 - -0.18
43 4.28 4.43 4.6 4.79 5.02 5.26
45 - -0.97 - -0.62 - -0.38
46 5.33 5.49 5.67 5.87 6.1 6.36
48 - -1.66 - -1.011 - -0.487
49 - 4.475 - 4.847 - 5.325
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Appendix B. Non-Equilibrium Chemical Reaction
Data

The default chemical reactions coded in the SPPDP are the decomposition of morpholine,
ethanolamine (ETA), and hydrazine and the reaction of hydrazine with oxygen. The
default reaction rate information for the SPPDP is listed in this appendix. The reaction
rate information provided in this thesis is based on Eq. 3-44 provided in the main text:

J— N,
ki=A, -exp( E, )-HC]-"’ (Eq. B-1)
=1

R-T

The morpholine decomposition rate and products are based on information in the
literature (Gilbert and Lamarre, 1989). In terms of the equation above:

A, = 2.19*%1076 pbb/sec, and
E, =131.9 *10"6 J/mole, and
a; = 1 for C; corresponding to the concentration of morpholine in ppb.

The decompostion products of morpholine are assumed to split evenly between ETA,
acetic acid, and glycolic acid. In terms of the equation above the decomposition of ETA
is (Shenberger, 1992) determined by the following constants:

k, = 5.87*10”-6 pbb/sec, and
a;j = 1 for C; corresponding to the concentration of ETA in ppb.

The decompostion products of ETA are assumed to split evenly between ammonia, acetic
acid, and glycolic acid. The decomposition of glycolic acid to formic acid is estimated
with the following constants:

k, = 1*107-2 pbb/sec, and
a; = 1 for C, corresponding to the concentration of glycolic acid in ppb.

Hydrazine both decomposes and reacts with oxygen. The constants of the decomposition
reaction,

H,N,=2NH,+H,+N, (Eq. B-2),
are (MacArthur, 1993):

A, = 67.989 pbb/sec, and

E, =3.993 *1074 J/mole, and

a; = 1 for C, corresponding to the concentration of hydrazine in ppb.

The constants for the reaction with oxygen,
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H,N,+02=2H,0+N, (Eq. B-3),
are (Dalgaard and Sanford, 1981):

A, = 3.059 (pbb*-0.5)/sec, and

E, =2.547*10"4 J/mole, and

a; = 1/2 for C; corresponding to the concentration of hydrazine in ppb.
a; = 1 for C; corresponding to the concentration of oxygen in ppb.
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Appendix C. Droplet Impingement Oefault Parameters

The default input parameters for the droplet impingement correlation are based on
literature (Keck, 1987). The equation for droplet impingement, Eq. 2-2, is provided again
in this appendix:

_ KDI 'pf .mtOf '(l—x)'V: .Ft 'Fh “Pox
- (IH-€,)* A,

.
m

(Eq. C-1).

The default data for these parameters defined in Chapter 2 and used in the SPPDP is as
follows:
Ky =1.5*107-7
V4 = SPPDP calculated vapor velocity [m/sec],
Fe=1,
Fh=1,
N
mm®’
€. =0.03, and

Ac = 1.5 * d*2, where d is the diameter of the pipe in meters.

IH =650
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Appendix D. New FAC Model Equations

The final new FAC model with the five changes detailed in Chapter S and
incorporated into the Secondary Plant Pipe Degradation Modular Modeling Environment

is the following:

For C, <C,

1l e =6.25-Geom-{B-e"" -|1-0.128- (pH = 7)* | L8+ 1}f (1), (Eq. D-1a)

For C, >C

Oycrit

i, =6.25'Geom-{B'eN'V -[1—0.128-(pH—7)2]-1.8-63_0"“;'6"2 +1}f(t) (Eq. D-1b)

where
g MW,
CO crit = mFt,dmer ) B -Thrshld ferr 1 (Eq- D-z)
: ho,  Puo MW, Cnsrvtvg,,
h. = Doz a )4
0. =——-(2+c-Re”-Sc™) (Eq. D-3a)
2 DH
Cnsrvn’,Fclr = m;c predict / ml"'e.measure (Eq' D-3b)
with
¢c=0.0165+0.011- Sc-exp(-Sc), (Eq. D-4)
a= 86————]—9——- Sc -exp(—Sc) (Eq. D-5)
4.7+ Sc)’ ’ )
v-D,
Re = (Reynolds number), (Eq. D-6)
v
Sc = D" (Schmidt number). (Eq. D-7)
O,
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Defining terms as:

D, = the oxygen diffusion coefficient in water (Woolsey, 1986) [m?/sec],

D,, = the hydraulic diameter{m],
v = the fluid mean velocity [m/sec],
v = the dynamic viscosity of water [m*/sec]

Thrshld ., = the threshold correction factor found experimentally = 0.165
(Woolsey, 1986)

Cnsrvtv,, = the average conservatism predicted by the model = 2.88 (see
Chapter 5)

The expression in equations D-1a and D-1b are given by:

B=-10.5*Jaec —9.375-10™ -T> +0.79-T —132.5, (Eq. D-8)
N=C-2 aec=1275-10° -T2 +1.078-102-T=2.15 for O<aec< 0.25%,(Eq. D-9a)
v
c=1-0.0875.025 (Eq. D-9b)
\%
N =-0.0875-aec—-1.275-107° -T? +1.078-107 - T — 2.15 for 0.25%<aec< 0.5%,

(Eg. D-10)
N =(=1.29-10* -T? +0.109-T —22.07)-0.154-¢7>**  for 0.5<aec< 5%,(Eq. D-11a)

N =N =15m/sec,T,aec) if Q%vvl)- <0 (Eq. D-11b)
f(To0)=C, +C, -ToO+C,-ToO* +C, -ToO" (Eq. D-12)
with

C, = 09999934

C, =—0.3356901-10°°
C,=-05624812-107"°"
C, =0.3849972-107"

where ri;, = material loss rate per unit area [ug/cm’/hr],

k., = geometrical factor,
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pH = pH value (negative log of the hydrogen ion concentration),
C,p, =bulk oxygen content [ppb],
aec = total content of chromium and molybdenum in steel [%],

ToO = time of operation [hours]

T = temperature [K] (Kastner and Riedle,1986).

The geometry factors used in the modified model are the same as those of the original
model (Kastner and Riedle, 1986). Further, for a FAC rate calculated below 1 pg/cm?/hr,
set the FAC rate equal to 1 pg/cm?/hr.

In piping containing two phase flow, the liquid velocity is a function of void fraction, o :

G‘l—x
p -

= (Eq. D-13)

v Sfilm

where G = mass flux [kg/m%/sec],
x = water flow quality,
P = water density [kg/m3],
a = void fraction given by the Chexal-Lellouche void fraction correlation

(Chexal et. al. 1991).

Note that for two phase flow, the bulk oxygen concentration in the liquid film is
assumed to be zero due to the partitioning coefficient of oxygen and the pH is set to

neutral or 7.

To account for material degradation downstream of a component such as a bend, pump,
etc., the following increase in geometrical factor is used:

—C-

Ak, , =k, ,-e P (Eq. D-14)

A T

where z is the axial distance downstream of component, D is the pipe diameter, kc 4 is the
unaffected downstream geometry factor, and C is based on an estimation of axial distance

along the pipe for which the component affects the flow. As a function of quality, the
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ratio of axial distance to pipe diameter for which the component affects downstream FAC

is given by:

(—;—) = 30+20-cos(2- 7+ (x—05)). (Eg. D-15)
The maximum of this expression is at a quality value of 0.5. For multiple components
within this maximum value, the potential for getting an unreasonably high geometry

factor exists. Therefore, the geometry factor is limited to that found for stagnation point
flow (Kastner ef. al., 1988).
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Appendix E. Component Volumes

E-1. Estimating the volume of the tube and shelis of the Feedwater
Heaters (FWH) for Kori Unit 3.

The calculations in this Appendix are done for a vector of values which correspond to
these six FWHs. Values are listed in the order in which condensate and feedwater flow
throught the components. Values corresponding to FWH 1 are the listed in the first row

and values for FWH 6 are listed in the last row.

The following estimates of condensate and feedwater residence time in FWHs 1-6 are
made based on literature data (Jonas, 1988). This values of time correspond to the
residence time of fluid on the tube side of the FWH.

0.18 \
0.155
0.155
HTr_Time:= - min
0.155
14

.14

/

For the purpose of this calculation two parameters are assumed for all feedwater heaters:
the velocity in the tubes and the overall heat transfer coefficient. The velocity (vel)
assumed is a nominal value, 7*ft/sec, which does not affect the final determination of
volume of either the tube or shell sections but provides reasonable values for parameters
computed in the process of determining these volumes. The overall heat transfer

coefficient (Ugg) is a nominal value given in the literature (Stultz and Kitto, 1992).

Assuming:
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vel:=7- i
sec
BTU

U, :=250-
hr-ft° - F

The number of FWHs is denoted with i O thru S corresponding to FWH1 thru FWH6.
i:=0.5

The following values are known for the tube and shell side of the FWHs from the SPPDP
model of Kori Unit 3.

Pressure on the tube side is:

( 375\
375
375 ,
Pube =| oo | PSi
950

L 950,

Temperature on the tube side is:

fno\
144
193
Twbe = 256 -F
341

402

/

Pressure on the shell side is:

(2.22 )
5.7

20.1 ,
Pskelt = 62.2 - pst
171.6

| 4004,

Temperature on the shell side is:
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(129 )
167.5

) 228
Tsnen = 598 -F
369

\ 444

/

Mass flow rate on the tube side is:

( 8.307\
8.307
8.307

108 b
8.307 hr
12.4
| 124,

Mtypes_tor =

Mass flow rate on the shell side is:

(1.818)
1.44
1.037
108 b
.562 hr
.786
L 173,

MiGpey o1 ==

Number of parrallel components represented by each FWH is:

(3

3
3
3
2

Pril:=

\ 2,
Product of the FWH overall heat transfer coefficient and area for the condensing section

is:
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(493 \

5.487
6747 , BTU
VA= 215 ' woF
9.79

| 114,

Mass flow rate in the tubes for each parallel FWH is:

Mass flow rate in the shell for each parallel FWH is:

MfGhell_tor

fi = ——

Mihhen Pril

Density of the water in the shell based on tabulated properties of the specific volume of

the liquid (stm_vcl) is:

1

Pshen =
= Pshelt Tshelll \ i
stm_vcl - — e —

’

psi F , b

Density of the water in the tube based on tabulated properties of the specific volume of

the liquid (stm_vcl) is:

1

Ptube =
4 plubei Tlubei \ f13
stm_vcl — e —

psi F , b

Product of the F¥wH overall heat transfer coefficient and area for the condensing section

for each parallel FWH is:
UAcs_tot
UA, = .
) PriL

Condensing section surface area is:
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UA

Asurface_cs:= —ﬁ'—'
cs

(6.107% 10° )

6.797x 10°

8.358x 10° | ,

Asutface__cs= m

8.857x 10°
1.819x% 10

4
[ 2.118x 10°

Cross sectional area of the tubes for two passes in the condenser shell is:

mf'iubesi

Axs__tul:esi = 2

P tul)e| - vel

( 0.33 \

0.333

03381 ,
m

0.348

0.814

\ 0.85 ;

Axs_tubes =

Assuming a pitch-diameter (P/D) ratio = 1.5, the cross sectional area of the bundle of
tubes in the shell is:

Axs,tubes
04

Apundle =

( 0.824\

0.832

0.846 | ,
m

0.869

2.036

L 2.124,

Apundie =

The bundle diameter which corresponds to this bundle cross section is:
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Apundie - 4 \0'5

’

( 1.024\
1.029
1.038

m
1.052
1.61
| 1.644

Dyundle =

Using the schematic in Figure E-1. The factor by which the shell diameter is greater than
the bundle diameter is (Figure E-1):

0.20+ 0.57

F spacing_D = 0.57

Fspacing_D = 1.351
The sheil diameter is then:

Dgpent := Dpundie * Fspacing D
The shell radius is then:

Diheit
Repen = ——

2
( 0.692\
0.695
0.701
m
0.711
1.087
{1111,

Ropen =
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Steam Inlet Shell Feedwater

Skirt Outlet
U-Tubes
Wat Drain
ater
Level Drains Subcooling Outlet  Feedwater
Zone Enclosure Inlet

Figure E-1. Schematic of Feedwater Heater Used to Estimate Feedwater Shell and

Tube Side Volumes (HEI, 1979).

The height of the water shown in the schematic as a fraction of the shell radius is given
by (Figure E-1):

0.11

Fepacing 1= 6';'.',

Fspacing_H =0.193
The height of the water is then:
Hyater = Ropen - Fspacing_H

(0J34\
0.134
0.135

m
0.137
0.21
0.214

Hyater=
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The total length of the tubes is:

L, ;= vel - HTr_Time

The fraction of the length of tubes for one pass over the width of the shell is (Figure E-1):

T
spacing L= ¢ 05

Fipacing 1 = 0.884
The length of the shell is then:

L
Lyhen = ; : Fspacing_L

( 10.188\
8.773
8.773
Lohen = 5773 |™
7.924

\ 7.924

Next the area fraction of the water in the cross section of the shell is computed based on
the height of the water. First computing the angle between the vertical and the radius

which intersect the shell at the height of the water is:

Rshell - Hwate:: \
9, := acos| ————
Rshelll

This area of the pie section for the two radii which intersect the shell at the height of the

water is:
0.
2
Apiesection‘ =n (Rshelll) : '2",_“ -2
The area within this pie section that is taken up by steam not water is:

A2u-ianglesi = (Rsm"- - mer:) . [2 ’ Rshelli ’ meefi - (meﬂi )2]0‘5
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The remaining area corresponds to the water area for the shell:
AWllel; = Apieeseclioni - AZuimglesi

( 0.074\
0.075
0.076 | ,

m
0.078
0.183
L 0.191

Agater=

The volume of the water in the shell is then the area of the water times the length of the

shell:
VOlshcll‘ = lshcll' : AwmrI

( 0.757\
0.658
0.669 | 5

m
0.687
1.454
 1.517,

Vokpen =

Next, the volume of the drains cooling section is determined based on Figure E-1 and
dimensions thus far determined. The cross sectional area of the drains cooling section
covers a fraction of the length of one pass of the tube bundle. The cross sectional area of
the drains cooling section is:

Apundie
2

Axs_dc =

The drains cooling section is a fraction of the length of the shell as is given by (Figure
E-1):

24
6.05

FIength__dc: =

Fiength_gc = 0.397
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The length of the drains cooling section is then:
Lyc =Lgpen ' F length_dc

( 4.042\
3.48
3.48
3.48
3.144

L 3.144

The volume of the drains cooling section is:

vo,sheil_dcl = Axs_dc‘ 'de‘

( 1665
1.447
1.472

m3
1.513
32
 3.338,

Vokpey gc =

Next, the volume of the tube section is determined based on Figure E-1 and dimensions
thus far determined. The volume of the tubes is the product of the tube length and cross

sectional area of a single pass of the tubes.

Axs_tubes'

Vo’tubes' = lai
( 3.798\

33
3357 | 5
3.45
7.297
L 7.613,

Volypes =
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E-2. Estimating the volume of the shells of the Moisture Separator
Reheaters (MSR) for Kori Unit 3.

Based on Figure E-2 (Cohen, 1989), the radius in the schematic in inches is:

0.97- in
2

Rseh_RrH =

The highest level of the water in the MSR is at the edges as shown in the figure. In inches

this level is:
Lyh_rH =0.73- in — Rgep jH

I—sch_RH = 0.245in

Heating Super Heated Steam Second Stage First Stage
Steam - A Reheater Bundle Reheater Bundle
' 4 = 3 -
P =N - J

7 ’ ) 1 '€ s 3

L

] 7
D !
rain |
—
T La “rft -
Drain
ra L.P Steam
85 Ft 1
129"
- Steam-Water
Chevron - Mixture

Dry/Saturated ™ <
Steam

A-A

Figure E-2. Schematic of the MSR used to estimate the volume of the water in the

shell of the MSR.
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Using the Pythagorean theorem the half span of the water at the highest point is given by:

Wech_RH = (Rsm_kuz - ]-sch_RHZ)oj

W,ch_RH = 0.419in

The angle between the vertical and a radius which intersects the MSR shell at the upper

water level is:

0 := acos (—l-?ﬂ \

Rsch RH |,
The area between two radii which intersect the shell at the level of the water is given by:

2 06
Apiesection =T * Rgch Ry - —— - 2
2'n

The area in between these radii in which water does not exist is the sum of that from the
fraction above the maximum water level,

A2iriangles = (Lscn_re) - (Wsch_ru)

and the amount in the rectangular (box) area in the middle of the MSR (see Figure A-2).
Apox :=0.12n- 0.4 in

The area of the water is then given by the total pie section area less these two areas:
Ayater = Apiesection — A2triangles — Abox

Agater = 0.094in”

According to the figure the real MSR radius is:

1275
2

ft

(Rreal_rH) =

The corresponding real cross sectional area is then:

2
Apeal RH =T Reea) RH
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The real area of the water is then the same fraction of the real area of the reheater as the

was found in square inches from the schematic.

A water

T - Rgen_RH

Areal_water:= (

2)  (Arear_rH)

Areal_water= 1.515m°

The total length of the reheater in the schematic in inches is:

Lon g :=4.2- in

The length occupied by water is that length below the heating stage tube bundles. In
inches that is:

Lych_water = 3.0- in

From Figure E-2, the real MSR length is:

Licar gy = 85ft

The real water length is then the same fraction in feet as would be found in inches from
the schematic:

Lsch_water
Lmnl_waler:= - l-1’eal__RH

Lsch_rH

Lreal_waler= 18.506m

The volume of the water in the MSR is then given by:

Voleal_water= Areal_water Lreal_water
VOheal_water = 28.033m’
E-3. Estimating the volume of the water in th: shell of the Steam

Generator (SG) for Kori Unit 3.
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The approximate volume of water in a Model F type Westinghouse Steam Generator is
50,000 kg (EPRI, 1985). The temperature of the water is taken as the average of the inlet
temperature and the outlet temperature of the SG.

Tin := 44(F

Tout :=534- F

. Tin + Tout

Tav
g 2

Tavg = 487F
The pressure is assumed to 1000 psi and the mass is muitiplied by the specific volume of

the liquid (stm_vcl) resulting in the volume of water:

3
Vokg := 50000- kg - stm_vcl(1000,487) - %

Vokg = 62.634m’

In the SPPDP this volume is rounded to 60*m”3.
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Appendix F. Raw Data Calculated for Kori Unit 3

The following parameters are those calculated based on the input of plant description of
Kori Unit 3. They are the raw data input into the new FAC model and the result of the
new FAC model is shown in the second column. In addition to these parameters, two
others were input for the model, the alloying element content (=0.03%) and the time of
operation (=1.11*1075 hours).

Table F-1. Raw data for the Kori Unit 3 secondary plant calculated by the

Secondary Plant Pipe Degradation Program and used as input to determine the
Flow Accelerated Corrosion (FAC) rate.

Data | FAC Measured | Temper- | Liquid | Geom- | Cold Oxygen | Quality
Point | Wear[ | Wear ature Velo- etry pH Conc
# | pglem |[uglemr2 | [°C] | city [ppb]
A2/hr] | /hr] [m/sec]
1 16.702 | 15.462 106.105 | 2.820 0.160 |9.388 |6.474 0.000
2 | 31.315 | 13.955 106.105 | 2.820 0.300 [9.388 |6.474 0.000
3 |21.454 | 21.234 143.185 | 2.912 0.160 |9.388 |5.354 0.000
4 |40.225 | 22.022 143.185 | 2.912 0.300 |9.388 | 5.354 0.000
5 |24.586 [ 9.690 158.098 | 1.965 0.150 ]9.362 |3.194 0.000
6 |26.223 | 5.842 158.098 | 1.965 0.160 |9.362 |3.194 0.000
7 | 70.993 [ 17.664 158.098 | 1.965 0.300 |9.362 |3.194 0.000
8 |32.673 | 13.885 158.950 |3.920 |0.160 |9.362 [ 3.020 0.000
9 160.309 | 24.386 158.950 | 3.768 0.300 ]9.362 | 3.020 0.000
10 {22443 | 20.167 158.950 | 4.239 0.750 |9.362 | 3.020 0.000
11 133.764 | 41.169 158.950 | 4.239 0.160 |9.362 | 3.020 0.000
12 | 63.308 | 45.365 158.950 | 4.239 0.300 }9.362 | 3.020 0.000
13 | 33.764 | 20.631 158.950 | 4.239 0.160 |9.362 | 3.020 0.000
14 | 33.552 | 26.589 184.492 | 4.363 0.160 |9.362 | 2.345 0.000
15 |62.905 | 63.099 184.492 | 4.363 0.300 | 9.362 |2.345 0.000
16 | 25.736 | 8.044 226.457 | 4.623 0.160 19.362 | 1.160 0.000
17 |48.227 | 66.298 226.457 | 4.623 0.300 |9.363 | 1.160 0.000
18 | 36.048 | 57.489 226.457 [3.790 10.230 |9.363 | 1.160 0.000
19 | 33.659 | 45.898 279.001 | 30.308 !0.230 |[9.365 | 5.862e-3 | 0.996
20 |44.022 | 13.375 278.820 | 0.578 0.300 |9.345 ]0.039 2.710e-4
21 192213 | 13.074 229.410 | 2.799 0.160 ]9.350 | 3.017e-4 | 0.134
22 1 197.15 | 17.108 229.410 | 7.989 0.300 |9.350 | 3.017e-4 |0.134
23 | 32.345 | 14.650 189.723 | 1.248 0.160 ]9.368 |0.272 0.000
24 |1 60.637 | 19.287 189.723 | 1.248 0.300 |9.368 |0.272 0.000
25 [24.691 | 22.903 230.980 | 0.435 0.150 }9.339 | 0.014 0.000
26 [ 92.064 | 25.035 221.862 | 0.695 0.160 19.343 | 4.074e-4 | 0.023
27 | 167.96 | 12.981 221.862 | 3.602 0.260 |9.343 | 4.074e-4 | 0.023
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28 | 87.884 | 12.263 230.981 | 1.452 0.160 | 7.000 | 0.000 0.919
29 [ 123.00 | 20.608 194.771 | 2.622 0.160 | 7.000 | 0.000 0.932
30 [110.09 | 13.816 192.412 | 2.732 0.140 | 7.000 | 0.000 0.933
31 [50.306 | 16.922 187.301 | 0.278 0.300 |9.418 ]0.178 0.000
32 (53.747 | 8.044 188.493 | 0.258 0.160 | 8.947 | 3.501e-5 | 0.000
33 [99.828 | 22.532 188.493 | 0.258 0.300 | 8.957 { 3.501e-5 | 0.000
34 110697 | 11.335 188.493 | 1.173 0.300 | 8.967 | 1.435e-6 | 0.000
35 |55.436]5.772 188.493 | 0.861 0.160 | 8.969 | 1.435e-6 | 0.000
36 | 40.850 | 9.898 186.432 [2.290 [0.160 |9.300 | 7.274e-3 | 0.000
37 | 43.245 | 33.381 186.977 |12.974 |0.160 |9.300 | 6.397¢-3 | 0.000
38 |40.536 | 20.840 186.977 | 2.974 0.150 |9.300 | 6.397¢-3 | 0.000
39 [89.073 | 47.289 186.977 | 4.052 0.300 |9.300 | 6.397¢-3 | 0.000
40 |43.238 | 19.588 186.977 | 2.974 0.160 |9.300 | 6.397e-3 | 0.000
41 | 186.46 | 47.985 186.977 | 4.573 0.600 |9.300 | 6.397e-3 | 0.000
42 |93.229 | 17.803 186.977 | 4.573 0.300 |9.300 | 6.397e-3 | 0.000
43 161.423 | 17.108 117.389 | 1.365 0.300 |9.382 | 6.461e-3 | 0.000
44 | 171.75 | 22.694 111.706 | 5.895 0.160 ]9.382 | 1.3i5e-5 | 0.011
45 119.264 | 11.451 38.355 | 0.383 0.300 [9.340 | 3.520e-4 | 0.000
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Appendix G. Off Normal Chemistry Data

This appendix provides the contour plots of wear for all wear locations affected by both pH and oxygen
concentration. The wear locations correspond to the first 18 histed in Appendix F.
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Figure (G-1. Wear rate contours for off normal chemistry for wear locations 1
through 6: a) 1, b) 2, ¢) 3,d) 4, ¢) 5. f) 6 [microgm/cm” 2/hr].
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Figure (G-2. Wear rate contours for off normal chemistry for wear locations 7

through 12: 2) 7, b) 8, ¢) 9,d) 10, ¢) 11, D) 12 [microgm/cm”2/hr].
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Figure (G-3. Wear rate contours for off normal chemistry for wear locations 13
through 18: a) 13, b) 14, ¢) 15, d) 16, ) 17, ) 18 [microgm/cm” 2/hr|.

238



THESIS PROCESSING SLIP

FIXED FIELD: ill. name

index biblio

" > COPIES: @ Aero Dewey Barker  Hum

Lindgren  Music Rotch éciencé Sche-Plough

TITLE VARIES: »[ |

NAME VARIES: »[ |

IMPRINT: (COPYRIGHT)

» COLLATION:

» ADD: DEGREE: » DEPT.:
> ADD: DEGREE: » DEPT.:
SUPERVISORS:
NOTES:
cat'r: date:
page:
>DEPT: __OMC . { i » £5

o J .
>YEAR: _i. )| _ »DEGREE: __ \}3. ).

>name: AN DK UM My K Te by




