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Abstract

Electric Field-Enhanced Smelting and Refining is a process for accelerating the rate of carbon
removal from steel in a steelmaking reactor. It is proposed as an alternative or a complement to
the basic oxygen process. Electrodes are inserted into the metal and slag phases. The carbon
is removed from the steel to form CO gas at the anodic interface, and the Fe?" in the slag
is removed to form Fe at the cathodic interface. The overall reaction rate is limited by the
transport of Fe?* to the cathode. To accelerate the reaction, the overall cathode mass transfer
coefficient must be increased, and to do so requires an understanding of the kinetics surrounding
the cathode.

An Fe-FeO-Fe electrochemical system is used as a simplified model of the steelmaking process.
In this project two mathematical models of the system are developed: the classical sharp interface
model and a diffuse interface model. In the diffuse interface model, the Cahn-Hilliard Equation is
extended to include fluid flow and migration of ionized species due to an electric field. The voltage
field is solved for using conservation of charge. Asymptotic solutions and scaling results are
derived to explain phenomena surrounding the cathode. The diffuse interface model is discretized
using the finite-difference method. The resulting system of nonlinear algebraic equations are
solved using a Newton-Krylov solver.

The simplified 2D Fe-FeO-Fe system does not capture all phenomena of the physical slag-
metal system, but does provide a foundation for a more comprehensive model to be developed
in the future. The methodology developed here for coupling transport limited electrochemistry
with transport equations is fundamental in that the extension to more complex systems is limited

only by the development of a free energy model and the knowledge of system properties.
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Chapter 1

Introduction

1.1 Introductory Remarks

The objective of this thesis is to develop a mathematical model which describes two-phase
fluid/fluid systems with transport limited electrochemical reactions. There are many appli-
cations for the model. The application described in this paper is a new method for low carbon
steel refining known as the electric field enhanced smelting and refining of steel. In this section,
relevant previous modeling methods are given, and the extension of the current modeling meth-
ods to the system of interest is outlined. Following that is a description of the physical system

along with a brief background to steelmaking. Finally, an overview of the entire thesis is given.

1.2 Modeling and Simulation

The model developed in this thesis is for a two phase isothermal liquid/liquid system undergoing
transport limited electrochemical reactions. In order to avoid interface tracking and interface
boundary conditions, a diffuse interface phase-field model was used. In the phase-field method,
a composition field variable C(z,y, z) varies from 0 in one phase to 1 in the other phase. The
interface spans a finite region and is represented by fractions of C.

The phase-field method is based on the Cahn-Hilliard equation which is a diffuse interface
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diffusion equation originally applied to spinoidal decomposition [16]. The Cahn-Hilliard equation
was extended to fluid/fluid systems by Jacqmin [9, 10] by using a modified stress tensor to account
for surface tension. A general phase-field model for non-isothermal binary fluid /solid systems was
developed by Sekerka and others in [18]. Papers on phase-field application and theory include
[19, 20, 21, 22]. For a rigorous comparison of diffuse interface and sharp interface descriptions of
fluid systems including heat transfer see Anderson and McFadden [15]. The Cahn-Hilliard free
energy formulation was extended to general multi-component systems by Hoyt [17]. Multi-phase,
multi-component systems are an area of active research.

In this thesis, the diffuse interface model developed by Jacqmin for two phase, two component,
liquid/liquid, isothermal, flow is extended to include transport limited electrochemical reactions.
To couple the transport of chemical species with electrochemistry, a migration term was added to
the diffusion of chemical species equation. The Cahn-Hilliard free energy model allowed for inter-
phase diffusion. Because the electrochemistry is in the transport limited region, the constitutive
exponential current-voltage relations reduce to linear current-mass flux relations which reduces
coupling in the governing equations. The voltage field is solved for using conservation of charge.
Assuming rapid charge redistribution, the conservation of charge equation reduces to an equation

for zero divergence of current flux and implicitly allows for nonuniform charge density.

1.3 Current Steelmaking Method

Steel is an iron alloy consisting of approximately 95 to 99 wt% iron, 0.01 to 2 wt% carbon, and
traces of other elements such as magnesium, phosphorus, sulfur, silicon, nickel, and chromium.
The amount of carbon has a direct influence on the mechanical properties of the steel such as
yield strength and ductility. In general as the percentage of carbon decreases, yield strength
decreases and ductility increases. For example, steel used for tools is 1.35 wt% carbon and steel
used for construction is 0.25 wt% carbon. The process by which steel is derived from iron ore

consists of primarily two steps: the blast furnace and the basic oxygen process. For low carbon
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Figure 1.1: Slag/metal system

steel, the steel is further processed in what is called vacuum degassing.

In the blast furnace iron ore enters along with lime (CaO), coke (refined coal) and hot air.
The products react over a range of 200 to 2000 degrees C. The exiting products include hot gases
such as CO and CO,, molten iron, and molten slag (a mixture of oxide impurities left over from
the iron ores). The density of slag is on the order of 1/2 that of steel. Thus, the slag and steel
separate mechanically. The resulting slag is discarded, while the resulting iron, referred to as pig
iron, is on the order of 5 wt% carbon.

The slag/melt system is shown in Figure 1.1. In the basic oxygen process a jet of oxygen is
applied to the slag layer. The speed of the oxygen gas is such that the slag gets pushed aside

and the gas reaches the iron melt where it combines with carbon to form carbon monoxide.

0s(gas) + 2C(metal) — 2CO(bubble) (1.1)

However, the oxygen also reacts with the iron in the melt to form iron oxide.

0s(gas) + 2Fe(metal) — 2FeO(slag) (1.2)

The loss of iron from the melt to the slag is an inefficiency inherent to this method. The presence
of FeO in the slag leads to slag foaming and corrosion of cylinder walls, and the increase in slag

mass leads to environmental issues. Discarded slag contains typically 20 to 25 wt% iron. The
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Figure 1.2: Slag/metal system with electrodes

resulting steel is on the order of 0.1 wt% carbon.

In the vacuum degassing stage, the carbon content is reduced further. In this stage a vacuum
is pulled over the slag-steel system. Because there is a low partial pressure of CO there is a
thermodynamic driving force for CO bubbles to form and escape (along with traces of all other
elements in the system). The system is not heated during the vacuum stage. Instead, the
system temperature is elevated before the vacuum is applied such that the steel remains molten
during the process. The resulting steel is on the order of 0.01 wt% carbon. The inefficiencies
associated with this step are the energy associated with elevating the steel temperature, the
energy associated with maintaining the vacuum, and the impurity of the CO removed . The
carbon and oxygen must diffuse through a concentration boundary layer to reach the interface

before forming CO. Thus, the process is limited by a diffusion time-scale.

1.4 Proposed Changes

A new process for refining steel known as 'Electric Field-Enhanced Refining of Steel’ was devel-
oped by Professor Uday Pal of Boston University [13]. The idea behind this system is to generate
CO from the oxygen already in the slag. The proposed system is shown in Figure 1.2. There is
no external supply of oxygen. An external circuit is added to the system. The cathode lies in
the slag phase, while the anode lies in the melt. Because iron is a good electrical conductor, the
entire melt effectively becomes the anode. The FeO in the slag exists in ionic form, Fe** and

O?%. There are two interfaces where electrochemical reactions occur, the slag/cathode interface
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and the slag/anode interface. With this configuration there is a thermodynamic driving force
for electrochemical reactions to occur that are consistent with the current through the circuit.
Electrons flow from the anode to the cathode. At the cathodic interface Fe is formed on the
electrode.

Fe**(slag) + 2e~ — Fe(melt) (1.3)

At the anodic interface CO is formed.

0% (slag) + C(melt) — CO(gas) + 2e~ (1.4)

Thus, CO is formed without an external supply. The inefficiencies described above are not
present in this process. The Fe that is formed on the cathode falls back into the melt (the
mechanics are described in Chapter 2). Therefore, Fe is recovered from the slag instead of being
lost to the slag, and there is a decrease in slag mass instead of an increase in slag mass.

The current savings associated with this process are as follows. The decrease of 20 wt% FeO
in slag translates roughly into a savings of 179 MJ per metric ton of steel or $2.33 per metric
ton of steel. There are 800 million tons of steel produced per year. Therefore, the total savings

would be 143 * 10'%J per year or $1.8 billion per year.

1.5 Overview of Thesis

The physical electrochemical slag/metal system described above is represented throughout the
thesis by a simplified F'e-FeQ electrochemical system. Both systems are referred to throughout
the thesis. However, the chapters intentionally display a great deal of independence. The model
developed here builds on previous works, but still does not capture all phenomena associated
with typical applications. The independence is designed to benefit to the development of future
work.

Chapter 2 introduces the classical sharp interface model for general multicomponent fluid
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electrochemical systems. The conservation equations are given without simplifications. Interface
conditions are derived based on conservation principles. Assuming that the reader is familiar
with thermodynamics, an introduction to electrochemisty is given. Constitutive current-voltage
relations are derived and the transport limited case is shown as an asymptotic limit. Finally,
for the physical slag/metal system, the governing equations are solved for a number of simplified
asymptotic cases giving rise to system length, time, and velocity scales.

Chapter 3 introduces the diffuse interface model for a two component liquid/liquid system
and applies it to the Fe-FeO system. The Cahn-Hilliard equation is derived, and the coeflicients
are related to system properties. The phase-field model is derived by scaling parameters in
the Cahn-Hilliard equation while retaining the system’s surface tension. The diffuse interface
governing equations are first presented in general and then are applied to the Fe-FeQ system.
Voltage is solved using conservation of charge. Given that the system is transport limited and
that there is rapid charge redistribution, a number of terms in the conservation of charge equation
are neglected and the coupling of the equations is significantly reduced.

The resulting system of equations are solved numerically. Chapter 4 describes in detail the nu-
merical methods used. The finite difference method was used for space and the Crank-Nicholson
scheme was used for time. Shadow nodes were used for symmetry boundary conditions. Once
discretized, the system of partial differential equations becomes a system of nonlinear algebraic
equations. Newton’s method was used for the nonlinear solver and the generalized conjugate
residual algorithm was used for the linear solver. Together they are commonly referred to as a
Newton-Krylov solver. The solver allows for a finite-difference approximation to the Jacobian
matrix. PETSc (The Portable, Extensible Toolkit for Scientific Computing), a collection of C
libraries, was used for managing data storage and for parallel processing.

Chapter 5 contains numerical simulations of case studies. Each case study is designed to cap-
ture a single phenomenon associated with physical system. The first simulation demonstrates
interface diffusion and the effect that interface scaling has on the output. The second simula-

tion demonstrates diffusion coupled with migration. Interface motion due to an electric field is
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displayed along with the growth of interface perturbations. The third simulation demonstrates
two phase surface tension driven convection by looking at an oscillating 2D drop. And the
fourth simulation demonstrates two phase surface tension driven convection in the presence of
a gravitational field. The same 2D drop is used, and the interface profile agrees with analytical
calculations.

Chapter 6 and Chapter 7 are the discussion and conclusion respectively. The key assumptions
are revisited. Limitations of the model are discussed. The application of the model to other
physical systems is briefly described. Future development of the model to broaden the range of

application is discussed. Simulation results are summarized.
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Chapter 2

Sharp Interface Model

2.1 Introductory Remarks

The slag/steel system is represented here by a two-phase fluid continuum. There are two ways of
modeling the system, the sharp interface model (given in this chapter) and the diffuse interface
model (given in Chapter 4). In the sharp interface model the governing equations are applied to
each separate phase, and boundary conditions are set at the internal interfaces. In the diffuse
interface model the governing equations are applied to all phases at once, so boundary conditions
are not needed at the internal interfaces. Of course, for both methods boundary conditions must
be set on the outer surfaces.

This Chapter follows the sharp interface model. First, the governing equations are given for
as general a case as possible. For this reason some modeling which is problem dependent is left
out. Next, a number of instabilities associated with the slag/metal system are described and

asymptotic solutions are derived.

2.2 Governing Equations

The equations that follow are for a two-dimensional, single-phase, compressible, multi-component,

ionic fluid with variable properties. The field variables associated with this system are:
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1. u, x-component of velocity
2. v, y-component of velocity
3. p, pressure

4. w;, mass fraction of species i
5. ¢, voltage

6. py, free charge density (free charge per unit volume of fluid) (this parameter is introduced

below)

Six governing equations are needed. The fluid has a density p, a viscosity 7, and a velocity V
In general there will be a gravitational field characterized by the gravitational accelerationg’.

The first equation is conservation of x-direction momentum.

2 o)+ e (pVu) = ~2+7 ¢ (170) + s (2.1)
v
T (n%_> 22 (;9.7)

The second equation is conservation of y-direction momentum.

gt- (pv) + V ° (va) = ~g—§- + v ® (va) + pgy (2.2)
1%
T (%-) 22 (9. 7)

The first two viscous stress terms in the above two equations follow the familiar diffusion form
and for a fluid with constant properties are the only remaining viscous terms. The other viscous
stress terms are due to variable viscosity and incompressibility. The third equation is conservation

of mass.
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% 9o (V) =0 (2.3)

The fourth equation is conservation of species.

2 (o) + ¥ o (0Vwi) =~V o () (2.4)

ot

There is no generation of species in this formulation. The reactions occur at the slag/metal
interface and are introduced through boundary conditions. 7,) is the mass flux of species i (units
are m-‘i—) where the flux is measured relative to the bulk velocity (diffusion flux). The molar

flux of species i 7 (units are 23¢) is given by [1]

T =-D;Ve - D &V 6 (2.5)

The first term represents diffusion due to concentration gradients, and the second term represents
diffusion due to the effect of an electric field on an ionic component. Here D; is the diffusion

. . . . 2 . . . R
coefficient of species i (units are ™), z; is the charge of species i (units are mole of excess
s 7

protons per mole of species i, for example, zr.2+ = 2 and 2p2- = —2), F is Faraday’s constant
(F = 96485-C —» Where mole corresponds to mole of excess proton), R is the molar gas constant
(R = 8.314———), and T is absolute temperature (T = 1900K). Mass flux is related to molar

flux through the molar mass M; (units are mass of i per mole of i).

_)

=M, (2.6)
Therefore, the conservation of species equation becomes

(o) + ¥ o (5Vw) = M7 (D Ve + D cﬁqs) (2.7)

ot
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The fifth equation is Gauss’s Law inside matter, which introduces p; defined above.
VeD = P5 (2.8)

D is called the electric displacement, and for a linear media it is related to the electric field F

through

D=cE (2.9)

where ¢ is the permittivity of the media (units are %5) Combining gives
VecE =p; (2.10)

The sixth and last governing equation is conservation of charge.

Dp;
Sl= Vel (2.11)

The substantial derivative is used to adjust for the transport of charge due to convection. 7; is

the flux of charge (units are ;ﬁ%‘zﬁ) The charge flux 72 is related to the molar flux 7: through
T = TiaF (2.12)

Combining gives

D1 - T o (ST uF) (2.13)

Dt

where ;,) is given by Equation 2.5.

2.3 Interface Conditions

First, the velocity interface condition is derived by a mass balance at the interface. Consider

the slag/metal system shown in Figure 2.1. The interface moves with a velocity V,—nt. The
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nhat

control
volume

Figure 2.1: Slag/metal Interface

unit vector normal to the interface is given by 7, where 7 is positive when pointing in the
slag direction. A infinitesimal cylindrical control volume of height dh and cross-sectional area
AA encloses a small portion of the interface. The control volume moves with the interface, so
mass enters on the slag side and mass leaves on the metal side (according to this positive sign

convention). Applying conservation of mass gives
Pslag (vint - Vslag) o ?’? = Pmetal (vint - Vmeta.l) L4 ?l) (214)

Or, in terms of the normal components of the vectors

Pslag (Vint,n - ‘/sla_q,n) = Pmetal (V;nt,n - Vmetal,n) (215)

The tangential velocity is given by the no-slip condition.

Vmetal,tangent = Vint,tanyent = Vslag,tangent (216)
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The normal component of the interface velocity is found by applying conservation of electrons
at the interface. The interface moving through a distance dx during a time dt. A number of
electrons N,- enter the control volume from the metal, and a number of Fe?* atoms Np.2+ enter

the control volume from the slag. They are related by

Npe2+

N,- =2N =2 drAA .
e Fe2+ Vol x (2 17)
Dividing through by dt and rearranging gives
JV,
V;nt,n = 21; (2'18)

where V; is the molar volume of slag (units are volume of slag per mole of Fe), and J is the
current density (units are C / unit area / unit time ). There will be a discontinuity in pressure

across the interface due to surface tension. The relation is
1 1
Ap=o (— + —) (2.19)

Where ¢ is the surface tension and R; and R, are the principal radii of curvature. The last

interface condition involves p; and ¢. Writing Gauss’s law in integral form

ng [ ] WdA = Qf,enclosed (220)

where Q f enciosed is the total charge enclosed in the control volume shown in FIGURE. Simplifying
gives

Dn,slag - Dn,metat =0y (2'21)

where o is the surface free charge density on the interface (units are charge / unit area).
Continuing, there will be a discontinuity in the D field and a corresponding discontinuity in

the FE field which would imply a discontinuous gradient on voltage. However the voltage is
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continuous across the interface. That is,

¢slag = ¢metal (2-22)

2.4 Electrochemistry

Electrochemistry is the science of chemical reactions involving electron transfer at an interface.

A general electrochemical reaction has the form
O+ne=R (2.23)

where n is called the electron transfer number. The reaction occurs at an electrode/electrolyte
interface. The electrode is an electrical conductor, and the electrolyte is an ionic conductor. The
electrode at which reduction (reduction in oxidation number) takes place is called the cathode,
and the electrode at which oxidation (increase in oxidation number) takes place is called the
anode. Referring to the slag/metal system described in Section 1.4, Fe?" is reduced to form Fe
on the cathode

Fe?*(slag) + 2e~ — Fe(melt) (2.24)

and O? is oxidized to form CO at the anode.
O* (slag) + C(melt) — CO(gas) + 2¢~ (2.25)
The overall chemical reaction of the system is

0% (slag) + C (melt) = CO (gas) + 2e~ (2.26)
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2.4.1 Thermodynamics

In this section energy principles are applied to electrochemical systems in equilibrium. The
resulting equation known as the Nernst equation relates the cell voltage to the concentrations of
each species.

Consider the general chemical reaction
aA+bB — cC +dD (2.27)
The free energy change associated with this reaction is
aSad
AG=AG’+ RTIn | 2 (2.28)
G 0p

The free energy is also equal to the work done on the electrons as they pass through the circuit.
AG = ~Wyey = —nle (2.29)

where F' is Faraday’s constant, and ¢ is the circuit voltage (cell emf). Inserting Equation 2.29

into Equation 2.28 gives Nernst Equation.

c d
e=¢"- % In (ZCZ,?) (2.30)
AYB

where £° is the standard potential of the reaction. Considering a non-ideal solution

o = - () - e () 21
_ o _RT_([CFIDY
- ‘EF‘I“([AMBP)

24



where €% is called the formal potential. For the general electrochemical reaction,

+ RT Cy
_ 0 R
€eg =€ — In (ng) (2.32)

2.4.2 Kinetics

In this section constitutive equations are given which describe electrochemical systems that are
not in equilibrium. The resulting equation relates the current through the circuit to the applied
voltage and the concentrations of each species.

Consider the general electrochemical reaction

O+ne=R (2.33)

The arrows are used to emphasize the idea that the system is not in equilibrium. Instead forward

and backward reactions are considered to be happening simultaneously.

vy = k fCO (234)
Up = kbC R (235)
v; and v, are the reaction rates in the forward and backward direction (units are 2g¢), k; and

ky are rate constants (units are ?), and Cp and Cg are the the concentrations of each species at

the interface. The net reaction rate is given by

Unet = Vf — Up = kao - kbCR (236)

If the system is in equilibrium, then vpe; = 0

Unet =0 = k;C — kyCg = ksCH = kyCF (2.37)
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Figure 2.2: Concentration profile in slag

The reaction rate at equilibrium is called the exchange velocity vg.

vo = kiCY = kyCFf

The reaction rate is related to current by using Faraday’s Law.

v

AN _1d(Qy_
T Adt Adt\nF) nFA

(2.38)

(2.39)

Consider the one dimensional profile shown in Figure 2.2. The rate of forward reaction is given

by
Leathodic

v =k;Co(z =0,t) = A

and the rate of backward reaction is given by

Vg = /{JbCR (.’IZ = O, t) = z;’;‘jgc
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Figure 2.3: Transfer coefficient and free energy

The rate constants are related to the voltage by

0 _ anFE)

ky = kjpexp ( RT (2.42)
0 _ nFe)

ky = k,exp ((1 a) BT (2.43)

where k} and kj are the rate constants at ¢ = 0 for the voltage scale in use, and o, the transfer
coefficient, is a measure of asymmetry of the activation barrier of the free energy curve of the
reaction. The effect of « is shown qualitatively in Figure 2.3. If the system is in equilibrium

and the solution is such that C} = C%, then the Nernst Equation gives ¢ = ¢¥. Under these

conditions 2.37 becomes

kag" = kbC;q = kf =k (2.44)
Using Equations 2.42 and 2.43
Kexp [~ 2PFET) _ oo (1-a) nFeT\ _ 4o (2.45)

where k° is called the standard rate constant. Therefore, k° = k; (60') = ky (50'). Inserting the

above equation into Equations 2.42 and 2.43 gives

ki = kPexp (_og;’ (E — 50')) (2.46)
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ky = k%exp ((1 — a) %g (E — 60')) (2.47)

The positive sign convention for the net current is the cathodic direction.
U = lcathodic — Yanodic (2.48)
Using Equations 2.40 and 2.41
i =nFAk;Cy(z =0,t) — nFAkCr(z =0,t) (2.49)

Using Equations 2.46 and 2.47 gives the complete current voltage characteristic of the electrode.

i = nFAK’Cy(z =0,t)exp (——RT (a —€ )) (2.50)
0 . nk o
—nFAk°Cgr(z =0,t) exp ((1 —a) BT (e —€ ))

At equilibrium the current-voltage relation should reduce to the Nernst Equation. At equilibrium,

i=0,Cgr(0,t) = C, and Cp (0,t) = Cf. The equation reduces to

- anF ’ " nk’ ’
Cg exp (—ﬁ— (eeq —¢° )) = Cpexp ((1 - ) BT (eeq —£° )) (2.51)
= exp (—Rﬁ (Eeq - & )) = C;‘{ (252)

which is an exponential form of the Nernst Equation. Therefore, as the system approaches
equilibrium the kinetic model agrees with the laws of thermodynamics.

Now, the current-voltage relation will be written in terms of exchange current and overpo-
tential. The exchange current ¢y is defined as the magnitude of the cathodic or anodic current
at equilibrium.

io = nFAKC}, exp (—‘g—; (eeq - e°’)> (2.53)
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Raising equation 2.51 to the power —a and combining with the above equation gives the final

equation for exchange current.

io = nFAK'C e (2.54)
Overpotential 7 is defined by
n=e—¢e% (2.55)

Dividing equation 2.51 by equation 2.54 gives

i _ Colz=0,¢t) (C5\* (_anF B 0,)
o= —————05 (CE exp ——-(e 6) (2.56)

Onle 20 (o)™ oy (1 o) 26 (o - 7))
o (C?) exp{ (1 —a) T(E s)

Using equation 2.52 gives the final equation.

i Co(z=0,1) ( anF ) Cr(z =0,t) ( nk )
— = ———""exp|— — exp | (1 — o) — 2.57
o c p(—gp" o p{(1—a) (2.57)

Now, the current-voltage relation will be written in terms of limiting current. Limiting
current is the current associated with a mass transfer limited reaction. Here migration effects
are excluded, and steady state is assumed. Referring to Figure 2.2, the flux of O to the interface

in terms of the mass transfer coefficient mgp is
Umt = Mo (C5 — Co (z = 0)) (2.58)

Using equation 2.40
1
nFA

=mo (C5 — Co (z =0)) (2.59)

The largest flux or reaction rate allowed by mass transfer is when Co (x = 0) = 0. Therefore,
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the cathodic current of a mass transfer limited reaction is given by

. . *
Yimiting,cathodic = ¢ = nF AmoCo (2-60)

Combining equations 2.59 and 2.60 gives an expression for for surface concentration

Colz=0) _,_ ¢ (2.61)
05 il,c
Similarly, for the anodic current
i %

A= MR (Cr—Cr(z=0)) (2.62)
ilimiting,anodic = il,a = —nFAmRC;z (263)
M =1- L (2 64)

C;ﬂ 7:l,a, '

Using equations 2.60 and 2.64, the current-overpotential equation becomes

l 1 anF' 1 nk
P (1 - ll—c> exp (_—RT ) - (1 - E) exp ((1 - a) E’l—m) (2.65)

Solving for ¢
exp (—%%n) — exp ((1 - ) %n)

i e CH) - ew (0 - @)

(2.66)

This equation is plotted in Figures 2.4 and 2.5.

In Figure 2.4 %, %‘ﬁ, and % are plotted vs 7 for 4y, = —4;, = 4, % =1,n=1T = 298K,
and a = 0.5. The solid curve is the total current, the dashed curve is the cathodic current, and
the dotted curve is the anodic current. At large positive overpotential the cathodic current is
negligible, and at large negative overpotential the anodic current is negligible. Near equilibrium

at 7 = 0, the cathodic and anodic contributions are the same order of magnitude. As || increases

the system is moved further from equilibrium, and the current increases until it is limited by
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Figure 2.6: Initial voltage profile, 1D system

mass transfer. In Figure 2.5, % is plotted vs. 7 for various values of ’f‘t As %‘} increases for a fixed

1 the current increases. Or, as z—ﬁ} decreases a larger 7 is required to reach the limiting current.

2.4.3 Charge Buildup Layer

During the initial stages of an experiment there is an inhomogeneous distribution of current
and charge is seen to build up near the interface in a very thin region on the order of 10~1%m.
To explain the formation of net charge buildup at the interfaces, consider the metal-slag-metal
electrochemical system shown in Figure 2.6. For simplicity, there is no flow, mass transfer is
by migration only, and the system has a uniform permittivity €. The governing equations are

conservation of charge

dp. _ 0 (8¢
ot~ Oz ("ax> (2.67)
and Gauss’s Law
_ ¢ pe
0= b? + ? (2.68)

At t = 0, a voltage is applied to the system. The system initially has homogeneous charge

neutrality. At small times p. = 0, and according to equation 2.68 there will be a linear voltage
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profile. The flux of charge is given by

0¢

Jo(z) =0 (2) 5

(2.69)

In general Opmetqr >> Ogiag, 50 at small times Jepmetar >> Jesiag. Charge (or a deficiency of
electrons) will accumulate at the first interface, and there will be a net loss of charge at the
second interface. The local charge densities will produce local electric fields which at the first
interface lead to a decrease in the rate of incoming charge and an increase in the rate of the
exiting charge and at the second electrode lead to an increase the rate of incoming charge and a
decrease in the rate of exiting charge. A the same time, electrostatic forces act to bring negative
charge to the slag side of the first interface and positive charge to the slag side of the second
interface. At steady state J¢metat = J siag, SO %g will be nonuniform. The final profiles are shown

in Figure 2.7.

33



2.5 Scaling and Asymptotic Solutions

It has been experimentally shown that when iron is reduced on the cathode, it does not grow out,
in an orderly fashion. Instead it grows out and forms liquid dendrites or fingers. The fingers are
approximately cylindrical with a length of 1-4 mm and a diameter of 1/4 mm. The iron fingers
are then shown to break off and fall back into the melt. In this section simple analytical results

are derived which explain this phenomena.

2.5.1 1D Electrochemical System

To first gain some insight into the cathode dynamics consider a 1D metal/slag electrochemical
system with constant properties under a constant external electric field —%f. Here, conservation
of species is applied to Fe?* only, so subscripts are excluded. Referring to Equation 2.5, the

total molar flux (diffusion plus convection) of species is given by
F
7 =-DVec- IZ{—TDcvcb +cu (2.70)

There is no bulk fluid motion in the slag or the metal. The speed of the interface in the positive
x-direction is given by U, see Figure2.8. Therefore, relative to a coordinate system moving with

the interface, the total molar flux becomes
7 =-DVec- ;—?Dcv’qs — U (2.71)

An additional simplification is that relative to the moving interface, the system is in a steady-

state. Conservation of species gives

d*C zF _dé de d’c de
a?*(m%*”)a—“:"'zﬁ”a;—o (2.72)
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Figure 2.8:

where A is a constant. The boundary conditions are

clz=0) = 0 (2.73)
c(z = 00) = Couk
The solution is given by
cle) _ (1 e*Am) (2.74)
Chulk
which gives a diffusion length scale of
= (2.75)

Ld:'ff ~ Z

The interface velocity is given by Equation 2.18

Jv, (052;) (152) -
2F ~ (96485, ) ot il s (2.76)

U=
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A closer look at A shows that it can be decomposed into a term due to the electric field and a

term due to the diffusion limited growth of the interface.

zFdop U
A=2L00 2 2.
RTdz | D (2.77)
Fde  2(96485.5) (12%) -
AEBficld = ——=— ~ ~ 2.4mm™} 2.78
P T RTdn (8,314 ) (1900K) @78)
3.9 x 10~4mm
Agrowth = % ~ ( ( Y ) ~ 3.9mm”! (279)

10-6e22)

8

The effects are shown to be of the same order of magnitude. Finally, the diffusion length scale

1 1
Laigs ~ A7 39mm-1 + 2.4mm!

~ 0.16mm (2.80)

2.5.2 Charge Buildup Layer

In this section a somewhat quantitative explanation of the charge buildup layer is given using
simplified governing equations and scaling arguments. For a more rigorous explanation see the
Gouy-Chapman model [1].

For simplicity, consider a liquid Fe-FeO system with no flow, with mass transfer by migration

only, and with a uniform permittivity ¢. The governing equations are conservation of charge

e _ 0 (09
ot  Or (Uaac) (2:81)
and Gauss’s Law
2o . pe
0= 22 + " (2.82)

The charge buildup is characterized by a length scale L. In the charge buildup layer the two
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terms in Gauss’s law are the same order of magnitude.

¢ pe _ A _po

vy B (2.83)
Solving for L gives
e (2.84)
Pe

Using the bulk concentration of Fe in FeO, c},, as an estimate for charge density, the open circuit

voltage as an estimate for the voltage difference, and the € ~ ¢

0.2V) (8.854 x 10-12C2
B el ) =5 O
chezper P\ (4.983 % 10129 (2) (96485:C;,)

The time scale for the charge buildup layer to form is given by 7. As the charge buildup layer is

forming the terms in equation 2.81 will be the same order of magnitude.

dp. 0 [ 3¢\ _ p. 0l peL’
ot " oz ("55 TN T T oag (2.86)
Using equation 2.83 to eliminate p,
pcL? eAgp\ L? €
T oA ( L2 oAy o (2:87)
Recall the molar flux is given by
F
?,‘ = —D,-?c,- - ;—TDicivqé (288)
Therefore, the conductivity of the slag is
(ZF62+F)2 *
OreQ —R-‘T—DFGCFe (289)
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In contrast, op, = 7 * 105ﬁ. Continuing, using € ~ ¢ and the conductivity of the slag, the

time-scale becomes

8.854 % 10~ 122
T o:]o - 11.7-1L NemZ ~ 10725 (2.90)

Qxm

The length scale and time scale calculated here are very rough estimates and could be off by a
factor of 10 or so. However, if the values are so extreme that they are many orders of magnitude
different than other length and time scales of interest (as is the case here and as will be displayed

later), then the rough estimates are sufficient.

2.5.3 Diffusion Limited Growth

The initial distortion of the interface into fingers is characterized by a balance between surface
tension and mass transfer. Consider the slag/metal system shown in Figure 2.9. Since the system
is limited by the transport of Fe?" to the cathode, a diffusion boundary layer will develop in the
slag. Given an initial interface perturbation there will be a local change in the boundary layer

thickness Ly, and since the mass transfer to the interface in inversely proportional to Lg;ss ,

D(Ozmuc — cinterface) (2.91)
Laifs

g~

there will be a corresponding additional local change in interface distortion. For example, at a
point where Lg;s; decreases due to a perturbation, j will increase which decreases Lg;s; and so
on. Now, as the fingers start to grow surface tension forces act to smooth out the interface. The
balance between the two forces was studied by Mullins and Sekerka [4, 5]. If the length of the

system is larger than the length of the finger spacing as is the case here, then surface tension
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Figure 2.10: Capillary instability

forces are not strong enough to eliminate the perturbation, and fingers will form.

2.5.4 Capillary Instability

As the fingers form on the cathode they have been shown to break up into droplets. This can be
explained is by surface tension forces. A finger is modeled here as a cylinder of metal surrounded
by an infinite supply of slag (see Figure 2.10). . There will be a higher pressure inside the
cylinder due to surface tension. Given an initial perturbation on the cylinder walls there will be

a corresponding pressure change given by Equation 2.19.

11 1 (1%) N
Ap = (—+f) ~ ~ ~8x10°—; 2.92
b ki Rl R2 Rlocal ,cylinder ( %mm) m? ( )

Now, at regions where the local radius is smaller there will be a larger Ap, and in regions where
the local radius is larger there will be a smaller Ap. Flow will be induced from regions of high
pressure to regions of low pressure. As the cylinder changes shape due to induced flow the
pressure changes are magnified ultimately leading to the breakup of fingers into droplets.

The capillary instability is more formally known as a Rayleigh instability. Rayleigh’s analysis
shows that non-axisymmetric modes decay and axisymmetric modes larger then the perimeter

grow. Thus, the wavelength of oscillations is equal to the cross-sectional perimeter 27 R.

2.5.5 Buoyancy Instability

Large drops of metal has been shown to fall from the bottom of the cathode. These drops are
on the order of the finger lengths. They are not droplets from single ﬁngefs. Rather, they are
groups of fingers that join and fall together. This can be explained by gravitational forces. The
metal at the bottom of the cathode is modeled as a perfect hemisphere. A force balance between

gravity forces, pressure forces, and surface tension forces gives an order of magnitude for the
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droplet radius

Ap% (—WR3) g=7(27R) (2.93)
w |3 (1%)
-1

which lies within the expected range.

~ 9.3mm (2.94)
)

To find the speed at which a drop falls, the falling metal drop is modeled as a solid sphere
falling in a stationary slag fluid under steady laminar conditions. A balance between gravity

forces, pressure forces and drag forces gives

(Pmetal = Psiag) 9 (§NR3) = farag (%pslagVQ) (vR?) (2.95)
where f4.q4 is the drag coefficient. For laminar flow
firag = RQ—; =24 (%) (2.96)
Combining gives
(Pmetal = Psiag) (%m) = 24 (—”‘——) (1pslagv2) (vR?) (2.97)
PsiagV 2R | \2

Solving for V

2 (pmetal - pslag) gR2 ~ 2 (%Q%) (981%) (%mm)2 ~ 1@ (298)

V= gnslag 9 (0012_kg_) 3
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Chapter 3

Diffuse Interface Model

3.1 Cahn-Hilliard

The free energy of a typical phase-separating solution is shown in Figure 3.1 where f is the
free energy density (free energy per unit volume of solution) and C is a dimensionless intensive
measure of concentration (C will be normalized such that it is a dimensionless parameter which
is 0 in phase 1 and 1 in phase2). The two equilibrium phases are ¢; and ¢;. The Free energy
of an inhomogeneous system (a system with concentration gradients) is assumed to be close to
that of a homogeneous system. Therefore, the free energy of an inhomogeneous system is found

by using a Taylor series expansion of the free energy about the homogeneous state [23].

fin (C.FC) = 10,0+ T« VC+ VCIK]TC + - (3.1)
where
__0f
L= 8(%) (3.2)
and
o o°f
Ki; a(g_g)a(g%) (3.3)
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Figure 3.1: Free energy density vs. concentration

£

O

If the homogeneous material has a center of symmetry and if the homogeneous material is

isotropic, then the expansion to second order reduces to
o
finhomogeneous (Ca v’C) =f (Ca 0) + '2“ (vc) . (vc) (3'4)

where « is called the gradient penalty coefficient. An inhomogeneous system with a planar
interface is shown in Figure 3.2. The system is an infinite medium (length is 2L where L — oo)
with a planar interface at the y-z plane. The width of the interface is €. The total free energy of

this system is

F= /(f+ YYCe ‘V‘C)dﬂ /(f Eﬂig)Adx (3.5)

2dx d

where (2 is the volume of the system and A is the cross sectional area. Expanding the integral

..~/"'f Cy) dm+/£ fdx+/: %%C—%%d ;Lf(Cg)dx (3.6)
Simplifying
F C Cs
Po= ren(p-f) e 1@ o _+ - (3.7)

42



Figure 3.2: Inhomogeneous system

+/+% giC—Ealm: + f(Cy) (L - g)

¢ 2dzr dx
F +35 +5 adC dC
— = L wm ——d L )
A=W+ [ o+ [ ST da + 1 (C) (1) (3.8)
where referring to Figure 3.2
Frum +3
-3

To simplify the analysis let C be a dimensionless parameter which has a value of 0 in phase 1

and 1 in phase 2.
cC—C

C =

—Cz—cl

(3.10)

The free energy density associated with the hump is modeled with the polynomial ¥ (C) as
shown in Figure 3.3.

Frump = BY (C) = BC2 (1 - C)? (3.11)
B is a scaling coeflicient related to the peak of the free energy curve.

fpeak - B\I’maz = B‘I] (%) - % = /B = 16fpealc (3.12)
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Figure 3.3: Free energy hump
Now, consider a reference system with no interfacial energy. Letting e — 0

et _ peny @)+ £ (©) (@) (3.13)

The energy of the system relative to the reference system is the energy of the interface, and it is

quantified macroscopically by the surface tension (or surface energy) o.

_ F Fref
< 2
y= _+ (ﬂ\l} (C) + % (%) ) d (3.15)

The composition profile C (x) will be such that the interface energy is minimized. The calculus

of variations is used to find the profile. Rewriting the above equation

Y= (finh (LII,C, %)) dx (316)

i
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According to Euler’s Equation, the function that minimizes the above integral obeys

d [ Ofun\  Ofn _
Iz (3 (%)) ol 0 (3.17)
Simplifying gives
d dC d

The left hand side physically represents the local increase of free energy density due to a local

addition in composition 6C (z). Multiplying through by 9€ and integrating

dC d dC dv dC
d dC
= - = 2
dz ( (dx) ) ﬂ (3.20)
a (dC\’
At C = (Y, %:Oand@:O,soconstzO.
a (dC dC 28¥
2 (%) =By dx o (3.22)

The analytical solution is

C(z) = %-ﬁ-%t h(z\/zﬂ (3.23)

Combining Equations 3.22 and 3.15, the surface tension becomes

15 1

v= [ (@8Y(C))dr = /C (2% (C)) gz dC (3.24)
T2 1 dzr

== /C @ [2aBYdC = (/208 /c “ Vdc (3.25)
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Solving for alpha
o 72 _ ,.),2 _ 18’)’2
= 5 = 5 =
28 (45 VEIC) 28 1) B

The analytical solution gives C (z — oo) — 1. The interface width can be approximated with

(3.26)

c (ﬂ:%) = 0.9 (3.27)
1 1 € [28)

€= 4\/%tanh—1 (2 (0.9 - %)) = 3.1\/% (3.29)

In general the flux of species is proportional to the gradient in chemical potential u.
T = —riV (3.30)

where « is the mobility (similar to the diffusion coefficient). For a homogeneous system

b= (aG )
' ani T\p,nj#n;

(3.31)

Consistent with the above analysis the chemical potential for an inhomogeneous system is defined
by
A 2
L= B 32
w=p el aVeC (3.32)

Note that the units of p; are joules per unit volume as opposed to the tradition units of joules

f molxm

per mole. Therefore, to give molar flux «; has units of %7

k; in general is a function of composition. At the homogeneous equilibrium compositions,
C; and Cj the flux reduces to the traditional constitutive equation. For example using the

concentration at phase 1,

b 0 (a0
Ji = —Di% = —hig (ﬂdC’) (3.33)
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dc; dv\ oC
oz

d
= Dige =P 50 (55

Recalling the definition of C

C = G—a = _a_.q — 1 Qfl
Co — C; drx ¢y —c O
Combining gives
D; (¢cp —
Kq (C = 0) = (Cz CI)

'B (3_26:1’7)020

where D; is the diffusion coefficient of species component i in phase 1.

In summary, the parameters of the Cahn-Hilliard equation are

ﬂ = lﬁfpeak

.=

€ = 3.1\/g
m(C=0) = Zle-a)

B (%) oo

3.2 Fe-FeO System

(3.34)

(3.35)

(3.36)

(3.37)

(3.38)
(3.39)

(3.40)

In this section a mathematical diffuse interface model of the slag-metal system is presented. The

metal phase is modeled as pure Fe, and the slag phase is modeled as pure FeO. The system is at

1900 K.

3.2.1 Cahn-Hilliard

A free energy function for the Fe-FeO system was developed using the sublattice ionic liquid

model from CALPHAD [11]. Gibb’s free energy is plotted as a function of X, in Figure 3.4.

Since the free energy hump is all that is needed for the Cahn-Hilliard equation, the reference free
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Gibbs Free Energy of Fe-FeO solution at T=1600 degC
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Figure 3.4: Free energy of Fe-FeO system using sublattice ionic liquid model

energies were set to zero. The figure shows a peak free energy of approximately G = 14, OOOm{ﬂ -
at Xp. = 0.68. The peak in free energy in terms of free energy density is
Froas = Go = G 221741092 (3.41)
p = =M m3
«a and 3 become
J
B = 16 fpear = 2.72 * 101°ﬁ (3.42)
1 2
o= % — 6.6+ 107N (3.43)
which gives an interface width of
~ o —10
€ 3.1\/% =4.8%107"m (3.44)

To track a one dimensional interface of this thickness on a solution domain on the order of 1cm
would require on the order of 107 grid points. With such extreme length scales, modifications
must be made to the diffuse interface model for practical use.

The interface width is a function of fy.. and . To scale the interface, one of these physical

parameters must be altered. In this project fpeax Was altered. € was set according to the grid,
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and 3 was found as a function of €. In terms of ¢, o and 3 become

a= ( 31-%—) e (3.45)

8= (\/(18) (3.1)) . (3.46)

This type of scaling is commonly called the phase field method.

3.2.2 Governing Equations

The equations given in this section are similar to the equations given for the sharp interface
formulation. See Section 2.2 for a more detailed description of variables and terms. The Navier-
Stokes equations were extended to the phase field model (see Jacqmin [10]) by adding an extra

surface tension term. Conservation of x-direction momentum reads

O (o) +V o (oVu) = ~ 24V e (170) + pa. (3.47)

% (pv) + v . (va) = —g—zy, + ? ® (nvu) + PGy (3.48)
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Conservation of mass is given by

% +Ve (pv) =0 (3.49)

The transport equation for conservation of iron is

g (pwre) + Ve (vaFe) = _MFev . (?Fe) (3.50)

ot

where the molar flux is given by

ZpeF
RT

m = _K'Fev//"Fe - DFepAZ-}Fe v(b (351)
Fe

The conductivity of ferrous ions op, (not to be confused with the electrical conductivity of iron)
is defined by
7charge,Fe - UFeﬁ - '—UFev(ﬁ (352)

and is related to molar flux by

7»cl‘uM'ge,Fe = zFeFer = ?Fe = - ( Tre ) vd’ (3'53)

ZFeF

Comparing this result to equation 3.51 gives an expression for the conductivity of ferrous ions

OFe zFeF PWFe z%‘eF2 PWFe
= D =-—"—=—D — .54
zFeF RT Fe MFe = OFe RT Fe,slag MFe (3 5 )
Combining gives
0 OFe
— (pwre) + Ve (prFe) = Mp,V o (fcpﬁupe + — vcb) (3.55)
ot zFeF
Recall the chemical potential was given by 3.32
av
i = 535 - aViC (3.56)
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C is defined here as

WFe — WFe,slag

C= (3.57)
WFemetal — WFe,slag
= Wpe = (er,metal - wF‘e,slag) C+ WFe,slag = AwpC + WEe,slag (358)
In terms of C the left hand side of equation 3.55 is
0 0
EY (pwre) + Ve (pvwh) = 3 [P (AwpeC + wre siaq)] (3.59)
+v L] [pv (AWFeC + CUFe,slag)]
0 0
= 5 (pwre) + Ve (prFe) = AWpe [a (pC) + Ve (va)] (3.60)
0
+er,slag {a (p) + ? ° (pv):|

The second term is zero by the continuity equation. Writing equation 3.55 explicitly in terms of

C gives the final form of the conservation of iron equation.

2 60y + 7 e (bVC) = Mre g, [f@pev (ﬂ% - aVZC)] (3.61)

ot Aer
MFe OFe (C)
—*-A{.d}rev * (Zpe (C) qub)

where the functional dependence of o, and 2, on C has been indicated. Note that or, depends

on C through zp, and wr,. The mobility is assumed to be constant and given by equation 3.36

DFe,slag (cFe,'metal - cFe,slag) (3 62)

’iFe‘——’ﬁFe(C=0)= IB(%)
c=0

Note that since C = 1 is pure Fe, kappa is irrelevant at C = 1. zp. (C) is the charge of Fe

ol



atoms (and ions) per mole of Fe atoms (and ions).

5 (C) — zFe2+NFe2+ _ QXF62+ _ 2XF32+
fre B NFe2+ + Npeo B XFper+ + XFe° XFe

(3.63)

where Npc2+ is the number of Fe?t ions, Np.o is the number of neutral Fe atoms. Note that

Zpe2+ = 2, but zp, varies from 0 in metal to 2 in slag. Assuming charge neutrality

2Xper+ —2X02- = 0= Xo = Xpe2+ (3.64)

and using the mole fraction relation

Xo+ Xpe =1 (3.65)

gives
2 (1 _ XFe (C))

ZFe (C) = Xre (C)

(3.66)

Conservation of charge was given by equation 2.13

D1 — _F o (¥ FuiF) (3.67)

Dt

Expanding the right hand side,

DTptf = —-v ® (7FerFe (C) + 7OFZO + 7charye,e) (3'68)

For a multi-component system where the velocity is defined by the mass average velocity, the

sum of the diffusion mass fluxes is zero.

MFe7Fe + Mo7o =0= 70 = —AAJIFC 7Fe (3.69)
o

52



Eliminating 70 from the above two equations gives

%pt—f = —V’ ° (7FeFZFe (C)+ (_ AAJJF: 7pe) Fzo + 7charge,e) (3.70)
= Vs (7F6F [zFe (C) - ]]\5;;8 Zo] + 7cha'rye,e)

For convenience let Z (C) be defined by

MFe

Z(C) = ZFe (C) - M, 20

(3.71)

Note that because zr. > 0 and zp = —2, Z(C) > 0. The flux of charge due to electrons is given
by
7)cl‘large,e = O¢ (C) E) = —0¢ (C) vﬁb (372)

where o, reduces to zero in the slag. Conservation of charge becomes

2ot = T o (5(0) F T re 0. (C) V) (3.73)

The molar flux of iron is given by

) T (3.74)

C
7Fe = -——K',Fev/iFe - or ((7) F

€
Fe (
Combining gives

Drs_ 9, (E (C)F (—rmﬁun - ;Fe (©) ?qﬁ) e (C) ?qﬁ) (3.75)

Dt Fe (
Simplifying,
Pz% = Ve (3(0) FrpeV pire) +V‘.( Z(E’g)ape (©) W) (3.76)

+V o (0. (C) V9)
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Charge density exists only at the interfaces, or more generally where the conductivity changes.
Recall from equation 2.90 that the timescale for charge accumulation at the interfaces is on the
order of 7p;, ~ 107'2s. The timescale of interest here is that of bulk fluid motion and diffusion of
species. A physical timescale of interest for the macroscopic system can be obtained from scale
of the interface velocity (equation 2.76) and the diffusion boundary layer (equation 2.80).

Lbl 0.16mm

Tmacrointerest ™ ~
: Ume ~ 410378

= 400s (3.77)

A timescale for a mesoscopic system would be that associated with the oscillating of a small
droplet due to surface tension forces. Consider the following simplified model. A hemisphere of
radius R initially at rest is pulled through a distance R, by a surface tension force. the equation
of motion is

2R

4
F=ma= y2rR = (p—?;WR?’) (;2—> (3.78)

Using properties of liquid iron and R = 1mm,

l 4ps 716024 ) £ (1mm)®
Tmeso,interest — P ~ ( i )13 ( ) ~ 3 %1073 (3.79)
7 (1)

The analytical result for an oscillating drop with v = 0.03;Nn-, p=1000%% and R & 2em is a

k

m 16
frequency of f = 50H z, so the above order of magnitude for an small oscillating iron drop seems
reasonable. The main point is that the timescale of the electrical effects in the charge buildup
layer are microscopic with respect to the system. Therefore, the conservation of charge equation

is effectively at steady state and the unsteady term is neglected.

VeVp = Ve(3(C)FrreVure) +V o (zi((CC)') ore (C) ?qs) (3.80)
+V o (0. (C) V)

The dimensionless parameter N; is defined to measure the ratio of the order of magnitude of a
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convection term to an electric field term.

%
N1~ v.vpf N—ZI'NUpr (381)
Ve(oVe) % o0
From equation 2.83 Gauss’s law gives
¢ ps ¢
Combining,
Ue
Ny ~ g (3.83)

Using € ~ €, U from the falling sphere of equation 2.98, 04,4 from equation 2.90, and the

diffusion length scale as a representative macroscopic length scale,

(1) (B84 10°585) (3.84)
(11755 (0.15mm)

U Qxm

NIN

So, the transport of charge by convection can be neglected. Note that because N; << 1,

convection can be safely neglected even for the case of forced convection. Equation 3.81 becomes

0 = Ve(2(C)FrreVpr) +V o (%’%m (©) V‘qs) (3.85)
+V e (ae (C) vqﬂ)

The dimensionless parameter NV, is defined to measure the ratio of the order of magnitude of the

the diffusion term to the electric field terms.

Z(C)FV o (kVu) Z(C)FVe(DVe) FD,,,Ac
N~ Ve (ovqﬁ) ~ Ve (av(b) ~ oA¢ (3.86)

Here it has been assumed that the length scales of diffusion and voltage are similar. This

assumption may break down for systems with small concentration boundary layers (such as
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ternary systems). Using estimated operating conditions,

(96,485,2;) (10-10222) (1049

(11.7Qjm) 1v)

2N

~8%1073 (3.87)

So, the transport of charge due to diffusion can also be neglected. Note that as the applied

potential increases and as the conductivity increases, N, decreases.

0=Ve ( 20 () ?q&) +V o (0. (C) Vo) (3.88)

ZF'e (C) aFe

The first term vanishes in the metal, and the second term vanishes in the slag. Further simplifi-
cations can be made in terms of notation. Defining an effective electrical conductivity, the final

form of conservation of charge is

=V o (077 (0) V9) (3.89)

where
_ Z(C)
Oeff (€)= e (O) ore (C) + 0¢ (C) (3.90)
7(C) = zpe (C) — ]]‘\4;;20 (3.91)
O e (C) — Z%‘e (C) F? P (C) WFre (C) (392)

RT Fe,slag MF

€
The conditions necessary for the simplifications to the conservation of charge equation described
above are summarized in words as rapid charge redistribution. Note that charge redistribution in
an aqueous electrolyte is a diffusive process. Since charge redistribution in aqueous electrolytes
is fundamentally different than that of slags and molten salts, the simplifications derived here

may not hold for aqueous systems.
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Chapter 4

Numerical Methods

4.1 Introductory Remarks

In general, the governing equations for a system with fluid flow are a system of coupled non-linear
partial differential equations (PDEs). To solve the system of equations numerically the system
must first be discretized. The common methods for discretizing PDEs are finite difference meth-
ods, finite volume methods, finite element methods, and boundary element methods. Whichever
method is chosen, the final result is the same, a system of nonlinear algebraic equations which
can be solved with principles of linear algebra and numerical analysis.

This section describes a procedure for discretizing a system of conservation equations and
numerically solving the corresponding system of algebraic equations. The methods described
here are given for as general a case as possible. The case of 2D flow with an indefinite number
of field variable is considered. First, the equations are discretized using the finite difference
method. Then, a solution procedure for the resulting nonlinear algebraic equations known as a
Newton-Krylov solver is described.

The methods described in this section were taken from Numerical Simulation classes at MIT

[24, 25].
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Figure 4.1: Finite difference grid
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4.2 Discretization of Governing Equations, Finite Differ-

ence Method

The uniform mesh for this system is shown in Figure 4.1. The pressure nodes are represented by
circles at the main grid points, and the velocity nodes are represented by arrows. nz and ny are
the numbers of grid points in the x and y directions respectively. In general all field variables
except for the velocity components (for example: temperature, voltage, etc.) are stored at the
main grid points. The u and v nodes are stored on staggered grids so as to avoid the familiar
pressure checkerboard spurrious mode [6]. Note that due the staggered grids, there will be extra
u nodes in the x-direction and extra v nodes in the y-direction. The x-direction grid spacing is
Az, and the y-direction grid spacing is Ay. Notice that the velocity boundaries do not coincide
with the pressure boundaries. This is convenient for symmetry boundary conditions or periodic
boundary conditions. For the case of fixed velocity boundary conditions this mesh may result
in unacceptable errors, so the mesh shown in Figure 4.2 may be used. The disadvantage to this
mesh is that the grid spacing is not uniform, and the equations near the boundaries must be

adjusted.
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Figure 4.2: Finite difference grid
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The following general conservation equation will now be discretized
0
a—f+€7‘. (Vo) =%+ 8 (4.1)

where 1) represents any field. The terms are referred to from left to right as unsteady, convection,
diffusion, and source. Accepting a loss of generality, ¥ is limited to be a field variable stored on
the main grid point (for u and v the procedure is only slightly different, and so it is not given

here). In 2D the vector notation expand to

Using central differences in space this equation becomes

di (3, 5) PE+1,5) -9 0,5) +¢(E-17)
.
+(w(w+1)—¢A(23)+¢(z,3—1)) (4.4)
+S (4, J) (4.5)
~ (u(z‘+1,j)w (i+3.5) —uGw(i- %,j))
Az
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(4.6)

06+ D)y (i +3) —v(69)v (45— 3)
_ oy

where the convection term has been brought over to the right hand side. Note that because we
have discretized in space only, the unsteady term has become a total derivative. Interpolations
must be used to calculate 3 in between grid points. There are many methods for interpolating
the field variable in the convection term [6]; linear interpolation was used in project. Let fy ;)
represent the right hand side corresponding to the equation for # (i, 7).

0o (i,
wg i) _ Fuig) (4.7)

To correspond to linear algebra notation, the unknowns are stored as vectors. The following

function is used to map a field variable into a single vector.

¢ (27.7) = 'd)j*n:c+i (48)
Expanding, the vector reads
1/) (07 0) Tﬁo
¢ (11 0) ¢1
—'J; = d) (iv ]) = wj*nz+i (49)
Y (m: - 2,ny — 1) Ynodes -2
| df (nm - 17 ny — 1) | | 'l/)nodes-l ]

Here subscript notation has been introduced to represent a vector index. For multi-field variables

situations all field variables can be mapped into a single unknown vector # with the following
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function.

¢ (ia .7) = T(jxnz+i)nvars+nvar (410)

where nvars is the total number of field variables and nvar is an integer representing the field
variable. For example: nvar, = 0, nvar, = 1, nvar, = 2, nvar, = 3, nvars = 4. Expanding 7

for this case,

i 7) (4.11)

Equation 4.7 can now be written

s k(@) (4.12)

where f; (7) is used to denote a function of all the elements of Z (f; in general will not be a
function of all the elements. This is written for the sake compact notation.) The three basic

time differencing schemes commonly used (other schemes can be found in the literature) are the
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forward Euler scheme,
t

gt -2t
Y/ ? 4.1
() (4.13)
the backward Euler scheme,
ot — o t+1 (3
T = fi ( ) (4-14)
and the trapezoidal rule,
ot gt 1
YN (fit+1 (@) + f (?)) (4.135)

The forward Euler scheme is an explicit scheme in that 2! depends only on Z*. The backward
Euler scheme and the Crank-Nicholson scheme are implicit schemes in that Z*™' depends on
7' leading to a system of coupled equations. Numerical analysis results for linear systems are
well established. For this reason, a theorem on time differencing for linear systems is given here.

For the case where ? is a linear function it may be written as ? = [A] 7. The theorem reads:

A finite difference method for solving initial value problems on [0,T] is said to be

order p convergent if given any [A] and any initial condition

max ”xl - -'Eanalyt'ical (lAt)H S C (At)p (416)
tefo, %]
for all At less than a given At,. Forward and backward Euler are order 1 convergent

and the Crank-Nicholson scheme of order 2 convergent.

Thus, because the Crank-Nicholson scheme displays better convergence for linear systems, al-
though unjustified, this idea is extended to nonlinear systems. The Crank-Nicholson scheme was
used in this project for all field variables.

The resulting system of equations will be solved using Newton’s method. Therefore, before
leaving this section the equations are cast into a form consistent with a Newton solver. In
general, Newton’s method solves for 7 such that ' (To,x1,- ", ZN) = F (Z) = 0. Similar to
, F expands to
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Frmom (0,0)
Fymom (0,0)
Foont (0,0)
Fy(0,0)

Fiomom (1,0)

Fomom (1, 7)

F= Fyrmom (i, 3) (4.17)

Feont (1, 7)
Fy (2,5)

Fxmom (nm - l’ny - 1)
Fymom (nz — 1,ny — 1)
Feont (nz — 1,ny — 1)

Fy(nz —1,ny — 1) ]

Special consideration must be taken with the continuity equation because pressure does not
appear as a time derivative. In fact, the continuity equation, which is needed to solve for pressure,
does not contain a pressure term. The vector 7 is used to represent the right hand side of a
conservation equation and includes the convection term. Similar to ?equatim, 7equatim is used
to represent the right hand side of an individual equation. Using the Crank-Nicholson scheme ,

the elements of ? are

Fomom (1,7) = u** (3, 5) = u* (i, §) - % (fhihm (B) + frmom (7)) (4.18)
Fymom (i, 5) = v** (,5) = " (3, 5) — % (fhom (B) + Fimom (2)) (4.19)
Feos (1, 5) = o (1,3) = ' (6,5) — —421 (f& (@) + Fooms () (4.20)
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Fo(6,9) = 6 (9) — 6 (13) - 50 (f57 (@) + 14,(@)) (4:21)

The discretized equations can easily be modified to solve for simplified flow conditions. For

example, for the case of incompressible flow, the continuity equation reduces is
0=VeV (4.22)

Thus, there is no unsteady term, and the discretized form reduces to
Foont (1,3) = foon (T) (4.23)

Note that f..n: for incompressible flow is not equal to f..,; for compressible flow.

4.3 Symmetry Boundary Conditions, Shadow Nodes

When discretizing a differential equation with finite differences the resulting difference equations
in general must be altered at the boundary to satisfy the boundary conditions. For fixed boundary
conditions the difference equations govern all inner nodes and the boundary conditions can be
set by

F (i,7) = value — ¢ (3, ) (4.24)

where value is the fixed boundary condition. For symmetry boundary conditions however the
boundary node value is unknown, so the function F must be formed at the boundary. The
problem here is that central differences, which have been used for the inner nodes, cannot be
used on the boundary because there are only nodes on one side of the boundary. One way around
this problem is to use forward differencing instead of central differencing at the boundaries. A
more elegant way around this problem (and this is the method used in this project) is to use
imaginary nodes called shadow nodes. A grid with shadow nodes is shown in Figure 4.3. The

grid indexing starts at (0,0). The variables u, v, and C are shown near the ¢ = 0 boundary and
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Figure 4.3: Shadow nodes

the j = 0 boundary. C' is the dimensionless phase parameter used in the diffuse interface model.
C is governed by the Cahn-Hilliard equation which is a fourth order PDE. Thus two boundary
conditions for C' are needed at each boundary. The shadow nodes are labeled with negative
indices and are enclosed in circles. Two shadow nodes are needed for C because the governing

equation contains 4th order derivatives. The symmetry conditions at ¢ = 0 are

C(-1,5) =C(L,5) (4.25)

C(=2,5) =C(2,))

u(0,7) = —u(1,5)

v(-1,5) = v (1,5)
and the symmetry conditions at j = 0 are

C (i,-1) = C (i, 1) (4.26)

C (i,~2) = C (3, 2)
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u(i,~1) = u (i, 1)
v(3,0) = —v (1)

Note that because of the staggered grid, 4 (0, 7) and v (7, 0) naturally act as shadow nodes.
The vector of unknowns Z does not store the shadow nodes. The negative indices above
are used for clarity. The code developed for this project implemented shadow nodes using the

following method.

For i = 0 to nx-1

For j = 0 to ny-1

iml =1 -1

ipt =i + 1
jmi = 3j -1
jpr =3 + 1

if(i=0); iml1 =1 + 1
if( i = nx-1 );ip1=i—1

if( j=0); jml = j + 1

if( j =ny-1); jprt =3 -1

(42_0_) _ ClipLyj)—2C(i,j)+Clim1)
dz? | ~ (Az)*
d2C\ _ C(i,dpl)—2C(i,4)+C(i,jml)
(W) - (Ay)?

end

end

The if statements inside the for loops may be inefficient, but as is the case for the code as a

whole code clarity is chosen over code efficiency.
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Figure 4.4: 1D Newton’s method

4.4 Nonlinear Solver, Multidimensional Newton’s Method

Before introducing the multidimensional Newton’s method, the one dimensional case is revisited
to illustrate the concepts behind Newton’s method. The procedure is as follows.

Problem statement: Find z* such that f(z*) = 0.

Solution: The solution procedure is shown graphically in Figure 4.4. z* is the exact solution.
Newton’s method finds a numerical solution with an iterative procedure. The method begins
with an initial guess value z° whose choice is critical to convergence, as can be seen from the
picture. The equation is linearized at the guess value %", and the new value z'*"*! is found by

setting the linear system to zero.

f (xiter+1) =f (xiter) + _(_if%m_)_ (xiter+l _ :L.iter) (427)
- df (;;ter) (xiter+1 _ xiter) =—f (xiter) (428)
N df (;C:e")Amiter - _f (xiter) (429)

The computer implementation of the algorithm is:

z% = Initial Guess, iter =0

Repeat{
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solve ﬂz:il (miter+1 _ xiter) — __f (x“") for xit8r+1
iter = iter + 1

YUntil |jzitert! — g¥er|| < tolerance and ||f (' !)|| < tolerance

In the multidimensional case x is a vector of unknowns 7, and f is a system of nonlinear equations
7. Again the method begins with an initial guess 7° The system is linearized by using the

calculus of several variables [8].

7 (—fiterﬂ) - F (?iter) +J (?iter) (?iter+1 _ ?iter) (4.30)
= J (?iter) (?iter%—l _ TLmer) _ __'ﬁ (—i}iter) (4.31)
= J (2%) a7 = —F (2*") (4.32)

J is a matrix called the Jacobian. It is given by

oF, OFy
8z, 8xn
J=| + (4.33)
OFy OFy
T TN

J can be interpreted physically as the sensitivity of 7 to changes in 7. The computer imple-
mentation of the algorithm is given below. For completeness a relaxation parameter relax has
been introduced which depending on Z° may be necessary for convergence. relax is a scalar
parameter with a range [0,1]. In general, relaz varies with each iteration and is chosen such that
“? (?ite’ + relazi®” x A?it")

or 1. Newton’s method with a relaxation parameter is called a damped Newton’s method.

is minimized. In practice, relax is a constant, usually 1/4, 1/2

7% = Initial Guess, iter =0

Repeat{
solve J (?iter) A?iter — _F (?iter) for A—?iter
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?iterﬁ—l — ?iter + relamiter * A?iter
iter = iter + 1

YUntil |[|ziertl — giter|| < tolerance and ||f (% *!)|| < tolerance

Numerical analysis shows that Newton’s method converges quadratically

”F (?“er“)“ < (Bounded constant) ”F (?“”) ‘2

(4.34)

given that the Jacobian inverse is bounded and is Lipschitz continuous (continuous derivatives).

A final note on Newton’s method is that the linear system can be represented by the common

notation,
MZ=0 (4.35)
where
[J] = [M] (4.36)
Az -7 (4.37)
FoT (4.38)

The method for solving the linear system is described in the next section.

4.5 Krylov Subspace Linear Solver

4.5.1 QR Factorization, Gram-Schmidt Algorithm

An overview of the QR factorization is presented first. Given the system of linear equations

M7 =7 (4.39)
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The matrix M is decomposed into two matrices Q and R
_>
[QIR) T = b (4.40)

where @ is orthonormal and R is upper triangular. Since @ is orthonormal, Q! = Q7.

77

RZ=[Q T =" (4.41)

Since R is uppertriangular, 7 is found using a simple backsolve.
The details of the decomposition are now discussed. Consider viewing M as a collection of

column vectors.

T T T
My My || 2 | =T (4.42)
\J i TN
The system can be written
mlﬁl +x2]V}2+---xNMN =7 (4.43)

T is said to be in the span of the columns of M if a solution exists. The corresponding QR

system is
LR | Tin -+ TIN T
g, - Gyl o =7 (4.44)
Lol 0 0 rwwv || 2N

To form C—jl, M 1 is normalized.

d.= \/% (4.45)

@)2 is made orthogonal to 61 by subtracting off part of M 1 from M 2. (a represents orthogonal

vectors that are not necessarily normal)

5; = M2 - 7"21_@1 (4.46)

70



Since 61 . _(;31 =1,

= . .
Now, @9 is normalized

Q2
V@0

The procedure is now extending to the general column M i az is defined by

0 =

Ci=Mi—r @ -Gy — =i Gy
To make M; orthogonal to the columns to the left of it,
Groe(Mi—ru@— —rin@i) =0=ra = G, o M
Coo(Mi~ra@— ~71 @) =0 1 = Gy 0 M

@,-_1 g (Mz - m@ - Ti,i—l@)i—l) =0=>r = ai—l ® M:‘

Normalizing gives
@’. _ ai
85 * ai

(4.47)

(4.48)

(4.49)

(4.50)

(4.51)

(4.52)

(4.53)

(4.54)

The computer implementation of this algorithm is the Gram-Schmidt Algorithm shown below:

For i = 1 to N (for each target column)

Mi = M¥,; (matrix vector product)

For j = 1 to i-1 (orthogonalize to columns to left of target)

Tij =a,~°ﬁi
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M =M, - r,;Q;
End

Tii=VM@°M¢

@i = :7]7}, (normalize target column)

End

4.5.2 General Minimization Algorithm

A more general approach to solving the linear system
M2 =T (4.55)
is to minimize the residual product 7 e 7 where
=T - [M7 (4.56)

First, consider a 1D minimization. Here 2 = 2@, and [M] @ = z, [M] @, = z,M,. The

residual norm is

Te7 = (?—zlﬁl)o(_g)

7

— o M) (4.57)
? - 2_5) ° (xlﬁl) + (mlﬁl) * (xlﬁl) (4.58)

The residual product will be minimized when the derivative is zero.

- (P o) = =2T o (A1) + 22, (W) o (31) =0 (4.59)

Solving for z; gives o
b ® Ml _ —_ —~

= b eM 4.60
I m ® M ( )

where M, is a unit vector in the M 1 direction. The 1D minimization is shown graphically in
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N

el

Figure 4.5: 1D minimization

Figure 4.5. Minimizing the residual is equivalent to forming the projection of ? onto M 1.
Now, consider a 2D minimization. Here @ = 2@, + 2 €, and M T = 2, M€, + 2. M€ >.

The residual product is

?0_? = (—E) *le?l —$2M?2) [ (?—.’L‘lM?l _$2M?2) (461)
= T e —25, 0 o(M?)) =21, 5 o (M%) + 22 (M?)) e (M?))

+.’E% (M_6>2) ) (M_e)g) + 22129 (M?l) ® (M?Q)

Note that the last term contains both z; and z,. Taking derivatives gives

5:61,‘_ (Peo7) = —-—2_1)—) o (M7?))+ 2z, (M—é)l) ® (M?1) (4.62)
422, (MP1) e (M3) = 0
and
D (PeP) = 2T o (MPy) + 20, (M) (M) (4.63)

+22, (M@)o (ME,) =0
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Solving for @ would require solving a system of coupled equations. To avoid the coupling,
general search directions are introduced. Referring to Figure 4.5, z; was limited to the (M ¥))

direction. For 2D, the new search directions are (M P,) and (MP,). # becomes

T = 112_6)1 + x?g = 1/1?1 + V2?2 (464)

and M7 becomes
MT =, (MP,) + v (M7,) (4.65)

The residual product becomes

Pe7

(? — v Mp, - VgMi?z) ° (_b) - unM7P, - VQM?;Z) (4.66)
Tel — 21/1_5) o(M7,) - 21/2—1)) o (MTPy) +v2 (M) e (MT,)

+13 (M y) o (MP,) + 2010, (M) @ (M)

The coupling term is eliminated by applying the Gram-Schmidt Algorithm to the M, vectors
instead of the M@, vectors. . Therefore, the M P; vectors will be orthonormal.

In general the residual product is

TeT = ( V1M?1—""‘VkM7k) (4.67)

7 _
o (B~ uMP, — —uMP,) (4.68)

Taking the derivative, all coupling terms are zero, and the only terms remaining are

0

o (PeP) =208 o (M) + 22 (MF,) o (MT,) =0 (4.69)

Solving for z;,

(4.70)

74



Thus, using the notation mi = M7, the general minimization algorithm is:

For i = 1 to N (for each target column)
_ﬁi - ?i
g .
Mp, = M@, (matrix vector product)
For j =1 to i-1 (orthogonalize to columns to left of target)
= >
Tij = (ij) d (Mpz)
— = Y
(Mp;) = (Mp:) - rss (Mp;)
Pi=Ti— " P;

4.5.3 Krylov Subspace Generation

First, concept of a vector space is introduced. The unit vectors 7 and 7 are the unit vectors in
the x any y directions respectively of the xy plane. With respect to the three dimensional xyz
space, 7 and 3 span a 2D subspace, the xy plane. In general, the vector @ with N components

resides in an N dimensional space. The vectors that span the space are the &; vectors.

r - .

1 0

I
0 :

—CI_,)-_— = +-rt+ 2N =$1?1+"'+$N—é)1v (471)

: 0

IN
0 N

The notation for the space associated with the €; unit vectors is

space =span{®,..., €x,..., €N} (4.72)
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A new subspace called the Krylov subspace is formed by using M and b.
5 k
Krylov subspace = span {6, M &, MME,...,M¥} (4.73)

Here matrix exponents have been introduced. For example, MM = M2
The general idea of the residual minimization was obtain the best approximation to 7 using
a trial vector ¥ which was composed of unit vectors that did not span the total space of the

&, vectors. The total solution is
=11+ +INEN (4.74)
Using a subspace of & of the @; unit vectors , an approximate solution can be obtained from
=014+ + 1, (4.75)
Using an arbitrary k** dimensional subspace,
=W+ + Ty (4.76)
Using the Krylov subspace, Z* becomes
P = B +aMB +asMMT -+ o M1 = i MY (4.77)

and the residual is

PH =T M = (1 -y aiMi) 3 (4.78)
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4.5.4 The Generalized Conjugate Residual Algorithm

Equation 4.78 shows the relation between the residual and the Krylov subspace vectors. For

example, consider 7,

=T -M2 =T - M () (4.79)

which implies

For convenience 7° is defined
=7 (4.80)
Generalizing equation 4.79, the residual vectors are shown to span the Krylov subspace.
Krylov subspace = span {7, M?, MM_g, cee M"_I;} (4.81)
span {?0, e ?k}

In the Generalized Conjugate Residual Algorithm (GCR), the residual vectors are used as the
initial search directions instead of the &; vectors. The final Generalized Conjugate Residual

Algorithm is shown below:

P=7
For i = 1 to N (for each target column)
Pi=7
]\7@ = M7¥,; (matrix vector product)
For j = 1 to i-1 (orthogonalize to columns to left of target)
o = (1) » (1)
(35.) = (¥p.) =y (M;)
Pi= T,

End
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(_+ = (m,) (normalize target column)
T =T +v7P; (update solution)

=7 -y (m,) (update residual)

if( 7 e 7 ) < tolerance ); then break loop;

End

If a solution exists then GCR converges to the exact solution in at most N steps (of the outer
loop). In fact numerical analysis shows that if M has only q distinct eigenvalues, then GCR
converges in at most q steps.

In closing this section, a qualitative description of the algorithm is discussed. The main for

loop represents adding new terms to the trial solution
?iter = VI?I +oeeet Vite‘r?iter (482)

The corresponding new search direction is

iter = —
Mz = viMp; + -+ Viger MDjser (4.83)

The new term for the search vector (mite,) is chosen such that it is orthonormal to the other
search vectors, and the new component vy, is chosen such that the residual product is minimized.
The main for loop ends when the residual product is acceptably small, or when the current search

direction is close enough to ? In general GCR converges with ¢ < N.

4.6 Newton-Krylov Matrix Free Approximation

One of the key features of the Gram-Schmidt Algorithm is that only matrix vector products are

needed. Recall the first step in the algorithm was Mi = M7?; (matrix vector product). The
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linear system in Newton’s method at Newton iteration k is
J (%) azt = —F () (4.84)
The corresponding search direction at GCR iteration iter is the matrix vector product
J (@) 7 (4.85)

In the matrix free approximation, a finite difference is used to approximate the matrix vector

product.
k iter ., 1 iter) _
J(ZF) P~ - (F(2*+ep™) - F (2%)) (4.86)

€ is a problem dependent constant usually on the order of 107*. Methods for choosing ¢ to
optimize convergence can be found in numerical analysis literature. The combination of Newton’s

method with GCR enables solutions without calculating the Jacobian matrix.

4.7 PETSc

PETSc (The Portable, Extensible Toolkit for Scientific Computing) is a collection of C pro-
gramming libraries used for the numerical solutions of PDEs on parallel and serial comput-
ers. PETSc includes functions for managing data storage for 1D, 2D, and 3D grids, Newton-
Krylov solvers, and time integration schemes. PETSc uses the MPI standard for all message-
passing communication for parallel processing. The official documentation can be found at
http://www.mcs.anl.gov/petsc/docs/.

One limitation of PETSc is the time integration schemes constrain each field variable to use
the same discretization scheme which conflicts with the continuity equation. To ensure complete
flexibility, control and understanding, the code for forming the vectors and the numerical solution
routines were written as part of this project. PETSc was used in this project only for managing

field variable storage and for parallel processing. PETSc functions were used for linear algebra
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Figure 4.6: PETSc distributed array

operations such as vector addition, vector-scalar multiplication, vector norms, etc. This section
explains parallel computer data storage with PETSc for a 2D grid with an arbitrary number of
field variables.

A typical 2D grid is shown in Figure 4.6. The vector T contains the value of each field

variable at every grid point. The mapping from grid to vector was given in equation 4.10

¢ (Za .7) = T(jsnz+i)nvars+nvar (487)

and the vector was expanded in equation 4.11. When running a program in parallel, the program
runs simultaneously on each processor. Each processor stores only a fraction of the grid points
with a local vector m. Since @ contains the values for every grid point it is called a global
vector. The global vector ?, contains the discretized equation values. The local processor will
store a corresponding local vector W . When a spatial derivative is discretized at an arbitrary
grid point (7, j), the values at adjacent nodes are needed. For example, to discretize V2¢ at point
(4,7), 0 (4,7), 6 (e —1,4), # (¢ +1,7), ¢ (3,5 — 1), and ¢ (3,5 + 1) are needed. Therefore, referring

to the figure, the local processor needs the nodes in the outer box of localx to form the nodes in
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the inner box of localF". The same data storage is used for all local vectors, so the local processor
stores the grid points in the outer box. Note that there will be some overlap of data storage across
processors. The extra nodes between the inner and outer boxes stored on the local vector needed
for discretization are called ghost nodes. The number of adjacent nodes needed per point (%, j)
is called the stencil width. The grid shown here has a stencil width of 1, which corresponds to
discretizing V2¢. In this project, in order to discretize the (fourth order) Cahn-Hilliard equation,
a stencil width of 2 was used.

The point (zs,ys) denotes the starting position of the inner box of the local grid, and zm
and ym denote the number of grid points in the x-direction and y-direction respectively. For the
grid shown zm = 3 and ym = 3. The point (gxs, gys) denotes the starting position of the outer
box of the local grid, and gam and gym denote the number of grids points in the x-direction
and y-direction respectively. For the grid shown grm = 4 and gym = 4. To map from a field

variable to a local vector the following function is used.

¢ (7" .7) = localw((]’—gys)*ga:m+(i—g:cs))nvars+nva.r (488)

To calculate local vectors the program loops over the local grid only. For example, to form locaﬁj

the following loop is used.

for( i =xs ; i < x8 + xm ; i++ ){

for( j=ys ; j<ys +ym; j++t ){

local Fi(j—gys)xgzm+(i—gzs))nvars+nvar =
f(0(,17),6(+1,7),6(—-1,4),0(5+1),0(,j—1),-)
}
}

Here the functional dependence of localF on neighboring grid points is expressed implicitly with
f.
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In closing, it is noted that the code for parallel processing is also valid for single processing. If
the code is run on a single processor, then gzs = gys = zs = ys = 0, gtm = zm, and gym = ym.

In this case, there is no distinction between local and global vectors.
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Chapter 5

Numerical Simulation Case Studies

5.1 Introductory Remarks

In this section, the results from a series of simulations are presented. The simulations were
chosen such that each case illustrates a single phenomenon associated with the physical system.
The results are validated with asymptotic solutions.

For convenience, some details of the simulations, which are the same for all cases, are given
here. The finite-difference method was used for spacial discretization, and the Crank-Nicholson
sheme was used for temporal discretization. Symmetry (or zero flux) boundary conditions were
used for the phase variable C using shadow nodes. All 2D plots do not have axes labeled. The
x-axis positive direction is east, the y-axis positive direction is north, and the bottom left corner
is point (0,0). Recall that, because of the staggered grids, the C grid is nx-1 by ny-1, the u grid
is nx by ny-1, and the v grid is nx-1 by ny. The extra nodes for C were assigned the value of
their adjacent nodes are included in the plots. Thus, for coarse grid cases the plots may appear

slightly distorted.
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Figure 5.1: Initial concentration profile

5.2 Diffusion

In this section, two cases of inter-phase diffusion are presented. The first case is a single interface
system, and the second case is a multi-interface system.

For the single interface case, consider the 1D Fe-FeO system shown in Figure . The figure
shows the initial conditions of the phase variable C. C' = 0 represents FeO, and C' = 1 represents

Fe. The governing equation is simply

a%( ) = ﬁ)“:e‘v‘z’. (x 1) (5.1)

where

€ = N x dz integer number of grid spacing (5.2)



Interface Profile, nx = 18, N=1104
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-0.2

Figure 5.2: C at steady state, 1D system, 16 nodes

= Dre siag (CFZ;n;etal — CFe slag) (5.5)
B (?TCW)C=0
Symmetry boundary conditions were used on all boundaries.

First, steady-state results are given for various grids and interface thicknesses, ¢ = N * dzx.
Figures 5.2, 5.3, 5.4, and 5.5 show steady state concentration profiles across a diffuse interface
using 16, 32, 64, and 128 grid points respectively.

Each figure contains 4 plots of various interface thicknesses, N = 1,2,3,4. The length of the
solution domain is 1lecm. Because an increasing interface thickness corresponds to an increasing
N, the curves are not labeled. For N = 1, the diffuse interface spans approximately 6 nodes. This
result is best seen from the 16 node case. The interface thickness is shown to increase linearly
with N as is expected. For larger interface thicknesses, C' is shown to exceed the expected limits
of {0,1]. This is a natural result of the initial conditions and the zero flux symmetry boundary
conditions. As the interface diffuses, overall mass in conserved.

Next, unsteady effects are presented. Figure shows the interface evolution for the 32 node,
N = 2 case. A time increment of dt = 10s was used. The figure contains plots of four different
timesteps T = 0, 10, 100, steady which corresponds to elapsed times of t = 0s, 10%s, 10%s, co. At

100s, the first significant effects of diffusion are shown. At 10%s, the interface is approximately
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Interface Profila, nx =32, N= 110 4

_02 L L 1 L L ' 1 i L o
[+3 0.001 0.002 0.003 0.004 0.005 0.008 0.007 0.008 0.009 0.01
x {meters)

Figure 5.3: C at steady state, 1D system, 32 nodes

Interface Profile, x =64, N=1t0 4
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Figure 5.4: C at steady state, 1D system, 64 nodes
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Interface Profile, nx =128, N= 1o 4

o8

o8

041

0.2F

L L L s 1 L L L )
] 0.001 0.002 0.003 0.004 0.005 0.008 0.007 0.008 0.009 0.01
x {meters)

Figure 5.5: C at steady state, 1D system, 128 nodes

Interface Profile, nx = 32, T=0,10,100,steady
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Figure 5.6: Evolution of concentration profile, 1D system, 32 nodes
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halfway diffused to the steady state profile. These results support the macroscopic timescale
Tmacro ~ 400s given in equation 3.77.

For the multi-interface system, consider the 2D Fe-FeO-Fe system shown in Figure 5.7. The
figure shows the phase variable C at t = 0. C = 0 represents FeO, and C = 1 represents pure
Fe. There are three main layers in the y-direction, Fe-FeO-Fe, and the FeO phase contains a
small drop of Fe. The solution domain is L, = L, = lem. The grid is 64x64 nodes. Symmetry
boundary conditions are used on all boundaries. Unsteady effects are similar to those shown
in Figure 5.6; the interface smoothes out over a number of nodes corresponding to the interface
thickness. (Numerical) Steady-state results are shown in Figures 5.8, 5.9, and 5.10 for N = 1,2,3
respectively.

For N = 1, the interface is relatively sharp, and the Fe drop does not influence the outer Fe
layers. For N = 2 however, the interface is approximately twice as thick, and the Fe drop does
influence the outer Fe layer. The drop and layer interfaces almost overlap pushing the outer Fe
layer slightly away from the Fe drop. For N = 3, the drop completely disappears because the
interfaces do overlap. Because the interfaces overlap, the drop forms a bridge between the outer
Fe layers. Then the drop is consumed by the outer Fe layers minimizing the overall free energy
of the system. The conclusion drawn from these three simulations is that the choice of interface
thickness is a critical modeling factor. For example, to predict a stable interface the N = 1 case
gave the best results, but to predict merging interfaces the N = 2 case gave the best results.
Therefore, depending on the desired phenomenon to be predicted, the interface thickness can be

set accordingly.

5.3 Diffusion, Migration

In this section, a voltage is applied to the Fe-FeQO system. A migration term is added to the
conservation of species equation. The electric field induces flux across the interface, leading to

interface motion. Because the two phases have different densities, according to the continuity
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Figure 5.7: C at t=0, multi-interface system
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Figure 5.8: C at steady state, multi-interface system, N=1
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Figure 5.9: C at steady state, multi-interface system, N=2
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Figure 5.10: C at steady state, multi-interface system, N=3
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equation, interface motion would induce bulk fluid motion. The purpose of this section is to
simulate interface motion due to an electric field. Therefore, to simplify the equations, the
system has uniform density p = pre, and surface tension forces are not considered. Thus, there
is no fluid velocity and the equations of motion do not need to be solved.

The governing equations are conservation of chemical species

a . MFe MFe OFe (C)
ot (pC) = Awpev ¢ [’“Fﬁ““] + FAerv ° (ZFe (&) Vo (5.6)
and conservation of charge
0= o (0.1 (C) V) (5.7)
Symmetry boundary are used for C. For voltage,
Qr =0, symmetry (5.8)
@z = L,, symmetry (5.9)
d(y=0)=0 (5.10)
¢ (y = Ly) = lvolt (5.11)

One constraint associated with this formulation is that if FeO exists at a fixed voltage boundary,
then there will be a non-zero species flux at the boundary. The migration flux term is proportional
to ope (C) vqﬁ. At a symmetry voltage boundary, (?d)) o7 = 0. However at a fixed voltage
boundary (ﬁqﬁ) et #0. In Fe, ope (C) =0, but in FeQ, ope (C) # 0. Therefore, to conserve
species, boundaries with fixed voltage need to coincide with Fle.

The initial conditions for the first simulation are shown in Figure 5.11. There are three layers

in the y-direction, Fe(1/4cm)-FeO(1/2cm)-Fe(1/4cm). The domain is lem by lem. The grid
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Figure 5.11: C at t=0, applied voltage
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is 32x32, and € = dx = dy. Polynomial interpolation was used for o, (C).

Je (C) = Oe¢,slag +3 (Ge,metal - Ue,alag) C2 -2 (Ue,metal - Ue,slag) 03 (512)

where 0¢ 449 = Ogqe—. The electrical conductivity of Fe in the physical system is 7  10°5=—.

However for numerical stability, o, metar Was set t0 O¢metar = 103-9—;1‘;;. Recall that ope siag =

120_,15’ SO Oemetal >> OFe,siag i Still satisfied. x was scaled by 100 so that the timescale of
diffusion is less than that of migration. The & scaling was necessary to maintain a stable interface.

A positive voltage at y = L, creates an electric field in the negative y-direction. In the FeO,
the electric field forces the Fe?* downward and the O?~ upward. Because the electrochemical
reactions at the interface are modeled as transport limited, the migration flux of species to the
interface leads directly to interface motion. Results for ¢ = 1300s are shown in Figures 5.12 and
5.13.

The FeO phase moved a distance in the y-direction of approximately 1/8cm. Because
Oe,metal >>> OFe,slag, there are very small gradients of ¢ in Fe.

Is this result reasonable? Here a more quantitative explanation is given. The interface velocity

is given by equation 2.18.

qurrentv.slag qurrent Mslag
ot = = 5.13
Vnt 2F 2F Pslag ( )
The flux of charge in the slag is given by
z d
Jeurrent = z_Feo'Fe'di; (514)
Recall,
- Mg 56
Z=2pe— MI; 2o =2— (R) (—-2)=9 (5.15)

95



Figure 5.12: C at t=1300s, applied voltage
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Figure 5.13: Voltage at t=1300s, applied voltage
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so (adjusting for constant density)

1 1V A
Q*m) =2.16—— (5.16)

9
qurrent = 5 (12 * 2 0.5¢m 2

Combining gives the interface velocity

_ (21,60055) (36 ¢ 107°508) _ ey 101 (5.17)
2(96,485.2;) (70004%) s

int —

An expected time interval for an interface movement of 1/8cm is

1
(3em) ~ 2000s (5.18)

L
=TT (5.76 x 10-7m)

which agrees with the numerical simulation.

The next series of simulations deal with streamer growth due to an electric field. Two cases
are considered: (1) a perturbed cathodic interface, (2) a perturbed anodic interface. The initial
conditions are shown in Figures 5.14 and 5.15.

(The plots are symmetrical with respect to z = %1) Recall that the voltage boundary
conditions are ¢(y = 0) = OV and ¢(y = L,) = 1V. Therefore, the bottom face is the cathodic
interface (Figure 5.14), and the top face is the anodic interface (Figure 5.15). Results at ¢ =
1660sec for cathodic growth and anodic growth are shown in Figures 5.16and 5.17 respectively.

It was found in section 5.2, that it is possible to predict interface merging with diffusion alone
with the diffuse interface model depending on the choice of interface thickness. Therefore, for
reference, results for the two systems at ¢ = 1660sec are also given for pure diffusion (no electric
field). Figure 5.18 shows diffusion results for the perturbed cathodic interface, and Figure 5.19
shows results for the perturbed anodic interface.

Also for reference, Figure 5.20 shows the steady state profile for both the cathodic and anodic
perturbed cases. The steady state result for the pure diffusion case shows that there is no artificial

interface interaction due to interface scaling. The equilibrium configuration of the systems with
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Figure 5.14: C at t=0, perturbed cathodic interface
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Figure 5.15: C at t=0, perturbed anodic interface
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Figure 5.16: C at t=1660s, perturbed cathodic interface
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Figure 5.17: C at t=1660s, perturbed anodic interface
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Figure 5.18: C at t=1660s, perturbed cathodic interface, no applied voltage
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Figure 5.19: C at t=1660s, perturbed anodic interface, no applied voltage

104



Figure 5.20: C at steady state, perturbed cathodic or anodic interface, no applied voltage
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zero electric field is three layers vertically with interfacial area minimized. For the perturbed
cathodic interface, the perturbation grows with an applied voltage and decays without an applied
voltage. For the perturbed anodic interface, the perturbation decays with and without an applied
voltage. Note that the rate of decay is greater with the applied voltage than without the applied
voltage.

The interface growth can be explained by looking at the migration flux of chemical species.

The flux is proportional to the electric field.

jx Ex Td) LlF‘:O (5.19)
At the perturbed regions the length of FeO is smaller than in the unperturbed region.
L eo perturbed < LFeo,unperturbed (5.20)
So, the flux will be greater at the perturbed site.
Jperturbed > Junperturbed (5.21)

For the cathodic case, the increases flux leads to a decreased FeO length, and a growth instability
occurs leading to the formation of streamers. For the anodic case, the increased flux leads to a

decreased FeQ length, and the interface stabilizes.

5.4 Diffusion, Surface Tension Driven Convection

Jacqmin [9] simulated a 2D oscillating drop with the phase field method. The calculations
were performed using four grids: 16x16, 32x32, 64x64, 128x128; and the calculated frequencies
were shown to approach the analytical result with increasing grid density. The simulation was

repeated in this project to validate the surface tension forces in the diffuse interface model. The
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drop simulation for this project is described below.
Initially the drop is a square gcm by %cm. Due to symmetry, one quarter of the drop was
simulated. The drop is surrounded by a fluid of different phase. C' = 1 for the drop, and C =0

for the surrounding fluid. The drop and surrounding fluid have the same properties.

k
p=1000= (5.22)
k
n=4x10"—L fs (5.23)
N
Yinter face = 003%‘ (524)

The analytical frequency is f = 47.89Hz. The governing equations are: conservation of x-

momentum

% (pu) +V o (pVu) = —g—i +V o (nVu) + pgs (5.25)
+§_7) ° (n%) - C%g

conservation of y-momentum

d 0
% (pv) + Ve (pvv) = ———(;)—s +Ve (nvv) + pgy (5.26)
7p7 au
+_V-)( a—y) - 5@7
conservation of mass (incompressible)

VeV =0 (5.27)

and the phase field equation

DY =9 e (xVu) (5.28)
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which is a simplified form of equation 3.67. The solution domain is 2em by 3em. A uniform
grid of 16x16 nodes was used (or 17x17 including extra velocity nodes). To maintain a stable
interface, k was set such that the timescale of interface diffusion is less than that of bulk fluid

motion. The phase field parameters used were
€ = Ax (5.29)

o= (\/ﬁ) e (5.30)
B=(vi8) L (5.31)
k=€ (5.32)

where Az = Ay is the grid spacing. The initial conditions for the simulation are shown in Figure
5.21. The interface is initially sharp and varies from zero to one over a single grid spacing.
The drop radius position at an angle of 45deg to the x axis was calculated by interpolating
C = 0.5. The time evolution of the radius position is shown in Figure 5.22. From the plot,
the frequency is approximately 40Hz. The frequency for 16x16 grid of Jacqmin was 40.82Hz (,
and for thel128x128 grid was 44.98 Hz). Therefore, the code accurately predicts surface tension
driven flow. The system at steady state is shown in Figure 5.23. At steady state, the drop is
at equilibrium position, R, = %cm, and the interface is smoothed out over about four grid
points.

The oscillating 2D drop simulation was repeated for an Fe drop surrounded by FeQ. All
conditions are the same except for properties (see Appendix 8.1 for properties of Fe-FeQ system)
. The density and viscosity of Fe and FeO each differ by a factor of two. However, the system is
still incompressible for the sharp interface formulation and is modeled as incompressible for the
diffuse interface formulation. The initial conditions and the steady state profile are exactly the
same as the case above. The time evolution of the radius position is shown in Figure 5.24. From

the plot, the frequency is approximately 80H z. The increase in frequency is due to the increase
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Figure 5.21: C at t=0, 2D drop
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Figure 5.22: Radius (m) @45deg vs time (sec)

in surface tension.

5.5 Diffusion, Gravity and Surface Tension Driven Convec-
tion

The Fe drop simulation of the previous section is extended here to include a gravitational field
7= —9.8’;‘—23. The initial conditions are the same (Figure 5.21). Steady state results are shown
in Figure 5.25. Comparing this result to that of g = 0 (Figure 5.23), the drop under gravity is
slightly compressed in the y-direction. The radial positions at 90deg from the x-axis is denoted

as h. For the zero g case,

h = 5.53mm (5.33)

and for the nonzero g case,

hy = 5.08mm (5.34)

The compression due to gravity is balanced by surface tension forces. Note that because of the
symmetry boundary condition at y = 0, the drop has a wetting angle of 90deg.

The equilibrium configuration of the system can be explained with thermodynamics. Let the
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Figure 5.23: C at steady state, 2D drop
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Figure 5.24: ,Radius (m) @45deg vs time (sec)

initial conditions be state 1 and equilibrium be state 2. The system is modeled as an isolated
incompressible system (zero flux boundary conditions) undergoing an irreversible run down to

equilibrium. The first law reads

Q-W=AU+ APE+ AKFE (5.35)
which simplifies to
0=AU+ APF (5.36)
Using constitutive relations,
0 =me, (T = T1) + mg (J — 7;) + 7 (A2 — A1) (5.37)

where 7 is the center of gravity of the system and A is the surface area of the interface. The
final configuration can be found by a force balance at the interface. The first law gives the final

temperature of the system. The second law reads

AS = Sip — Sout + Sgen (5.38)
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Figure 5.25: C at steady state, 2D drop with gravity
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Since the system is thermally insulated, there is no entropy transfer.
AS = Sgen (5.39)

Using constitutive relations,

13

mc, In (7—,1) = Syen (5.40)

The second law gives the entropy generated during the process. The equilibrium state is charac-

terized by a maximum entropy. Looking at the entropy change for the system,

AS =mceyIn (E) (5.41)
T,
Using the first law,
AS = meyln (1 _ mgay+ 7AA) (5.42)
vaT1

To maximize AS is to minimize APF under the constraint of conservation of mass. At state 2,
(PE), = mgy, + 7A, (5.43)

If g = 0, then to maximize entropy A, is minimized forming a circle. If v = 0, then to maximize
entropy ¥, is minimized forming a horizontal interface with Fe on the bottom. For intermediate
cases where g # 0 and <y # 0, there is an optimum balance between the two terms leading to the
compressed configuration.

An analytical result for the drop height h(z = 0) is obtained by an overall force balance in

the x-direction

Yw = / o (Pin (¥) — Pout (y)) wdy (5.44)

where w is the z-direction width. The pressure inside the drop is related to the pressure outside
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the drop by the surface tension and radius of curvature R. The pressures can be written,

Pout (Y) = Dout (Y = h) + pourg (h — y) (5.45)
Pin (1) = Pout (y = B) + ,-g—‘ + ping (b — v) (5.46)
h

where R, = R (z = 0,y = h). Substituting for pressure,

y=h ¥
- T (pin — pout) g (h—1) | d 5.47
¥ /yzo (iRhl (Pin — Pout) 9 ( y)) Y (5.47)
which simplifies to
vh h?
= — + Apg— 5.48
Y= TRl Pg (5.48)

Note that when h = |Ry|, Apg = 0. Therefore, for a circular profile, either Ap = 0 or g = 0.

Introducing the equilibrium drop radius for ¢ = 0, R4, and rearranging gives,

ApgR?, ( h )2 R ( h )
— | + —-1=0 5.49
27 Req th| Req ( )

which is solved with the quadratic equation. For this simulation, R., = 5.53mm, k(i =0) =

5.079mm, h (i = 1) = 5.052mm. The radius of curvature is approximated by

1 d%h h(i=1)—-2h(i=0)+h(z=1)
By o 5.50
R, ~ da? ( (Az)? (5:50)
using a shadow node. Using this radius of curvature, the force balance gives
hanalytical
ytical 1, .51
( R, ) 0.876 (5.51)
The measured value is
h{(i=0) 5.079
= =0.91 .52
( R ) 553 0.918 (5.52)

115



which gives an error of approximately 5%. Therefore, the model accurately captures the balance

between surface tension forces and gravitational forces.
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Chapter 6

Discussion

6.1 Introductory Remarks

In this chapter, important assumptions used in the model formulation are revisited, other appli-
cations for the model are introduced, and reasons and suggestions for future development of the

model are given.

6.2 Assumptions and Limitations

The electrochemical reactions in the model are limited to the transport limited regime. This
assumption is valid for electrolysis systems similar to the one described in this thesis. In high
temperature systems such as the one discussed here, the mass transfer resistance is much greater
than the charge transfer resistance. However, the transport limited regime also corresponds to
a zero cation concentration at the cathodic interface. If the full electrochemical current-voltage
equations were used, then there would be an exponential response to any significant concentration
at the interface, but since the constitutive current-voltage relations are explicitly limited to the
transport limited case, the reaction behaves as if the concentration is zero at the interface.

Thy physical slag/metal system is a multi-component system and has a concentration bound-

ary layer. The binary system does not have a concentration boundary layer. Additional cations
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are needed to maintain charge neutrality in a concentration boundary layer. One way to capture
a diffusion boundary layer would be to extend the formulation to ternary systems. Since thefe
is no boundary layer in the binary system, there is no diffusion resistance associated with the
interface motion. Thus with less resistance, the model predicts a larger reaction rate for a given
applied voltage than would be expected. However, the model does capture important electrode
phenomena such as interface motion and perturbation growth and decay.

The free energy curve was modeled with a polynomial function, and the interface thickness was
scaled to a mesoscopic length. Both approximations serve to change the diffusion characteristics
of the system. The diffusion flux is proportional the gradient in chemical potential which is a
function of the free energy curve. The polynomial approximation captures the interfacial energy
of the system, but the exact level of curvature is lost. For example, a large (absolute value of)
second derivative of the homogeneous free energy, ¥”, at C = 0 or C = 1 corresponds to a large
change in free energy for concentrations that stray from equilibrium. Conversely, a small second
derivative corresponds to a small free energy change. Since, the driving force for diffusion is a
reduction in free energy, each case leads to a different diffusion flux. In the phase field model,
« is scaled by € and f is scaled by 1/e. Therefore, interface scaling artificially increases o and
lowers 3. Lowering 3 lowers the peak in the free energy curve. The implications are a lower ¥”
near equilibrium concentrations and a lower activation barrier for interface diffusion. « is the
gradient penalty coeflicient in the free energy equation and acts as a driving force for interfacial
gradient minimization. An artificially large « increases this driving force. The surface tension is
proportional to v/af, so it is unaffected by the scaling. Thus, interface scaling leads to a number
of issues involving diffusion for systems away from equilibrium, but the model does capture the
macroscopic surface tension.

Assuming rapid charge redistribution throughout the system, the conservation of charge equa-
tion reduced to an equation for zero divergence of charge flux due to migration. Mathematically
speaking, the charge equation reduced to an equation with a single unknown, voltage, signifi-

cantly reducing the coupling of the equations. The unsteady and convection terms were safely
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neglected even in systems with forced convection. However, the diffusion term was not so safely
neglected with respect to the migration term. Recall that the representative dimensionless num-
ber was on the order of N, ~ 1072 (equation 3.87). For the Fe-FeQ system analyzed here, this
was a conservative estimate but may break down for other systems such as multi-component
or aqueous solutions. The concentration difference used was conservative for the binary Cahn-
Hilliard system where the mole fraction varied from 1/2 to 1. Other systems may exhibit larger
concentration differences which would raise the dimensionless parameter by a factor of 10 or so.
Also, the conductivity of slag was used instead of the conductivity of steel. For the binary sys-
tem, concentration differences characterize the diffuse interface and so coincide with all property
differences including conductivity. If the conductivity of steel was used, then N; would have
decreased by a factor of 1000.

The system modeled was considered to be isothermal. Chemical reactions serve as heat sinks
and sources. Also, electrical current and high resistance levels lead to joile heating which is
another heat source. The question is whether local variations in temperature have a significant
effect on the transport of chemical species. Conservation of energy governs the temperature
distribution throughout the system. Transport properties typically have a strong dependence on
temperature. The mass and specific heat capacity of the system serve as estimate to the sensi-
tivity of temperature to heat flux, and the heat conductivity serves as a measure of temperature
gradients. Another important factor is heat transfer boundary conditions. If the temperature of
the surroundings are much lower than the solution, then large temperature differences may exist
in the solution. In applying this model to real systems, scaling analysis similar to that in this

thesis should be done to ensure that the isothermal approximation is valid.

6.3 Applications

The model developed here would also serve as a useful tool for analyzing existing processes such

as magnesium reduction and aluminum reduction. Both are two phase liquid/liquid systems
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with transport limited electrochemical reactions. An important feature in the steel refining
system is the presence of streamers which complicate cathode dynamics considerably. The model
predicts the growth of streamers and could be used in the development of efficient cathode
designs. Improving efficiency of refining systems not only improves production but also, just as
importantly, significantly reduces the amount of waste.

One system where hazardous waste is particularly problematic is titanium reduction. Current
practice involves the use of chlorime gas as apposed to an electrolytic solution. In titanium
reduction, ionized titanium exists as T4%*, T4%*, and T%**. There is a higher thermodynamic
driving force for Ti** to reduce first. The Ti** and T33* build up near the cathode and diffuse
away toward the anode and give up electrons and form 733+ and T'i**. Then, the T%*" migrates
to the cathode, and the circular pattern continues hindering production rates. (It is worth noting
that attemps to reduce hexavalent chromium electrolytically have exhibited the same inefficient
circular patterns.) A new method currently being researched at Boston University for avoiding
the titanium reoxidation problem is through the use of an anode which is an ionic conductor. The
anode is coated with a material that has a high oxide ion diffusivity, a low electron conductivity,
and a low titanium diffusivity. Therefore, only the oxide ions are allowed to pass through and be
oxidized. The model developed here could be used in developing these new systems which would

serve to answer current economic and environmental issues.

6.4 Future Work

The simplified 2D Fe-FeO-Fe system does not capture all phenomena of the physical slag-metal
system, but does provide a foundation for a more comprehensive model to be developed in
the future. The Cahn-Hilliard model restricts the fluid to two components, eliminating multi-
component interactions. The capillary instability is a 3-D phenomenon and does not exist in a
2-D system. For these reasons, a 3-D, multi-component system will need to be developed in future

work in order to accurately predict the relationship between design parameters and reaction rate
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of the chosen application. However, the the extension of the code to 3-D is straightforward and
is a matter of computer storage and speed.

Other more fundamental advances to the model include electrocapillarity, multiphase lig-
uid/solid/gas interactions, magnetic effects, and thermal effects. Electrocapillarity, the variation
of surface tension with electric field, affects all interface surface tension related phenomena such
as streamer growth, oscillation, and breakup. To include the solid electrode in the computer
simulation would be very beneficial to electrode design. Also, many systems like the titanium
system described above involve the reduction of a solid metal from a liquid electrolyte, and
require fluid/structure (or liquid/solid) interactions for modeling. The oxidation of oxygen in
slag systems produces gases such as CO, Oy, H50, etc. These gases enhance mass transfer by
convection and thus enhance reaction rate. An idea which has not yet been investigated through
experimention on electrolytic refining systems is the application of magnetic fields. The gen-
eral Lorentz force law reads F = q(_E} + 7 X _3), where B is the magnetic field vector, ¢ is
charge, and V is the velocity of charge. Intelligent application of magnetic fields may potentially
enhance overall process control. Finally, for systems with relatively low heat capacities and ther-
mal conductivities, the energy equation would allow for more accurate representation of system
properties by providing the local temperature.

The finite element method may compliment future developments. Unstructured grids would
provide the flexibility needed to increase grid density at a curved interface. Also, Lagrangian
descriptions may be used in the development of solid/liquid/gas interactions which would require

different meshing schemes in each phase.
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Chapter 7

Conclusions

In this thesis, a diffuse interface model for a two component liquid/liquid, isothermal system
undergoing transport limited electrochemical reactions was developed. The model was applied
to the electric field enhanced smelting and refining of steel process. A representative Fe-FeQ
system was used as a simplified model. The governing equations were derived for the most
general case first. Then, using a series of asymptotic solutions, length, velocity, and time scales
were derived. Based on the simple scaling arguments, the governing equations were significantly
simplified. In particular, the conservation of charge equation, which governs the voltage field,
was reduced from an equation involving concentration, velocity, and voltage with time and space
derivatives to an equation involving just voltage with a spatial derivative.

The system of equations were discretized using the finite-difference method and the Crank-
Nicholson scheme. Symmetry boundary conditions were used for concentration and were im-
plemented with shadow nodes. The system of nonlinear difference equations were solved using
the matrix-free Newton-Krylov method. PETSc was used for distributed array data storage and
parallel processing.

A series of case study simulations involving the electrochemical Fe-FeQ system were used to
display phenomena characteristic of refining systems. The case studies showed that the model

accurately predicts:
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Inter-phase diffusion

Interface motion due to an electric field

Growth of cathodic interface perturbations into streamers due to an electric field

Decay of anodic interface perturbations due to a voltage field

Interface oscillations due to surface tension driven flow

Interface distortion due external body forces

The simplified 2D Fe-FeO-Fe system does not capture all phenomena of the physical slag-metal
system, but does provide a foundation for a more comprehensive model to be developed in the
future. The model developed here is general in the sense that it can be used to model any
application with similar physical interactions, and the methodology developed here for coupling
transport limited electrochemistry with transport equations is fundamental in that the extension
to more complex systems is limited only by the development of a free energy model and system

properties.
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Chapter 8

Appendix

8.1 Properties
cm?
Dpe+ ~ IO'GTFerrous ion diffusivity in slag

N
v ~ 1—Fe — FeO interfacial energy
m

k
Prmetal = 7160—%density of metal
m
Psiag = B%Mdensity of slag
kg . .
Nmetat = 0.006 viscosity of metal
mxs
Nslag =~ 2NmetarViscosity of slag

1 ] . .
Oemetat = T-14%10° T melectrlcal conductivity of Fe

8.2 Computer Program

The computer program used for this project can be found at lyre.mit.edu/~dussault.
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