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ABSTRACT

This thesis evaluated the potential of neutron-capture
gemma rays in elemental analysis, A large portion of the work
was devoted to the development of a method for the analysis
of weak peaks in gamma ray spectra, This was based on equations
developed for the standard deviation in the measurement of
the various peak parsmeters, consideration being also given
to the reduction in the statistical fluctuations obtained by
smoothing the data with the use of Fourier transforms, Two
methods of peak area determination were considered and their
relative effectiveness examined, An equation was then derived
for the minimum weight of an element needed for relisble quan-
titative analysis. The equations were verified using both
real and pseudo-experimentsl data constructed with the use of
a computer, _

Experiments were carried out using the MIT Reactor with
samples positioned ga) in a high neutron flux next to the
reactor tank (2x10'7 n/sq.cm sec), and (b) in en externsl
neutron be§m facility of relatively lower but well thermelized
flux (2x10° n/sq.cm sec), Capture gamma ray spectra were
obtained with a three-crystal system capable of operating in
the free mode, the Compton suppression mode and as a pair
spectrometer, The results were used to examine the relative
analytical sensitivity of the internal and externsl sample
arrengements and the various gamma detection modes,

The minimum measurable weights of 75 elements were
evaluated for o stainless steel sample, For these computations
use was made of the listing of capture gamme ray spectra
recently established by the MIT gamma spectroscopy group, In
a majority of the cases the detectilon limits range between
0.1 percent and 10 percent, Equations were developed for
extending the results to different samples and different.
experimental arrangements,

Thesis Supervisors Prof, Norman C, Rasmussen
Title: Professor of Nuclear Engineering
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Chapter I
INTRODUCTION

Conventional neutron activation analysis has been shown
to have good analytical sensitivity for many elements, It
has found its place in all the physical sclences and has
been widely employed in a non-destructive manner in the ana-
lysis of samples containing elements at trace levels and
higher concentrations [Gl1, 11, L2, P1, W1]., In this method,
the elemental compostion of a sample i1s determined through
the analysis of the gamma ray spectra of the radionuclides
formed within the sample by neutron cépture. As such, the
method is applicable only if the product nucleus is (a) radio-
active, (b) is formed in reasonable emounts, and (c) has a
half-Iife that is neither too long to produce sufficient
activiﬁy-nor too short for measurement, Evidéntly a number
of elements ﬁhroughout the periodic table are not susceptible
to this type of analysis,

Another approach to elemental analysis that still uses
the neutron as the bombarding particle but does not rely on
the radionuclear propefties of the product nuclel is what 1is
often refgrred to as prompt activation analysis. In this case,
as is shown in Figures 1.1 andll.z, one examines (a) the
prompt gamma rays resulting from fast neutron inelastic scat-
tering or (b) the prompt gamma rays associated with thermal
neutron capture, And since all nuclel have unique neutron
inelastic scattering and absorption cross sections, any

element may now be identified and its concentration in a given
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sample determined.

The method of prompt activation analysis fhus offers a
number of reactions that are not available to the analysis
based on delayed gamma radiations, Nevertheless, the measure-
ment and utilization of prompt gamma rays has been hindered
mainly by the complex nature of the spectra, The low reso-
lution (tens of keV) NaI(Tl) scintillations detectors, which
are invariably used in ordinary activation analysis, strongly
restricts the usefulness of these detectors in prompt activa-
tion analysis, The recent development, however, of large
(approximately 50 c.c.) lithium-drifted germanium detectors, |
with resolutions of a few keV, offers the possibility of using
this technique in a number of new applications [T1, E1, M1,
P2, S2, 02].

The desire to apply ﬁhese detectors to the development
of prompt'activation analysis was one of the primary motivae-
tions for the work performed under the supervision and gui-
dance of Prof, Norman C, Rasmussen at MIT by a number of re-
searchers, The work on thermal neutron capture includes the
design and construction of a Ge(Li) pair spectrometer and an
external neutron beam facility by J. N, Hanson [H2] and V, J.
Orphan [01], and the acquisition and computer analysis of the
neutron-capture gamma ray spectra of 75 elements by Y. Zuxal
[R2] and T. Inouye [I2]. The data and the technique have
been applied to the analysis of coal samples of varying ash
content, The results were very encouraging and provided a
preliminary measure of the potential of capture gamma analysis

(R3],
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The work on neutron inelastic scattering is still under
ﬁay and has 1anlved the construction of a facility utilizing
Pu-Be neutrons, and the acquisition of prompt gamma-ray data
for a number of elements by D. P, Simonson [S4] and B, Hui
v[Hé]Z The work reported in this thesis is aimed at establi-
»vshing the potential of neutron-capture gamma rays as an
analytical tool in elemental analysis,

Most of the reported experimental investigations of
prompt gamma rays have been to study nuclear energy levels
(e.g. I. V. Groshev et a1,[G4], O. I. Sumbaev et &1,[S1],

P, Ven Assche et al, [V1], G. A, Bartholomew et a1, [Bl], K.
J. Wetzel [W3], etc.). As a result the literature on element-
él analysis by neutron capture gamma ray spectroscopy 1s not
plentiful, most of the work being moreover restricted to the
determination of elements fhat do not satisfy the requirements
of ordinary activation analysis. B, W, Garbrah and J, E,
Whitley [G3] report the determination of boron in steel using
a 2x2" NaI(Tl) crystal. Feasibility studies on the utiliza-
tion of neutron inelastic scattering and neutron capture for
the analysis of coal and iron ore samples are reported by T.
C. Martin et al, [M2] and R. F. Stewart et al, [83]. Certain
estimates for the minimum detectable weights of Ca, N1, and Dy
using a Ge(Li) spectrometer and an internal-semple arrangement
were published by S, E, Arnell et al. [Al]. R. C, Greenwood
[G5] has applied the method to the analysls of meteorite and
terrestisl-type rock samples, Biologicsl samples were studied
by D, Comar [C6], and A, Elkady [E3] reports the use of cepture
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gammas for the identification of gold in mixtures, A design
of en apparatus for the measurement of trace elements 1s
reported by S. M, Lombard et al, [L5] together with results
for boron and cadmium,

Apparently the potentialities of capture gamma rays for
elemental analysis are for the most part unexplored, Some
semi-empiricael results on the sensitivity of capture gamma
analysis are reported by T, L., Isenhour and G, H., Morrison
[11], and R. C. Greenwood and J., Reed [G2],and later W, G,
Lussie and J. L. Brownlee, Jr. [L3], point out that this
technique may play an important role in elemental and isoto-
plc analyses, An assessment of capture gamma analysis 1is
presented by B, W, Garbrah et al., [G7]; these euthors report
that the accuracy attainable in the analysis of practical
semples 1s strongly dependent on the éxtent of matrixz inter-
ferences and that the sensitivity of the technique is limited
by the absorption cross section of the element of interest,

It is the objective of this thesis then to study the
potential of neutron capture gamma rays in elemental analysis,
the emphasis being on the development of genersl equations
which can be used to predict the sensitivity of the measure-
ment for any element in a given sample,

In Chapter II the reported theoretical sensitivities of
capture gamma and drdinary activation anelysis are discussed
and thelr relative effectiveness considered. 1In Chapter III
is presented the derivation of the equations for the mininun

number of counts in a giveh spectrum needed for reliasble
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quantitstive anselysis, and for the corresponding minimum
elemental welght., The remaining chapters are devoted to the
experimental measurements required to obtein the empiricsal
information needed for the application of the equatlons
developed in Chapter III,

Neutron-capture gamma ray spectra were obtained at the
MIT Reactor with the samplespositioned (2) in a2 high neutron
flux next to the reactor tank (internal sample), and (b) in
an etternal neutron beam facility of relatively lower but
well thermalized flux, also charactrized by lower background
radistion and better geometry., The gamma-ray three crystel
spectrometer, consisting of a 30 c.c, coaxial Ge(Li) detector
surrounded by two NaI(Tl) crystals and including 2 4096-chan-
nel snalyser, was operated in the free mode (FM), the Compton
suppression mode (CS), and as a palr spectrometer (PsS)., In
Fig. 1.2 are shown the various possible combinations of source-
sample position and gemma detection mode, Analysis of the
results in the internal and external facilities will indicate
which set up and which detection mode are more efficient,

The possibility of using a fast neutron radioactive
source for the ﬁroduction of neutron-capture gamma ray spectra
(0, A, Wasson et 21, [W2], and R, F, Stewart [S3]), with the
neutrons thermalizing within the sample itself 1if the sample
is large enough or in a convenlent moderator, was not considered,

To investigate the potential limits of detection offered
by neutron-cepture gamme ray analysis it will also be necessary

to use the listing of gsmmsa ray spectra recently established



19

by the MIT gamma spectroscopy group [R2]. The peaks recog-
nized in the spectra of 75 elements have been listed by the
author in increasing order of energy so as to facilitate the
quelitative anslysis [H7]. The peak intensities have been
expressed in a new set of units so that they can be incorpo-
rated directly in the quantitative determination, In actual
practice a large number of the capture gesmma réys of each
element can be used for elementsl analysis in order to reduce
the error in the measurements., In this work, Qhere interest
lies in the determinstion of the sensitivity limits, the
emphasis will be on that prominent gamma ray of each element
whose corresponding peak area in a given spectrum can be

measured with the least error.
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Chepter II
CAPTURE GAMMA VERSUS ORDINARY ACTIVATION ANALYSIS

2.1 Introduction

As noted in the introduction, the application of capture
gamme. analysis requires spectrometers of high resolution
and high efficlency because of the complexity of the gamma
ray spectra, The recent development of Ge(Ll) detectors
has provided a means of overcoming this difficulty end it
is now of interest to explore theoretically the effective-
ness of this new method of elemental analysis with respect
to that of ordinary activation, The.following section is
devoted to this,

2.2 Theoretical Sensitivities

Another reason that capture gamma analysis has not
recelved as much attention as ordinary activation analysis
is that in practice the latter may be used to detect amounts
that are several orders of magnitude smaller,

Consider a neutron irradiation facility specified by
a neutron flux qb end a gamma ray spectrometer characterized
by a solid anéle ) and a counting efficiency € . The mini-
mum weilght of an element of natural composition that may be

detected in such a system is gliven by
m o= knc / [PQET Q- ML) e7Ma g (2.1)
for the case of ordinary activation analysis, and by

m = nc/ [PQer ] (2.2)
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when the analysis is based on capture gemma rays. In these
equations C represents a set of minimal count rates which,
where applicable, are specified with respect to the irradia-
tion time T1 and the half-lives T3 of the radionuclides, Td
is the decay time after irradiation and A the decay constant,
I is defined as the number of photons of specified energy
emitted per gram of element of natural composition per inci-
dent thermal neutron/sq. cm. The most intense decay and cap-
ture gamma rays of each element may be used for its identifi-
cation,

Isenhour and Morrison [I1] have applied the above equa-
tions to the evaluation of the sensitivities for the detectlion
of 63 elements by ordinary activation and capture gamma ana-
1ysis, They assumed unit neutron flux, unit solid angle,
100 percent counting efficiency, and zero decay time, They
also employed Buchanan's criteria of one-hour lrradlation

for the count rates C which are

C = 1000 counts per minute for T3 <1 min
C = 100 counts per minute for 1 min(T% {1 hour
C = 10 counts per minute for T% >1 hour

For the capture gemma rays C was set equal to 10 cpm, In
addition, the calculations were based on the most intense
gemma rays of the elements,

The results of these authors, which are summarized in
Table II(1), indicate that in almost all cases capture gamma

analysis 1s inherently more sensitive, However, the high
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TABLE IT(1)
SENSTTIVITIES IN ELEMENTAL ANALYSIS
SENSITIVITY | ORDINARY ACTIVATION ANALYSIS | PROMPT CAPTURE GAMMA ANALYSIS
Grams * Elements Elements
108 - 107 | Fe
1077 - 106 | s,se
10 - 10°7 | ca,cr,nd,51,8n,2r
1079 - 1078 | ce,cu,F,cd,K, Mg, Mo,Ni,Ta,Te, | Bi,Sn
Ti,Zn
=10 -9
10 - 10 Ba,C].,Hg,Pr,Pt,Sb,SC,Tm C,F’Nb
-11 - -
10 -10 10 Ag,Al,As,Br,Ca,Er,Ge,Hf,I, Al,As,Au,Ba,Be,Br,Ce,Ga,Mg,
Ir,La,Na,Nb,Re,Sm,Sr ,W Pr,Sv,51,5r,T1,Zn,Zr
10'12-10-ll Au,Co,Cs,Eu,Ho,Mn,Rh,V Ag,Ca,Cr,Cs,Cu,Fe,I,X,La,Mn,
Mo,Na,Ni,P,Pt,Re,Rh,S,Se, Te,
V,W
-13 | 12
10 =10 In Co,Ho, In,Ir,Nd,Se,Ta,Ti,Tn
10710713 | py C1,Er,H,Hf ,Hg
10715101k Cd,Dy,Eu,Sm
1071630715 B,Gd

% TFor a neutron flux of 1013

efficiency.

n/em? sec, and a 100 percent detection
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background radiation associated with experiments involving
the detection of capture gemma rays dictates that the sample
to detector distance be appreciable so that adequate detec-
tor shielding cen be provided against the undesirable back-
ground radiation, Also, in order to avoid exposing the
detector to the direct neutron and gamma beems from the neu-
tron source, it is necessary in some 1ngtances to place the
samples away from the source center, and hence at relatively
lower neutron fluxes, As a result, and wlth reference to
equation (2,2), the relatively lower neutron fluxes and
smaller solid angles increase considerably the minimum weight
of sn element that can be detected by this technique,

The ratio Bm of the minimum detectable weights of each
element by the two methods analysed by Isenhour and Morrison
(ordinary versus capﬁure gemma) are shown in Table II(2) for
two different values of G, where

(¢ §l€ ) associated with capture gamme anal, ( )
= * 2.3

G¢>SZ€ ) associated with ordinary activation

Note that for the practically unettalnable case of G =1
ordinary activation analysis is more sensitive for only Au
and Nb, For the more realistic value of G = 10'5, however,
it prevails for approximately 75 percent éf the cases, (Note
that other elements not considered by Isenhour and Morrlson
that are not suiteble for ordinary actlivation analysls are
He, 11, N, O, Pb and ¥).

A further disadvantage of capture gamma analysis 1s that
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TABLE II(2)

RATIO OF MINIMUM DETECTABLE WEIGHTS

ORDINARY VERSUS PROMPT CAPTURE GAMMA ANALYSIS

Ratio Ram ELEMENTS Ratio R
G=1 * G=10"" #
infinite B,Be,Bi,C,H,P,T1, infinite
107 - 108 cd,cd 102 - 103
106 - 107 Fe,Nd ' 10! - 102
10° - 108 s,Se 10° - 10t
10% - 109 C1,Cr,Hg,Sm,Ta,Ti 1071-10°

3 L . . -2 . -1
10 - 10 Cu.Er,Eu,K.Mo,Ni,Se¢,5i,Te,Tm,Zr 10 "-10
102 - 103 Ag,Ce,Hf,I,Mg,Pt,Zn 10731072

1 2 -4 -3
10© - 10 - Ba,Ca,Co,Dy,F,Ga,Ho, Ir . La,Na,Pr,Re, 10 "-10

Sb,.Sn.W

0 5 -
10 - lOl Al,As,Br,Cs,In,Mn,Rh,Sr,V 10 5-lO 4
107%- 10° Au,Nb 10761077

Conditions: Same neutron flux available for both methods
Same detection efficiency (including geometry) in both
cases.

Conditions: The product of neutron flux and detectign efficiency
available for ordinary activation is 10” times larger
than that for prompt capture gamma analysis.
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the already complex gamma ray spectra are complicated even
more by the following processes:

(a) Undesirable neutron and gamma radiastion reaching
the detector directly from the neutron source and
by scattering off the sample and its holder

(b) Undesirable gemma radiation emanating from the
sample holder and other structural material as a
result of neutron bombardment

(c) Undesirable gemma radia tion originating in the
sample but reaching the detector via Compton
scattering, and -

(d) delayed gamma rays.

in the case of a collimated neutron Beam effects (a),

(b) and (c) may be eliminated by recording four sﬁectra as
suggested by Hammermesh and Hﬁmmel [H4]:

1l, Semple in the neutron beam

2., Semple in beam, but with thermal neutrons removed

from the beam by suitable absorber

3. Sample removed from the beam, with absorber still

in position |

L, Both saﬁple end absorber removed from the bean,

The gamma spectrum of interest 1s then obtained by subtracting
spectra according to

1 - 2 4+ 3 -4,
Such a procedure is not practical and is still liable to error
because of possible spectral shifts resulting from variations

in the electronics and 2lso of possible fluctuations in the
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beam intensity., Delayed gamma rays are still a problems
these may be reduced by modulating the neutron beam and ga-
ting the logic unit of the analyser in phase with the neu-
tron bursts (Isenhour et 1, [11]). ,

In summary then, elemental analysis based on neutron
capture gamma rays is characterized by complex gamma ray spec-
tra and is insensitive in the trace-level domain for most
elements because of the restrictions mentioned above, Not
to be overlooked, however, are certaln definite advantages
in its favour., In cases where interest lies in the quanti-
tative determination of the main constitutents of materials,
as on certain production lines for instance [S3], capture
gamma analysis sppears best sulted when coupled with a
sultebly thermalized neutron source; The following reasons
apply:

(2) Radloactive neutron sources are economical, reli-
able, readily available and capable of unattended
contlinuous operation

(b) The experimental arrangement for such an on-line

| enelysis is extremely simple and doés not involve
the complexities and inconvenliences assoclated
with nuclear reactors end accelerators

(c) No flux monitoring is necessary

(d) The gamma rays are prompt and maey be analysed
without delay and, unlike ordinary activetion ana-
lysis, a single run is sufficient for the identif:i-
cation of 211 the elemental constituents

(e) In view of the high penetrability of neutrons and
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the low attenuation of high energy gamma rays,
very large samples may be used, a procedure which
eliminates sampling errors that ordinary activation
analysis 1s often faced with;

Other fields of sclence and technology where prompt
capture gamma analysis can find extensive application include
in-field geological surveying and oceanology [M3], lunar and
plenetary explorations [C1], [G2(b)], etc. The usefulness
of capture gamma analysis, therefore, should not be thought
of as limited to that special group of elements mentioned
earlier, And as the intensitlies of readily avallable radio-

10

active neutron sources will soon surpass 10 n/sec, the

method is likely to become tremendously attractive, (W, C,

Reining [R1] gives the following data on a cr?52

neutron source: 1l curies, 5 x 10lo

fission
n/sec yield, epproxi-
mately 20, 000 dollars for the radionuclide, 2,9 rad/hour
gemme. dose at 1 meter, 0,8 watts of heat generation, 2,65
years of half-life, and less than 1 cm3 volume, The softer
neutron spectrum of such a source, as compared to the (a,n)
sources, makes it particulaily attractive for cepture ganna
meesurenents, ).

In concluding this sectlon it must be mentioned that
many authors, such as Isenhour and Morrison [I1], R. C.
Greenwood and J, Reed [G2] and H, R, Lukens [L2], have cor-
rectly considered capture gamma analysis as simply a techni-
que complementary to the far more effective ordinéry activa-

tion analysis.
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2,3 The Minimum Measurabls Weight

Evaluation of the potentialities of capture gamms analy-
sis 1s thus of prime importance, It must be emphasized here
that the results of Isenhour and Morrison on the calculated
sensitivities are inadequate for this purpose and must be
used only as guide lines because they can lead to erroneous
results in actual experiments, For instance, the calculations
were based on the most intense gamma rays of the elements
which, in view of the energy dependence of the geamma detectlon
efficiency'of the spectrometer, do not necessarily correspond
Ato the strongest peaks visible in the spectra, Moreover,
the sensitivities were based on the arbitrarily chosen mini-
mal counts rates C for possible detection of the gamma rays
irrespective of the amplitude of the continuum background on
which the gemma peaks are located, In fact more counts are
needed to identify a peak if the peak 1s sitting on a high
background and it is to appear above the statistical fluctue-
tions of the latter, And finally no mention is made of the
errors assoclated with the calculated sensitivities. The
subsequent work is aimed at overcoming the above deficiencles,

If we rewrite equation (2.2) for the minimum measurable

weight by capture gamma analysis as
mo= 4nA, /I[PQerIt] (2.4)

where t 1s the counting time and Aan = C t, it 1is evident
that the values of m we seek to establish depend directly on

the minimum number of counts Amin that can be used satisfacto-
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rily for quantitative determination, It is thus necessary
to establish a method for determining A, end as A, 1s
itself a function of background, it is important to know what
this continuum background radiation is over the whole spectrum
and how it varies with different experimental arrangements
and different gamma detection modes,

~In the chapter that follows an equation: for Amin will
be derived, This willbe based on an improved method for the
measurement of small peaks in gamma ray spectra, The energy
dependenée of the background continuum will be considered in

later chapters.
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Chapter III
METHOD OF DATA ANALYSIS

3.1 Introduction

When a sample is placed in a neutron flux and the
resulting prompt capture gamma radiation is detected and ana-~
lysed by means of a Ge(Li) spectrometer, there results a gam-
me spectrum that usuelly includes some 100-200 peaks ranging
in energy from 200 keV to 10 MeV with typical fwhm (full-
width at half maxima) of the order of 6 to 12 keV, The
actual experimental arrangements for obtalning such spectra,
of which a typlcal example 1s shown 1h Fig. 3.1, willl be
described in the chapters that follow, For the present let
us assume that we are faced ﬁith the problem of establishing
the energies and intensities of the peaks that appear in one
such spectrum, Once these are measured, the characteristic

gamma rays of any element can be used to identify its presence
}1n the sample and the areas of the corresponding photopeaks
can be used to establish its concentration,

In the section that follows there is presented a short
description of the computer code that was developed by the
gamma spectroscopy group for the analyslis of these complex
spectra. Sgctions 3.3 and 3.4 are devoted to the description
of those functions of the program developed or modified by
the author, and to the presentation of the error equations
assoclated with the measurement of the photopeak areas, Since
the equation for the minimum detectable area that we seek to

establish is directly related to the error equations, a large
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part of this chapter 1s devoted to the latter. 1In section
3.5 are developed three equations on peak area limiting
values (or levels) which must be consulted in deciding whether
a weak peak in a given spectrum should be labelled as 'good
for reliable quantitative determination', or 'good only for
qualitative analysis'®, or simply ‘'unreliable', And finally
in the last section appears the derivation of the equation
for the minimum weight of an element needed for rellable

quantitative determination,

3.2 GAMANL

GAMANL is a computer program apﬁlying Fourier transforms
to the analysis of gamma ray spectra and is the result of a
long series of manhour units, It is a code that smooths the
data and automatically 1dent1fies 2ll the peaks in complex
spectra and determines all their geometrical parameters, The
originel version of the program was developed by T, Inouye
[I2(a)]. Modifications and improvements were subsequently
made by T. Harper [H8] and the author, The author's main
contributions include the development of (a) an improved me-
thod of linear beckground fit for separating the photopeaks
from the underlying continuum, (b) an improvement in the ana-
1lysis of multiplets, (c) a new approach to peak area determi-
nation and (d) the development of equations for the errors
in the measured peak parsmeters, A description of the prograr
wes published recently ([HL], [I2(b)]).

The progrem is written in the Fortran IV language for
the MIT IBM 360/65 computer and performs the following
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operations in about 75 seconds of computationitime:

(2) Smooths the data by employing Fourier transforms;
this reduces the random fluctuations without
affecting the spectral resolution

"(b) Fits a linear background under the peaks using
one to five point averaging at the minima, special
criteria being applied for the identification of
partially resolved multiplets

(c) Improves the spectral resolution by using the seme
Fourier trensform with different constants (optionsl)

(d) Identifies the maxima of all the peaks by employing
certain slope criteria and celculates the energiles
(within 1 to 2 keV) using two energy standards
correcting also for system non-linearity by making
use of specisl input data

(e) Calculates the height, the height to background ra-
tio, the fuhm, the least-squares fitted fwhm repre-
sentative of the whole spectrum, and the area of the
peaks (by two methody together with an estimate for
the standard deviation in its measurement, and

(f) Calculates the intensity of the gemma rays by
correcting the areas for detector efficiency,

A typicel output of this program is shovn in section €,2

L 2=

3.3 Method of Linear Background Fit

The most important step in the analysis of a given
spectrum is the separation of the photopeaks from the under-

1ying continuum, This background is caused (a) by the
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continuous gamma spectrum associated with the neutron source

end (b) by those gamma rays of originally discrete energy

which reach the detector via Compton scattering or which depo-

sit only part of their energy within the
the detector,

In our analysis such a continuum is

sensitive volume of

represented over

small subranges of the spectrum by a linear functlion that con-

nects specially chosen minima in the smoothed data., The

smoothing operation which is applied to the raw data prior to

this step eliminates most of the random fluctuations and thus

mekes the identification of all the minima possible, One is

faced, however, with thé problen of identifying from among

thesé minima those whose recorded counts
continuous background and do not include
from nearby peaks; that is, care must be
fication of multiplets,

Severzal criteria have been employed
varying success for choosing the correct
background fit, In the ofiginal version
condition was placed on the slope of the

are due only to the
any contributions

teken for the identié

in the past with
minima for thils linear
of the program a

line between two

adjacent minima MO and MlL. The second minimum was accepted

or rejected according to whether the ebsolute value of the

slope of the line was smaller or larger than a specified cri-

tical value, In mathematical terms, the

accepting chamnel ML as a minimum is

E(ML) - H(MO)| < ¢' (M - MO)

condition for

(3.1)
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. where H(MO) and H(ML) are the counts in channels MO and M1,
channel MO being itself a minimum satisfying the same condi-
tion, This procedure requires that the value of the constant
C' be small if multiplets are to be identified and large if
the continuous background is increasing or decreasing rapid-
ly. In practice only one value can be specified for C' and
therefore the method is liable to serious errors, C' wss
set at about 20 to 30,

Another approach [H8] sets the criterion at

H(ML) - H(MO) < c" J H(MO) (3.2)

Here again the constant C" (approximately 2 or 3) must be
small for the 1d¢ntif1cation of multiplets and iarge for
cases of rapid increases in the continuous background, Satis-
factory results can be expected in most cases,

The linear background fit presently used in GAMANL has
been developed by the author. Its method of operation may
be understood with reference to Fig, 3.2, Assume at first
that the method to be described below has already been applied
to the low-number chamnels and that channel MO 1s accepted as
a true minimum; i.,e. the number of counts recorded in channel
MO is due entirely to the‘continuous background rzdiation,
Because of the statistical fluctuations in the data, the va-
lue of the minimum is obtained by averaging the counfs in the

channels neighbouring MO according to

J=0» : =0p
H(Mo) = g a, H(MO-!-J)/ E 8, (3.3)
==D ==D
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where

1 1r - [H(MO+)) - H(MO) | < q J H(MO)

%3
and ay = 0O in all other cases,
H(MO+3) is the number of counts recorded in chennel (MO+]).
Note that a maximum of 2p+l channels are considered in the
averaging, For our spectra, in which typical peaks occupy
10 to 15 channels, p was set equal to 2 and q was arbitrarily
set equal to 1. In cases where the amplifler settings are
so chosen that the peask slgnals are stored in a larger or
smeller number of channels, the value of p can be adjusted
accordingly.

The next potential minimum in Fig. 3.2 is in channel
ML, For this to be accepted as a valid minimum the next two
higher minima M2 and M3 must satisfy the following condi-
tions:

(a) for H(ML) > H(M0)

(1) |mE*(M2) - HM2) | <C v (M2 - ML) x H(M2)

<
(3.4)
(2) |E=M3) - 5(M3) | e v (M3 - 1) x H(M3)

or

(b) for H(ML) < HE(MO)

(1) E*(M2) - H(M2) CJ (M2 - ML) x H(M2) (2.5,

H(M2) and H(M3) are the number of counts in the minima in
channels M2 and M3, and H¥(M2) and H*¥(M3) are the counts

these channels would have had they been located along the
straight line Jjoining H(MO) to H(M1). The right-hand side
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of these equations were chosen arbitrsrily; the square-root
sign represents a measure of the statistical fluctuations in
the counts, The constant C was set equal to 1,2 in this

work, Condition a(2) was specially added for the definite
identification of triplets since condition a(l) might not be
sufficient for this purpose, The sets of conditions may be
extended further for the identification of higher order
nultiplets by introducing similar expressions for M4, M5, etc.

If channel M1 does not meet the requirements for a va-
114 minimum, as is the case in Fig. 3.2, the point is ignored
end a similar analysis 1s carried out using points MO, M2,

M3 and M4, Due to the limitations of our program to analyze
high-order multiplets, thils procedure is stopped if five
consecutive minima do not satisfy the conditions,

In Appendix V is presented the latest form of the compu-
ter code (subroutine) written to perform the above operations,
It differs in a number of points from the one published in
[E(1)] in view of certain important changes that were made
recently.

This method of linear background fit has the following
advantages:

(a) The chosen minima are more representative éf the

true background because of the point averaging

(b) Identification of the multiplets is rendered more

effective by applying the criteria not to the mi-
nimum that must be accepted or rejected but to the

next minima higher, and
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(c) Sharp rates of change in the continuum background
do not influence its effectiveness since the ana-
lysis does not depend on the slope of the base
line to be drawn,

For comparison note that in Fig. 3.2 both points Ml
end M2 satisfy the conditions set by equation (3.1) and are
therefore used in the first method of background fit des-
cribed above, Similarly, in the second fit technique, point
M2 satisfies equation (3.2) and is therefore accepted as a
true minimum,

Choosing the correct background fit is indeed the most
important step in the analysis of the data, Once this is
accomplished it is only a simple matter to obtain the values
for the various peak parameters, The methods of peak area
determination, which is of particular importance in this

work, are presented in the section that follows,

3.4 Methods of Peak Area Determination

What has prompted the work on peak area measurement is
the fact that the proposed methods of area calculation avall-
able in the literature are either 1liable to large errors or
are too complex and time consuming to warrant theilr use in
our analysls, In particular, the method of straight sums
(Covell [C2]), whereby the area is obtained by summing the
counts in the‘channels forming the peak and subtracting the
underlying continuum, does in fact require a point by point
plot of the whole spectrum for the sake of certifying that

the 'computer-chosen' peaks are not deformed in any way.
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Por example, if point ML in Fig, 3.2 were a mere 10 counts
(or approximately 1 percent) larger there would be no mini-
mum et Ml and the triplet would have been 'though of' by the
computer as a doublet, And it is failrly often that small
unresolved peasks are located at the wings of larger ones,

Again, in some otherkproposed methods, where the pesak
distribution is assumed to be Gaussian (C, L., Carnahan [C3])
the standard deviation of the Gaussien is assumed to be
known a priori thus rendering the results of an analysls
questionable in cases of slight voltége shifts in the electro-
nics which change the apparent energy resolution.

Finally, there is the more pfecise method of least-
squares fitting the spectral data to a Gaussian function
superimposed on a linear background, It has been reported
by a number of authors such as Graber and Watson [G6], Daddi
and D'Angelo [D1], Helmer et 21, [H3], Liuzzi and Pasternack
[L4], and Trombka and Schmadebeck [T2]., The iterative pro-
cedure employed in this analysils, which inevitably leads to

-long computation times, constitutes its main drawback, In
our analysis, where the asccuracy is limited mostly by the
efficiency calibration of‘the spectrometer this expense is
not warranted,

The method of area evaluation that 1is proposed in section
3.4.1 assumes that the peak area distributions are characte-
rized by a Gaussian with an energy-dependent fwhm obtained
by least-squares fitting the fwhm of the strongest peaks in

be
the actual data, As will,showm later, the resulting reduction
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in the error of the areas makes this method more attractive
than that of the straight-sums, the latter belng more accu-
rate only for very strong non-deformed peaks, Moreover,
because of the smoothing process we apply to the data before
we attempt to analyze them, the accuracy with which the peak
parameters can be determined is comparable to that resulting

from the more elaborate procedures mentioned above,

3.4,1 Area Eduations
Two methods of area calculation are presented in this
section, The first is the method of straight-sums as employed
" in the original version of the GAMANL code, The second
method was developed by the author and has been added to
this code,
With reference to Fig. 3.3 the area under the peak
according to the straight-sums approach is
n -1
k=1
where n is the number of intervals occupied by the pezk and

.ﬁo and.ﬁh are the peak minima evaluated by equation (3.3).
In the second method, the peak distributions are assumed

to be Gaussian having abeak height h and an srea given by

A; = 1,0645 ¢ % h (3.7)

Here ¢ 1s a correction factor to account for the deviation of
the data points from a true Gaussian distribution} it is
determined experimentally for each spectrum and usually has

a value of approximately 1,02, W represents the full-width
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at half maximum of a peak (or peek width as it will often

be referred to) at energy E determined by least-squares fit-
ting the properly weilghted widths and energies of the strong-
est peaks in the spectrum to a smooth function, The algebra
associated with this procedure is presented in Appendix II
together with sample results,

Note that data spread over the whole spectrum 1s used
to evaluate ¢ and w, and as this is done routinely for each
spectrum, slight distortions or voltage shifts that occur
axre accounted for, The advantage  of the method lies in the
reduction of the error in the peak width, the fitted velue
of the width at any perticular position in the spectrum being
more accurate than that obtalnable from any one single pesk
at the same position,

It must be pointed out here that the idea of using one
single curve to represent the variation of peak width with
energy is not physically correct since some of the gamma
-rays in the fit are liable to be Doppler broadened if they
are emitted while the nucleus is still recoiling from the
emission of other gamma rays in the same cascade, As showm
in Appendix II, 11B lines can be broadened by as much as
1.5 keV but, in general, typlcal values are in the vicinity
of 0,1 keV, The actual error in the measured widths in
our case is in general larger than this and therefore the
effect i1s not expected to affect the fit in any significant
way. Moreover, in the epplication of gamma spectroscopy to

elemental analysls one usually compares the unknown sample
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to a standard and hence systematic errorxsin the fit, if any,
cancel out,

In our method of analysils the actual peak wildth is
obtained by assuming linesr interpolation between the channels
whose count is Just above and just below the peek half maxima,

With reference to Fig., 3.3 the width 1is

| h, - (h/2) hy - (n/2)
w = J - i + + . (3.8)
hy - hy 4

As noted earlier, h is the peak height and is determined by a
second order interpolation epplied to the three highest points

in the peak after the background continuum has been subtracted,

Denoting these three points by hp-l’ hp and hp+1 the peak
height equation takes the form
where 2
(hp+1 - b))
a - 8 L] (3.10)
h (2h ~h o -h )

For the case of multiplets, consider one consisting of
m pesks whose maxima ﬁre located at positions cj, J =1,2,
3y ese M, The number of counts h3 reglstered at these maxinma
have contributions from 211 the peaks in the multiplet

according to
m

| (c, - c,)?
h3 = E h, exp [ - 32 5 1 ] (3.11)
o
i=1

where o 1s the stendard deviation of the Gaussian peaks and
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is related to the width by o = w / (2 x 1.1774 ),
h1 are the true number of counts corresponding to each peak
individually and may be obtained by solving the ebove simul-
taneous equations,

The peak area corresponding to each peak in the multiplet
is obtained, in the Gaussian approach, by using these h,
velues in equation (3,7). In the straight-sums approach,
on the other haend, the total area in the multiplet, (AS)t

is normally apportioned to the m peaks according to the

equation
m .
(Ag); = [ (Aglyhy 1/ > hy (3.12)
i=1

Note that for the analysis of multiplets both methods
of area determination must rely on the resolution of the sys=-
tem at that particuler position in the spectrum, the multi-
plet itself being unsuitable for supplying such information,
In the original version of the progrem (GAMANL) the system
resolution was approximated by a linear function whose para-
meters were dictated by the values of the fuhm of the two
energy calibration lines in the spectrum, In its present
form the code uses the least-squares-fitted width for these
computations,

For non-deformed peaks, both methods of ares determine-
tion must give comparable results, In practice the relative
values of the areas obtained by the two techniques are used

as a measure of confidence,
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3.4.,2 Errors

In order to investigate which of the two methods of pesak
area determination i1s more reliaﬁle, it is necessary to com-
pare the error equations associsted with each of these two
techniques, The development of these equations, as well as
the errors incurred in the measurement of the other peak pa-
remeters, are presented in Appendix III, It suffices for the
moment to note that the standard deviation (which will often
be referred to as the error) in the straight-sums area Ag 1s

glven by

olag) =4 A+ (-1 + (- 1%/2x21 B (3.13)

where B = (Ho + Hn)/z and is the average background value
underneath the peak, r represents the reduction in the sta-
tistical fluctuations of the data by the smoothing process
and has a value of 1,34 for the filter function that was often
used in this work; more information on r appears in Appendix
I,

In the Gaussian approach the standard deviation in the

area 1is given by

1
olay) = Ach(:L + a)/br)®(h + 1,5B) + s%/7°  (3.14)
where the first term represents the relative standard devia-
tion in the pesk height h, and s accounts for the error in
the fitted width W resulting from the least-squeres opera-
tion (see equetion (A2.,16)).

The above equations, whose derivation was based on a
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number of assumptions, were tested using both real and
pseudo-experimental data, Details may be found 1in Appen-
dix ITI.

In order to afford a comparison between the two methods
of peak area determination (s/w) is equation (3.14) was
assumed to have the empirical value of approximately 0,02
for those peaks which, because of the weighting procedure
described in Appendix II, do not have any significant in-
fluence on the fit; it is smaller for more 1lntense peaks,

A typical fwhm of 4 channels was used, The results of the
comparison are presented in Fig, 3.4 for a number of values

for the background continuum B in terms of the ratio
of the two errors defined as

RC' = [ U(AG) / G(As) ]

Velues for R, larger than unity indicate that the standard
deviation in the area determined by the Gaussien approach is
relatively larger snd that therefore the method of stralght-
sums should be preferred, Ro velues less than unity shift
the preference to the Gaﬁssian approach,

The actual percent error in AG is showvm in Fig, 3.5.
Note that for [o(AG)/AG] = 15 percent the corresponding
relative error in the straight-sums area, [o(AS)/AS], will
range from (15/0.7) = 21 percent to (15/0.58) = 26 percent
for B values renging from 25 to infinity, The significance
of this 1s noteworthy since, according to the peak area
limiting values (or levels) developed in the following sectlon,

only areas with less than 20 percent error can be employed
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reliably for quantitative determination,

It is seen from Fig, 3.4 that the straight-sums approach
must be preferred only for strong pesks with large (h/B)
values, However, such peaks constitute only a small fraction
of the spectrum, In addition, this method of peak area de-
termination cannot account for small unresolved peaks located
at the wings of‘larger ones and, moreover, it must rely on
the fitted width for the evaluation of the number of counts
corresponding to each pesk in a multiplet, These observa-
tions, coupled together with the interest in this work in
the measurement of small peaks, have convinced the author
that, as far as elementel anslysis using both standerd and
"unkown samples is concerned, the Gausslan method is to be
preferred, In fact the method may be applied without any
restrictions to cases that are not subject to Doppler broade-
ning effects,

As a final vealidation of the above remarks there is
presented in Appendix III a comparison between three alumi-
num spectra obtalned under simllar experimental conditions,
It may be observed there that there is better agreement
between corresponding Gaussian areas than between arees

obtained by the method of straight sums,

3.5 Limiting Values for Peak Areas

The error equations presented above, which were based
on a number of assumptions and empirically determined con-
stants, are only simple estimates of the standard deviation

in the measured parasmeters, If these are assumed to be
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known exactly, a confidence interval specified by kl can be

set on the value of any paraﬁ%er y according to

T-koy) <7 <7 + koly) (3.15)

For confidence intervals of 50, 68,3, 90 snd 99.46 percent

k, has the values of 0,6745, 1,000, 1,645 and 3,00 respective-
1y. Thus, for example, there is a 90 percent probability
that y is within the interval

y-1.6450(y) < vy < y+1.6450(y) .

Proceeding further, if the 1limit Ymin for quantitative
determination of y is set equal to kzklo(y), then y will lle
in the interval

ki, 0(y) = Xy o(y) <y <kpkyoly) + kyko(y) (3.16)

or
L +
Vmin = ¥2%0(ypyp) T Kolypyy)

k2 is related to the desired error in the measurement, this
being equal to (100/k,) percent. For k; = 1.00 and k, = 5
there is, for instance, a 68.3 percent probability that the

error in Ym will be 20 percent, This 1s equivalent to 2

in
99.46 percent probabllity that the seme value of y , (which
is 5 c(ymin) in this case) will have an error of 60 percent,
k, and k, now having the values of 3 and (5/3).

In the particular case of the minimum area Amin which
can be used satisfactorily for quantitative anelysis, equations

(3.14) end (3.16) give, by using A, 1in place of ¥ , ,
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Ay = (1,065 k ¥i(1+a) /r /(A /1.0645¥%) + 1.58°  (3.17)

The relatively small error in the fitted wildth was neglected.
Solving for Amin there results

Ay = [1.0644Wr(1+a)2k]2_k§/(2r2)]{1 +j6B[r/(k1k2(1+a))]2+l¥(3.18)

The expression "limit for quentitative determination"
was borrowed from an article by L, A, Currie [C4] who has
re-examined the question of signal detection and signal ex-
traction in analytical and nuclear chemistry in view of the
occurence in the literature of numerous, inconsistent and
limiteq definitions of detection limits, Currie defines
three 1limiting levels: (a) the net signal level (instrument
response) above which an 'observed' signal may be rellably
recognized as 'detected'; (b) the 'true' net signal level
which may be a priori expected to lead to detection, and (¢)
the level at which the measurement precision will be satisfac-
tory for quantitative determination,

Following Currie's approach, the critical level in the

area meesurement corresponds to

Agpyt = [1.0645¢?¢1co(1 +a)/ r]S1.5 B . (3.19)

The detection 1imit, which 1s so defined that 1t is always

greater than zero, 1s equivelent to
Ayoy = [1.0645k VWi(1+a)/r] { [k (1+a)/r] + 2/1.58 }. (3.20)

Assuming that risks of 5 percent are acceptable, the constant
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.4.";
k_ takes on the value 1.645; this is the value recommended

by Currie, His finel expression for the determination level
is similar to equation (3.18) derived above but with only
one constant standing for the product klkz.

Analysis of spectra associated with this research has
shown that satisfactory results can be expected for kl = I>
and k2 = 5, Using these values in the above three equations,
together with a = 0,02 (see Qp;endix IiI), v =1.02 and

r = 1,34 there results ﬁz
Agqp = 1.67 w /B | (3.21)
Ajer = 1.7 wli1 + 1.95/B ] ’ {3.22)

7.91wl1 + V1 + 041 B ] (3.23)

Amin

Typlcal values of the peak paremeters corresponding to
these three limiting levels are given in Table III(1), A
fwhm of 4 channels was assumed for 211 cases, A graphical
presentation, which 1s representative of all the cases con-
sidered, is shown in Fig, 3.6.

From Table IITI(1) it can be established that for the
particular filter function used (r = 1,.34) and zany value of
the fwhm

(a) ©Peak areas with error larger than 60 percent

fall below the critical level

(b) Peak areas with error larger than 30 percent

constitute unreliable detection

(c) ©Peaks aress whose error lies in the range of
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TABLE III(1)

TYPICAL PEAK PARAMETERS CORRESPONDING TO THE

THREE PEAK AREA LIMITING LEVELS

PARAMETER B= 100 = 800 |B=1600 | B= 6400
At 66.8 188.9 267.2 534
2 h 15,4 43.5 61.6 123.0
—
B 5 h/NB 1.54 1.54 1.54 1.54
(&)
o(a) % 63.8 61.9 61.5 61.2
Aget 140.4 384.5 541.0 1075.
g . h 32.3 88.5 124.6 247.5
E’g h/NF 3.23 3.13 3.12 3.09
m
A o (a) % 32.0 31.0 30.9 30.7
§ Anin 236.7 605.5 8L2.6 1652.
g o3 h 54,5 139.4 94,0 380.6
: E w/NE 5.45 4,93 .85 4.76
A o (A) % 20.0 20.0 20.0 20.0

In all cases the full width at half maximum was set

equal to U4 channels.
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Fig. 3.6 An i1llustration of the three pesk-srea limiting levels
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20 to 30 percent should be restricted to quali-
tative analysis only, and

(d) ©Peak areas with less than 20 percent error can be

reliably employed for quantitative determination,

In 211 three cases, the (h/J/B) values are approximately
constant, irrespective of the amplitude of the continuum
background, The heights of the peaks corresponding to the
critical, the detection and the determination levels are
approximately 1.54/B, 3y/B and 54B.

Note that the 1imiting levels are a function of the sys-
tem resolution, Consider, for instance, the peak-ares cri-
tical level for two cases characterized by widths Ga and Eb.
The background values, accunulated under otherwise identicel
experimental conditions, will be Ba and Bb’ where Ba =
(w,/%,) By . Therefore Borit,a = (w, /W) Aorit,p -
This 1s because in our method of background evaluation the
background data are computed with the same accuracy irres-
pective of the number of channels occupied by typical peaks,
In fact the limiting levels would be the same if the number
of points used to evaluate the average background (equation
(3.3)) were adjusted with resﬁect to the system resolution
and amplifier settings,

3.6 Equation for the Minimum Measurable Weight

The minimum measurable weight of an element in a given
sample 1s obtained by combining equations (2.4) and (3.18).
With a = 1,02, kl =1, k2 = 5, and introducing the total mass

of the sample M and the energy-channel converslon factor
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C (keV/channel), there results
|

: (13,8 (5-5115)/(er2)1 {1 + /1 + 0.23cxB(5-5117) }
M CP t € I (Q /bm)

where the peak width W(E - 511y) 1s now in units of keV and
the background B(E - 511y) is in (counts/keV),

Interpretation of this equation is as follows, Consider
a seample of mass M irradiated for a time t by a thermal neu-
tron flux qb in a gamm®detection facility having a fractional
golid angle ( () /4m) and an energy-dependent efficiency ¢ .
The gamme rays that reach the detector, both directly and in-
directly via Compton scattering, give rise to a éontinuum
background spectrum on which are superimposed a number of
‘discrete peaks., At the end of the irradiation the value of
this continuum background at energy E is B(E), Suppose next
that one of the sample constituents emits upon neutron canture
a number of gamma rays one of which has an energy E and an
intensity I (photons/grem n/cmz). If this gamma ray is suffi-
ciently intense there wlll appear in the spectrum at energy
E - 511y keV, with y = 0, 1 and 2, a peak of width w(E - 511y)
keV whose count content, or peak area, will depend, among
other parameters, on the concentration of the constituent in
the sample, (The value y = O corresponds to the full-energy
peek; ¥ = 1 and y = 2 represent the single-~ and double-escape
peaks in which case one or both of the two 511 positron anni-
hilation rays escape the detector)., If this peak area is

exactly equal to the numerator in equation (3.24) then, by
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definition, m denotes the minimum measurable weight of the
sample constituent in question ﬁhat can be determined with a
20 percent standard deviation when the analysis 1s based on
1ts characteristic gamma ray of energy E, Note that this
error reflects only the expected error in the peak area
determination due to the statistical fluctuations in the
count in each channel inthe spectrum., No error has been
assumed in the parameters in equation (3.24) and it is ex-
pected that these errors will cancel out when, in actual
practice, the unknown sample is compared to a standard,

For each characteristic gamma ray of this sample con-
stituent there corresponds a given minimum weilght m. The
most sensitive gamma ray for elemental eanalysis 1is then that
for which m is least, Note that this does not necessarily
correspond to the most intense gamma ray of the element in
question since this may coincide with an unfavourably hlgh
background and/or a relatively low detection efficiency,

Equation (3.,24) gives the minimum weight requirement for
elemental analysis based on the measurement of a single gemma
ray. In actual practice use whould be made of ell the gaomma
rays of each element observed in the spectrum,

Application of this equation requires, among other things,
values for the energles end intensities of the gamma rays.

A compilation of this data was published recently by our la-
boratory for 75 elements [R2]. As an additional sid to ele-
mentel analysis, the energles and intensities of all the cap-

ture gamma rays of these elements have been ordered by the



59

author in terms of increasing energy and were published

‘in a separate report tH?]. A siﬁilar 1list which includes
only the strongest gamma rays of each element (up to a maxi-
mum of 12) 1s presented in Appendix IV,

The peak intensities reported in reference [R2] are in
uﬁits of photons per 100 neutron captures, These have been
expressed in reference [H7] in terms of number of photons
enitted per gram of element of natural composition per inci-

dent neutron/cmz, using the equation
I = [ 0.6023 01/ (100 4) ] (3.25)

where o 1s the thermal neutron absorption cross section
(barns), 1 is the gamma ray intensity in photons per 100 neu-
tron captures, and A 1s the atomic welght of the element,

In this set of units the 1ﬁtensities may be thought of as an
index of the relative analytical sensitivity of the elements,
In addition, interference effects may be resolved with less
effort since the relative significance of gamma rays origina-
ting from different elements may be evaluated directly using
these intensities, In what follows use will be made of both
sets of intensity units,

The equation for the minimum measurable welght is alsc
seen-to be a function of other important parameters, Note in
particular that improvements in the system resolution and
reduction in the background continuum without equally affecting
the peak counts lead to a decrease in the minimum pesk area

needed for measurement and therefore to an improvement in the
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sensitivity of the method for elemental analysis, System
resolution depends on the quality of the detector and asso-
ciated electronics; it is for the most part limited by the
state of the existing technology. The continuum background,
on the other hand, depends on the design of the experimental
set up and on the techniques employed in reducing the undesi-
rable radiastion, |

Reduction in the minimum weight requirement can also be
accomplished by an increase in the count rate of the systen,
Such an increase can be obtained, for instance, by increasing
the sample weight, the effective solid angle, the neutron
flux and/or by improving the gamma detection efficiency, To
this end, consider two cases characterized by count rates
¢ and c¢' and let us evaluate the ratio, R, for the minimum
weight concentration required for analysis in each case, With
reference to equation (3,24), the unity terms in the curly
brackets may be neglected, as a first approximation, when
compared to the term involving the background continuun,
Since the count rate also depends directly on the ssanple
welght, the solid angle, the neutron flux and the detection
efficiency, the ratio R can be approximated by the equation

¥  "dQe B (E-511y) c'vB(E-511y)
R = = =

. quQeJB'(E-ﬂly) e JB'(E~511y)

. (3.26)

Z[E!J

The counting time was assumed equal in both cases, This can

be simplified further by noting that the background continuum

1s®direct function of the count rate, The result 1is
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R = J(c'/c) .

Thus, if the neutron flux, for instance, is increased by a
factor g, the minimum weight of an element required for ana-
1ysis will be reduced by a factor of approximately .q. Note
that from the results of Isenhour and Morrison [I1] discussed
in Chapter II, an improvement in the system sensitivity by a
factor of q would have been anticipated., This 1s because
these authors made the assumption that the same number of
counts are needed to identify and analyze a peak irrespective
of the amplitude of the background continuum on which the
peak 1s{}ocated. -

Application of the minimum weight equation is straight-
forward if all the perameters on the right-hand side of equa-
tion (3.24) are known, The actual facilities used to obtain
the necessary empiricel information are considered in the
chapter that follows, A test on the validity of the equation
end its application for the determination of the minimum
measurable weights of the elements are given in Chapters VI

and VII,
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Chapter IV
EXPERIMENTAL EQUIPMENT

4,1 Introduction

The techniques and procedures used in this work for
extracting rellable information from weak peaks in gamma ray
spectra were presented in the previous chapter and its asso-
ciated appendices, The advantages of smoothing the data
were demonstreted together with the precautions which must
be taken in applying the smoothing, Methods of background
subtraction snd peak area determination were also discussed,
Also developed was an equation for tﬁé minimum measurable
quantity of an element in a given sample that can be detected
by neutron-capture gamma ray spectroscopy., In this chapter
consideration will be given to the actual experimental faci-
lities required to obtain the empirical information needed

for the application of this equation,

4,2 Degcription of the Experimental Fecilities

in experiments involving the measurement and utllization
of gamma rays from thermal neutron capture, two alternative
geometrical arrangements of neutron. source, target sample;
and detector are available. In the first case one may extraet
a thermal neutron beam from a reactor, absorb the neutrons in
the sample of interest, and study the resulting capture gamma
rays with a detector located close to the sample, The other
possibility is to locate the sample in a high neutron fluxz

region of the reactor and vieﬁ the capture gamma rays from
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a considerable distance with a detector located outside the
reactor,

At the start of this work 1t was not entirely clear
which of these two geometrical arrangements would be more
effective for elemental analysis, As a result data were
taken using both slternatives, The faclilitlies employed in
these measurements, which will be referred to as the internal
and external sample faclilities, are described in the sectlons

that follow,

L,2,1 The Internal-Sample Facility

A plan view of the internal facility and its orienta-
tion relative to the MIT resctor is shown in Fig, 4.1, Its
basic features include the 4THL through port, neutron and
gemma collimation and shielding, a sample holder, and a
three-crystal spectrometer, |

The through port is a 4 1/2 - inch i.d, tube tangent to
the reactor tank on the thermel column side, The port center—
line is 16 inches below the centerline of the fuel, The part
of the port inside the thermal shield is embedded in graphite;
the rest of 1t 1s in heavy concrete, Because of multiple
scattering in the graphite the neutrons strike the sample
from essentially 211 directions, At the sample position,
close to the reactor tank, and for 5-MW reactor power, the

O13 n/cm2 sec and the

neutron flux is approximately 1.9 x 1
cadmium ratio is about 9, At the same position the gamma
dose is 1.3 x 108 R/hr. Nuclear heating of the uncooled

facility leads to an ambient temperature of about 350°C
(MITR Reference Manual),
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Fig, 4.1 A plan view of the internal neutron
beam facility and gamma spectrometer
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Capture gamma rays from tpe sample are first collimated
inside the through port so as to reduce the flux of neutrons
and scattered gamma radiation escaping the reactor, Detalls
of the internal collimation are shown in Fig, 4.2, It con-
sists of a stainless steel tube (SS304, 0,75-inch o.d.,
1/16-inch wall, 22,25 inches long) placed in the central
hole of the mal