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Abstract 

Block copolymers (BCPs) have become a highly studied material for lithographic 
applications due to their ability to self-assemble into complex periodic patterns with 
feature resolutions ranging from a few to 100s nm. BCPs form a wide variety of patterns 
due the combination of their enthalpic interactions promoting immiscibility between the 
blocks and the bonding constraint through their chain topology. The morphologies formed 
can be tailored through a directed self-assembly (DSA) process using chemical or 
topographical templates to achieve a desired thin film pattern. This method combines the 
traditional top-down lithographic methods with the bottom-up self-assembly process to 
obtain greater control over long range order, the local morphology, and overall throughput 
of the patterns produced.  

This work looks at key modeling challenges in optimizing BCP DSA to achieve 
precision morphology control, reproducibility, and defect control. Modeling techniques 
based on field theoretic simulations are used to both characterize and predict the 
morphological behavior of a variety of BCPs under a variety of processing conditions 
including solvent annealing and DSA under topographical boundary conditions. These 
methods aid experimental studies by saving time in performing experiments over wide 
parameter spaces as well as elucidating information that may not be available by current 
experimental techniques. Both forward simulation approaches are studied where 
parameters are varied over a wide range with phase diagrams of potential morphologies 
characterized and inverse design approaches where given target patterns are taken as 
simulation input and required conditions to produce those patterns are outputted from the 
simulation for experimental testing. The studies ultimately help identify the key control 
parameters in BCP DSA and enable a vast array of possible utility in the field. 

 
Thesis Supervisor: Caroline A. Ross 
Title: Toyota Professor of Materials Science and Engineering 
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corresponding to 3:1 toluene to heptane, and lamellae corresponding to 1.5:1 
toluene to heptane. ............................................................................................................................ 109 

3-6 Observed morphologies using explicit solvent annealing for a 2D BCP system 
with both A and B selective solvents. Select morphologies are examined for 
comparison. .......................................................................................................................................... 113 

3-7 Simulation results using explicit solvent modeling SCFT of a cylindrical forming 
BCP with block selective solvents in different ratios and different swelling ratios 
SR = D/D0. Isosurfaces of total PDMS selective solvent and PDMS density are 
plotted in green for ϕ = 0.5 with yellow being ϕ = 0.6 and red being ϕ ≥ 0.7. 
Separated cylindrical morphologies are color coded pink, perforated lamellae 
morphologies color coded blue, and in-plane lamellae black59. ...................................... 116 
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4-1 Representative lamellar morphologies observed in 2D thin films. () 
Perpendicular. (T) T-junction. (P) Metastable perpendicular/parallel. (T) 
Metastable perpendicular/T-junction.  (PT) Metastable parallel/T-junction. (P2) 
n = 2 parallel. (P3) n = 3 parallel. (P4) n = 4 parallel.  (P5) n = 5 parallel. (P6) n = 
6 parallel. (P7) n = 7 parallel. ϕ represents the density of one of the blocks. ............ 125 

4-2 2D SCFT simulation phase diagram of morphologies observed at specified W 
surface field values and reduced thickness t/L0 for lamellar BCP confined 
between two surfaces. The axis scale in W is not linear. .................................................... 126 

4-3 Representative morphologies observed in 3D SCFT simulations of cylindrical 
BCP thin films with substrate attractive to the PS block.  (DO) Surface layers 
with possible disordered internal structure (the internal structure did not 
always have 50% density surfaces). (C) Single layer cylinders. (S) Single layer 
spheres. (PC) Internal perpendicular cylinders. (DC) Double layer hexagonally 
close-packed cylinders. (MSC) Mixed cylinders and spheres. (MC) Double layer 
mesh grid cylinders. (DS) Double layer spheres. ϕ represents the density of the 
PDMS block........................................................................................................................................... 129 

4-4 3D SCFT simulation phase diagram of morphologies vs. reduced film 
thicknesses t/L0 and χN for a bulk cylindrical BCP, f = 0.32, in a 3D cell of 

dimensions t by 2.0√ L0 by 3.0L0.  The top (air) surface is preferential to the 
PDMS block with WAir = -10.0 and the bottom (substrate) surface is preferential 
to the PS block with WBL = +10.0. ................................................................................................ 130 

4-5 3D SCFT simulation phase diagram of morphologies observed at specified 
reduced film thicknesses t/L0 and χN for a cylindrical BCP, f = 0.32, in a cell of 

dimensions t by 2.0√ L0 by 3.0L0.  The top surface is preferential to the PDMS 
block and the bottom surface to the PDMS block with WBL = -10.0. .............................. 131 

4-6 Normalized free energy H/VkT (normalized by grid volume V and thermal 
energy kT) plotted versus specified reduced film thicknesses t/L0 and χN for a 

cylindrical BCP, f = 0.32, in a cell of dimensions t by 2.0√ L0 by 3.0L0.  Left: The 
top surface is preferential to the PDMS block and the bottom surface to the PS 
block with WBL = +10.0. Right: Top and bottom surfaces are preferential to 
PDMS block with WBL = -10.0.  The free energy curves are given for different χN 
and phase morphology regions are identified using the color code from Figure 
4.3. ........................................................................................................................................................... 132 
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4-7 Simulated SCFT equilibrium structures of the nanostructures formed in the bulk 
state.  Green surfaces are where the polymer density ϕ = 0.5 and red areas are 
where the density is minority rich (ϕ > 0.5). Top row shows a single unit cell 
from the SCFT calculations and bottom row shows 3 units cells by 3 unit cells of 
the structure. From left to right the structures are hexagonally packed cylinders 
(blue), square packed cylinders (green), cubic gyroid (magenta), and double 
gyroid (teal). ........................................................................................................................................ 135 

4-8 Normalized free energy differences of simulated SCFT equilibrium structures 
formed in the bulk state versus normalized unit cell box sidewall length for χN = 
14.0 and f = 0.411. Curve color coding corresponds to colors around structures 
in Figure 4.7. ........................................................................................................................................ 135 

4-9 Normalized free energy differences of simulated SCFT equilibrium structures 
formed in the bulk state versus normalized unit cell box sidewall length for χN = 
18.0.  Curve color coding corresponds to colors around structures in Figure 4.7. .. 136 

4-10 Normalized free energy differences of simulated SCFT equilibrium structures 
formed in the bulk state versus normalized unit cell box sidewall length for χN = 
30.0.  Curve color coding corresponds to colors around structures in Figure 4.7. .. 136 

4-11 Simulated SCFT equilibrium structures of the nanostructures formed in the thin 
film state with differing normalized thickness t/L0 for f = 0.25. L0 is the period of 
bulk cylinders equal to 5.27 Rg. Structures include spheres and double layers of 
spheres. .................................................................................................................................................. 138 

4-12 Simulated SCFT equilibrium structures of the nanostructures formed in the thin 
film state with differing normalized thickness t/L0 for f = 0.35. L0 is the period of 
bulk cylinders equal to 5.27 Rg. Structures include spheres, perforated lamellae, 
cylinders, lamellae, and double layered structures. ............................................................. 138 

4-13 Simulated SCFT equilibrium structures of the nanostructures formed in bulk 
and in thin films with differing normalized thickness t/L0 for f = 0.411. 
Structures include perforated lamellae, cylinders, lamellae, and double layered 
structures. ............................................................................................................................................. 139 

4-14 Simulated SCFT equilibrium structures of the nanostructures formed in the thin 
film state with differing normalized thickness t/L0 for f = 0.45. Structures 
include perforated lamellae, cylinders, lamellae, and double layered structures. ... 139 

4-15 Normalized free energy difference ΔH of the simulated thin film structures from 
a disordered state for f = 0.25 versus normalized film thickness. Different 
structures are color coded using the colors of Figure 4.11. k is the Boltzmann 
constant, T the temperature, ρ0 is the monomer density, and Rg the radius of 
gyration.................................................................................................................................................. 140 
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4-16 Normalized free energy difference ΔH of the simulated thin film structures from 
a disordered state for f = 0.35 versus normalized film thickness. Different 
observed structures are color coded using the colors of Figure 4.12. .......................... 140 

4-17 Normalized free energy difference ΔH of the simulated thin film structures from 
a disordered state for f = 0.411 versus normalized film thickness. Different 
structures are color coded using the colors of Figure 4.13. .............................................. 141 

4-18 Normalized free energy difference ΔH of the simulated thin film structures from 
a disordered state for f = 0.45 versus normalized film thickness. Different 
observed structures are color coded using the colors of Figure 4.14. .......................... 141 

4-19 Bulk simulation results for a range of fPDMS fractions. 3D side view on top and 
top-down view on bottom. From left to right: Hexagonally close-packed spheres, 
hexagonally close-packed cylinders, strained gyroid, perforated lamellae, mixed 
lamellae. ................................................................................................................................................. 142 

4-20 Thin film simulation results with quasi-static solvent annealing performed with 
neutral top and bottom surface conditions.  From top left to bottom left: 
Increasing initial volume fraction started with elongated spheres or 
perpendicular to the substrate cylinders that were enriched upon adding 
solvent to the simulation cell. At fPDMS = 0.38, what appears to be slices of 
perforated lamellae perpendicular to the substrate formed. From top right to 
bottom right: Perpendicular to the substrate lamellae with some defects in 
some cases formed. Adding solvent tended to anneal out the defects. ........................ 143 

4-21 Thin film simulation results with quasi-static solvent annealing and quenching 
performed for PDMS preferential surfaces. From top left to bottom left: For fPDMS 
= 0.32 and 0.34 hexagonally close-packed spheres formed, got larger upon 
swelling, and then collapsed back to about their original size upon quenching. 
For fPDMS = 0.36 and 0.38, cylinders with defects formed with some of these 
defects annealing out upon quenching. Swelling served only to make cylindrical 
domains larger. From top right to bottom right: For fPDMS = 0.40 and 0.42, 
perforated lamellae formed initially and upon swelling, with the perforations 
connecting for the larger volume fraction during swelling and then reappearing 
upon quenching with different hole sizes and period. For larger fPDMS, only in-
plane lamellae were observed that were simply enriched upon swelling and 
contracted upon quenching. .......................................................................................................... 145 
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4-22 Thin film simulation results with quasi-static solvent annealing and quenching 
performed for a PS bottom preferential surface with a top surface preferential 
to PDMS. Left: In-plane cylinders formed at lower volume fractions and did not 
show much difference in swelling and quenching behavior other than cylinder 
size changing. Right: Larger volume fractions for this system tended to only 
yield in-plane lamellae. In general the addition of the PS surface layer affected 
the commensuration of in-plane structures making spheres inaccessible at these 
conditions. ............................................................................................................................................ 146 

4-23 Experimental thin film morphology results for a 75.5 kg/mol PS-PDMS BCP with 
bulk volume fraction fPDMS = 0.415 as a function of swelling ratio SR and selective 
solvent ratio of toluene:heptane. The range of feff here is calculated using feff1 as 
the lower limit of the range and feff3 with the maximum value of βtol for the 
upper limit of the range. These ranges are by no means an absolute range of 
where the morphology will be observed but are at a minimum a good reference 
for where the structure should be possible in the simulations. a) Spheres are 
observed at a ratio of toluene to heptane of 10:1 and SR = 2.3. This best 
correlates to simulations with t = 2.3L0 and feff ∈ [0.23:0.36]. b) Cylinders are 
observed at a ratio of toluene to heptane of 5:1 and SR = 1.5. This best correlates 
to simulations with t = 1.5L0 and feff ∈ [0.33:0.40]. c) Perforated lamellae are 
observed at a ratio of toluene to heptane of 3:1 and SR = 2.2. This best correlates 
to simulations with t = 2.2L0 and feff ∈ [0.33:0.43]. a) Lamellae are observed at a 
ratio of toluene to heptane of 1:5 and SR = 1.4. This best correlates to 
simulations with t = 1.4L0 and feff ∈ [0.53:0.55]169. ............................................................... 148 

5-1 a) 2D simulation result of cross-section cylindrical features being templated by 
the underlying topography representing hardened PDMS from the higher 
molecular weight BCP SD45. b) 3D simulation result of system in a) with 
different noted colors representing constant PDMS density isosurfaces61. ............... 153 

5-2 Schematic diagram of the major steps in the hierarchical DSA using SD45 to 
template SD16. (a) A monolayer of PDMS cylinders (grey) self-assembles during 
solvent annealing on a PDMS functionalized substrate (teal) using SD45. (b) 
SD45 monolayer cylinder film is reactive ion etched to remove PS and leave 
oxidized silicon features from the PDMS lines on the silica substrate (grey). (c) 
Using SD16 on template formed from SD45 line patterns, a double templated set 
of PDMS cylinders (red) self-assembles over the SD45 line template (light grey) 
functionalized with PDMS brush (teal). .................................................................................... 155 

5-3 SEM image of the results of SD16 cylinder patterns hierarchically templated by 
SD45 cylinder patterns with the template period twice that of the templated 
SD16. Upper right inset: AFM image of pattern. Lower right inset: Schematic 
image of pattern61. ............................................................................................................................. 157 
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5-4 Schematic layout of the simulation unit cells for 2D hexagonal post arrays. Black 
area is where the posts are modeled and red area is where PDMS brush is 
modeled. The rest of the unit cell is unconstrained. Post size was varied in the 
simulation49. ........................................................................................................................................ 159 

5-5 Simulation results for various Lpost/L0 values. (a) Lpost/L0 = 1.7 yielded an 
ordered BCP lattice with 〈i j〉 = 〈1 1〉, (b) Lpost/L0 = 2.0 yielded an ordered BCP 
lattice with 〈i j〉 = 〈2 0〉, (c) Lpost/L0 = 2.5 yielded an ordered BCP lattice with 〈i j〉 
= 〈2 1〉, (d) Lpost/L0 = 3.9 yielded an ordered BCP lattice with 〈i j〉 = 〈4 0〉, (e) 
Lpost/L0 = 2.35 yielded a disordered BCP lattice, and (f) Lpost/L0 = 2.4 yielded a 
disordered BCP lattice49. ................................................................................................................. 161 

5-6 Free energy curves for different BCP PDMS dot lattices plotted versus Lpost/L0. 
At a given Lpost/L0, the curve with the lowest free energy should theoretically be 
the observed BCP lattice for that post spacing. In general those lattices were 
observed in the simulations at those post spacing distances. Near where curves 
intersect, disordered lattices were generally observed49. ................................................. 162 

5-7 Plot of the effective strain L/L0 versus normalized post spacing Lpost/L0. Blue 
dots correspond to ordered BCP lattices, blue circles to ordered BCP lattices 
with local defects, and blue ‘x’s to disordered structures49. ............................................. 163 

5-8 Simulations results as a function of D/Lpost. (a) D/Lpost = 0.04 had a 〈2 0〉 lattice 
form. (b) D/Lpost = 0.08 had a 〈2 0〉 lattice form. (c) D/Lpost = 0.13 had a 〈2 0〉 
lattice form. (d) D/Lpost = 0.17 had a 〈2 0〉 lattice form with some distortion. (e) 
D/Lpost = 0.21 had a mixed lattice with increasing coordination around the post. 
(f) D/Lpost = 0.25 had a disordered lattice. (g) D/Lpost = 0.29 had a 〈1 1〉 lattice 
form. (h) D/Lpost = 0.33 had a 〈1 1〉 lattice form49. ................................................................ 165 

5-9 Simulations results as a function of f for fixed Lpost and D. (a) f = 0.30 had a 〈2 0〉 
lattice form. (b) f = 0.33 had a 〈2 0〉 lattice form. (c) f = 0.37 had a 〈2 0〉 lattice 
form with a defect connection between dots. (d) f = 0.41 had elongated 
disordered structures. (e) f = 0.45 had elongated disordered structures. (f) f = 
0.50 had a metastable lamellar honey comb structure form. (g) f = 0.50 with W = 
-5 had horizontal lamellae form with a defect due to the degeneracy of mixed 
states imposed by the six fold symmetry of the lattice49. .................................................. 166 

5-10 3D simulations for Lpost/L0 = 2.0 and f = 0.5 with constant density isosurfaces ϕ = 
0.5 plotted green. Top images are 3D side angle views and bottom images are 
top-down cut through views with the brush layer removed for clarity. (a) 
Thickness of 1.5 L0 shows 〈2 0〉 lattice with slightly distorted spheres. (b) 
Thickness of 2.0L0 shows 〈2 0〉 lattice with distorted spheres elongated in the z-
direction49. ............................................................................................................................................ 167 
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5-11 SEM image showing a DSA templated array of PDMS spheres (grey) by an HSQ 

post lattice (white) with Lpost/L0=√  resulting in the BCP lattice having a 〈1 1〉 
lattice orientation. The angle θ shown is 120° and the post lattice vector is 
shown in red and BCP lattice vector in teal. The result agrees with the SCFT 
simulations for the same post lattice parameters49. ............................................................ 169 

5-12 Results of studying the effect of intentional defects on the local BCP lattice 
formation through both experiments and simulations. (a) Experimental result of 
intentional defect study where red color shows 〈1 1〉 region, green color shows 
〈2 0〉 region, white color shows 5-fold symmetry defect, and black color 7-fold 
symmetry defect. (b) Voronoi diagram of the experimental results in (a) with 
same color coding. (c) SCFT result showing the same result as in (a) with same 
color coding representing different regions. (d) SCFT result where defect region 
center post was shifted slightly allowing for the BCP lattice to adjust and form a 
〈1 1〉 lattice everywhere and anneal out the defected region49. ...................................... 170 

5-13 Hexagonal post array unit cell 3D unit cell field boundary conditions schematic 
used in the SCFT simulations. The regions constrained for the posts and 
substrate are purple, for the PS brush layer are yellow, and for the PDMS 
preferential air interface are teal60. ............................................................................................ 172 

5-14 Top-down cut through view showing the desired perforated lamellae structure 
stabilized at certain combinations of Px and Dpost. Posts are colored purple and ϕ 
= 0.5 density cross-sections showing where the PDMS domains start are 
green60.................................................................................................................................................... 173 

5-15 Simulation results as a function of Dpost and Px. Plots are top-down cut through 
views of the internal structure in the simulations with posts colored purple and 
PDMS domains at the ϕ = 0.5 boundary colored green. The perforated lamellae 
structure was observed at Dpost = 0.39L0 and Px = 2.33L0, Dpost = 0.53L0 and Px = 
2.50L0, Dpost = 0.66L0 and Px = 2.50L0, Dpost = 0.66L0 and Px = 2.67L0, Dpost = 0.80L0 

and Px = 2.67L0, and Dpost = 0.93L0 and Px = 2.83L0. A defect structure of a half 
way formed perforated lamellae structure was observed at Dpost = 0.39L0 and Px 
= 2.50L0, Dpost = 0.53L0 and Px = 2.67L0, Dpost = 0.80L0 and Px = 2.83L0, and Dpost = 
0.93L0 and Px = 3.00L0. Not shown are two perforated lamellae results at Dpost = 
1.07L0 and Px = 3.00L0 as well as Dpost = 1.20L0 and Px = 3.16L0 as not all Px were 
tested for these Dpost and they were outside the experiment test range of post 
diameters60. .......................................................................................................................................... 174 

5-16 SEM image showing the resulting perforated lamellae morphology with HSQ 
posts for a sample corresponding to Dpost = 0.80L0 and Px = 2.67L060. .......................... 176 
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5-17 SEM image showing the resulting perforated lamellae morphology with PMMA 
posts that were removed for a sample corresponding to Dpost = 0.80L0 and Px = 
2.67L0. The inset with overlaid yellow circles and red diamond show where the 
posts were before etching for a single unit cell with the diamond sides 
representing the distance Px between posts60. ....................................................................... 177 

5-18 Plots of the measured hole diameters Dhole for both generated (blue and green 
triangles) and post (red and orange squares) holes as a function of post pitch Px 
in a) and post diameter Dpost in b). Open points are where defect structures were 
observed in the simulations. Multiple points at the same post pitch in a) had 
different post diameters and multiple points at the same post diameter in b) had 
different post pitches. The generated holes had a fairly constant size while the 
post holes increased linearly with both variables. This linear relationship is 
most likely strongly dependent on Dpost more so than Px as there is evidence the 
Px values where the perforated lamellae structure is stabilized itself is a linear 
function of Dpost60. .............................................................................................................................. 178 

5-19 Plots of the post diameter (blue and purple triangles) and Px - Dpost interpost 
spacing (red and orange diamonds) as a function of post pitch Px. Open points 
are where defect structures were observed in the simulations. Multiple points at 
the same post pitch had different post diameters. The linear relationship 
between post diameter and post pitch and the approximately constant value of 
interpost spacing suggests that the perforated lamellae structure is stabilized 
around this commensuration of the interpost spacing and thus post diameter 
and pitch should be linear since they need to increase proportionately together 
in order to keep a constant interpost spacing60. ................................................................... 179 

5-20  Schematic of unit cells used in SCFT simulations.  Black area is where the fields 
are constrained to prohibit the polymers from evolving in the simulation to 
model the posts.  Blue area is where the fields are constrained to be attractive to 
the majority block (PS) and repulsive to the minority block (PDMS) to model the 
PS brush layers used in experiment.  Orange area is the free space where the 
polymer chemical potential fields evolve during the simulation and thus where 
the polymer density develops and phase separates into distinct ordered 
structure morphologies. .................................................................................................................. 181 
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5-21 2D SCFT simulation results of morphologies observed as a function of post 
spacing distances Px and Py. Since the posts here are modeled with a PS 
preferential brush, the PDMS density was colored blue as opposed to the 
traditional red for PDMS rich regions so the posts were distinguishable from the 
PS matrix. The posts were further colored a separate grey color for further 
distinction. a) Cylinders that are constrained by Px and are not commensurate 
with Py.  b) Cylinders that are commensurate with Py globally in the middle 
regions and bulge or undulate while constrained between the posts in the other 
region and are not commensurate with Px. c) Spheres that are constrained by 
the posts when Px = Py.  d) Ellipsoids that are commensurate with a 45° rotation 

of the post lattice for Px = Py ≅ √ L0. .......................................................................................... 182 

5-22 2D SCFT simulations of PDMS spheres (blue) in PS matrix (red) for fPDMS = 0.17 
and (N)eff = 30.0 in a unit cell of dimensions 2.0L0 by 2.0L0.  a) Bulk simulation 
of PDMS spheres with periodic boundary conditions.  The spheres formed a 
strained hexagonally close-packed array due to the unit cell constraint not being 
commensurate with the equilibrium structure. The expected equilibrium 
morphology for these conditions is thus a hexagonally close-packed array of 
spheres. b) Simulation of PDMS spheres in a square post template lattice 
(purple).  Spheres are constrained to form a square lattice with the same period 
as the post period Px = Py = L0. ...................................................................................................... 183 

5-23 Schematic of the in-plane periodically bound unit cell used in simulations for 
rectangular symmetry post array constraints. Posts and substrate are colored 
purple, brush layer area is colored red, and air interface is colored teal. Key 
dimensions are labeled56,57. ........................................................................................................... 184 

5-24 (a) Phase diagram of the 3D SCFT simulation results for PS-PDMS cylinders 
confined by a rectangular array of posts as a function of Px and Py. Additional 
simulation results with two metastable solutions for Px = Py = 2.29L0 are shown 
in the inset of the phase diagram. (b) 3D side angle views and top-down views 
with color coding corresponding to the phase diagram in (a) of the different 
constrained morphologies observed as a function of Px and Py  for the 
rectangular post array boundary conditions. Morphologies types observed are 
labeled in the figure57. ...................................................................................................................... 185 

5-25 SEM images of the different morphologies observed in the experiments as a 
function of Px and Py. a) Constrained cylinders. b) Commensurate undulated 
cylinders. c) Confined spheres. d) Confined ellipsoids. e) Mixed superstructures 
of ellipsoids and cylinders. f) PL1. g) PL2. h) Double cylinders mixed with PL2 
(corresponds to simulation result at Px = Py = 2.29L0) i) Phase diagram with each 
data point corresponding to a sample where more than 70% of the observed 
templated region exhibited the corresponding morphology with the symbols in 
the inset legend57. .............................................................................................................................. 188 
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5-26 Representative morphologies observed in 3D SCFT simulations of cylindrical 
BCP thin films with confinement in a periodic rectangular array of posts with 
varying diameters and heights.  CC) Cylinders with period L0.  EC) Cylinders 
with period 1.5L0. UC) Undulated cylinders. GC) Diagonally oriented cylinders. 
S) Spheres. SS) Spheres connected to surface layer. PL) Perforated lamellae. SL) 
Surface layer only with no internal structure. ........................................................................ 190 

5-27 3D SCFT simulation phase diagrams of morphologies observed vs. reduced post 
diameter Dpost/L0 and reduced post height hpost/L0 for a cylindrical BCP in a 
rectangular periodic post array with N = 14.0. a) Post periods Px by Py = L0 by 
L0. b) Post periods Px by Py =1.5L0 by L0. c) Post periods Px by Py =1.5L0 by 1.5L0. .. 191 

5-28 3D SCFT simulation phase diagrams of morphologies observed vs. reduced post 
diameter Dpost/L0 and reduced post height hpost/L0 for a cylindrical BCP in a 
rectangular periodic post array with N = 28.0. a) Post periods Px by Py = L0 by 
L0. b) Post periods Px by Py =1.5L0 by L0. c) Post periods Px by Py =1.5L0 by 1.5L0. .. 192 

5-29 SCFT simulation results from changing the height of the posts in a unit cell with 
PDMS preferential rectangular post array boundary conditions. Simulation 
parameters are (χN)eff = 14.0 and f = 0.33 for the 16 kg/mol PS-PDMS. (a-c) 2D 
cut-through view halfway up unit cell for (a) hpost = 12 nm. (b) hpost = 19 nm. (c) 
hpost = 27 nm. (d-f) View looking top-down without wetting surfaces of four unit 
cells (two by two) concatenated together for (d) hpost = 12 nm. (e) hpost = 19 nm. 
(f) hpost = 27 nm. (g-i) View looking from a side angle at a single unit cell for (g) 
hpost = 12 nm. (h) hpost = 19 nm. (i) hpost = 27 nm56. ............................................................... 196 

5-30 SEM images showing the oxidized PDMS microdomains that remained after 
reactive ion etching away any PDMS surface layer and all PS matrix after solvent 
annealing the samples templated with HSQ posts of various heights. Px = 48 nm 
and Py = 32 nm. Disconnections in the cylinders were due to the samples being 
over etched. From left to right: hpost = 12 nm, hpost = 19 nm, and hpost = 27 nm56. ..... 196 

5-31 Mesh grid morphology observed in experiments with Px = 1.71L0 and Py = 
1.00L0. Whiter areas are HSQ posts and light grey areas oxidized PDMS 
cylinders58. ........................................................................................................................................... 198 
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5-32 Simulation results for a thickness of t = 2.50L0 with fixed Px = 1.71L0 and Py = 
1.00L0 varying Dpost and hpost. In each result box, the left image is a side angle 
view of the 3D PDMS density isosurfaces (green for ϕ = 0.5 and red for ϕ = 0.7) 
with posts colored purple and the right image is a top-down cut through surface 
view. Different morphology types observed are color coded based on the top-
down view as follows: (light blue) Perforated lamellae over confined cylinders. 
(crimson red) Hexagonal close-packed cylinders. (grey) Hexagonal close-packed 
cylinders with connection defect. (dark purple) Parallel top and bottom 
commensurate cylindrical type structure with possible defects. (yellow) 
Inverted mesh grid structure. (pink) Almost a mesh grid structure with bottom 
feature being perforated lamellae. (black) Monolayer defective cylinder 
structure58. ........................................................................................................................................... 199 

5-33 Simulation results for a thickness of t = 3.00L0 with fixed Px = 1.71L0 and Py = 
1.00L0 varying Dpost and hpost. In each result box, the left image is a side angle 
view of the 3D PDMS density isosurfaces (green for ϕ = 0.5 and red for ϕ = 0.7) 
with posts colored purple and the right image is a top-down cut through surface 
view. Different morphology types observed are color coded based on the top-
down view as follows: (light blue) Perforated lamellae over confined cylinders. 
(crimson red) Hexagonal close-packed cylinders. (light grey) Diagonal cylinders 
over perforated lamellae. (beige) Hexagonal close-packed cylinders with 
connection defect. (dark purple) Parallel top and bottom commensurate 
cylindrical type structure with possible defects. (pink) Mesh grid structure as 
observed from top-down view. (cream) Overlapping confined cylinders in both 
layers. (old gold) Connected sphere over confined cylinder58. ........................................ 200 

5-34 Key simulation results that were observed experimentally at different Px and Py 
values with side view on top and top-down cut through surface view on bottom. 
Colored symbols correspond to symbols in experimental phase diagram in 
Figure 5.36. a) Hexagonal close-packed cylinders commensurate with Px 

direction. b) Mesh grid structure. c) Double bottom confined cylinder mesh grid 
structure. d) Diagonal cylinders over a sphere. e) Diagonal cylinders over 
perforated lamellae PL158. ............................................................................................................. 201 

5-35 Plot of the normalized free energy Hamiltonian H/kTρ0Rg3 (where k is 
Boltzmann’s constant, T is the temperature, ρ0 is the monomer density, and Rg is 
the radius of gyration) as a function of number of simulation iterations. Energy 
levels of the simulation reached a saddle point solution around 200,000 
iterations. Px = 1.71L0 and Py = 1.00L0. Inset: Density fields isosurfaces 3D side 
views at 300,000 iterations are shown for the seeded mesh grid without a 
connection (energy curve in blue) on top and mesh grid structure with 
connection (energy curve in black) on bottom. The two structures energy levels 
are degenerate within the error of the simulation implying they are both 
potential equilibrium solutions to the SCFT saddle point condition58. ........................ 202 
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5-36 Experimental results for double layer structures templated by a rectangular 
post array lattice with various Px and Py dimensions. Left are SEM images of 
various structures observed at different Px and Py values. White structures are 
HSQ posts and grey structures are oxidized PDMS features. Middle is a legend 
for the commensuration bands and randomly oriented observed cylinders in the 
phase diagram on the right. A) Parallel to y-direction commensurate with Px 
cylinders. B) Cylinders commensurate in diagonal directions in both layers. C) 
Mesh grid structure with one bottom layer confined cylinder. D) Diagonal top 
layer mesh grid structure with one bottom layer confined cylinder. E) Mesh grid 
structure with two bottom layer confined cylinders. F) Diagonal top layer mesh 
grid structure with two bottom layer confined cylinders. G) Diagonal top layer 
cylinders over ellipsoids. H) Diagonal top layer cylinders over spheres. I) 
Diagonal top layer cylinders over perforated lamellae. J) Superstructure 
combination of diagonal top layer cylinders over ellipsoids or two confined 
cylinders. K) Superstructure of perforated lamellae or parallel to y-direction 
commensurate with Px cylinders. L) Phase diagram of where structures in (A-I) 
occurred with corresponding symbols from (A-I) as well as randomly oriented 
cylinder structures denoted by black dots58. .......................................................................... 204 

5-37 3D unit cell schematic used in simulations. Purple area is where the fields are 
constrained to prevent the polymer density from evolving to model the HSQ line 
templates and bottom substrate. Dark blue area is where the fields are 
constrained to be attractive to the majority block (PS) and repulsive to the 
minority block (PDMS) to model the PS brush layers used in experiment. Light 
blue area where the fields are constrained to be attractive to the minority block 
(PDMS) to model the air interface wetting behavior of the PDMS observed in 
experiment. Boundary conditions are periodic in the Lx and Ly directions. Lx  was 
varied from 0.43L0 up to 2.29L0 in the simulations and t was kept constant at a 
film thickness of 1.5L0. ..................................................................................................................... 206 

5-38 3D SCFT simulations of fPDMS = 0.33 and N = 30.0 cylindrical forming PS-PDMS 
polymer between line templates of varying width Lx and height L0. Green area is 
the ϕ = 0.5 and red area the ϕ = 0.7 normalized PDMS density surfaces. Purple 
area is substrate and template. As Lx/L0 is increased from 0.43 to 2.29, the 
simulations show a transition from no cylinders present (0.43) to a single 
cylinder present (0.50 to 1.00) to strained cylinders in the Lx direction (1.14 to 
1.64) to two cylinders forming (1.71 to 2.29). ....................................................................... 207 

5-39 Top-down view of 3D SCFT simulations of fPDMS = 0.33 and N = 30.0 cylindrical 
forming PS-PDMS polymer between line templates of varying normalized width 
Lx/L0 1.50 to 1.71 for the one and two cylinders transition region observed in 
experiment.  Simulations were seeded with cylinders with a hole defect to see 
how hole defect size changes with increasing line width. For Lx/L0 = 1.50 the 
hole annealed out of the structure to form a single strained cylinder and for 
other simulations the hole increased in size with increasing line width. .................... 207 
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5-40 Engineering strain in the Lx direction of the cylinders versus the normalized 
template line width Lx/L0 based on SCFT simulations cylinder diameters. The 
cylinders can strain up to Lx/L0 ≅ 1.5 before a single cylinder becomes too 
energetically unfavorable and a transition region is observed for Lx/L0 ≅ 1.57 to 
1.71 where a single strained and two slightly compressed cylinders are 
metastable. For Lx/L0 ≅ 1.79 to 2.29 double cylinders with low strain are 
observed. ............................................................................................................................................... 209 

5-41 SEM images of experimental results using HSQ lines to pattern PDMS cylinders 
from a PS-PDMS BCP. White area is HSQ and grey area is oxidized after etching 
PDMS cylinders. Three different post spacing distances Lx are shown with a) Lx = 
28 nm. b) Lx = 40 nm. c) Lx = 36 nm. Yellow lines mark the total period of HSQ 
lines or PDMS lines in c), white lines mark the width of PDMS cylinders, and red 
lines mark the post spacing distances Lx. The HSQ lines in c) are not as thick as 
in b) which is likely the cause of discrepancies between the measured 
engineering strain values with simulation calculated strains. ......................................... 210 

5-42 Experimental results with SEM images showing the effect of increasing the line 
spacing distance Lx above a critical value such that instead of having a single 
confined cylinder between two lines of HSQ as in (a), a transitional structure 
with holes was observed at intermediate Lx as in (b), and at large enough Lx 
double layers of cylinders began to form as in (c). Yellow numbers are the HSQ 
periods and white numbers are the PDMS diameters. ........................................................ 212 

5-43 Schematic boundary conditions used for circular (left) and square (right) hole 
confinement simulations. Grey area was topographical constraints to the 
pressure fields to keep polymer density from evolving, red area is brush layer 
surface attraction modification through chemical potential field constraints, and 
teal area is free of field constraints where the BCP evolved unconstrained 
locally. .................................................................................................................................................... 214 

5-44 Various PS-PDMS circularly confined line morphology results under PDMS ring 
preferential boundary conditions. Going from the upper left corner to the right 
and then down rows, d/L0 varies from 0.4 to 8.7. Nine different commensurate 
alternating ring and ring surrounding dot structures (color coded for clarity and 
to correspond to Figure 5.45 energy curves) are observed as d/L0 increases. ......... 215 

5-45 Normalized free energy curves H/kTρ0Rg3 for nine different ring and ring 
around dot alternating structures plotted as a function of d/L0. The Δ symbol 
signifies these energy values are the difference from a purely disordered state. 
Calculations of the curves were done seeding the simulations with the nine 
structures from the first set of simulations and holding the density fields 
constant to obtain the corresponding chemical potential fields needed to 
calculate the free energy Hamiltonian. Curves are color coded to match the color 
code of the morphologies in Figure 5.44. ................................................................................. 216 
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5-46 Seven different morphologies observed in simulations of PDMS preferential wall 
square hole confinement simulations. Top number is the side wall length and 
bottom number is the diagonal length. The square symmetry thus has a richer 
range of commensuration values with these two different directions, but this 
can simply lead to more defective structures due to higher strains in the 
different directions. .......................................................................................................................... 217 

5-47 Schematics of unit cells with notch templates added to induce chirality and 
direction of ring patterns in circular hole confinement templates. Left: Full unit 
cells. Right: Close-up of notches with dimension details of the notch (base width 
b and height h) in terms of the hole diameter d. Top: Shorter notch template. 
Bottom: Larger notch template. ................................................................................................... 217 

5-48 Five different morphologies observed in simulations of PDMS preferential wall 
circular hole confinement simulations with notch template to induce a spiral 
pattern with a particular chirality. Top row of results had a smaller height notch 
that simply compressed the ring and dot structures for low commensurations 
but did induce a spiral structure with a right-handed chirality for a 
commensuration of d/L0 = 6.00. Bottom row of results had a larger height notch 
that induced a right-handed chirality spiral structure for commensurations as 
low as d/L0 = 3.00. ............................................................................................................................. 218 

5-49 3D simulation results of a 4L0 thick hole of a cylindrically confined cylinder 
forming PS-PDMS with neutral top surface conditions and PDMS preferential 
surface conditions on the rest of the surfaces. From upper left corner to right 
and then down results are shown from d/L0 = 1.2 to 3.9. Left images are 3D side 
view with boundary conditions cut away and right images are top-down cut 
through views. General trends are for more concentric features to form as d/L0 
increases to different commensurations. Simulation parameters are χN = 18 and 
f = 0.36. Plots are of ϕ = 0.5 isosurfaces. Color coding is analogous to 2D results 
in Figure 5.44 only considering the top-down morphology appearance. 
Interestingly the preferential layer only phase (teal) in 3D occurs between a 
single sphere (red) and ring (green), possibly due to the bottom wetting layer 
(not shown). ......................................................................................................................................... 219 



31 
 
 

5-50 3D simulation results of a 4L0 thick hole of a cylindrically confined cylinder 
forming PS-PDMS with neutral top surface conditions and PDMS preferential 
surface conditions on the rest of the surfaces. From upper left corner to right 
and then down results are shown from d/L0 = 4.0 to 6.6. Left images are 3D side 
view with boundary conditions cut away and right images are top-down cut 
through views. General trends are for more concentric features to form as d/L0 
increases to different commensurations. Simulation parameters are χN = 18 and 
f = 0.36. Plots are of ϕ = 0.5 isosurfaces. Color coding is analogous to 2D results 
in Figure 5.44 only considering the top-down morphology appearance. The 
phase at the highest diameters (grey) was not observed in 2D simulations in 
terms of top-down views of 3D results where the ring in the center started 
having interconnections like confined perforated lamellae rings. Also, the 
double ring with single sphere phase (pink) had defects in different layers 
sometimes with the internal ring sometimes connecting to the internal sphere 
or cylinder going through the rings. ........................................................................................... 220 

5-51 3D simulation result for d/L0 = 5.7 of a 4L0 thick hole of a cylindrically confined 
cylinder forming PS-PDMS with neutral top surface conditions and PDMS 
preferential surface conditions on the rest of the surfaces. Left image is 3D side 
view with boundary conditions cut away and right image is a top-down cut 
through view. A perforated lamellae structure formed in the thickness direction 
in the outer most ring due to the thickness being commensurate with 3.5 layers 
of cylinders thus confining the ring to the metastable perforated lamellae 
structure. Inner most single dot feature is a cylinder that goes through all rings, 
although in other cases it is made of separated spheres. Simulation parameters 
are listed inset in the figure. Plots are of ϕ = 0.5 isosurfaces. .......................................... 221 

6-1 Comparison of forward direct method of DSA (left) with inverse design method 
(right). In the direct method, a template with a set of features is fabricated first 
experimentally or as boundary conditions for a simulation. The experiment or 
simulation is performed and the resulting morphology observed and 
characterized to gain insight into how the structures formed. In the inverse 
method, the desired structure is created using density fields in the context of 
the SCFT framework. This structure is then used in the inverse optimization 
algorithm to find a solution of template feature positions that represent the 
necessary template to produce the desired structure. Design rules can be 
extracted from either method50. .................................................................................................. 226 

6-2 SEM image of PDMS cylinders that self-assembled on an array of square 
symmetry HSQ posts functionalized by PDMS brush. Orientations were equally 
random between Px and Py directions with bends and terminations appearing 
where directions changed. The natural period of the cylinders is L0 = 39 ± 2 nm. 
Inset is an SEM image of the HSQ square post array used in the DSA of the BCP 
with spacing Px = Py = L0, hpost = 28 ± 1 nm, and Dpost = 10 ± 1 nm. Yellow scale 
bar in lower right corner is 100 nm for both inset and SEM image201. ......................... 228 
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6-3 (a) Layout of the square template used for developing design rules. Single posts 
are denoted by black dots and double posts by red dots. Tiles (outlined in blue) 
with three by three sets of posts were defined with the center post being 
replaced by a double post oriented either along the Px or Py direction (lattice 
vectors denoted by orange distances). Design cells (outlined in green) are 
defined by the corners of a square with the four nearest sets of double posts. 
For the highlighted design cell, the shaded region will be primarily templated by 
the double posts in that cell. For (b-f), dark rectangles represent cylinders on 
double posts, light grey represent cylinders templated between double posts 
based on basic design rules, and white rectangles represent cylinders in the 
center of the design cell templated by single posts between the double posts. (b) 
Four basic design rules: i) Two aligned parallel sets of double posts will align 
cylinder along the double post direction. ii) & iii) A double post perpendicular to 
a neighboring double post will either yield a termination or bend depending on 
neighboring posts. iv) Parallel double posts orthogonal to posts between them 
have cylinders align in their direction between them. (c-f) Four different design 
cells schematics with predicted patterns using design rules from (b). (g-j) SEM 
images of post templates used for the four different design cells. (k-n) SEM 
images of the results of BCP DSA where PDMS cylinders formed predicted 
patterns except in the case of (n) where the symmetry constraints where too 
energetically unfavorable to form the predicted structure with four 
terminations. Schematic colored overlay highlighted the cylinder patterns. Scale 
bars for SEM images are 50 nm201. ............................................................................................. 230 

6-4 Demonstration of design rule approach using two design structures. (a-b) 
Design structure layout made from concatenation of different design cells (color 
coded). (c-d) SEM images showing the HSQ post templates used for making the 
design structures in (a-b). (e-f) Experimental result SEM images showing the 
PDMS cylinders self-assembled on the HSQ post template from (c-d). Structure 
in (e) had 97% grid points match the design pattern and structure in (f) had 
99% of the grid points match the design pattern. (g-h) Simulation results of 
design structures showing ϕ = 0.5 density isosurfaces that were verified 
through SCFT calculations to be saddle point solutions and thus consistent that 
the design patterns are indeed equilibrium solutions. Scale bars shown here are 
50 nm201. ............................................................................................................................................... 232 

6-5 Blue regions are free of constraints, red are PDMS preferential brush layer, and 
grey are repulsive posts. (a) Cross-sections of the 9 by 9 grids for a single post 
(left) and double post (right) boundary conditions corresponding to ≈ 8 nm 
diameter post plus brush layer. (b) Cross-sections of the 9 by 9 grids for a single 
post (left) and double post (right) boundary conditions corresponding to ≈ 16 
nm diameter post plus brush layer. (c) 3D periodic boundary conditions 
schematic of the PDMS brush layer for the XY3 design cell with no symmetry 
constraints. (d) 3D periodic boundary conditions schematic of the posts for the 
XY3 design cell with no symmetry constraints201. ................................................................. 234 
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6-6 Total normalized free energy H/kTρ0Rg3 as a function of hpost/L0 and f for the 
first design structure from Figure 6.4. In general, the free energy decreased with 
increasing volume fraction and increased with post height. The lowest free 
energy at the lowest volume fraction that the structure was stabilized occurred 
at f = 0.36 and hpost/L0 = 0.78. χeff = 0.112 and N = 125 or (χN)eff = 14 for these 
simulations using implicit solvent annealing assumptions201. ........................................ 235 

6-7 (a) Post configuration used to template base repeat unit of first design structure 
from Figure 6.4. (b) Design structure base repeat unit from Figure 6.4 for 
reference. (c) Phase diagram as a function of hpost/L0 and f using first design 
structure from Figure 6.4. For f ≥ 0.36, the structure remained implying the 
design structure was a saddle point solution at these conditions and thus a 
potential equilibrium structure. ϕ = 0.5 isosurfaces are shown in green201. ............. 236 

6-8 Green ϕ = 0.5 constant density isosurfaces are plotted. (a) Left: X2Y2 post 
template used for comparing free energies from SCFT simulations. Template 
contains six X2Y2 design cells with three X4 buffer layers. Right: Five different 
morphologies observed in experiment for X2Y2 templates with appropriate 
symmetry considerations for reflective and rotational boundary conditions in 
addition to buffer layer structures. From left to right the morphology was less 
frequently observed in experiments. (b) Left: XY3 post template used for 
comparing free energies from SCFT simulations. Template contains four XY3 
design cells with two X2Y2 and three X4 buffer layers. Right: Five different 
morphologies observed in experiment for XY3 templates with appropriate 
symmetry considerations for reflective and rotational boundary conditions in 
addition to buffer layer structures. From left to right the morphology was less 
frequently observed in experiments201. .................................................................................... 238 

6-9 The percentage of observed design cells (Count) that formed the pattern (SEM 
images) shown below the count (%) plot (blue) and the free energy difference 
calculated from SCFT simulations using the seeded structures from Figure 6.8 
(green). In general, as the free energy of the structure increased, the observed 
counts decreased. However, there is not a strict quantitative relationship 
between these values implying that other effects including neighboring unit cell 
effects (experiments were not strictly done with the same boundary conditions 
as simulations) and kinetic effects not captured in the simulations may affect 
the observed morphologies. GY% is the percentage of grid points in the design 
cell that had the same connections based on the design rules. Error bars are    
standard deviation. (a) X2Y2 design cell results. (b) XY3 design cell results201. ......... 239 

6-10 Three-way T-junction formation examples. In general, these features were 
observed only when a single post was missing. (a) Post was missing two grid 
points above double post. (b) Post was missing two grid points above and one 
right of double post. (c) Post was missing two grid points above and one left of 
double post201...................................................................................................................................... 240 
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6-11 Four different post sizes used in simulations. Going left to right: Post consists of 
1, 5, 9, and 13 total grid points (center grey region) surrounded by a brush layer 
consisting of 8, 16, 12, and 24 total grid points (red outer region)51. ........................... 243 

6-12 Summary of the inverse design algorithm with simulation results of a given 
target structure that has three-way junctions and bends. L0 scale bar and ϕA 
density color bar are on the right side of (d). (a) Target structure density field 
used to initialize inverse simulations. The green box outlines a primitive cell 
area used in developing target structures for IC patterns. (b) Three separate 
post configuration solutions found during nrun = 2,100 inverse simulations. (c) 
Statistically weighted post probability density map p( ⃗) calculated using results 
of nrun = 2,100 inverse simulations with color bar of p( ⃗) values on the right. (d) 
Inverse solution found using nposts = 24 to set threshold on p( ⃗). (e) Final 
structure obtained using (d) as post configuration for a forward SCFT 
simulation with random initial conditions demonstrating the sufficient 
conditions of the inverse design algorithm solution are met as the solution has 
correct topology of the target structure. (f) Original target structure from (a) 
reshown for direct comparison with (e). (g) Forward simulation result starting 
with solution in (f) and then removing posts allowing fields to relax 
demonstrating the target structure is not a saddle point solution without the 
posts and thus the posts are necessary for the target structure to form50,51. ............ 244 

6-13 Free energy curves as a function of volume fraction for four essential IC features 
when coarse-grained to a 9 by 9 grid. (a) Line patterns have a free energy 
minimum at f = 0.48. (b) Bend patterns (with reflective and rotational symmetry 
accounted in an 18 by 18 unit cell) have a free energy minimum at f = 0.48. (c) 
Termination patterns (with reflective symmetry accounted in an 18 by 9 unit 
cell) have a free energy minimum at f = 0.43. (d) Three-way junction patterns 
(with reflective symmetry accounted in an 18 by 9 unit cell) have a free energy 
minimum at f = 0.5351. ..................................................................................................................... 246 

6-14 Free energy H/kTρ0Rg3 versus number of forward SCFT iterations for an inverse 
simulation with TS1 as the target struccture. Each point represents niter = 250 of 
these iterations. Blue points were where a new post configuration was not 
accepted, red points are where the calculated H was lower than the previous H0 
and thus the configuration accepted as a new candidate solution for the target 
structure, and the final green point was the last accepted candidate solution for 
the number of iterations performed and thus had the lowest H for this 
particular inverse simulation50. ................................................................................................... 249 
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6-15 Two inverse solutions for TS1 (middle) with nposts = 3 and f = 0.32 (left) and nposts 
= 39 and f = 0.52 (right). Densities are plotted as darker blue regions 
corresponding to richer B regions and red to richer A regions and black dots 
represent posts. The fidelity factor ξ is much lower for the structure on the right 
than the left and thus a better overall solution, but still the pattern does not 
satisfy the topology constraints of the target structure due to the extra 
connections forming on the right side51. .................................................................................. 252 

6-16 Plot of the time t in seconds for nrun = 200 inverse simulations to finish versus 
nposts for four different cell sizes of Nx by Ny = 9n by 9n with parallel line target 
structures. Line fits are color coded as blue for n = 1, orange for n = 2, green for 
n = 3, and red for n = 4  Measured time data points are coded as brown squares 
for n = 1, green triangles for n = 2, violet × crosses for n = 3, and teal * stars for n 
= 451. ........................................................................................................................................................ 254 

6-17 Entire inverse design process overview for (top) TS1 containing lines, bends, 
and three-way junctions with total size 3L0 by 3L0 and (bottom) TS2 containing 
lines, bends, and terminations with total size 7L0 by 7L0. (a) Density field target 
structures produced from concatenating essential IC circuit component 
patterns. These structures were used to test and optimize the inverse design 
algorithm. (b) Post template solutions (black) using inverse design algorithm 
for corresponding target structures in (a). (c) Post template solutions found 
taking best inverse design solutions of single grid posts and replacing those 
posts with larger posts moving or removing the posts positions appropriately 
such that the system still formed the correct topology using forward 
simulations. (d) SEM images showing the HSQ post patterns made using EBL. 
Patterns are based on those in (c). Post overlap is still an issue despite trying to 
account for the larger post size beforehand. (e) SEM images of the oxidized 
PDMS pattern on HSQ left from the self-assembly of a PS-PDMS cylinder forming 
BCP on the post templates in (d) demonstrating they have the same topology as 
the input target structures in (a) and thus the overall inverse design process 
works51. ................................................................................................................................................. 256 

6-18 (a) TS1 Ξ = Ξ(nposts,f) phase diagram. The best solution in terms of just fidelity 
occurred when nposts = 21 and f = 0.52. (b) TS1 ηΞ = η(nposts,f)Ξ(nposts,f) phase 
diagram. The best solution in terms of fidelity and topology occurred when nposts 
= 26 and f = 0.5251. ............................................................................................................................ 258 

6-19 (a) TS2 Ξ = Ξ(nposts,f) phase diagram. The best solution in terms of just fidelity 
occurred when nposts = 72 and f = 0.44. (b) TS2 ηΞ = η(nposts,f)Ξ(nposts,f) phase 
diagram. The best solution in terms of fidelity and topology occurred when nposts 
= 72 and f = 0.44. There is a long region for f = 0.48 where topology is conserved 
at the cost of poor fidelity with increasing nposts suggesting the system is very 
stable at this volume fraction as long as there are enough posts in the system51. ... 259 
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6-20 (a) Poor fidelity template solutions for TS1 using inverse design simulations. 
From left to right: nposts = 3 and f = 0.36 resulted in too few posts and not enough 
PDMS to form TS1, instead forming dot patterns. nposts = 11 and f = 0.48 resulted 
in too few posts to form TS1, instead forming lines. nposts = 23 and f = 0.28 
resulted in not enough PDMS to form TS1, instead just having weak phase 
segregation around the post template regions. nposts = 23 and f = 0.68 resulted in 
too much PDMS to form TS1, forming a connected network structure with PS 
dots instead. (b) Good fidelity template solutions for TS1 using inverse design 
simulations. From left to right: nposts = 24 and f = 0.44 resulted in correct 
topology with good fidelity for making TS1. nposts = 26 and f = 0.52 resulted in 
correct topology with the best observed fidelity for making TS1. nposts = 30 and f 
= 0.48 resulted in correct topology with good fidelity for making TS1. nposts = 39 
and f = 0.48 resulted in good fidelity for TS1, but extra connections formed 
mismatching the target structure topology due to the system being 
oversaturated with posts51. ........................................................................................................... 260 

6-21 (a) Poor fidelity template solutions for TS2 using inverse design simulations. 
From left to right: nposts = 12 and f = 0.36 resulted in too few posts and not 
enough PDMS to form TS2, instead forming dot patterns. nposts = 44 and f = 0.48 
resulted in too few posts to form TS2, instead forming line patterns. nposts = 92 
and f = 0.28 resulted in not enough PDMS to form TS2, instead just having weak 
phase segregation around the post template regions. nposts = 92 and f = 0.68 
resulted in too much PDMS to form TS2, forming a connected network structure 
with PS dots instead. (b) Good fidelity template solutions for TS2 using inverse 
design simulations. From left to right: nposts = 72 and f = 0.44 resulted in correct 
topology with the best observed fidelity for making TS2. nposts = 100 and f = 0.44 
resulted in correct topology with good fidelity for making TS2 nposts = 160 and f 
= 0.48 resulted in correct topology with good fidelity for making TS2. nposts = 
156 and f = 0.44 resulted in good fidelity for TS2, but extra dot features formed 
around the corners of the PDMS ring part of the structure due to strain from 
large nposts51........................................................................................................................................... 261 

6-22 Free energy H/kTρ0Rg3 as a function of f for TS1. Minimum H occurred when f = 
0.55 which makes sense as there are two three-way junctions in the pattern51. ..... 262 

6-23 Free energy H/kTρ0Rg3 as a function of f for TS2. Minimum H occurred when f = 
0.45 which makes sense as there are multiple terminations in the pattern51. .......... 263 



37 
 
 

6-24 Steps used to alter inverse design solution templates to prepare solutions for 
experimental verification since post size in experiments is larger. (Top-Left) 
TS1 inverse post configuration solution from nposts = 24 and f = 0.44. (Top-
Middle) Red post are to be removed and yellow posts are to be moved one point 
over to centralize where a nearby post was removed. (Top-Right) nposts = 15 post 
configuration after altering nposts = 24 solution. (Bottom-Left) PDMS density map 
forward simulation result using nposts = 24 template. (Bottom-Right) PDMS 
density map forward simulation result using nposts = 15 template altered from 
nposts = 24 template with f = 0.48. At this higher f the altered post template was 
able to yield the correct topology for TS151. ........................................................................... 265 

6-25 Additional forward simulation results varying nposts, f, and d with altered post 
configuration solution templates using the rules from Figure 6.24. Smallest nposts 
configurations used these rules strictly and higher nposts left some double posts 
in the template (Left) Results for TS1. (Right) Results for TS2. Two separate 
simulation results are shown for d = 4 nm to illustrate the variability in results 
on initial conditions of the simulations51. ................................................................................ 266 

6-26 Forward SCFT simulation results for TS1 inverse design algorithm post 
configuration solutions for f = 0.32 to 0.68 with (Top) nposts = 1 to 20 and 
(Bottom) nposts = 21 to 4051. ........................................................................................................... 267 

6-27 Forward SCFT simulation results for TS2 inverse design algorithm post 
configuration solutions for f = 0.32 to 0.68 with (Top) nposts = 4 to 80 and 
(Bottom)  nposts = 84 to 16051. ........................................................................................................ 268 

6-28 TS2 forward simulation results for five nposts configurations varying L/L0. Two 
simulation results are shown for each combination of nposts and L/L051. ..................... 269 

6-29 TS2 forward simulation Ξ fidelity map for five nposts configurations varying L/L0. 
The maximal Ξ values occur around L/L0 = 0.96 and 0.98 implying the sample is 
under compressive strain with the posts present in terms of obtaining the best 
template if an L = L0 post template were used51. ................................................................... 269 

6-30 Example simulation results of how intuitive template design can fail to achieve 
target morphologies. (a) T-shaped post features empirically designed for trying 
to form three-way junctions fail to do so in simulations rather forming strained 
lines. (b) Examples of inverse design simulation results showing templating 
features that produced bends and junctions by having post features moved 
away from the center of the IC features50. ............................................................................... 270 
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6-31 (a) Altered post configuration solution from inverse design algorithm with nposts 
= 15 for TS1. (b) Forward SCFT simulation result using post configuration in (a). 
(c) Forward SCFT simulation result using post configuration in (a) but with 
larger posts. (d) Post coordinates with raster scan trajectory for making 
experimental template for TS1 using post configuration in (a) for verifying 
inverse design algorithm process. (e) Concatenated full raster scan trajectory 
post coordinates for making TS1 in experiments using an 11 by 11 array of unit 
cells to account for periodic boundary conditions used in the simulations51. ........... 272 

6-32 (a) Altered post configuration solution from inverse design algorithm with nposts 
= 52 for TS2. (b) Forward SCFT simulation result using post configuration in (a). 
(c) Forward SCFT simulation result using post configuration in (a) but with 
larger posts. (d) Post coordinates with raster scan trajectory for making 
experimental template for TS2 using post configuration in (a) for verifying 
inverse design algorithm process. (e) Concatenated full raster scan trajectory 
post coordinates for making TS2 in experiments using a 7 by 7 array of unit cells 
to account for periodic boundary conditions used in the simulations51. ..................... 273 

6-33 SEM images of HSQ patterns of posts corresponding to post solutions derived 
inverse design solutions. (Top) Patterns for TS1. (Bottom) Patterns for TS2. The 
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Chapter 1 
 
Introduction and Motivation 
 
1.1 Motivation and Outline of Thesis 

 
Block copolymers (BCPs) have become of great interest for lithographic applications over 

the past decade due to their ability to self-assemble into high resolution patterns with 

           periodicity1–28. This range of features sizes makes BCPs a prime candidate 

for the fabrication of next generation patterned media and microelectronic devices to 

continue the trend of “Moore’s Law”29 since the current methods for producing features on 

the low end of this size range, 193 nm immersion lithography, is limited to     to 30 nm 

features30 while electron beam lithography (EBL) can reach    to 10 nm size features but 

is limited by throughput31. The patterns produced from BCP systems can be used for the 

fabrication of a variety of devices including nanowires, filtration membranes, graphene 

ribbon transitions, flash memory, and patterned magnetic recording media32–39. Traditional 

photolithography methods can only reliably produce features toward the middle of this 

range30.  BCP self-assembly alone can only produce the necessary feature sizes needed for 

next generation nanolithographic processes, but cannot achieve the long range order and 

precise pattern placement necessary for fabricating memory storage and integrated circuit 

devices. To achieve such results, directed self-assembly (DSA) uses the combination of the 

bottom-up BCP self-assembly with other top-down patterning processes to achieve the 

local morphology control and long range order needed. 

The goals in nanolithography ultimately are to manufacture nanoscale devices using 

a large enough throughput, extremely small resolution of features, low cost materials and 

processes, high reproducibly in the generated patterns, and locally complex structures.  

Techniques such as extreme ultraviolet (EUV) photolithography, nano imprint lithography, 

and EBL address these different goals to some extent with some more than others, but 
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none all optimally.  Although EBL can generate arbitrary patterns with very small 

resolution, throughput yields are quite low and the overall process is quite expensive.  On 

the other hand, EUV photolithography has great reproducibility and high throughput, but 

can only resolve features     nm at best, is somewhat costly, and is limited by the original 

patterned generated since the process replicates a pattern from a mask.  Similarly, nano 

imprint lithography has advantages in great reproducibly with high throughput, but the 

original stamp must be produced via another nanolithographic technique such as EBL. 

BCPs have the potential to solve these problems as they can produce a large surface 

area of features in a single spin casting step in thin film systems, their feature size limit can 

be reduced by increasing the Flory-Huggins interaction parameter   and lowering the 

degree of polymerization N40–43, are generally quite cheap to synthesize, and locally 

complex features can be reproduced using appropriate thermal and/or solvent annealing 

conditions with appropriate topography and/or surface chemistry5,6,44,45.  Here DSA is 

required to fully access these benefits of locally complex and reproducible features in 

producing the topographical or chemical templates. 

BCP DSA is still considered an emerging technology according to the International 

Technologies Roadmap for Semiconductors with industrial implementation coming along 

slowly due to precise morphological control, pattern reproducibility, defectively, and 

noninvasive metrology needing further study46,47.  One way to address these problems is by 

using simulation methods that reduce experimentation time and costs to determine the 

DSA boundary conditions necessary to achieve a given optimized reproducible target 

structure48. 

Self-consistent field theory (SCFT) simulations have been the standard simulation 

tool for modeling BCP systems, allowing the prediction of what equilibrium morphologies 

will form under various boundary conditions reflecting a variety of DSA surface chemistries 

and topography49.  Now through the use of inverse design optimization algorithms, the 

development of DSA templates is now achievable as well for a given target morphology50,51.  

Thus these simulations methods are starting to allow for the design of arbitrary target 

structures limited only the essential pattern components chosen to build up the target 

structures. This thesis examines these simulation methods, how they have been applied to 
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various BCP DSA systems and annealing conditions, how they can be applied to other 

similar systems, and how they can be improved and optimized. 

This chapter examines the general concepts of BCP self-assembly. The general 

principles used in the simulations and modeling approaches for these systems are explored 

through the basic thermodynamic criteria used in studying them. Experimental processing 

and annealing methods used to reach equilibrium structures in BCP thin films are 

examined. General concepts of DSA are explored as well. 

Chapter 2 details all the important nuances of the SCFT simulations implemented in 

finding equilibrium and metastable morphologies. Various partition functions of interest 

for thin film BCP systems are examined. Relaxation schemes for reaching the final states of 

interest are presented and discussed. Methods for solving the underlying differential 

equations involved in calculating the partition functions in the simulation are presented. 

How boundary conditions are implemented for a variety of physical systems is also 

discussed. 

Chapter 3 looks at ways solvent vapor annealing (SVA) has been used in particular 

to reach a variety of thin film morphologies with high tunability. The experimental methods 

used to perform such annealing are first examined. Two approaches to modeling the SVA 

system is then examined; an implicit model is first examined where effective physical 

parameters are used for computational simplicity and then an explicit model is examined 

where solvent added is modeled as a separate species in the simulation at the cost of 

increasing simulation parameter space. Simulation results are then compared with 

experimental results. 

Chapter 4 looks at thin film systems with no topographical templating or DSA 

effects. Both two dimensional (2D) and three dimensional (3D) simulation results are 

explored for a variety of substrate surface energy conditions. Results are compared with 

experimental observations where appropriate. 

Chapter 5 looks at many different kinds of DSA templating effects on thin film 

systems. Hierarchical templating using topographical patterns generated from other BCP 

thin films are examined using 3D simulations and compared with experimental results. 

Studies using hexagonal arrays of post are examined in both 2D and 3D simulations and 
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those results compared with experiments as appropriate. Rectangular arrays of posts used 

for templating the BCP thin films are examined in 2D and 3D simulations and compared 

with experimental results. BCPs confined in square and circular holes are examined as well 

in 2D and 3D simulations and compared with experimental results where appropriate. 

Chapter 6 examines an inverse design algorithm used to develop DSA templates for 

complex target structures. A comparison is made with this approach and a general design 

rule approach. The inverse design algorithm itself is presented in full nuanced detail. 

Results using the algorithm for a variety of target structures in 2D simulations are 

compared with experiments. Suggested modifications for the algorithm are presented and 

discussed. 

Chapter 7 concludes this thesis by examining potential future work that can be done 

based on observations in these studies and limitations encountered in current 

methodology. Studying dynamical SCFT simulations are proposed to try to capture kinetic 

effects not captured in the current relaxation schemes. Suggestions are made for examining 

multicomponent systems such as triBCPs with three distinct blocks for reaching a more 

diverse morphology set. Potential approaches to modeling nanoparticle containing systems 

are proposed. Additionally, suggestions for making more detailed experimental 

comparison of simulation results possible through new characterization techniques are 

explored. 

1.2 Introduction to Block Copolymers (BCPs) 
 

BCPs are polymers that are composed of at least two distinct chemical monomers each 

making up a long segment blocks of the chain40,41.  Many potential architectures of BCPs are 

possible depending on how the blocks are covalently bonded and are shown in Figure 1.1. 

Since the different blocks normally have dissimilar chemistry, there is generally a 

positive enthalpy associated with the blocks trying to mix making them immiscible. 

Coupling this with a low free energy contribution from entropic mixing since the number of 

possible spatial configurations is reduced in polymer systems due to the monomers being 

connected along the chain, micro phase segregation occurs below an order-disorder 
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transition (ODT) temperature. For a system of two homopolymer blends, the normalized 

Gibbs free energy of mixing       from the Flory-Huggins theory of mixing is given as 

     

  
 

  
  

  (  )  
  
  

  (  )        

where k is Boltzmann’s constant, T is temperature,    is the volume fraction of the minority 

blend component,    is the volume fraction of the majority blend component,    is the 

degree of polymerization of the minority component,    is the degree of polymerization of 

the majority component, and   is the segemental Flory-Huggins interaction parameters 

between the two species43. 

By examining the condition where the chemical potential is both a saddle point and 

inflection point, the observation is made that for a homopolymer blend with equal degrees 

of polymerization, micro phase separation will occur for     when       .  For a 

diBCP, the above equation no longer applies in terms of the entropic contribution being 

further constrained by the covalent bonding between the two blocks; this effect results in 

the critical ( )     of BCP for micro phase separation to be higher than the equivalent 

homopolymer blend system.  For a symmetric diBCP ( )          while for an ABA 

triBCP system is ( )         , with   now designating the total length of the copolymer 

chain40,41,52. 

Full macro phase separation cannot occur in BCP systems like in homopolymer 

blends because of the covalent bonding between blocks, so ordered structures form instead 

with natural periodicities designated by the length    on the order of the radius of gyration 

   of the polymer. For diBCP systems, this period is given as    √   ( )
 

  in the high 

  regime. In the bulk form of diBCP systems, structures such as close-packed spheres, 

hexagonally packed cylinders, cubic gyroid, and lamellae are all possible depending on the 

volume fraction    and  . Both SCFT simulation studies and experiments have explored 

and documented the theoretical phase diagram for bulk diBCPs as shown in Figure 1.242,52. 

When examining thin film BCP systems, additional free parameters become 

available that affect the final morphology formed. These parameters include the film 

thickness   and the air polymer surface energies for both blocks  
     

 and  
     

 as well as 
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the substrate polymer surface energies for both blocks  
     

 and  
     

. This leads to the 

formation of phases such as perforated lamellae phase over gyroids compared with the 

bulk or a differentiation between perpendicular and parallel to substrate morphologies in 

cylinders and lamellae.  These additional parameters give greater control over what 

morphologies are formed from a given copolymer sample as they can be varied locally on a 

sample through surface chemistry or topography treatment to affect local morphological 

behavior making hybrid morphologies on the same sample as shown in Figure 1.3 for 

different surface chemistry conditions. 

 
Figure 1-1: Potential BCP architectures: a) a simple diBCP with two distinct chemical blocks 
connected via a single covalent bond, b) a more general linear n-BCP with n segments 
covalently bonded in a series fashion (here specifically a triBCP with n = 3), c) an n-star 
BCP where the covalent bonds of the n blocks branch out from a central location in the 
copolymer (here specifically a 4-star BCP with n = 4). 
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Figure 1-2: (a) 2D SCFT simulation results that show the transition from disordered phase 
at χN = 10.5 to ordered lamellae as χN increases for f = 0.5. Red regions are A rich and blue 
regions B rich. (b) Bulk diBCP phase diagram. S stands for sphere (yellow), C for cylinder 
(teal), G for gyroid (green), L for lamellae (blue), and CPS for close-packed spheres (red)42. 
(c) 3D SCFT simulation results for S, C, G, and L with top image being a single unit cell and 
bottom three unit cells concatenated for clarity seeing overall structure. Green regions are 
boundaries between A and B blocks and red regions are A rich regions.  
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Figure 1-3: SCFT results showing possible morphologies under a variety of surface energy 
conditions and film thicknesses. The top images show a side angle tilted view of the 3D 
structure of the thin film and the bottom images shows a top-down cut through view of the 
structure.  The plots show isosurfaces of the local normalized density ϕ of the minority 
block with red being 0.7, yellow 0.6, and green 0.5. Purple indicates the substrate in the 
side view images. a) Majority block preferential substrate and minority block preferential 
air interface results in parallel to the substrate cylinders with N = 14.0, f = 0.34, and t = 
1.5L0. b) Neutral preferential substrate and air interface results in perpendicular to the 
substrate cylinders with N = 14.0, f = 0.32, and t = 1.5L0. c) Minority block preferential 
substrate and air interface results in perforated lamellae with N = 14.0, f = 0.40, and t = 
2.0L0. d) Majority block preferential substrate and minority block preferential air interface 
results in parallel to the substrate lamellae with N = 14.0, f = 0.5, and t = 1.5L0. e) Neutral 
preferential substrate and air interface results in perpendicular to the substrate cylinders 
with N = 14.0, f = 0.5, and t = 1.5L0.  

 
1.3 Modeling and Theory 

 
In order for a model to capture the necessary physics to simulate realistic behavior of BCP 

systems under a variety of conditions, the underlying thermodynamics variables governing 

how BCPs behave need to be identified and measured experimentally. As already 

mentioned, the core set of control variables in thin film self-assembly for diBCPS have been 

identified as  ,  ,  ,       ,       ,       ,       , and t. Thus whatever model one uses to 

study the system should incorporate these variables or make assumptions about why the 

variables are not being explicitly considered. 

 Here two main approaches for modeling BCP systems are presented. In the first 

approach, analytical free energy models are derived for various morphologies and 

compared under a variety of conditions to determine which morphology is the lowest 

energy equilibrium structure. In the second approach, SCFT simulations are performed that 

use a single chain partition function model of a copolymer chain to calculate an equilibrium 

structure for a given discretized unit cell without prior knowledge of the final state.  
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1.3.1 Free Energy Comparison 
 
For situations where potential morphologies BCPs self-assemble into are known, free 

energy models can be developed to distinguish what conditions cause those morphologies 

to have the lowest free energy. In these models, there are generally two key components: a 

surface energy component based on the interface between the blocks and a chain 

stretching component based on strain induced on the system.  

As a simple example, a rough estimate of the locations of the strong segregation 

(high   ) transitions between body centered cubic (BCC) spheres to hexagonal close-

packed cylinders to lamellae morphologies can be calculated just using the free energy of 

the bulk unit cell assuming no external strain is applied to the system. In these calculations, 

the natural period length    is assumed to be constant for all three phases due to the 

system being in the strong segregation regime and thus the chains are strongly stretched. 

The surface free energy of the system will in general be of a form              where     

is the interfacial surface energy and related to   for the polymers such that     
  

  √
 

 
 and 

     is the surface area between blocks, where   is the Kuhn monomer length. Considering 

unit cells for the three phases, the BCC phase will have 2 spheres of minority block in a unit 

cell, the hexagonally close-packed cylinders a single minority phase cylinder per unit cell, 

and the lamellae one sheet of minority lamellae per unit cell. Schematics for the unit cells 

with relevant variables are shown in Figure 1.4. 
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Figure 1-4: Unit cell schematics for simple surface energy model comparison of bulk phases 
of a diBCP with the volume equations for their unit cell and volume for their minority 
component. Left: BCC spheres. Middle: Hexagonal close-packed cylinders. Right: Lamellae. 
 

From the unit cell schematics, the volume fraction of minority block in each can be 

calculated as follows: for the BCC spheres   
     

    
 

√      
 

  
 , for hexagonal close-packed 

cylinders   
     

    
 

      
 

√   
 , and for lamellae   

     

    
 

 

  
. This implies in terms of the 

natural polymer periodicity      √
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  ,      √ √ 

  
  , and      . Additionally, by 

assuming the volume of minority block is equal across unit cells for a given volume 

fraction, one can easily show   
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 . Plotting 

these surface free energies normalized by      
  shows that BCC spheres has the lowest 

surface energy for       , hexagonal close-packed cylinders the lowest surface energy 

for            , and lamellae the lowest surface energy for        as shown in 

Figure 1.5.  These values are very close to the ranges observed experiementally, although 



55 
 
 

real systems tend to have broader polymer interfaces and the actual transition f tend to be 

higher than these values for real systems with finite  . 

 
Figure 1-5: Plot of the normalized surface free energies for BCC spheres (red), hexagonal 
close-packed cylinders (blue), and lamellae (green) in the high segregation limit. 
 

The previous model demonstrates using free energy comparisons can greatly 

elucidate the parameters necessary to reach desired morphologies. The next example looks 

at a system where strain energy is more of a dominating factor than surface energy. This 

example is for a DSA system that will be examined in more detail later in the thesis.  

The change in free energy due to strain of a BCP under a given hexagonal array of 

posts can be modeled as an affine deformation, where the strain affects both the 

conformational entropy and the interfacial energy. The derived expression for a BCP is thus 
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where L is the BCP lattice spacing that is strained, a is the statistical Kuhn monomer 

segment length, and N is the number of Kuhn segments. By substituting   
     

√        
, 

where   and   are the post lattice type indices, one can calculate the reduced free energy per 

chain for different post lattices and see where a given commensuration of spheres is the 

lowest energy structure49.  More details of these considerations will be examined in 

Chapter 5 for hexagonal post array DSA studies. 

 In general, these free energy relationships have a form as follows 

  

  
 

 

  
       

where   is a constant related to the surface free energy and some components of strain,   is 

a constant related to the strain free energy,   is a constant related to the affine nature of 

deformations, and   is the length deformation parameter such that   (    )    when the 

system is at equilibrium. This means that    for the system is    (    )   . For the 

previous example for hexagonal posts,     ( √    √ ),         , and       . 

If free energy curves are produced from SCFT calculations, a best fit for these parameters 

can be performed to gain insight into the physics of the system. 

 In both free energy calculation examples presented here, a key piece of knowledge 

was the form of the free energy function for potential morphologies. When the 

morphologies are simple geometric lattice structures as in the first case or only have a 

difference in lattice positioning as in the second case, free energy calculations are a 

powerful tool in predicting what morphologies will form under a given set of conditions. 

However, for more complicated systems where the morphologies may have mixed or 

complicated symmetries or the free energy is a function of two or more variables in 

different directions, such free energy calculations are limited in their ability to be of use.  In 

these cases a more sophisticated approach is necessary and thus simulation methods are 

better suited to such situations. Free energy analysis of course can in principle still be done 

with these simulations by producing simulated free energy curves. 
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1.3.2 Self-Consistent Field Theory (SCFT) 
 
SCFT simulations have been the standard methods for modeling and predicting the phase 

behavior of BCP systems. Similar to how density function theory has become the standard 

method for calculating electron cloud densities in the semiconductor community, SCFT 

allows the polymer community a means to calculate the morphologies of various polymer 

blend systems52–55. 

 The central idea of the theory is that one can rewrite the partition function   as a 

functional of a free energy Hamiltonian  . This Hamiltonian rather than being a function of 

individual particle or monomer positions is instead recast as a function of density fields 

  and chemical potential fields   that are themselves a function of spatial coordinates.  

Mathematically one can then write the partition function as follows 

  ∫ 
  [   ]

       

where the fact   and   are functions of the real space coordinates   {     } has been 

suppressed for clarity.   here represents integration over a function. How the actual H 

depends on   and   depends upon chain architecture and the number of distinct species in 

the system and will be examined in more detail in Chapter 2. 

Knowing the partition function for an ensemble of interest, the goal of SCFT is to 

determine ρ* and Ω*, the mean field solutions that dominate the partition energy functional 

and satisfy the saddle point SCFT conditions 

  

  
|
  

       
  

  
|
  

    

These conditions are in general referred to as a mean-field approximation, but in the 

polymer community they are referred to as the SCFT condition since they satisfy the self-

consistent solution of a mean-field theory53. Care should be taken when solutions are found 

to these equations as they only represent a general saddle point solution, meaning 

solutions found might be local minima or metastable solutions rather than a global 



58 
 
 

minimum solution. Ultimately finding ρ* and Ω* corresponds to determining the 

morphology of interest under the specified conditions of a given simulation. 

 For a given BCP system, the Hamiltonian needs to be derived from the 

corresponding partition function and an algorithm developed to relax the fields to self-

consistently solve for the saddle point solutions. For most polymer systems, the standard 

Gaussian chain partition function is the starting point, although there are other chain 

models that are better suited for certain systems such as the worm-like chain. A Hubbard-

Stratonovich transformation is applied to the partition function to convert the particle 

based partition function to a polymer density and field representation. For certain systems, 

the partition functional can be further simplified to eliminate the density field component 

entirely and make the problem simply solving for the chemical potential fields. Specific BCP 

systems, ways of satisfying the SCFT conditions, and ways of solving for the partition 

functions and thus the real space density fields will all be examined in Chapter 2.  

 For numerical implementation, a unit cell system is devised using a                

discrete grid of points each representing a real space location. All field and density 

variables are then represented as 3D matrices of this size with all calculations done on 

these matrices. Periodic boundary conditions are normally applied to the system, but since 

boundary conditions are a key parameter of interest in thin film and DSA studies details of 

implementing various kinds of boundary conditions including local topography and surface 

chemistry are discussed in Chapter 2. Depending on the system of interest, unit cell 

dimensions can vary from a commensurate cell with dimensions on the order of    to 

several times that for large system studies where defect analysis is desired. 

1.4 Experimental Annealing Methods 
 

Having theoretical methods to predict morphologies formed by BCPs is all well and good, 

but for real world applications to be implemented and the theory to be validated, 

experimental comparison must be performed.  SCFT has been an excellent tool in 

reproducing the results of many experiments involving chemical patterning and 

topographical templating49,56–60.  
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In studying thin film BCP systems, experiments normally follow a similar routine. A 

substrate is chosen (usually silica based) either used bare or functionalized with a polymer 

brush layer to change surface chemistry as well as increase polymer mobility on the 

substrate. These brush layers are normally low molecular weight homopolymers of one of 

the blocks in the BCP and are attached by using a hydroxyl terminated homopolymer that 

when spun cast and then thermally treated will bond to the silica substrate. BCP is then 

spun cast onto the substrate using an appropriate solvent with concentration and spin 

speed calibrated to get a uniform desired cast film thickness. An annealing step is then 

performed to guide the BCP film to the desired equilibrium morphology. Three different 

kinds of annealing, thermal annealing, solvent vapor annealing, and annealing with a top 

coat, will be discussed shortly in detail. Morphologies are then examined using some 

microscopy technique that depends upon the copolymers used and what kinds of contrast 

there is between the two blocks. As an example, siloxane based polymers have a high etch 

selectivity to oxygen plasma etching while organic based blocks are easily etched away by 

such plasmas, so reactive ion etching is generally used to etch away the organic block in 

such BCPs leaving the siloxane based block exposed for characterization via scanning 

electron microscopy44. 

 In the experiments explored and compared with simulations in this thesis, a variety 

of molecular weight polystyrene-b-polydimethylsiloxane (PS-PDMS) with high  values and 

excellent etch selectivity using oxygen plasma reactive ion etching were used1,2,49,56–61.   

In comparing simulation results with experiments, there will usually be 

disagreement with experimental results in various situations. These differences are 

normally due to oversimplification of the real system or not considering all the effects of all 

potential variables when the disagreement is from the modeling side of things. Such 

differences can then be used as learning experiences to improve the model. As an example, 

a DSA system simulation explored the effects of PS functionalized hydrogen silsesquioxane 

(HSQ) posts and oversimplified the system trying to model the self-assembly in 2D and the 

simulation results did not agree with the experimental ones. In changing the model to a 3D 

unit cell with appropriate film thickness and post dimensions, the SCFT reproduced the 

experimental results as shown in Figure 1.657.  Alternatively, a 2D model could still be used, 
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but effective parameters such as an effective 2D volume fraction that corresponds to the 

area fraction of the in plane 3D structure would have to determined. A simpler theory is 

desired to explain experimental observations, but in general more detail added into the 

model will allow for better experimental comparison. 

 
Figure 1-6: a) Experimental result for a given square symmetry DSA post array where BCP 
formed square symmetry perforated lamellae. HSQ post features are white, hardened 
PDMS is light grey, and dark grey regions are where PS was before etching. b) 3D SCFT 
simulation result showing same structure as experiment. Parameters for the simulation 
were χN = 30, f = 0.32, 1.00L0 tall posts, 0.71L0 diameter posts, 1.50L0 thick films, and a 
square posts period of ≈ 2.00L0. c) Top-down view of 3D SCFT results compared with 2D 
SCFT result using same base parameters showing the 2D model does not produce the 
expected structure. Density scales for the structures are shown as well for the PDMS57. 
 

1.4.1 Thermal Annealing 
 
In order to be able to process BCPs and preserve the desired equilibrium morphology at 

room temperature, at least the majority block thermal glass transition temperature    

should be larger than room temperature so that once the system is quenched the 

morphology does not continue to change on time scales before final characterization or 

application can be performed. All methods used to apply a thin film of BCP to a substrate 
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will require further processing to achieve desired equilibrium morphologies since as cast 

morphologies will either be disordered or based on the way the sample was coated. Defect 

annihilation also requires such annealing, so some kind of external treatment must be 

performed to rid the sample of these undesired features and guide the BCP toward the 

target lower energy state. Thermal annealing can achieve these goals by increasing the 

temperature of the sample to near or above the maximum    in the BCP system and giving 

the polymer chains enough thermal energy to diffuse and reptate. One can model the 

temperature required for such diffusion to take place using an activated reptation model 

with a Rousian dynamics diffusion coefficient      
   

   where    is dependent on the 

degree of polymerization and    is an energy barrier proportional to   . Estimates for 

when diffusion begins to become difficult are already below the critical    for microphase 

segregation in diBCPs of 10.5 with a value of        already showing slow diffusion62. 

Since   is an inverse function of temperature, achieving the temperatures required to 

properly thermal anneal a given BCP become more difficult with increased   values that 

are desired for getting smaller periodicity structures. Thus thermal annealing is limited in 

either being used on lower molecular weight or lower   polymers. The final volume 

fraction of the polymer is also fixed in thermal annealing limiting access to different kinds 

of morphologies based on the BCP used. 

 Even though thermal annealing can remove defects and push systems toward their 

equilibrium morphologies in a simple setup of just applying heat, letting the system sit at 

that temperature, and then letting the system cool back to ambient temperature, difficulties 

arise in determining the optimal times of keeping the system heated and how quickly to 

quench the systems.  If the molecular weight or   is too large the time to anneal will be on 

the order of days or longer and thus is not practical for most applications. Additionally, 

thermal annealing cannot be used to control the natural bulk morphology of the BCP as the 

main control parameter is   and thus volume fraction is a fixed parameter based on the 

polymer used. Thus if experimentation requires a new morphology or periodicity synthesis 

of a new BCP of a different molecular weight and volume fraction would be required.  
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 In general thermal annealing is a simple technique to perform experimentally and 

modeling thermal annealing in simulations is straight forward as one has to primarily just 

match the effective   parameter the real system encounters at the annealing temperature 

and possibly try to model quenching from that effective   to the room temperature value. 

However, in many applications where high   materials are desired to produce small 

features and more control over the effective volume fraction is desired without 

synthesizing new polymers, other annealing methods should be used.  

1.4.2 Solvent Vapor Annealing (SVA) 
 
The most studied alternative approach to thermal annealing is solvent vapor annealing 

(SVA). In SVA, a thin film of BCP is placed in either a chamber containing solvent vapor or 

in a closed flow system device that flows in solvent. These solvents are generally either 

neutrally preferential between the blocks or block selective and mixed in controlled 

proportions that enable selective swelling of the two blocks and thus control over the 

effective volume fraction of the system. Unlike thermal annealing where there is little 

change in thickness of the film, SVA is a very thickness dependent process especially for 

monolayer initial thicknesses and the film can swell to many times the original film 

thickness for both monolayer spun cast film thicknesses and thicker films, where a 

monolayer means an initially    thick sample of polymer using the bulk natural period as 

reference. As long as the initial film thickness is uniform and the swelling thickness 

monitored during the annealing process, long range ordered structures that are now a 

function of the solvent volume fractions can be obtained as the solvents penetrate and 

plasticize the film to increase mobility of the chains and thus drive the system toward an 

equilibrium morphology in the swollen state.  

 Experimentally issues that arise from such an annealing setup is maintaining control 

of solvent vapor pressures and ensuring the system is saturated and well mixed. These 

issues are easily addressed using a flow control setup59. Another issue is the potential of 

sample dewetting into island and hole structures due to multiple commensurable 

morphologies being possible between different film thicknesses. This issue is usually 

addressed by calibrating the best initial film thickness and monitoring the swelling 
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behavior to ensure the correct commensurate swollen film thickness is obtained before 

quenching the sample to maintain the swollen equilibrium morphologies.  

 Modeling such behavior can become daunting especially if experiments are 

performed in such a way that nonequilibrium structures are preserved due to the swollen 

film not being fully equilibrated before quenching. When films are very thick, concentration 

gradients become important and quenching dynamics can affect the final morphology63. 

For the most part, films studied in this thesis will not be greater than     thick when 

swollen and such concentration gradient effects are expected to be negligible. Two 

approaches to modeling solvent annealing are presented for cases where equilibrium has 

been reached with an implicit model with effective parameters and an explicit model with 

solvent considered as a separate simulation species in Chapter 3. These methods along 

with more explicit details of experimental comparison will be discussed in Chapter 3. 

1.4.3 Top Coats 
 
One of the main issues with SVA is the fact the film thickness is free to evolve under the 

solvent atmosphere conditions imposed upon the system and thus ensuring an equilibrium 

film thickness is reached requires in situ monitoring and control to both make sure the 

target thickness is reached and no dewetting occurs. Additionally for high   polymers, 

realizing neutral surface air interfaces for achieving perpendicular to the substrate 

morphologies can be difficult. An alternative approach to this is through the use of a top 

coat. By constraining the BCP film between a top coat and the substrate, uniform film 

thickness is guaranteed throughout the film along with a prescribed surface energy based 

on the top coat64. The top coat can be loaded with solvent depending upon the material and 

thus SVA performed using the method65 or a simple thermal anneal can be performed on a 

hard top coated system. One obvious disadvantage with such an approach is developing a 

means to remove the top coat without damaging the sample and any solvent annealing will 

be limited to how much solvent the top coat can allow to deswell from itself or if the top 

coat is semipermeable. 

 In this thesis no simulations were performed that explicitly tried to model an 

experimentally top coat annealed system. However, most of the implicit SVA simulations 
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used a constrained film thickness in the simulations and thus can effectively be compared 

to the equivalent top coat annealed system of interest. Thus future work that may 

incorporate such strategies can use these models as a starting point in developing 

appropriate surface energy top coats. 

1.5 Directed Self-Assembly (DSA) 
 

In all the previous annealing approaches examined, none of them guaranteed complete 

long range order with low defect densities, complete reproducibility, or the ability to create 

locally complex morphologies. Through the use of DSA, all three of these issues can be 

overcome and BCP self-assembly implemented in a quality control manner for industrial 

applications. DSA is implemented primarily in one of two ways, either local chemical 

patterning or topographical templating, sometimes referred to as graphoepitaxy5,6. 

In chemical patterning, the substrate is modified by some lithography method to 

change the local surface chemistry and thus modify the surface energy to interact with the 

BCP differently across the sample. Groups such as Thomas Russell and Paul Nealey have 

demonstrated such techniques with lamellar polystyrene-b-poly(methyl methacrylate) (PS-

PMMA) on silicon oxide and gold patterned stripes22 and cylindrical and lamellar PS-PMMA 

using EBL or UV interference lithography to pattern periodic lines with periodicities 

analogous to    of the BCP, respectively66,67. Many other examples of such chemical 

templating exists for a wide variety of BCP morphologies5,9,21,68–72.  Depending upon 

whether these chemical patterns are commensurate with the overlying BCP film, the BCPs 

will self-assemble to attempt to minimize the energy with underlying pattern. Using these 

methods thus allows control of the morphology across a thin film when the features 

produced are perpendicular to the substrate; however, the effect is local at best when the 

BCP tends to form parallel to the substrate features due to large air interfacial energy 

differences observed in high   polymers and thus the method is limited in patterning such 

morphologies.  

In topographical templating, a physical surface feature such as a trench or array of 

posts is fabricated using another lithography method that creates hard features on the 

substrate the BCP must self-assemble around. The method has been used to align parallel 
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to the surface features such as cylinders and spheres and control their internal 

morphology1,2,4,56–58,60,61.  Patterning with trenches is usually done using photolithography 

to create regions over 200 nm wide in which the BCP cylinders or spheres must align or 

pack into a commensurate way or else would incur high strain energy penalties for making 

sharps bends or incommensurate packing. Patterning with posts is usually done with EBL 

to vector scan a region on a substrate with a grid layout of posts and expose a resist 

material such as HSQ to create an array of tall and thin features that will influence the 

orientation of cylinders or packing of spheres due to the local strain imposed on the 

polymer chains. Posts can be further functionalized with homopolymer brush to modify 

their surface chemistry to influence whether the majority or minority BCP features wet the 

post or a repelled and compressed by the posts. By combining these patterning techniques 

and creating valid models to predict the behavior of the BCP under a variety of patterning 

conditions, one can in essence create an unlimited array of structures by locally varying 

post positions and chemistries. 

1.6 Summary 
 

BCP DSA shows great promise as a way to manufacture complex patterns for transferring 

into functional devices. However, the parameter space for creating such complex structures 

is immense. While bulk diBCPs only have 2 free parameters that govern their equilibrium 

morphologies, thin films of diBCPs already increase the number of free parameters to 5 by 

combining the surface energy parameters of the two blocks for the top and bottom 

surfaces, solvent annealing adds a minimum of 3 extra free parameters per solvent type 

incorporated when explicitly modeling them, and adding posts, chemical patterning, or 

other topography adds many more degrees of freedom in position, feature size, etc. To 

account for all the parameters, the SCFT models must either make simplifying assumptions 

or be very careful to hone in on the parameters that affect the morphology in a given 

situation the most. 

 The rest of this thesis will explore sets of studies where different assumptions for 

such parameters were made and how the models were either simplified or advanced in 

order to capture the physics of these systems. Starting in Chapter 2 with basic descriptions 
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of all the potential tools that can be used in SCFT, systems studied using SVA (Chapter 3), 

unpatterned thin films (Chapter 4), DSA thin films of many different types (Chapter 5), and 

trying to reverse engineer parameters in a very complex case through an inverse design 

approach (Chapter 6) will all be examined and then reflected upon for future applications 

in Chapter 7. The ultimate hope of these modeling approaches is to zone into the key 

fundamental parameters needed to create complex target patterns using BCPs while 

reducing the need for a multitude of experiments. One should simply be able to use the 

simulation results to design experiments that are already close to the final necessary 

conditions to create a desired target morphology. 

  



67 
 
 

  



68 
 
 

Chapter 2 
 
Simulation Theory and Methodology 
 
2.1 Introduction 

 
All SCFT simulations performed in the studies discussed in this thesis are based upon the 

work and theory developed by Glenn Fredrickson and his collaborators53–55.  The theory 

states that the partition function of the system   can be expressed as a functional of a 

Hamiltonian  [   ]  instead of individual monomer positions  ⃗⃗ where   is the set of 

chemical potential fields and   is the set of polymer densities. For the diBCP systems 

studied, the Hamiltonian can be expressed in terms of just   such that   ∫   [ ]   .  

Knowing  [ ] from Z, the mean field configuration    that is assumed to dominate the 

partition energy functional is found using the equation 
  [ ]

  
|
  

  .  This mean-field 

approximation results in solutions    that are saddle points in the energy phase space and 

thus can correspond to either local minimum, metastable, or global minimum energy states 

of the system. As defined the Hamiltonian is related to the free energy for such a solution as 

      [  ]. In more general cases, the density fields need to be considered explicitly in 

terms of the saddle point equations. In Section 2.2 of this chapter, various partition 

function models and their corresponding Hamiltonians are discussed. 

In general, the simulations were evolved using a random initial field configuration; 

this makes sure the system can generate several solutions over multiple simulations if 

there are multiple metastable state solutions for a given set of conditions. An alternative 

approach to this is if potential solutions are known, the simulations can be seeded with 

these expected structure field solutions and allowed to evolve to test whether that 

structure was stable under the given conditions. Usually for confined systems there is only 

one dominant solution, so convergence to the same saddle point for these simulations was 
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confirmed by running simulations several times with the same structure always being 

observed.  

Once   for a given system is known, a relaxation scheme is developed to evolve 

  and more generally   in a way that will produce solutions that satisfy the SCFT condition 

  [ ]

  
|
  

   and if   is explicitly used 
  [   ]

  
|
  

  . These schemes are usually made to find 

saddle point solutions as fast as possible or to try to model realistic dynamics of the system 

being studied. In Section 2.3 of this chapter, such approaches will be discussed. 

In mean field theories, an approximation is usually made to consider the 

interactions between objects in the system are mediated by some average field interaction. 

In polymer systems, this amounts to considering the interactions of all chains as being 

equivalent to that of a single chain partition function  . This term will appear in   for all 

systems examined with there being a different   for every distinct chain component in the 

system. One can show that this single chain partition function is solved from a well known 

second order differential diffusion equation known as the Fokker-Planck equation.73,74 

Thus in order to solve the SCFT equations,   must be solved during every step and this is 

by far the most computationally expensive step of the simulations. In Section 2.4, three 

different methods are examined for solving this equation and explanations given why the 

pseudo-spectral method was implemented in the studies of this thesis. 

For numerical computational purposes, the system is evolved in an Nx by Ny by Nz 

discrete point grid each representing a real space location.  All variables are represented as 

2D or 3D matrices of this grid size. These finite computation limitations mean the system 

must have some sort of boundary conditions to be physically relevant. In Section 2.5, how 

boundary conditions are enforced in different situations are discussed as they play a key 

role in determining the physics of a given system. 

2.2 Inhomogeneous Polymer Equilibrium Theory 
 

In all models presented, one starts with a particle based partition function   for the 

polymer chain type considered, develops the interaction potential  ( ⃗⃗ ) between all 

monomers in all   chains, and then converts this partition function to a field based function 
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using a Hubbard-Stratonovich transformation that also decouples interactions among 

particles leaving only the auxiliary fields that govern the physics of the system as the 

functional parameters53. In this thesis, only a Gaussian chain model for polymers is 

considered since the experimental PS and PDMS examined are all considered to exhibit 

random coil behavior.  

 For all polymer chains considered, the canonical partition function is given as 

 (     )  
 

  (  
 )  

∏∫  ⃗  
   ( ⃗⃗ )

 

   

 

where   is the number of Gaussian chains in the system,    
 

√      
 with   being 

Planck’s constant and   the mass of the chain,   is the volume of the system,   the degree 

of polymerization of each chain, and   
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 )   ̅( ⃗⃗ ) where    is the 

short-range intramolecular potential energy contribution which for Gaussian chains is 

given as 
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and  ̅( ⃗⃗ ) is a pair potential function that accounts for the intermolecular interactions 

between nonadjacent monomers in the chains. This pair potential function is given 

approximately as  

 ̅( ⃗⃗ )  
 

 
∑∑∫   ∫     ̅(| ⃗ ( )   ⃗ ( 
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Where  ̅ is a pair potential of mean force for a given model. Once this pair potential 

function is known, a transformation is applied to partition function and the partition 

function is left now as only a functional of auxiliary fields   and  . 
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2.2.1 Homopolymer Partition Function 
 
In the case of a homopolymer, the main physical effect to consider for non-adjacent 

intermolecular pair interactions is the exclude volume effect75,76 with the pair potential of 

mean force being given by a delta function multiplied by the excluded volume parameter    

such that  ̅        ( ⃗). The value of    thus dictates the kind of environment the 

homopolymer resides with a negative value representing a poor solvent condition, a 

positive value a good solvent condition, and a value of zero a theta solution or 

homopolymer melt43,77. For the formulism presented, however, having a negative value of 

   will result in an unbound collapse of the local polymer density onto itself with no 

repulsive potential thus this model is restricted to good solvents or the theta condition. 

 In order to get the homopolymer partition function to the appropriate form to make 

it a functional of density and chemical potential fields, the microscopic segment density 

operator is introduced as 

 ̂( ⃗)  ∑∫    ( ⃗   ⃗ ( ))
 

 

 

   

 

which upon substituting into the potential of mean force gives the relationship 
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with the second term here simply being the subtraction of self-interactions in the first term. 

Now using     
   ̅( )

 
  
   

and the functional transformation 

  [ ̂]  ∫   [ ] ∫    ∫  ⃗ ( ⃗)[ ( ⃗)  ̂( ⃗)] 

the partition function  (     ) can be rewritten as  
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where explicit dependence of  ⃗ for  ,  ,  ̂,    and  ̅ has been dropped for simplicity. This 

partition function now has interactions decoupled through the use of the auxiliary fields   

and  . Finally noting that the   polymer chain path integrals factor as follows 

∏∫  ⃗  
      ∫  ⃗  ̂

 

   

 {∫  ⃗  
  
   ∫   |

  ⃗( )
  

|
 

 

 
  ∫    ( ⃗( ))

 

 }

 

 (   [  ])  

where in the last equality the knowledge of the form of the single polymer partition  [  ] 

has been used as well as    denoting the configurational part of the Gaussian polymer 

partition function. The total partition function thus simplifies to the following functional 

    ∫  ∫    ∫   ⃗ ( ⃗) ( ⃗) 
 
 ∫  ⃗ ∫   ⃗  ( ⃗) ̅(| ⃗  ⃗ |) ( ⃗ )     [  ]

 

where    
(    )

 

  
.  In this form the Hamiltonian  [   ] is given as  

 [   ]    ∫  ⃗ ( ⃗)  ( ⃗)  
 

 
∫  ⃗ ∫   ⃗  ( ⃗) ̅(| ⃗   ⃗ |) ( ⃗ )      [  ]. 

 At this point the necessary Hamiltonian needed to implement SCFT for a 

homopolymer system has been described. Further simplifications can be done by 

specifying the exact form of  ̅(| ⃗   ⃗ |) such as the case for a good solvent with a positive 

constant    that allows the   field to be integrated out of the equation leaving the following  

    ∫     [ ] where  [ ]  
 

   
∫  ⃗[ ( ⃗)]

 
     [  ]. 

2.2.2 BCP Partition Function 
 
For BCPs, there are more than one distinct monomers in the system that usually have 

repulsive interactions characterized by a positive Flory-Huggins parameter  43,77. To 

account for these interactions, a local pairwise potential between dislike polymer segments 

is introduced. For a diBCP system, this pairwise potential has the form 

   ( ⃗⃗
(         ) 

 )     ∫  ⃗⃗ ̂ ( ⃗⃗)  ̂ ( ⃗⃗) 

where A and B signify the two distinct blocks,    is the inverse of the monomer density   , 

and    is simply added to the potential terms in the partition function previously described 
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in 2.2.1. Additionally to account for incompressibility, a term    ( ⃗⃗
(         ) 

 )  

  
  
 
∫  ⃗⃗ (        )

 
 is added to the system, such that in the limit     the 

system is fully incompressible. The total partition function thus takes the following form 
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Converting this to field variable vectors   [     ] and   [     ] as before using the 

delta function relationships yields the following expression for the diBCP partition function 
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where the vector form of the fields has been used to simplify the expression for considering 

n-BCPs later with               and      [    ] [
   
  

] [
  

  
]. Denoting 

the following relationships         ,    
  

  
, and     , and upon substituting them 

into the partition function equation, the general field Hamiltonian for BCPs with any 

number of components and with normalized field parameters is inferred in matrix form as 
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 for   blocks. 

 For the case of diBCPs, the   matrix [
   
  

] is diagonalizable with eigenvalues    

and   with corresponding eigenvectors 
 

√ 
[  ] and 

 

√ 
[   ] respectively. Using the linear 

algebra identity         where   is a matrix with columns composed of the eigenvectors of 

  and   is a diagonal matrix of the eigenvalues of   with each corresponding to the appropriate 

column of  , the following change of basis in density operators is possible
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[    ] [
  
   

]  [          ] 

          

         

  can then be rewritten as a function of these normalized density operators 
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Upon substituting this expression back into the partition function, taking a Hubard-Stratnovich 

transformation of the partition function, taking the limit as    , and factoring out 

dimensional parameters such as            the Hamitonian reduces to the following form as a 

function of     (     )    and     (     )   

 [     ]   (∫  ⃗ ((    )    
  

 

  
   )     ( [     ])) 

where   
    

 

 
 is a dimensionless concentration in terms of    the monomer concentration 

and    the radius of gyration of the polymer,  ⃗ is the position in real space,    is the 

pressure-like chemical potential field conjugated to the total normalized density   ,    is 

the exchange interaction chemical potential field that drives microphase separation and is 

conjugate to the difference normalized density   ,   is the volume of the simulation unit 

cell, and  [     ] is the single chain partition function of the BCP.49,54,55 Since   

multiplies all the terms in the Hamiltonian, in the limit of    , the SCFT approximation 

becomes exact since    will be the only available state and thus the lowest energy structure 

in this limit. This statement is equivalent to saying that in the long chain limit SCFT 

becomes an exact theory. 

2.2.3 Monoatomic Solvent Partition Function  
 
In the previous cases the single chain partition function   corresponds to Gaussian chain of 

length   that is found by solving for the propagator functions   that are found by solving 

the Fokker-Planck equation to be discussed in Section 2.4. For the case of monomer 
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solvents, the single chain partition function becomes a monatomic fluid partition function 

     that is simply given by 

     ∫  ⃗     ( ⃗)  

where      is the position dependent field for a given block selective or neutral solvent and 

the normalized density of the solvent is given by 

    ( ⃗)  
     ( ⃗)

    

     

where      is the volume fraction of the solvent and      is the total partition function that 

includes any other chain contributions. How such a total partition function is built up for 

multicomponent systems is examined in the next Section 2.2.4. 

2.2.4 Multicomponent Blends and Partition Functions 
 
For multicomponent blends systems, there are two main ways of having multiple 

constituents in a system. One way is having distinct chain components with different chain 

architecture. In this situation multiple constituent partition functions must be considered 

and combined appropriately to account for all distinct components introduced into the 

system studied. The other way is introducing distinct chemistries through distinct field 

parameters for each chemically distinct species. These species need not necessarily be 

distinct chain components as in the case of BCPs where all the distinct chemical species are 

bonded together in some predefined architecture. 

To examine how constituent partition functions are combined for blends with 

different chain architectures, only two distinct chemical species (AB systems) are 

considered for simplicity. Each chain type will now be designated as a component and each 

chemistry type will be designated as a species. Here each distinct component has a distinct 

density operator    and partition function   , but the interactions between components of 

the same species are mediated through only the two fields    and   . The 

incompressibility condition for the system is now defined for the sum of all densities of the 

components with their subspecies. The total partition function is just the product of the 
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individual ones,      ∏   
 
    where   represents the total number of components in the 

system. The resulting Hamiltonian for AB systems is thus 

 [     ]   (∫  ⃗ ((    )    
  

 

  
   )   ∑   (  )

 
   ). 

Each ith component can be either a solvent of type A or B, homopolymer of A or B with 

different molecular weight, diBCP of different molecular weight, ABA or BAB triBCP of 

different molecular weight, etc. The   in the    in the expression now explicitly refers to 

the largest molecular weight component with most complexity (e.g. for a blend of an ABA 

triBCP with A homopolymer,   would refer to the molecular weight of the ABA triBCP) 

chosen to define the length scales of the simulation unit cell. 

 For systems with more than two distinct species, the more general Hamiltonian  

 [   ]    ∫  ⃗ (
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must be used. Since the   matrix in a general c number of species system will not generally 

have an eigenvector that allows    to be a basis vector for the density operators, 

attempting to reduce the Hamiltonian to only a function of the chemical potential fields   is 

no longer as trivial as the two species case and a simple relaxation scheme that is 

numerically stable is hard to develop for such cases. Thus for such systems explicit use of 

the density fields and chemical potential fields are suggested. For the most part all systems 

explored in this thesis work only consider two species at most, but for future potential 

work purposes the general case for c species is presented. 

2.3 Relaxation Schemes 
 
In order to find solutions that satisfy the SCFT conditions without prior knowledge of what 

equilibrium morphologies are possible for a given set of conditions, a numerical way to 

relax the fields toward equilibrium solutions must be developed that is stable. For cases 

where only the final equilibrium morphology is of interest, a steepest decent or similar 

approach is used where the states obtained during the evolution of the algorithm are 

evolved in a way to reach a saddle point solution as fast as possible without becoming 
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numerically unstable. For cases where dynamics are important, a dynamical relaxation 

scheme can be implemented where each iteration is broken into a time relaxation of a set 

number of steps to try to capture realistic dynamical evolution of a given system. Usually 

such simulations are best utilized if an initial melt or solution state of the system is known 

such that state can be seeded as a starting point for the simulation and a dynamical 

pathway be evolved from the starting point. 

 These are not the only valid methods trying to satisfy the saddle point conditions. By 

screening all the available space groups, Matsen found the lowest energy structures; this 

however is only practical for completely periodic boundary conditions52.  A Monte-Carlo 

scheme can be used to sample the function directly as de Pablo has done, but the chains are 

described in a particle based way in this method6,79.  

Since the ab initio methods discussed here in general will yield potentially different 

solutions for a given set of initial conditions, a statistical sampling using the same system 

parameters but varying the initial field conditions are performed by using a different 

randomized seeding for the initial field state. An example of the results of such randomized 

initial seeding is shown in Figure 2.1 for a set of eight 2D SCFT simulations using boundary 

conditions with a hexagonal post array lattice of DSA features templating a diBCP. Here a 

number of simulations were performed using different initial seeding keeping everything 

else constant in the simulations. An                size grid was used with      ,  

      , and a fixed post spacing of          . Random initial states were seeded using 

the date and time of the simulation submission.  

The expected equilibrium structure for these conditions is of a 〈   〉 lattice (meaning 

by starting at a post, going through 3 dots along one axis of the BCP dot structure lattice 

and then changing direction and going 1 more dot, a neighboring post will be found; more 

details of this notation is discussed in Chapter 5) based on the post spacing; several of the 

simulations indeed show symmetry related versions of this lattice. Still, there were often 

simulations with different seeding that got stuck in metastable states with defects such as 

the minority dot structures not being 6-fold coordinated or being locally periodic. In these 

situations metastable structures were found with the simulation converging to a local 

energy minimum structure and not the global minimum structure which is confirmed by 
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comparing the normalized Hamiltonian evaluated using the chemical potential fields for 

these structure solutions. Experiments performed for this system for this post spacing 

showed both 〈   〉 and 〈   〉 lattices forming thus showing that identifying such possible 

metastable structures is important in using SCFT to predict potential morphologies that 

can form2.  

 
Figure 2-1: Eight 2D simulation results for a diBCP with hexagonal post array boundary 
conditions with post spacing 3.6L0 using different initial seeding. Only Run 5 showed a 
complete defect free 〈3 1〉 lattice. The others results appear to have similar underlying 
symmetry but with defects. Posts are at corners and middle of cells49.  
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2.3.1 Steepest Decent 
 
The steepest decent method seeks to find a way to satisfy the SCFT condition as quickly as 

possible by relating the partial differential of the Hamiltonian with respect to the fields 

with a pseudo-dynamical field derivative. In general this relation takes the following form 

  

  
  

  

  
 

where the variable   is a time evolution constant that determines the rate at which the 

pseudo-dynamical field evolution takes place. In general one would like   to be as large as 

possible to get the system to fall into the saddle point solution quickly, but if set too large 

numerical instabilities can occur and the system rather than converge become unstable. 

For every independent   field in the system, a   parameter must be determined. Thus for a 

given simulation system, these constants must be optimized before simulations studies for 

various conditions can be tested to ensure numerical stability in known solutions first. 

Thus for increasing number of fields, finding stable relaxation schemes becomes more 

difficult and for most of the work in this thesis two species AB systems are studied for 

simplicity in using the steepest decent relaxation schemes. Once the saddle point solution is 

found, the equation goes to 0 and the simulation is complete. 

Using this kind of scheme, one can apply this method to determine the first order 

steepest decent relaxation equations for a diBCP or more general a blend with two distinct 

chemical species. There are two independent fields for these two species systems,    and 

  , and thus two saddle point conditions that need to be satisfied as follows 

   

  
   

  

   
     

   

  
   

  

   
  

where    and    are determined numerically. Using the Hamiltonian previously derived for 

these systems, the relaxation equations are determined as follows 

   

  
    (    )     

   

  
     (        

   

  
)  

Numerically then if a simulation iteration is represented by  , the value of the   fields at 

iteration     can be found as follows 
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               (          
     

  
)     ( ⃗) 

Here the function  ( ⃗) is random Gaussian introduced used in complex Langevin 

dynamics to add noise to the system to promote the system to get out of shallow energy 

wells and thus only fall into deep wells54. For the two species systems studied in this thesis 

the parameters        and          . Additionally,    is not necessarily updated each 

iteration of a simulation. Instead a root mean square difference in the deviation of   from 

unity is calculated each iteration and if the value is too large the pressure fields are updated 

and if not only the exchange fields are updated. When the pressure fields are updated, the 

average value of the fields are subtracted since the pressure fields are invariant to a 

constant value80. For this selection of time constants, the simulations generally take 

anywhere from 10,000s to 100,000s of iterations to find saddle point solutions depending 

upon the size and dimensionality of the system. 

2.3.2 Dynamic Methods 
 
As previously discussed, the steepest decent method for relaxing the field does not produce 

true dynamics. To address this issue a dynamical approach can be used53,81–86. In these 

methods, an assumption is made that the longest wave length components of the fields will 

also be the slowest relaxing variables such that viscoelastic coupling effects can be 

neglected. With this assumption, the density fields will evolve with the following simple 

dynamical scheme 

 

  
 ( ⃗  )     

  [   ]

  ( ⃗  )
 

with the chemical potential fields being computed using the saddle point equations from 

these instantaneous dynamical density field solutions 

  [   ]

  ( ⃗  )
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where the appropriate Hamiltonian would be used for a given polymer model. Additionally 

for models that consider incompressibility, the pressure field must be chosen to satisfy 

these equations as well. 

Many modifications on these dynamic schemes can be made depending on the 

model and the field parameters used. The main issue with any such model though is that 

the dynamical scheme must be solved and is an expensive computational step. In this 

thesis, such schemes are not implemented as the dominant factors that influence the final 

morphology appear to be topographical feature constraints and surface energies. However, 

there is evidence kinetic effects do play a role in thick solvent annealed samples and thus 

future studies should examine these effects. One recent study has examined such effects for 

thick films undergoing various quench rates with neutral preferential solvent conditions 

and thus there is definitely plenty of potential application for these kind of studies87. 

2.4 Solving the Fokker-Planck Equation 
 

For the general case of a single chain Gaussian coil polymer, the single chain partition 

function   is found by solving for the single chain partition propagators   using the 

diffusion equation known as the Fokker-Planck equation and then summing over   for the 

chain.    is thus given as 

 [ ]  
 

 
∫  ⃗ ( ⃗      ) 

and   is given from the Fokker-Planck equation 

  ( ⃗    )

  
 

  
 

 
   ( ⃗    )   ( ( ⃗    )) ( ⃗    ) 

with initial conditions 

 ( ⃗    )    

where   is the normalized length along the polymer chain with     corresponding to one 

end designated as the initial end of the chain and     corresponding to the opposite end 

or terminal end of the chain. Depending on chain architecture, this equation will have 

different   applied to the chain at different locations along the chain. As an example, for a 

diBCP with volume fraction  ,   is given as follows 
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meaning that as   is solved forward in   that the chemical potential field used in the 

Fokker-Planck equation is changed for different values of  . 

 From these equations, the normalized densities can be computed using the 

relationship  ( ⃗)  
 ( ⃗)

  
 

 

 
∫     ( ⃗      ) ( ⃗    )
  
  

 where    is the 

propagator found by solving Fokker-Planck equation starting at the     end of the chain. 

Here    and    are the   values for the given block (e.g.      and      for the A block). 

For homopolymers      from symmetry, but for BCPs the asymmetry from the block 

makes the forward propagator   and reverse propagator    different. Finding this 

reverse propagator only matters in calculating the density and the total partition function 

is the same regardless of which one is chosen. With this framework now in mind of how the 

partition function is found for Gaussian chains, three numerical ways of solving the Fokker-

Planck equation will be examined. Solving for the propagators is the most computationally 

expensive step in SCFT and thus understanding the advantages and disadvantages of 

different methods is crucial in deciding upon a numerical technique to use for a given 

simulation. 

2.4.1 Real Space Methods 
 
Real space methods are in general the easiest methods to implement in solving second 

order partial differential equations such as the Fokker-Planck equation. In these methods, 

the system is first discretized in space into    by    by    grid points and along the chain 

into    statistical monomer segments. The differential operators are approximated using 

various finite differences between current and previous solutions divided by the 

discretization of the appropriate dimensions related to the inverse of the number of grid 

points in that dimension. Although these methods are in general easy to implement, they 

are usually computationally the slowest methods to solve for the propagators, require 

combinations of future and old solutions in order to get more accurate solutions, and are 

conditionally unstable for certain discretization conditions and dimensionalities. One of the 
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best real space methods is the Crank-Nicolson scheme that is unconditionally stable in 

1D88. Due to the tridiagonal form of the matrix used to solve for q in 1D systems, the 

method appears very nice, but in higher dimensions this is no longer the case and in 3D the 

system is no longer unconditionally stable. Due to the slower computation times and 

inherent stability issues under certain dimensionality constraints with these methods, such 

methods were not used in the studies in this thesis. 

2.4.2 Spectral Methods 
 
For spectral methods, the differential equations are solved using knowledge of Fourier 

space modes that are essential constituents of the propagator solutions. Strict spectral 

methods choose a prescribed space group set of Fourier basis functions and use those 

functions to solve for the appropriate modes that satisfy the Fokker-Planck equation under 

the given field constraints. This approach is fine and computationally fast when the 

relevant modes are known, but in the most general cases this is not the case. 

A more general approach is what is known as the pseudo-spectral method. In this 

approach, the Fokker-Planck equation is rearranged to a form where the different 

prefactors in front of   are grouped and treated as a mathematical operator in real space 

making the problem an eigenvalue and eigenvector type problem. The problem is then 

solved by applying a Fourier transformation on the propagator, an exponential argument 

representing the differential operator in Fourier space applied to this Fourier transformed 

 , and the altered function returned to real space through an inverse Fourier 

transformation. This process gives a numerical solution of   at a new step along the chain, 

so this process is repeated along the whole chain until the entire   is built up. By far this is 

one of the most computationally efficient algorithms in solving for the propagators due to 

the Fast Fourier Transformation algorithms available89. For all the studies in this thesis, the 

pseudo-spectral method was implemented. See the previous work of Fredrickson for more 

details of this method61. 

2.4.3 Lattice-Boltzmann Method 
 
Recently a method for solving Fokker-Planck equations was implemented that allows for 

local refinement of the grid90. Whereas a fixed grid size is required for the previously 
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discussed real space and spectral methods, the lattice-Boltzmann method allows local 

refinement of grid points for getting fine structure details at things such as surfaces, 

interfaces, and near topographical features or nanoparticles. In general the method is more 

computationally expensive than the pseudo-spectral method, but for a given set of 

discretization parameters the algorithm converges faster, though such conditions must be 

optimized on a case by case basis. The general methodology for this method can be found in 

the recent work of Chen et al90. This method is referenced here as it can potentially be 

applied in future work where fine details of such features may need to be modeled to fully 

understand the factors influencing the morphology behavior of BCPs under topographical 

boundary conditions or with nanoparticle inclusion. 

2.5 Boundary Conditions 
 

To model the constraints of a given system, boundary conditions must be made to reflect 

the real space physical constraints encountered by the BCPs in experiments. For the 

simplest systems considered, periodic boundary conditions are automatically implemented 

since BCP systems are periodic in nature with length scales of   . For the more general 

constraints of thin films, surface chemistries, and topographical boundaries, additional 

boundary conditions are added to the system that yield a variety of interesting physics. 

Specifically in these cases for two chemical species systems or AB diBCPs, the exchange    

fields were constrained to a values of    to model different preferential surfaces and the 

pressure-like    fields were constrained to a value of   to model topographical features. As 

noted earlier in the section on solving the Fokker-Planck equation, the fields applied for a 

given chain species are composed of linear combinations of the exchange and pressure 

fields. Similar approaches for modeling boundary conditions of different types are applied 

locally to points defined to represent local interfaces, surface chemistry, and topographical 

features. These different kinds of constraints in general are of the form 

      ( ⃗)     ( ⃗)  ∑      ( ⃗)
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where    and      are matrices of zeroes and ones of the size of the discretized system 

where a one value means the field value there is fixed by the mask feature constraint and a 

zero means those fields are allowed to evolve freely. Here   different kinds of preferential 

surface chemistries are considered and the subscript “ext” indicates that the field is 

constrained by the “external” boundary conditions chosen for the simulation. The total 

chemical potential for species   is then  

   ( ⃗)         ( ⃗)  (    ( ⃗))  (    ( ⃗))  (  ( ⃗)    ( ⃗)) 

where the   depends on if   is the A or B species for   or   respectively. A schematic 

representation of how these mask boundary conditions are implemented is shown in 

Figure 2.2 for the case of thin films in 2D, 3D, and for 3D rectangular posts arrays in thin 

films. 

2.5.1 Periodic Boundary Conditions 
 
Periodic boundary conditions are necessary in modeling most BCP systems due to their 

periodic nature in addition to normal simulation considerations such as having to perform 

simulations on a finite grid and computational time increasing with grid size meaning 

larger systems take longer to simulate. In the pseudo-spectral method, periodic boundary 

conditions are naturally considered as the chosen basis are plane waves that have the 

constrained periodicity assigned to the simulation grid dimensions53. These periodic 

constraints are considered both for large cell calculations (dimensions in multiple 

directions much larger than   ) or for unit cell calculations where the dimenions are 

assigned length scales based on the known symmetries of the underlying BCP morphology 

expected for equilibrium. The opposite case of periodic boundary conditions, having a 

completely confined unit cell in all directions, requires more care and consideration and 

various confinements will be examined in the following sections. 
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Figure 2-2: a) Diagram showing how the external field boundary conditions μA,ext (left) and 
μB,ext (right) were set for the A block and the B block across a one-dimensional cross section 
of a unit cell for the 2D thin film case. The external field values as a function of position r (in 
the through-thickness direction) for the case where both surfaces are preferential to the 
same block, in this case the B block. b) Schematic layout of the unit cells used in the 
simulation studies. Left: 2D unit cell used for BCPs confined between two impenetrable 
surfaces with a variable attractive surface affinity controlled by W. Middle: 3D unit cell 
used for thin film BCPs confined between an air interface and a brush layer on a hard 
substrate surface. The air interface surface energy is described by WAir and the brush layer 
surface energy by WBL. Right: A 3D unit cell used for BCPs confined by a rectangular array of 
posts with variable post diameter d and height h. 
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2.5.2 Thin Film Boundary Conditions 
 

For BCPs confined between two surfaces or a film of fixed thickness in 2D, unit cells 

with a height equal to the film thickness t and widths a multiple of    with periodic 

boundary conditions along the in-plane direction were used. The chemical affinity of the 

top (air interface) and bottom (substrate interface) are controlled with   parameters      

and     respectively. These parameters can be varied between being fully preferential to 

one block and being neutral depending on their magnitude. For a fully preferential surface 

as an example,       for the minority A block and      for the majority B block. A 

completely neutral surface thus has     for both blocks. Since   is related to the surface 

energies as     , the magnitude of     . The top and bottom boundaries represented 

impenetrable barriers for the BCP by having   set to a large value. Examples of studies 

using such boundary conditions for  lamellar and cylindriccal BCP systems have been 

reported previously 91–93.  

To model morphologies of BCPs thin films in 3D unit cells, a similar approach with 

2D is used with in-plane dimensions    and    both being some multiple of    and the  -

direction being constrained to thickness  . This thickness is generally chosen to be 

commensurate with the formation of a monolayer of minority component features in the 

unit cell when the system has fully preferential surfaces. Surface energy differences 

between the air interface and the substrate interface are modeled using the same specific 

field constraint boundary conditions as in the 2D case just over a plane of the simulation 

box.  If one polymer block has a much lower air surface energy than the other block as is 

the case of polydimethylsiloxane (PDMS) compared to PS, the top of the simulation cell has 

boundary conditions set to be preferential to the block corresponding to PDMS.  If the 

polymers that are to be modeled have approximately neutral air affinity, then the field 

constraints are set to have W equal to 0. The substrate is modeled similarly depending on 

what types of polymer brushes are being modeled on the surface.  Using the appropriate 

boundary conditions for the interfaces is important as the neutrality verses the 

preferentiality of the surfaces to the different substrates greatly affects the orientation of 

the morphologies observed.  
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In general, the total field for the two polymer species are given as          and 

         in the free regions,             and              in the brush layer 

or air interface regions with the value of  changing appropriately for the type of feature 

modeled, and             and             in the substrate as schematically shown 

in Figure 2.2.b for the 2D and 3D thin film cases. Schematic details of how the fields are 

constrained for modeling thin films are shown in Figure 2.3 along with example results of 

modeling 2D thin films of dots and lines. 

 
Figure 2-3: 2D schematics for SCFT boundary conditions and simulation results for those 
boundary conditions modeling thin films. ϕA density color map is on the right where A is 
the minority block. a) Confined boundary conditions to model thin films; grey area has no 
field constraints, red top area is preferential to the A block, purple bottom area is neutral to 
both blocks, and black area is a potential barrier to both blocks. e) SCFT results for thin 
films where fA = 0.33, N = 18.0, LX = 4L0, and LY = 2.67L0. c) SCFT results for thin films 
where fA = 0.50, N = 18.0, LX = 4L0, and LY = 2.67L0. 
 

2.5.3 Chemical Boundary Conditions 
 
Chemical patterning such as self-assembled monolayers, polymer brush layers, and surface 

energy differences created through EBL induced oxidation, are all modeled on the 

assumption the effect of such patterning allows for a range of interaction energies from 

fully preferential to one block to neutral preferentiality. In the context of SCFT for AB 

systems, regions in the simulation space can have their    constrained to a fixed value that 

if positive will preferentially attract the B block and thus repel the A block and vice versa 

for negative values.    is set to a value of 0 to model neutral surfaces. These constraints 

are all regulated by the   parameter discussed earlier now with the location where this 

parameter is fixed to be variable through the simulation cell (not just at the top and bottom 

interfaces). Schematic details of how the fields are constrained for modeling chemical 
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patterning are shown in Figure 2.4 along with example results of modeling 2D chemical 

patterning of dots and lines. 

 
Figure 2-4: 2D schematics for SCFT boundary conditions and simulation results for those 
boundary conditions modeling chemical templating. ϕA density color map is on the right 
where A is the minority block. a) Periodic stripe boundary conditions to model chemical 
patterning used in experiment; grey area has no field constraints and red area is 
preferential to the A block with stripe period PS = 0.25LX. b) SCFT results of dots patterned 
by periodic stripes where fA = 0.30, N = 21.0, LX = 1.77L0, and LY = L0.  c) SCFT results of 
lines patterned by periodic stripes where fA = 0.50, N = 21.0, LX = 1.75L0, and LY = L0. 
 

2.5.4 Topographic Boundary Conditions 
 
In the case of graphoepitaxy or topographical boundary conditions such as arrays of posts 

studied in this thesis, the posts represent a constraint where the density of the polymer 

must be zero. This is enforced through the external fields similar to how the thin film 

boundary conditions make sure the BCP density goes to zero at the box boundaries.  In the 

region constrained by such features,         where   is selected to be a large number 

to compress the polymer out of that region of the simulation cell while not so large 

numerical instabilities are introduced. 

One should note that the Fokker-Planck equation is similar to the Schrödinger 

equation of quantum mechanics, thus the external field constraints can be thought of as the 

infinitely repulsive walls of the infinite potential well problem for the post constraints and 

as attractive wells for the brush layer or surface chemistry constraints. These strongly 

repulsive potentials are thus placed at the site of the posts. The wells and repulsive humps 

modeled by the    parameter represent whatever brush layer or surface chemistry exists 

around the post features. These external post features were shown schematically in Figure 

2.2. The large values in the post features prevent polymer density from evolving in those 

regions and the well areas allow that particular block to wet and occupy that region of the 

simulation cell more than the other block.  
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For BCPs confined by regular lattices of posts, the posts were placed in the unit cell 

with periodicity    in the X-direction and    in the Y-direction and the diameter d and 

height h of the posts can be varied as long as it is less than the fixed film thickness  . The 

dimensions are chosen to correspond to the experimental arrays of posts with similar 

dimensions and post spacings that are functionalized with various surface chemistries. 2D 

schematic of how these boundary conditions are applied for a hexagonal array of posts are 

shown in Figure 2.549.   

 
Figure 2-5: 2D schematics for SCFT boundary conditions and simulation results for those 
boundary conditions modeling topographical templating. ϕA density color map is on the 
right where A is the minority block. a) Hexagonal post array boundary conditions to model 
topographical posts used in experiment; grey area has no field constraints, red area is 
preferential to the A block, and black area is a potential barrier to both blocks. b) SCFT 
results for hexagonal post array where fA = 0.25, N = 18.0, LX = 3L0, and LY = 1.73L0.  c) 
SCFT results for hexagonal post array where fA = 0.25, N = 18.0, LX = 3.46L0, and LY = 2L0.  
 

Between 2D and 3D topographical templating boundary conditions, a few 

fundamental issues need to be addressed.  For posts, in 2D only radius and post period 

effects can be investigated; in 3D post height, tilt angle, and height variable radii can all be 

investigated.  Similarly for trenches, trench depth and gradient can be investigated in 3D 

versus in 2D only the spacing distance inside the trench can be investigated.  A schematic of 

how boundary conditions are implemented in the case of a rectangular grid of posts in 3D 

and representative 3D results using various 3D topographical boundary conditions are 

shown in Figure 2.656–58,61. 
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Figure 2-6: 3D schematics for SCFT boundary conditions and simulation results for those 
boundary conditions modeling surface topography and interfaces. Surfaces of constant 
density ϕ for the minority block are color coded as shown.  a) Left: Rectangular post array 
unit cell boundary condition schematic showing regions constrained to model posts, 
substrate, brush layer, and air interface.  Middle: Representative simulation results varying 
post height H and post radius R for a rectangular post array with f = 0.36, N = 28.0, and 
dimensions LX = L0, LY = 1.5L0, and LZ = 1.5L0. Simulations show the orientation of the 
templated cylinders change depending on the height and radius of the post. Right: Top-
down view of the post dimension study simulations. b) Left: Trench topography unit cell 
boundary condition schematic showing regions constrained to model the trench surface 
topography, brush layer, and air interface which in this case has the same polymer 
preference as the brush layer.  Right: Simulation result for trench boundary conditions with 
f = 0.31, N = 18.0, and dimensions LX = LY = LZ = 2L0. Simulation shows the effect of 
hierarchical templating using trench surface topography with twice the period of the 
templated BCP61.  
 

2.6 Summary 
 

All the necessary methodology and theory for numerically implementing SCFT simulations 

has been presented in this chapter. Having these different equations and methodology, an 

outline for the basic progress of the simulations is presented. The algorithm goal of finding 

   first starts with a random or guess field configuration. The Fokker-Planck equations are 

solved for   at that initial state configuration for each distinct chain type. The densities for 
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each component are then calculated as well as the total single chain partition function      

and  . The fields are then updated based on these calculated values through the relaxation 

scheme used. These new fields are then used and the process is iterated several thousand 

times until   reaches an approximately constant value. Since Gaussian noise is introduced 

in the complex Langevin dynamics of the relaxation scheme, there is the possibility the 

system can escape energy wells that are not too deep, so caution should always be taken 

when to stop the simulations in case a metastable solution is encountered. The methods as 

presented do not handle situations where not equilibrium structures form due to processes 

such as shear aligning or concentration gradient flow thus dynamical schemes need to be 

implemented if such systems are to be investigated. However, the methods are well 

adapted for thin film systems with periodic boundary conditions and variously shaped 

topographical features with blends of solvents and other polymer species. Thus with these 

methods in place, the focus of the next chapter will look at applying these simulation 

methods to finding the equilibrium solutions of BCPs under well controlled SVA conditions. 

Then various simulation studies of thin films and topographically templated BCP systems 

will be examined in the rest of the thesis.  
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Chapter 3 
 

Modeling Solvent Vapor Annealing Systems 
 
3.1 Introduction 

 
A large range of BCP thin film morphologies can be produced using solvent vapor annealing 

(SVA) that are different from bulk equilibrium morphologies59. Experimentally these 

morphologies are controlled by varying the flow rate of different solvent vapors and an 

inert gas in a control flow system or using a closed or open atmosphere of solvent vapor 

with controlled vapor pressures44,59. The experimental variables such as the swelling ratio 

(the swollen film thickness divided by the initial film thickness) of the films and the solvent 

vapor selective ratios are correlated to SCFT simulation parameters such as film thickness, 

effective   parameters, and volume fractions of different components. By comparing the 

resulting morphologies in simulation and experiment with these various parameters, a 

framework for predicting the range of morphologies available under different solvent 

vapor conditions is produced to allow precise dimension and morphology control for 

lithographic applications. 

SVA is an important method for achieving BCP thin film self-assembly since high   

BCPs are difficult to thermal anneal due to kinetic issues and the ordering of such   

systems is of great interest since they can theoretically form feature of size    nm3,10–12,62. 

Additionally, SVA allows for control on the morphology formed in systems by changing the 

effective volume fraction of a given BCP by varying the SVA control parameters allowing for 

a natural cylinder forming BCP to form spheres and lamellae structures41. These 

morphologies with their periodicity and feature sizes that normally only depend on the  , 

 , and   of the BCP40,41,94 in SVA additionally depend on the effective swelling of the two 

blocks with solvent selectivity. These effects on the normal control parameters will be 

discussed in detail in this chapter.  
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As a comparison with SVA, thermal annealing can lead to microphase separation 

and formation of equilibrium motphologies4,95. In these thermal annealing experiments, 

film thickness and substrate chemistry can be used to control the orientation and type of 

these morphologies to some extent96. Due to the simplicity of implementing thermal 

annealing, PS-PMMA has become a leading BCP for nanolithographic applications with a 

relatively low ODT temperatures such as            for a lamellae       molecular 

weight 29 kg/mol10,97. Since PS and PMMA have similar surface energies at normal 

annealing temperatures, the morphologies formed in thin film readily forms perpendicular 

to the substrate10,12. The   for this system though is relatively low (room temperature 

      )98 thus reaching very small feature sizes is limited in this system. Thus higher   

BCPs are desirable to reach lower feature sizes, but      increases greatly with  . As an 

example, a 29 kg/mol BCP with        would have a theoretical             assuming 

  
 

 
, which would be well above the degradation temperature of      99,100. 

To get these high   BCPs to self-assemble into desired morphologies at relevant 

temperature ranges, SVA can be used44,45,68,101–110. Assembly kinetics is much improved in 

SVA due to the solvent molecules plasticizing the BCP film. This solvent incorporation 

increases the free volume for polymer diffusion and decreases   111.  In determining the 

appropriate solvents to use for a given BCP system, a first order consideration is taken 

using Hildebrand solubility parameters  . In nonpolar materials   indicates solubility very 

well with a difference in solubility parameters less than     [   ]    indicating miscibility 

between polymer and solvent112. Flexibility and conformation of the BCP chains also affect 

the ability of a polymer to absorb solvent through the unwinding energy of polymer-

polymer segmental contacts113. By measuring the film thickness in situ through an optical 

technique such as UV spectral reflectometry, the amount of solvent absorbed during SVA 

can be monitored to know when the system reaches equilibrium114.  

In the presence of solvent vapor, many effects on the BCP occur such as increase in 

volume, increase in diffusivity, decrease in effective   such that       (      )
  where 

  is a constant close to 1 at low swelling ratios and increase toward 1.3 to 1.6 for higher 

swelling ratios87,115–117, change in the relative surface energies of the blocks at the free 
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surface, and change in  effective f that is a function of the solvent selectivity between the 

two blocks. Additionally, reversibility between morphologies can be controlled and 

morphologies changed repeatedly using different SVA conditions44,118. Thus a wide range of 

morphologies with differing periodicities can be examined using SVA44,119–121. The surface 

energy control from the solvents used can mitigate preferential wetting of one block 

favoring in-plane orientations of microdomains. Since high   BCPs usually have large 

differences in surface energies, this effect is important if perpendicular morphologies with 

respect to the substrate are desired as then neutral solvent free surface environments 

would be desired coupled with a neutral substrate. Alternatively, such perpendicular 

structures can be produced using thick films with controlled directional quenching of 

solvent from the system which leads to a discussion on the different stages of SVA. 

SVA occurs in three main stages. These stages are swelling, annealing, and 

quenching. In general swelling and quenching are mutually exclusive while annealing can 

occur during the swelling and quenching stages. For purposes of modeling, if the quench 

step is relatively fast or done in such a way that the annealing conditions from the fully 

swollen step do not vary much while solvent is removed from the system, the final state of 

the system can simply be considered a collapsed form of an equilibrated structure 

accounting for the presence of the solvent on the simulation parameters at the fully swollen 

film thickness. These situations will be the main focus of study for the SCFT simulations 

performed. Future work that accounts for slower quenching rates or thicker films where 

concentration gradients matter in the kinetic pathways to access the final BCP morphology 

will be discussed in Chapter 7. 

Two main approaches to SVA have been used. The simplest experimental system 

uses a chamber containing a reservoir of liquid solvent or mixed solvents where the BCP 

film is placed above such that the evaporation of the solvent creates a solvent vapor 

atmosphere above the sample120. PS-PDMS morphology tunability has been studied using 

such systems with liquid mixtures of toluene and heptane44; poly(2-vinylpyridine)-PDMS 

has been studied similarly showing a greater tunability using a variety of solvent 

mixtures122. Although these reservoir systems have shown great success in using SVA to 

control BCP morphologies, independently controlling the partial vapor pressures of the 
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solvents is difficult. The other approach of SVA, using a continuous flow system, allows the 

simultaneous mixing, reacting, and flow of the solvents59,123,124 thus creating the desired 

saturated vapor stream for the SVA. Vapor concentration is thus easily controlled96,125 and 

the effect of solvent vapor pressure as well as deswelling rate has been investigated in how 

they affect the morphology and orientation of the features in the BCP film with one study 

using a combinatorial microfluidic approach45.  A separate N2 gas stream can be varied to 

control the solvent vapor pressures by dilution of the vapor stream68,126. In the results of 

this chapter, a systematic study of such control over the vapor stream will be presented. 

In this chapter, the effects of flow rates of toluene and heptane vapor with a diluent 

N2 gas on the thin film morphologies of PS-PDMS bulk cylindrical forming BCPs are 

examined. Mappings of these morphologies as a function of vapor pressure and swelling 

ratio are performed. Comparisons with SCFT simulations that use either implicit or explicit 

solvent modeling are performed to better understand how the control variables affect the 

BCP morphologies. Modeling SVA has been limited due to the initial black box nature of the 

processes, but as more experimental data has been gleaned a better theoretical framework 

has developed in understanding exactly what goes on during various kinds of 

SVA87,117,127,128. By examining these recent experimental studies and theoretical ideas, a 

general framework for understanding the nature of SVA control variables on BCP 

morphology is obtained and used for improving the modeling of these systems under a 

variety of additional boundary conditions. 

3.2 Experimental Methods and Results 
 

For experimental study, a number average molecular weight 45.5 kg/mol of PS-PDMS 

(       from Polymer Source, Inc. P7517-SDMS,) was used due to the polymer forming 

cylindrical morphologies in the bulk. Kevin Gotrik and Brent Keller designed the flow 

control SVA system and performed these experiments. The measured natural periodicity of 

this BCP is         , although this exact value varies with SVA conditions. For 

comparing thin film swelling, a PDMS homopolymer of molecular weight 1390 kg/mol 

(100 000 cSt Dow Corning 200 fluid) and a PS homopolymer of molecular weight 1350 

kg/mol PS (Polymer Source, Inc. P620-S) were used. Since lower molecular weight 



98 
 
 

homopolymers tend to dewet quickly on the time scale of minutes, higher molecular weight 

homopolymers were used since dewetting takes longer with increased molecular weight 

and the swelling interested in these studies are uniform film swelling before dewetting 

occurs. The control flow SVA setup had three independently controlled vapor streams 

which were saturated toluene, saturated heptane, and nitrogen. In a reservoir system, the 

solvents would have been mixed in the liquid state and vapor pressure was controlled 

using a small leak in the chamber which differs in this control flow setup44. 

Polymer thin films are spun cast onto the substrate using appropriate solvents for 

the polymer type. This substrate was functionalized using a PDMS brush for the BCP thin 

films that improves the kinetics of self-assembly and creates a preferential layer of PDMS 

on the substrate to encourage the formation of in-plane morphologies. Using a range of 

solvent mixing ratios and vapor pressures, BCP samples were annealed with their film 

thickness as a function of time being tracked by spectral reflectometry. Using a 

measurement of the changes in the UV absorption peaks of toluene, steady state solvent 

atmosphere conditions were reached after 15 minutes129; film annealing at        lasted 

approximately one hour. After 30 minutes most microphase separation had completed with 

correlation lengths increasing as the annealing time was increased towards one hour. Film 

quenching and thus morphology preservation occurred spraying the system with N2 

removing the solvent and deswelling the system in under 1 second, qualitatively measured 

by the change in color of the film. Reactive ion etching of the films then allowed the samples 

to be imaged using scanning electron microscopy by removing the PS matrix and oxidizing 

the PDMS features.  

Here the experimental procedures are given in minute detail. Spin casting of PS-

PDMS thin films of initial thickness          and PDMS thin films of initial thickness 

         was performed onto           silicon wafers. These wafers were 

functionalized beforehand using a 0.8 kg/mol hydroxyl-terminated PDMS brush by 

spinning a solution of the polymer onto the substrate and heating for 14 hours at       

then rinsing with toluene to remove unreacted brush. Spin casting of PS thin films of initial 

thickness          were performed on prime silicon wafers. The spin cast thin films 

were placed in the control flow annealing chamber and their thicknesses recorded in situ 
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using UV spectral reflectometry. Due to gradients in film thickness from spin casting, only 

central uniform regions on the samples were analyzed. Various combinations of flow rates 

for toluene, heptane, and    were tested. Steady state solvent atmosphere conditions were 

reached 15 minutes after starting solvent and gas flow. Following 1 hour of solvent flow, 

rebaselining of the reflectometer was performed to account for the solvent atmosphere 

presence due to absorption peaks of toluene in the UV range. After rebaselining the 

reflectometer the polymer swollen thickness was recorded. After about 30 minutes, steady 

state equilibrium morphologies of the BCPs were reached as indicated by polymer swollen 

film thickness reaching a steady state. Further annealing helped improve long range 

ordering in the films as long as the film did not begin to dewet. Reactive ion etching of the 

films to remove any surface layer of PDMS that may have formed and the PS matrix was 

performed using a quick 5 second     etch for removal of any surface layer PDMS and a 

longer 22 second    etch for removal of the PS matrix. Both plasma etches were performed 

with power 90 W and pressure 10 mTorr. 

In the SVA, Airgas, Inc. 99.9997% purity    gas with backpressure 200 kPa provided 

the gas flow for three MKS Inc. M100B high precision mass flow controllers (MFCs). These 

flow controllers were rated to control the flow rates within 1% of a set point for a range of 

0 to 10 sccm. Custom solvent glass bubblers were used with two flow lines for toluene and 

heptane solvents from VWR >99.9% purity. The chambers were positioned in the flow line 

after the MFCs to prevent solvent degradation in the MFCs. Quarter inch outer diameter 

fluorinated ethylene propylene tubing was used for gas and solvent flow between the 

MFCs, bubblers, and annealing chamber. This tubing was chosen due to high resistance to 

absorption of toluene and heptane. Small diameter syringes were used to introduce the 

solvent into the annealing chamber preventing solvent backflow into the different flow 

lines. In addition to the solvent flow lines,    gas was flowed through a separate third line 

for vapor pressure control. The glass annealing chamber was made with volume         

with ports for solvent inflow and outflow. A quartz plate was made to cover and seal the 

chamber allowing for         measuring of film thickness using a Filmetrics, Inc. F20-UV 

spectral reflectometer with wavelength range 250-1500 nm. Tight sealing of the quartz 

plate with solvent vapor interaction minimization was accomplished using a Markez Inc., 



100 
 
 

Z1210 perfluoroelastomer O-ring. The liquid solvents used in the SVA were kept at room 

temperature to minimize thermal gradient effects with the flowing of solvent vapor. Such 

thermal gradients could cause undesirable condensation of solvent vapor in the flow lines 

or onto the polymer sample unless the sample or flow lines are at least the same 

temperature as the solvent vapor.  

Partial vapor pressures in the system are directly proportional to the flow rates 

used in the control flow system. Since the partial pressures in the reservoir system are 

much higher than the control flow system, a conclusion could be made the reservoir system 

is better than the control flow system. However, for lower molecular weights BCPs these 

higher vapor pressures tend to cause dewetting of the thin films and thus the control flow 

system is better for such systems since it can easily reach these lower vapor pressures 

more controllably. 

An important parameter from experiment needed to correlate simulation 

parameters with experimental parameters is the swelling ratio         where   is the 

swollen film thickness and    is the as cast film thickness. For a homopolymer thin film and 

single species solvent atmosphere, the partial pressure   of the solvent is related to    via 

the solvent-homopolymer     via the relationship  

  [    ]       
     [    

  ]  (     )  
   

where    is the total vapor pressure114. Partial pressures of the solvents can be calculated 

from the flow rates of the solvents and the nitrogen59. This relationship gives the 

theoretical limit for the swelling of the homopolymers under each solvent. Since the actual 

partial pressures will be lower in practice in the control flow system, this relationship can 

be used to predict the highest possible swelling for the BCP system although a true 

relationship for the BCP system plus two solvents will in general be more complicated. 

To better gauge the range of possible    for the system of PS-PDMS with toluene and 

heptane, various experiments for the swelling behavior were carried out as shown in 

Figure 3.1. Swelling behavior for both homopolymers of PS and PDMS as well as the diBCP 

were characterized by measuring    as a function of the mole fraction of toluene      in the 

toluene and heptane vapor with no addition of    gas and various solvent vapor flow rates 
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for one hour as shown in Figure 3.1. Heptane swelled the PDMS homopolymer greatly with 

     for pure heptane while PS swelled very little with heptane. Toluene vapor was less 

selective in swelling the two homopolymers as        for PS and        for PDMS. 

Toluene and PDMS have a large difference in Hildebrand solubility parameters   and thus 

one would expect toluene to not swell PDMS much, but since PDMS is highly flexible due to 

a           at room temperature, more solvent was able to incorporate into the thin 

film. For the PS-PDMS BCP,    fell somewhere between the values for the homopolymers 

but followed PS more closely due to the fact the BCP was majority block PS. In general,    

increased with partial pressure with maxima for PDMS homopolymer at          and for 

PS homopolymer and PS-PDMS BCP at         . As expected from the nonideal nature of 

the liquid mixture, the maximum    for the polymer films in the control flow system was 

less than those achievable in the reservoir system. 

 
Figure 3-1: SR=D/D0 plotted as a function ytol for PS homopolymer (red), PDMS 
homopolymer (blue), and PS-PDMS BCP (green)59. 
 

Once annealed, thin film BCP samples were reactive ion etched to remove PS matrix 

and leave the PDMS microdomains. Scanning electron micrographs of these etched 

morphologies for initial thicknesses                    are shown in Figure 3.2 for a 

variety of annealing conditions. These different morphologies will later be compared to 

http://pubs.acs.org/doi/full/10.1021/nn302641z#fig3
http://pubs.acs.org/doi/full/10.1021/nn302641z#fig3
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simulations using various parameter correlations to model the effective thicknesses and 

solvent incorporation under the different conditions tested experimentally. 

Transitions of morphologies from discontinuous in-plane        lateral 

dimension lamellae to perforated lamellae to in-plane cylinders with decreasing period and 

width occurred in the high vapor pressure regime for             with increasing 

    . Changing morphologies between cylinders and perforated lamellae has been observed 

in other studies as well using reservoir SVA systems44. Additionally, the low vapor pressure 

regime allowed access to micellar and disordered structures not observed in reservoir 

annealing. There were also regions where multiple morphologies coexisted on the same 

sample such as in-plane cylinders and lamellae. 

For         , the morphological transitions observed in the       films were 

different and in some cases suppressed. Lamellae no longer formed as readily, perforated 

lamellae did not form at all, and a much wider range of vapor pressures showed cylindrical 

morphologies. A few unique morphologies were observed over a small range of vapor 

pressures. As shown in Figure 3.2.f, a nonperiodic bicontinuous phase was observed. As 

shown in Figure 3.2.h a two-phase voided film was observed that was due likely to the 

aggregation of solvent in the PDMS in the film and the subsequent removal creating the 

voids. As shown in Figure 3.2.e, perpendicular to the substrate PDMS cylinders were 

observed for          at low vapor pressures due to the film thickness 

incommensurability and reduction in surface energy difference from the solvent 

atmosphere being more neutral at these conditions128. 

These perpendicular to the substrate cylinders having an aspect ratio of      were 

confirmed by using cross sectional scanning electron micrographs59. Both in-plane 

cylinders and perpendicular to the substrate cylinders coexisted at various intermediate 

vapor pressures with increasing vapor pressure suppressing the formation of 

perpendicular to the substrate cylinders. The solvent atmosphere being neutral in the 

vapor pressure range where perpendicular to the substrate cylinders were observed was 

tested by not etching a sample with     initially that traditionally was done to remove any 

PDMS surface layer that was present in samples where the atmospheric conditions favored 

the formation of PDMS wetting layer. In this case, the same morphology was observed 
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indicating the solvent atmosphere conditions do indeed create a more neutral condition 

helping promote the formation of the perpendicular to the substrate cylinders. The 

perpendicular to the substrate cylinders packed in a hexagonal close-packed fashion with 

long range order correlations over 500 nm. This contrasts what is observed in micellar 

feature formation at low vapor pressures where there is little long range order and 

uniformity between the micelles. 

Osmotic rupture was observed to varying degrees when PDMS swelled greatly and 

PS swelled little with interior voids being observed in the PDMS as shown in Figure 3.2.g. 

Such voids in PS-PDMS has been observed in other studies130 although in these previous 

cases the films were completely submerged in a PDMS selective solvent. In the high 

heptane vapor pressure regime, two-phase regions were observed with these voids caused 

by the rapid removal of solvent when quenching as shown in Figure 3.2.h. All of these 

observed morphologies show that the control flow system allows for self-assembly of a 

much wider range of morphologies than the reservoir system with the perpendicular to the 

substrate cylinders being one of the most interesting structures for nanolithography 

applications. 
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Figure 3-2: Various morphologies observed in PS-PDMS system solvent annealed by 
toluene and heptane vapor with D0 ≅ 1.0L0  and 1.5L0 (total vapor pressure Ptot [Torr] and 
fraction of toluene ytol in vapor are labeled in each image): (a,b) different width in-plane 
cylinders; (c) perforated lamellae; (d) limited width lamellae; (e) perpendicular to the 
substrate cylinders; (f) bicontinuous morphology; (g,h) solvent induced void two-phase 
morphologies59. 
 

3.3 Implicit Modeling 
 

In modeling SVA, there are several simplifying assumptions that can be made to make 

modeling such systems approximately equivalent to a BCP melt with no solvent under 

thermal annealing conditions. These assumptions amount to introducing an effective Flory-

Huggins parameter      between the two blocks for diBCPs and effective volume fraction 

     of minority block and solvents that selectively swell the minority block domains; the 

resulting system is thus treated as an equivalent BCP melt. Such assumptions are valid 

either when the amount of solvent incorporated into the system is small or the solvents do 

not phase separate from the BCP. Such an approach is known as implicit modeling since the 

effects of the solvents on the final BCP film morphology are modeled using effective 

parameters as opposed to explicitly accounting for the solvent species in the system. For 
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thin film systems that do not go above the ODT due to solvent incorporation, these 

assumptions are generally valid and thus such assumptions should hold for high   systems 

like that of PS-PDMS. The assumptions start to break down if the system goes into a 

disordered state while swollen or if swelling is so fast the system cannot equilibrate while 

swelling. For such cases kinetic effects will be important and dynamical simulation 

methods in future work can examine such systems as later discussed in Chapter 7.  

The effective value for  is primarily determined through the consideration of how 

much the solvents swell the BCP thin film. The main assumption here in the case of toluene 

and heptane swelling PS-PDMS is that the solvents selectively swell the blocks such that the 

volume fraction occupied by the solvent      is related to one minus the inverse of the 

swelling ratio    such that       (      )
     

  .  The exponent   varies with 

concentration and is essentially a fit parameter to determine what      yields the 

morphologies with solvent that most closely fit with the dry BCP morphologies. The 

experimental films in this thesis have    ranging from      to      meaning      ranges 

from       to     .   is usually close to 1 for low swelling ratios (the dilute regime) and 

recent evidence suggests values between 1.3 to 1.6 are better fits at higher   
117,127. 

Accounting for the effective volume fraction      is less straight forward than      

due to an inability to know exactly how much of each selective solvent is present in each 

block of the BCP. To get a potential range of where the effective swollen volume fraction is, 

two extreme cases of swelling are considered and then a composite model developed from 

the previous experimental data is compared with these extreme cases. From the 

experimental swelling studies59, toluene was found to be neutral or slightly preferential to 

PS and heptane very preferential to PDMS. Thus for the first case considered, the 

assumption is made that 50% of the toluene that swells the film goes into the PDMS 

domains and 50% of the toluene goes into the PS domains with heptane only swelling the 

PDMS domains. This 50% split assumption is irrespective of PDMS volume fraction. 

However, when both solvents are present in the BCP the presence of each solvent may 

influence the swelling behavior of the other solvent. This may influence the more neutral 

solvent toluene to be more selective to the PS since the heptane is very selective to the 
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PDMS and thus will limit toluene uptake in PDMS. Thus for the second case considered, we 

assume that toluene only swells the PS matrix and that heptane only swells the PDMS 

minority. We can thus define the effective volume fraction for the first case as 

             
   (      

    
 

) (    
  ) 

and for the second case as  

             
        (    

  ) 

where       is the bulk volume fraction of PDMS,       is the fraction of solvent that is 

heptane in the film, and      is the fraction of solvent that is toluene in the film. By these 

definitions,              since these equations assume there is some kind of 

solvent present in the film and distributes the amount to either toluene or heptane. A more 

general form for predicting the effective fraction of minority phase in the swollen film is  

             
    (          )(    

  ) 

where  (          ) is a selectivity function that accounts for the nonideal and 

nonlinear behavior of the solvent mixing between heptane and toluene131.  

In order to develop a best fit model for  (          ),     for PDMS needs to be 

estimated. The simplest model to estimate the effective swollen fractions in the BCP goes as 

follows. The dry film volume fraction is defined as       
     

  
 where    is the initial 

volume of the thin film and       is the volume of PDMS in the dry film. The effective 

volume fraction of PDMS in the swollen film is thus      
(          )

  
 where    is the 

swollen film volume and      is the volume of solvent present only in the PDMS features. 

Dividing the second equation by the first yields the following relationship:      

     (
          

     
)

  

  
 . The expression is further simplified noting that 

  

  
       

  , the 

inverse swelling ratio for the BCP thin film, and 
          

     
        , the swelling ratio of 

PDMS homopolymer. Using the swelling data for the PS homopolymer, PDMS 

homopolymer, and PS-PDMS homopolymer, a best fit of this data yields 
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 (          )      (    )          (    )      where      (    ) and 

    (    ) are best fit functions to the swelling data from Figure 3.1. The values of these 

two fit functions are shown in Figure 3.3. Note that in fitting the data the assumption is 

made that           which is valid assuming equilibrium had been reached. Notice that 

     is close to 1 over most of the range while     is close to 0 until pure toluene is 

reached where the value increases to       implying toluene does not incorporate into 

the PDMS much when heptane is present but does incorporate slightly when no heptane is 

present. This implies that the toluene is more selective to PS than previously assumed. 

Thus for most of the range of solvent ratios the two solvents are essentially completely 

selective.  

 
Figure 3-3: Plots of β parameters fitted using swelling data from Figure 3.1. βhept in blue was 
close to 1 for all ftol suggesting heptane is almost completely selective to PDMS while βtol 
was close to 0 for most values of ftol except in the high ftol regime suggesting that toluene 
only swells PDMS for nearly pure toluene solvent mixtures and is purely selective to the PS 
domains when more heptane is mixed into the system. 
 

Theoretical comparison plots for fixed values of    and two       (           for 

45.5 kg/mol PS-PDMS and            for 75 kg/mol PS-PDMS) for      ,      , and       

as a function of      are shown in Figure 3.4. From this data,       should theoretically be 
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the best fit for the experimental system, and thus implicit solvent annealing studies should 

try to use values closer to the predicted       to best correlate with experimental results. 

Additionally,       and       give theoretical limits to the range of values the effective 

volume fraction should approach with the largest values of      correlating better with       

and low to highly moderate values of      closer to      .  

 
Figure 3-4: Plots of feff using three different models for fPDMS = 0.33 (left) and fPDMS = 0.41 
(right) for three values of SR = 1.5, 2, and 2.5. feff1 shown in shades of red assumes toluene is 
always neutral in swelling both blocks and heptane is fully preferential to PDMS. In general 
feff1 increases with increasing SR since heptane always incorporates more than toluene into 
the PDMS. feff2 shown in shades of blue assumes toluene is completely preferential to PS 
and heptane completely preferential to PDMS. feff3 shown in shades of green was found 
using swelling data from Figure 3.1 assuming the homopolymer and BCP swelling data 
could be used to infer feff. feff3 matches closely with feff2 for moderate to low values of ftol and 
then increases slightly for high values of ftol but never quite reaches the limit of feff1.  
 

As an example comparison study of implicitly modeled SVA, the morphologies 

observed experimentally and through implicit simulations for modeling PS-PDMS 75 

kg/mol with            were compared. A table of these compared results are shown in 

Table 3.1 with appropriate    and annealing conditions. The assumption is made here that 

the mixed vapor ratio is approximately the same in the film as in the atmosphere around 

the film due to equilibrium being reached. The expected equilibrium morphology using 

implicit modeling as a function of swollen film thickness are shown in Figures 3.5 for pure 

toluene for          ,        with spheres, 5:1 toluene to heptane for          , 
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     with cylinders, 3:1 toluene to heptane for           ,      with perforated 

lamellae, and 2.5:1 or 1.5:1 for          ,      with in-plane lamellae. 

Toluene to 
Heptane 

                                Observed Morphology 

1:0 1 0 2.5 0.466 0.166 0.313 Spheres 
10:1 10/11 1/11 2.5 0.493 0.221 0.308 Spheres 
5:1 5/6 1/6 1.5 0.468 0.330 0.354 Cylinders 
4:1 4/5 1/5 2.0 0.506 0.306 0.327 Cylinders/Perforated Lamellae 
3:1 3/4 1/4 2.2 0.528 0.323 0.323 Perforated Lamellae 

2.5:1 5/7 2/7 1.5 0.488 0.369 0.361 Cylinders/Lamellae 
1.5:1 3/5 2/5 1.3 0.478 0.409 0.411 Perforated Lamellae/Lamellae 

Table 3-1: Comparison of effective volume fractions with observed experimental 
morphologies. 
 

 
Figure 3-5: Different monolayer equilibrium morphologies found using implicit solvent 
annealing SCFT simulations based on PS-PDMS 75 kg/mol fPDMS = 0.41 experimental 
system. ϕ = 0.5 isosurfaces for the PDMS are plotted in green and boundary surfaces 
showing the region where ϕ increases above 0.5 are plotted in red. In-plane x and y 
simulation cell dimensions were chosen to be around 2 to 3 lamellar L0 lengths but not 
exactly commensurate as to not bias the morphologies formed. Scans over many 
thicknesses were done to find where the first monolayer equilibrium morphology had a 
local energy minima with respect to film thickness. SR is approximately the multiple of the 
lamellaer L0 where these structures had such an energy minima with respect to thickness. 
From left to right: Spheres at conditions corresponding to high toluene vapor, cylinders 
corresponding to 5:1 toluene to heptane, perforated lamellae corresponding to 3:1 toluene 
to heptane, and lamellae corresponding to 1.5:1 toluene to heptane. 
 

One other parameter that has an effective value in the simulations is  , the degree 

of polymerization. In modeling the polymer chain, the chain is broken up into    statistical 
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segments for numerically solving the Fokker-Plank equation. The more    segments used 

the more accurate the SCFT solutions become. However, for computational efficiency only 

 100 such segments are used in practice since computation time scales with   . 

Additionally,    should not be larger than the experimental value of   since the system 

would be coarse grained with more segments than contained in the real chain. Thus in 

practice the    and thus   used in the simulation is normally a fraction of the experimental 

  and should be accounted in the values inputted in the effective simulation parameters. 

Practically when modeling a given diBCP system chain length is chosen based on    or    

and thus feature sizes and periods correspond through these parameters rather than the 

degree of polymerization itself. Only in blend systems will variations in   for each chain 

matter explicitly, but for single chain component systems everything normalizes to either 

the    or    of that chain for experimental comparison purposes. 

3.4 Explicit Modeling 
 

Modeling solvent explicitly in SCFT simulations amounts to having an additional partition 

function 53–55.  Using such an approach is necessary when there are large quantities of 

solvent present in the system. As previously discussed in Section 2.2.3, this monotonic fluid 

partition function      is simply given as  

     ∫  ⃗     ( ⃗) 

For AB diBCP systems with solvents that are purely selective to the A and B block, 

the formalism using the total H for the two distinct chemical species is given as  

 [     ]   (∫  ⃗ ((    )    
  

 

(  )   
   )   ∑   (  )               ). 

This model is excellent for the PS-PDMS system with toluene and heptane as shown in 

Section 3.3 since heptane is almost purely selective to PDMS and toluene is mostly purely 

selective to PS except when the toluene concentration is near pure. For these systems, the 

normalized densities    and    are calculated for the A or PDMS block and B or PS block 

using the  propagator functions solved from the Fokker-Planck equation such that:  
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For the solvents, the normalized density       for heptane and       for toluene is given as 

     ( ⃗)  
   ( ⃗⃗⃗)

     
      and      ( ⃗)  

   ( ⃗⃗⃗)

     
      

where       and       are the explicit volume fractions of each solvent present and thus 

are two additional parameters to be considered in addition to the diBCP       and    of 

the system. Here    and     are defined from the set of chemical potential fields   as 

  {
               

               
 

In this model an effective    parameter (  )    must be defined and is treated the 

same as in the implicit modeling case. To get around using such effective parameters, each 

solvent would need to be treated as its own species. In such a system starting with an AB 

diBCP, each solvent added to the system would introduce additional   parameters for the 

new solvent interacting with each block and other solvent already in the system. In general 

this means for a   species system, there are ∑ (   ) 
    

(    )

 
  Flory-Huggins interaction 

parameters. Thus for a diBCP with a single independent solvent there would be three 

independent   parameters, six for a diBCP with two independent solvents, ten for a diBCP 

with three independent solvents, etc. Additionally, each solvent has an independent volume 

fraction parameter. Thus, the degrees of freedom in exploring systems explicitly can 

become quite immense even for only two solvents added to the system. In this thesis only 

explicit consideration of AB systems for PS-PDMS with toluene and heptane were explored, 

but future outlook on considering   species solvent and BCP blends will be discussed in 

Chapter 7. 
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3.5 Explicit Model Results and Experimental Comparison 
 

To gauge how the phase behavior varies as a function of solvent volume fraction, 

simulations were performed where the volume fraction of a diBCP was kept constant and 

the volume fraction of A and B selective solvents were varied using a large 2D simulation 

unit cell of size                    , (  )      , and       . The values of       and 

      were varied from 0 to 0.60 with the constraint that                 . Here the 

incompressibility constraint implies the sum of the fractions of solvent and fraction of BCP 

     must be 1, or                   . Thus if      is needed it is readily calculable. 

 The results of these simulations are shown in Figure 3.6. For small values of       

and       the effect of adding the solvent is simply to change the effective morphology of the 

system if the solvent volume were considered to be the corresponding polymer species and 

thus similar results are expected if the appropriate effective parameters were used in an 

implicit simulation. This process can be seen schematically in Figure 3.6 where the 

morphologies observed for the pure BCP are compared with those of adding            

and           . Here the effect of increasing the fraction of B selective solvent was to push 

the system into hexagonally close-packed structures before becoming more isolated 

micelle-like structures due to the large quantity of B solvent. As seen in the overall 

morphology observation diagram, too much solvent eventually pushes the system above 

the ODT and leads to either homogeneous or local inhomogenous mixing of the BCP. Only 

in the lower right corner region where the total solvent fraction has not extended too much 

over          does the system appear to exhibit behavior analogous to pure BCP systems. 

This implies for 2D systems implicit annealing modeling can work within a range of 

              . 3D thin film systems require more attention and will be discussed in 

more depth in chapter 4, however a specific study related to the 45 kg/mol PS-PDMS 

system will be discussed briefly here.  
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Figure 3-6: Observed morphologies using explicit solvent annealing for a 2D BCP system 
with both A and B selective solvents. Select morphologies are examined for comparison. 
 

Using these explicit solvent incorporation simulations, a systematic study on the 

effect of adding solvents to a cylindrical thin morphology was performed. Two selective 

solvents were used to model the selectivity of toluene and heptane in the experimental PS-

PDMS system and find potential equilibrium morphologies under the appropriate solvent 

annealing conditions. A complex Langevin dynamics relaxation scheme53–55 was used to 

evolve a seeded in-plane cylindrical structure for reduction in computation time since most 
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of the structures should be cylindrical based on the base volume fraction of the BCP. This 

seeding biases the final morphology to have similar orientations for the cylinders.  

For this system, (  )           based on the following logic. For PS-PDMS,   at 

room temperature is estimated to be between 0.11132 and 0.26118 based on different 

studies. For the molecular weight of the PS-PDMS used,       in terms of chemical 

repeat units. The coarse graining used in the simulation was        thus decreasing the 

effective   by a factor of 2.8. As discussed in implicit modeling section,      decreases 

proportionately with the amount of solvent in the simulation and so a value in the 

midrange of these potential effective values for the expected solvent incorporation was 

chosen to reach the value of 18115,116. A more detailed study could try to systematically 

change      as a function of the incorporated solvent fraction, but since trends in 

morphology evolution were of interest such variations in the      parameter were 

reserved for later studies. The solvent incorporation here was modeled explicitly using 

various amounts of A and B selective solvent fractions. The overall copolymer volume for 

different swelling ratios was held constant since this should not change in real swelling 

experiments, thus the swelling ratio dictates the total amount of solvent added in the 

system.  

Since toluene swells both blocks at high concentration, in the model the actual 

corresponding fractions of solvents can be thought to be partitioned between the two 

solvents. The A solvent is thus mostly heptane with some toluene and the B solvent is 

completely toluene in the model. These simulation results are shown in Figure 3.7. An 

initial simulation with no solvent incorporated was performed in a periodically bound unit 

cell with in-plane dimensions         √    and f = 0.32 to verify that the equilibrium 

morphology of the unmodified thin film was indeed cylinders as expected at the initial 

monolayer commensurate thickness of          for the assumed case that the top and 

bottom surface layers were PDMS preferential. These in-plane dimensions were chosen to 

be commensurate with hexagonally close-packed structures that might evolve from the 

system under different solvent annealing conditions. Having verified the cylindrical 

morphology was the equilibrium structure for the system with no solvent, the chemical 
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potential fields of that structure were seeded into simulation cells with increased thickness 

and the additional thickness volume having the fraction of solvent added to the system 

corresponding to the change in film thickness for various ratios of the selective solvent. 

These now solvated simulation unit cells were relaxed using complex Langevin steepest 

descent dynamics and the new structures verified as potential modified equilibrium 

structures due to the presence of the solvent. For each case the relaxation was done 

multiple times to ensure metastable structures were not being encountered. 

The precise method of inducing swelling involved increasing the unit cell grid size in 

the  -direction by a discrete amount, usually one or two grid points at a time in that 

direction. Defining the amount of selective solvents present as SA and SB the ratio added 

defined as 
  

     
 was systematically varied between 50% to 100%. At the time these 

simulations were performed toluene was assumed to be completely neutral preference to 

the two blocks, although this now appears to only hold when only toluene is present. 

However, the basic idea here is that the 50% ratio is closer to pure toluene and the 100% 

ratio is closer to pure heptane. For characterizing morphologies observed, any connections 

forming between the original seeded cylindrical structures constituted as perforated 

lamellae. Similarly, lamellae were defined when the entire in-plane cylinders connected. 

Increasing the solvent selectivity toward the minority block resulted in a transition 

from thinner cylinders to thicker cylinders to perforated lamellae to in-plane lamellae. 

Compared with experimental results, these transitions agree qualitatively as the same 

sequence of morphological transitions are observed by increasing the ratio of heptane 

solvent in the system. Additionally, higher vapor pressures in the experiment showed 

cylinders were more prominent due to the higher swelling ratios at these higher vapor 

pressures meaning more heptane would be necessary in these regions to proportionally 

push the morphologies into the lamellae regime. From the experimental results in Figure 

3.2.b, the experimental results do show cylindrical morphologies at these higher swelling 

ratios. All these comparisons show these simulations correspond well with what is 

observed experimentally. As has been suggested for thin film systems with high   values 

that are swollen below their ODT, most of the morphological transitions that occur happen 
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during the film swelling and equilibration period in the solvent once swollen and little 

essential morphological change occurs during the quenching step108. Other recent studies 

using in situ GiSAXS suggests similar results117 and thus effects due to quenching can be 

neglected since the films studied here are only a few monolayers thick at most and are not 

swollen above their ODT such that the solvent would quench the BCP self-assembly during 

swelling but instead mediates the ordering. Perpendicular to the substrate cylinders were 

not observed in these particular simulations since the surface chemistry was fixed as PDMS 

preferential which would theoretically change in the real system as solvent ratios were 

changed as well as the solvent ratios needed for such structures not being examined. 

 
Figure 3-7: Simulation results using explicit solvent modeling SCFT of a cylindrical forming 
BCP with block selective solvents in different ratios and different swelling ratios SR = D/D0. 
Isosurfaces of total PDMS selective solvent and PDMS density are plotted in green for ϕ = 
0.5 with yellow being ϕ = 0.6 and red being ϕ ≥ 0.7. Separated cylindrical morphologies are 
color coded pink, perforated lamellae morphologies color coded blue, and in-plane lamellae 
black59. 
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3.6 Summary 
 

Control flow SVA and reservoir SVA can both be well modeled and characterized through 

both implicit and explicit solvent annealing simulations. For the thin film systems of PS-

PDMS examined in the rest of this thesis, both implicit and explicit simulations were used 

to model thin film systems and implicit simulations with effective parameters were used to 

model topographical DSA thin film BCP systems based on the assumption the morphologies 

in these systems are dominated by topography commensuration effects. Experimentally, 

the control flow SVA method shows great potential in accessing a wide control parameter 

space not easily accessible without synthesis of new BCPs in the case of thermal annealing 

or by carefully making each individual chamber for the reservoir systems. This method is 

advantageous for simulation comparison studies since the vapor pressures reached are not 

strictly reachable in the reservoir system and thus mapping simulation parameters with 

the experimental control parameters of vapor pressures, solvent ratios, and swelling ratios 

becomes a more systematic process. Many different morphologies are accessible from the 

same BCP using this method as well such as perpendicular to the substrate cylinders which 

has not been observed for reservoir systems with PS-PDMS.  

 Low molecular weight BCPs need lower vapor pressures to self-assemble properly 

using this system which is easier to control than in the reservoir based systems such that 

dewetting does not occur. All the qualitative morphological transitions observed 

experimentally are captured in the SCFT simulations and more quantitative comparisons 

are possible as fine details are introduced in the explicit modeling for effects like quenching 

that are being considered by recent studies. The quenching process is definitely important 

in many systems, thus future work will look at applying dynamical models to investigate 

how nonequilibrium morphologies can form with different quench pathways. SVA is 

definitely one of the key ways of accessing the periods, morphologies, and critical 

dimensions necessary for enabling the next generation of nanolithography, and thus 

modeling these systems are extremely necessary. These systems and models are very 

adaptable for other more complex systems such as additional solvent inclusion, blended 
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systems, nanoparticle inclusion, etc. and such complexities will be elucidated in the studies 

of topographical DSA systems in Chapter 5. Before examining such complexities, key issues 

in modeling thin film boundary conditions will be examined first in the next chapter.  
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Chapter 4 
 
Modeling Thin Film Boundary Conditions 
 
4.1 Introduction 

 
In modeling BCPs directed self-assembly (DSA), understanding the equilibrium phase 

behavior of BCPs in the thin film state is important due to the majority of DSA currently 

being possible only using templates that are part of a substrate that cannot extend very far 

into the BCP material. Although bulk 3D DSA would be an interesting endeavor with many 

potential applications, current technological limitations make creating such 3D templates 

for the BCPs difficult both in fabrication and analyzing resulting morphologies133. Thus 

understanding DSA of thin film BCPs is the starting foundation to enable such future 

endeavors. In this chapter, thin films of usually no more than two layers of BCP features 

will be examined. Before adding topographical boundary conditions, the general effects of 

top and bottom surface chemistry with pure thin film boundary conditions need to be 

established; by doing so an understanding of how film thickness and surface preferentiality 

plays a role in determining the natural thin film morphologies of BCP systems is developed. 

With these trends determined in the model, understanding the effects of topographical 

boundary conditions in the next chapter will be made easier. 

 In order to fully understand thin film morphological behavior, full 3D simulations 

are necessary to capture the effects of surface and substrate energy effects on the 

morphology in addition to allowing for periodic boundary conditions to account for the 

natural periodicity of the BCPs in the thin film plane direction. 2D simulations can still be 

useful in elucidating information either in thickness cross-sections to examine thickness 

commensuration effects as well as surface energy effects or planar cross-sections to try to 

gain information on the planar periodicity of the structures. However, in general these 
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effects are coupled in determining the final equilibrium morphologies and ultimately 3D 

simulations are necessary for capturing all the physics of the thin films. 

 In this chapter several studies both in 2D and 3D will be examined of a variety of 

conditions to get a better understanding of how thin film BCP self-assembly is affected by 

various annealing conditions and substrate chemistry.  Discussion on how comparisons 

with experiments should be carried out will be presented as well as some example 

experimental results. The simulations reveal general trends in morphology dependence on 

the key control parameters of surface energies  , film thickness  ,     , and (  )    so that 

DSA studies can be done in a more systematic way with the understanding of the base 

morphologies in a given set of conditions. All these effects gained in modeling thin films 

allow for a better framework of understanding BCP DSA. 

4.2 Thin Film Studies 
 

 Simulation approaches have become invaluable in studying the microphase 

segregation behavior of BCPs confined on flat surfaces, in cylindrical pores, and in spherical 

pores, with such systems having been explored extensively67,134–142. These results predict 

that complex morphologies such as helical cylinders in cylindrical pores or concentric 

spherical shells in spherical pores can form spontaneously134,143–145, as well a wide range of 

morphologies produced under tunable boundary conditions146–152. The thin film state of 

BCPs is analogous to the flat surface confinement except that the top surface is actually a 

free surface. However, prior experimental studies have shown the primary effect of having 

a free surface is that the BCP can form hole and island structures when not deposited at a 

commensurate film thickness153–155 and thus the equilibrium phase behavior of confined 

flat films at commensurate thicknesses correspond to the thin film phase behavior 

examined in this chapter. 

There has been considerable work on the microphase separation of BCP thin films 

under topographical boundary conditions2,8,10,12,24,61, including the effects of arrays of 

nanoscale posts on a cylindrical-morphology BCP28,49,56–58,60. This latter work has revealed 

the importance of commensurability between the BCP equilibrium period and the post 

period, and the effect of the substrate chemistry, i.e. whether the substrate surface is 
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attractive to the majority or minority block of the BCP. Focus on these nanoscale post 

arrays and other topographical post conditions will be discussed in depth in Chapter 5. 

Before examining the effects of surface topography on BCP thin films, general thin 

film behavior due to film thickness   commensuration and surface energy   effects will be 

considered. SCFT simulations of microphase separation of BCPs are presented in a variety 

of cases for these thin film effects. Self-assembly of thin films of lamellar and cylindrical 

morphology BCPs on smooth substrates with different chemical affinity are described. 

Understanding the behavior of these features on a pure substrate is important for later 

comparing with the self-assembly of a cylindrical morphology BCPs templated on a 

substrate patterned with an array of posts with a range of height h and diameter d. 

SCFT provides a method to test the effects of χ, the segmental Flory-Huggins 

parameter, N, the degree of polymerization, and f, the volume fraction of the minority 

block, on the equilibrium morphologies of BCP systems both computationally efficiently 

and without a priori knowledge of the exact equilibrium structures53–55. Additionally, the 

effects of surface energies and topographical boundaries can be incorporated by setting 

appropriate boundary conditions49. The inclusion of local surface energy and topographical 

features is important in designing templates to generate complex patterns for 

nanolithography applications6,17,156,157. 

Here, different confinement boundary condition cases are examined. The first case 

of 2D confined thin film lamellae systems with symmetric surface preferentiality were 

performed to ensure the model used was consistent with previous results in addition to 

examining a finer range of surface preferentiality. These 2D simulations use effective 

parameters and thus can be considered as models of either thermal annealing or implicit 

solvent annealing. For 3D confined thin film systems, simulations were performed to 

examine asymmetric strong surface preferentiality cases and symmetric strong 

preferentiality cases in addition to confirming the optimal thickness necessary for a 

monolayer of features for post confined systems discussed in Chapter 5. For these various 

3D thin film cases, implicit solvent annealing conditions for cylindrical bulk and gyroid-

bulk forming BCPs are examined and compared with their bulk morphologies. Additionally, 

some simulations using explicit solvent added to thin films to demonstrate the effect of 
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swelling on ordering of the system are examined for a variety of volume fractions, film 

thicknesses, and surface energies. 

4.2.1 Simulation Results in 2D – Lamellae 
 
The following set of simulations was performed to determine how much an effect the 

surface chemistry,  , had on whether the morphology formed was completely parallel to 

the surface morphology, a mixed morphology, or perpendicular to the substrate 

morphology. Previous simulation studies using Monte Carlo simulations have been 

performed, so these simulations serve to gauge the effectiveness of the SCFT simulations in 

modeling thin film BCP systems135. For systems confined between two surfaces, the 

reduced thickness      was varied from              and the top and bottom surface 

affinity was varied from                 where   is the constrained value of the 

exchange field    as previously discussed in Chapter 2 Section 2.5. Here    is defined as the 

unit cell length where the minimum free energy point for a seeded simulation of a single 

repeat of lamellae was constrained to retain that morphology by constraining the density 

fields while the unit cell lengths was varied. The schematic for the boundary conditions of 

this system was shown in Figure 2.2.b on the left. In these simulations,       and 

       (corresponding to PS-PDMS with         at room temperature158, effective 

    , molecular weight            and          ). Note that recent studies suggest 

the actual   of PS-PDMS may be as low as 0.14 at room temperature132 compared to the 

previously assumed value of 0.224, but the simulations studied here were done before 

these studies took place and thus used the previous values. This is of little consequence to 

the simulation studies though as they should be applicable to any potential real BCP with 

these same parameters. 

The morphologies included lamellae perpendicular to the surface (), T-junction 

lamellae (T), T-junction lamellae mixed with lamellae parallel to the surface (PT), and 

parallel lamellae (P ) with the total number of PS and PDMS layers varying from         .  

In multiple simulation runs, some conditions yielded either parallel or perpendicular 

morphologies (P) where these two orientations were approximately degenerate in their 

free energy. Similarly, both T-junction and perpendicular structures were observed for 
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other sets of conditions. These morphologies are all shown in Figure 4.1. The 

morphological phase diagram in terms of reduced thickness      and   using the 

background color coding from Figure 4.1 is shown in Figure 4.2; the lowest energy 

configuration over multiple simulations were used for this phase diagram in cases where 

more than one morphology was predicted. Due to the symmetry of the lamellar BCP, this 

phase diagram is symmetric between the PS and PDMS blocks as effects due to monomer 

Kuhn size differences were not addressed at the coarse graining used. 

For highly preferential surfaces with      , lamellae parallel to the surface were 

almost always observed with the number of distinct layers   increasing as a function of the 

thickness of the film.  In general for the highly preferential regime, when      is 

approximately an integer value (i.e. the polymer is commensurate with the constrained 

thickness)   is odd (         corresponds to    ,           corresponds to    , and 

         corresponds to    ) with the block forming the top and bottom layers 

matching the preferential boundary condition surface.   

When the film thickness was incommensurate with    (e.g.         ) there is a 

competition between perpendicular lamellae and either highly strained in-plane lamellae 

where both surfaces are in contact with the preferential block (  is odd) or low-strain in-

plane lamellae where one surface is in contact with a layer of the non-preferential block (  

is even).  For          and      , perpendicular lamellae were observed but in-plane 

lamellae with     occurred at slightly higher incommensurate thicknesses in which a 

polymer layer was in contact with an unfavorable surface. At         , in-plane lamellae 

with     formed. However, at          the larger number of layers was better able to 

accommodate the strain, and odd-n configurations (    and  ) occurred instead of    .  

For less preferential surfaces with      , a variation between perpendicular, 

parallel, and T-junction lamellae was observed.  When the films were incommensurate with 

     close to half integers, perpendicular structures dominated the energy landscape 

whereas parallel lamellae were observed more commonly when close to commensuration. 

T-junctions occurred at          between half integer and integer values of the reduced 

thickness for the low preferentiality values.  Throughout the phase diagram there were 

multiple metastable regions observed where the energies of perpendicular, lamellae, 
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and/or T-junctions were approximately degenerate. For neutral surface boundary 

conditions, lamellae perpendicular to the surface were almost always observed. 

The formation of the morphologies in the different regions on the phase diagram is 

explained in terms of a competition between minimizing the strain energy and the surface 

energy of the polymers. Since the surface energy is about the same for both polymers at 

low   values, perpendicularly oriented lamellae are more favorable with little strain. For 

highly preferential substrates the surface energy reduction can give a lower total energy 

for in-plane lamellae, even if this leads to a through-thickness strain when the thickness is 

incommensurate.  

 
Figure 4-1: Representative lamellar morphologies observed in 2D thin films. () 
Perpendicular. (T) T-junction. (P) Metastable perpendicular/parallel. (T) Metastable 
perpendicular/T-junction.  (PT) Metastable parallel/T-junction. (P2) n = 2 parallel. (P3) n = 
3 parallel. (P4) n = 4 parallel.  (P5) n = 5 parallel. (P6) n = 6 parallel. (P7) n = 7 parallel. ϕ 
represents the density of one of the blocks. 
 

The trends in the observations of these simulations generally agree with previous 

work on lamellar systems that used Monte Carlo-based simulations67,91,135–141,159,160 as well 

as with experimental work that examined the case of neutral and highly preferential 

surfaces148.  Neutral surfaces favored perpendicular lamellae while preferential surfaces 

favored parallel lamellae. When      was commensurate with the number of half layers of 

lamellae, parallel lamellae formed even for small preferential surface energy values.  The 

reduced thickness values where the number of half layers was observed for the strong 
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preferential regime agree with previous studies149.            , representing highly 

preferential surfaces, produced parallel lamellae except for thin incommensurate 

films55,141. 

 
Figure 4-2: 2D SCFT simulation phase diagram of morphologies observed at specified W 
surface field values and reduced thickness t/L0 for lamellar BCP confined between two 
surfaces. The axis scale in W is not linear. 

 

4.2.2 Simulation Results in 3D – Cylinders 
 

The previous 2D results show general trends of morphological behavior for a 

variety of surface energy conditions possible in the thin film state. In order to apply the 

model to real systems of cylinder forming BCPs, 3D simulations are necessary. For these 

simulations strongly preferential surface energies corresponding to those in the 2D 

lamellae of | |     are performed as experimental systems of interest are known to have 

strongly selective air and substrate boundary conditions due to brush layers being used 

and high   values leading to high surface energy differences in the polymers. Similar 

studies in confined systems have previously been performed152, and thus the simulations 
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here are compared with those results and ensure the simulations agree with previous work 

before considering topographical features. 

For 3D thin film simulations, unit cell boundary conditions were used similar to 

those depicted in Figure 2.2.b in the middle. Unit cell dimensions    and    were chosen to 

be large enough to allow all expected morphologies to form but small enough that the 

structures did not exhibit local defects. Additionally, the dimensions were picked to be 

approximately commensurate with a hexagonal lattice symmetry morphology as such 

morphologies are common in BCP systems and extra strain from in-plane 

incommensurability was not desired in obtaining these equilibrium morphologies. This 

constraint can be relaxed if the bias of commensuration is not desired and a later study will 

use such an effect. Thus the values assigned to the in-plane dimensions were           

   √            . 

The in-plane dimensions were defined in terms of the equilibrium period    of a 

lamellar polymer,      , in the limit          (the order-disorder transition value) for 

N = 125. (For PS-PDMS this corresponds to          ). This choice of    was made to 

maintain a consistent unit cell size when comparing different simulations in which   was 

changed, because the equilibrium period varies slowly with  . The air surface was 

preferential to the minority block to model a PS-PDMS BCP with PDMS the minority block 

as previous studies have shown PDMS to always be the surface wetting layer when thermal 

annealing was performed118,161. PDMS has a lower surface energy of               
  

 
 

compared to PS             
  

 
 under normal atmospheric conditions115. The substrate 

surface affinity was either strongly preferential to PDMS or PS to model the effects of brush 

layers. 

Results for self-assembly of films on smooth substrates are described.           

was chosen to represent a PDMS substrate brush and           for a PS brush. These 

values are characteristic of the strongly preferential regime observed in the 2D lamellae 

simulations.            was chosen to represent the segregation of PDMS at the air 

interface because PDMS has a lower surface energy and forms a surface layer under normal 

atmospheric conditions118,161,162.  The issue of PDMS surface layer wetting will be 
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reexamined during experimental comparison. The reduced thickness      was varied from 

             to examine both monolayers and bilayers of cylinders.        and 

          (at the ODT limit), and   was varied between              in incremental 

steps to examine the effect of annealing conditions, because solvent or thermal annealing 

lower the effective 115,116. An increasing  can model evaporation of solvent to some 

degree, though this would need to be coupled with changing film thickness and effective 

volume fractions for a complete model of solvent evaporation. By starting at a low value of 

        and incrementally equilibrating at higher   , metastable structures were less 

likely to form at higher  , and led to a faster simulation time since the Langevin field 

relaxation scheme step magnitude is inversely proportional to   for the exchange field. As 

a result, simulations with larger   and random seeding converged slowly and tended to 

be trapped in metastable structures. The drawback of seeding the simulation with a prior 

morphology is that the seed morphology may be trapped even if it is not the lowest energy 

configuration. However, multiple examples of morphology transitions upon raising   

were observed, e.g. both spheres and perpendicular cylinders transitioned to in-plane 

cylinders upon increasing χN. If there was doubt about which morphology was the most 

stable, the energies were compared. 

The morphologies observed included hexagonally packed spheres (S) or bilayer 

spheres (DS), monolayer in-plane cylinders (C), perpendicular out-of-plane cylinders (PC), 

double layers of close-packed in-plane cylinders (DC), and mesh structures (MC) and are 

shown in Figure 4.3. The morphological phase diagram versus reduced thickness 
 

  
 and    

is shown in Figure 4.4 for           (substrate attractive to the PS block) and in Figure 

4.5 for           (substrate attractive to the PDMS block) using the color coding from 

Figure 4.3. 

In the simulations for the PS brush substrate, at around         monolayer 

cylinder structures C were most stable and least strained in the vertical direction.  Double 

layer structures DC were more stable at         (                 )  For the PDMS brush 

substrate, C formed around         for C. The commensurate thickness can be 

understood by considering the presence of a half layer of PDMS in contact with each PDMS 
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preferential surface.  Therefore the commensurate C structure is expected at         for 

the PS brush substrate (1 monolayer of cylinders plus a half surface layer of PDMS) and 

        for the PDMS brush substrate (1 monolayer of cylinders plus 2 half layers of 

PDMS). These results agree qualitatively with past experimental and theoretical studies of 

BCP thin films confined between two surfaces67,128,136,163–168.  

 
Figure 4-3: Representative morphologies observed in 3D SCFT simulations of cylindrical 
BCP thin films with substrate attractive to the PS block.  (DO) Surface layers with possible 
disordered internal structure (the internal structure did not always have 50% density 
surfaces). (C) Single layer cylinders. (S) Single layer spheres. (PC) Internal perpendicular 
cylinders. (DC) Double layer hexagonally close-packed cylinders. (MSC) Mixed cylinders 
and spheres. (MC) Double layer mesh grid cylinders. (DS) Double layer spheres. ϕ 
represents the density of the PDMS block. 
 

Interestingly, the double layer cylinder structures for the PS brush substrate were 

always DC, hexagonally close-packed (i.e. cylinders in each layer were parallel) whereas the 

double layer observed in the PDMS brush substrate case consisted of a mesh grid of 

cylinders (MC). Meshes of cylinders were also observed in prior simulation studies152, 
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although those studies only considered confinement where both surfaces were PS 

preferential thus the commensurate thicknesses were smaller. We expect the mesh 

formation is a result of incommensurability in thickness rather than being determined by 

the substrate brush layers since this previous study found similar behavior for the PS 

preferential case. The meshes occurred only at the highest thickness studied here 

(       ) and it is possible that DC might form at a more commensurate thickness such as 

3   as the double cylinders were observed to be more stable for the commensurate       

for the asymmetric surface preferentiality case in this study and       for the PS 

preferential case in other studies.  

For incommensurate thicknesses,         for the PS brush substrate and         

for the PDMS brush substrate, PC was observed, consisting of ellipsoidal cylinders 

perpendicular to the substrate. The boundaries between the different structures were 

generally independent of    except at small   , where spherical morphologies S and DS 

became more common. This follows the trend seen in a bulk BCP where the spherical 

morphology persists to higher   at lower   . At      , or for      no spheres or 

cylinders were observed, only surface layers. 

 
Figure 4-4: 3D SCFT simulation phase diagram of morphologies vs. reduced film 
thicknesses t/L0 and χN for a bulk cylindrical BCP, f = 0.32, in a 3D cell of dimensions t by 

2.0√ L0 by 3.0L0.  The top (air) surface is preferential to the PDMS block with WAir = -10.0 
and the bottom (substrate) surface is preferential to the PS block with WBL = +10.0.  
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For the thin film cylinder simulations with a PDMS brush layer,  the results follow 

the same general trends observed for the PS brush layer except the structures occur at 

       thicker unit cells due to the need for an additional half layer of PDMS to wet the 

bottom of the simulation unit cell.  The notable difference from the PS brush layer phase 

diagram is the occurrence of double layer mesh cylinders rather than a hexagonally close-

packed double layer of cylinders. 

 Free energy plots as a function of reduced thickness      and    for the PS brush 

and the PDMS brush cases are shown in Figure 4.6. Especially for the strong segregation 

regime (high  ), the free energy difference between the morphologies is large enough to 

show where the phase transitions between disordered internal structure, monolayers of 

cylinders, and double layers of cylinders occur. Each of these regions for the cylinder phase 

cases are centered around their respective commensurate thicknesses (i.e.         for 

monolayers with PS brush,         for double layers with PS brush, and         for 

monolayers with PDMS brush). 

 
Figure 4-5: 3D SCFT simulation phase diagram of morphologies observed at specified 
reduced film thicknesses t/L0 and χN for a cylindrical BCP, f = 0.32, in a cell of dimensions t 

by 2.0√ L0 by 3.0L0.  The top surface is preferential to the PDMS block and the bottom 
surface to the PDMS block with WBL = -10.0. 
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Figure 4-6: Normalized free energy H/VkT (normalized by grid volume V and thermal 
energy kT) plotted versus specified reduced film thicknesses t/L0 and χN for a cylindrical 

BCP, f = 0.32, in a cell of dimensions t by 2.0√ L0 by 3.0L0.  Left: The top surface is 
preferential to the PDMS block and the bottom surface to the PS block with WBL = +10.0. 
Right: Top and bottom surfaces are preferential to PDMS block with WBL = -10.0.  The free 
energy curves are given for different χN and phase morphology regions are identified using 
the color code from Figure 4.3. 
 

4.2.3 Simulation Results in 3D – Bulk Gyroid 
 

To better gauge general trends in thin film morphology as a function of volume 

fraction, thin film simulations based on effective volume fractions of a solvent annealed 

bulk gyroid BCP were performed. These simulations were previously discussed with the 

main results in Chapter 3 with those main results being shown in Figure 3.8. Here 

comparisons with the bulk morphology results and full phase diagram as a function of film 

thickness at a fixed    are shown and discussed.  

3D SCFT simulations were performed to assess how the thickness of a film of a bulk-

gyroid BCP affected the morphology. Periodic boundary conditions were used and the 

equilibrium morphologies were modeled at a range of thicknesses by using a complex 
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Langevin field relaxation scheme to find the density and chemical potential field 

configuration that minimized the free energy of the system. In the simulations, bulk 

equilibrium structures were first calculated for volume fraction        using fully 

periodic boundary conditions within a cubic unit cell with various edge lengths, and 

looking at three values of (  )                , possible equilibrium structures were 

screened. Observed structures included square packed cylinders, hexagonally packed 

cylinders, cubic gyroid, and double gyroid, depending on the unit cell size. These different 

potential bulk morphologies are shown in Figure 4.7. To compare the equilibrium nature of 

these morphologies, free energy curves for the dominant morphologies were calculated 

over the range of edge lengths by holding the density fields constant. Cylinders had the 

lowest free energy at lower    while the gyroid became the favored structure as    was 

increased. Thus a (  )    value of    was chosen for the thin film simulations to model a 

bulk gyroid.   

The value of (  )    is lower than the predicted lower limit value of 119 for the 75 

kg/mol experimental system for two reasons. First, the swelling by a factor of    during 

solvent annealing lowers   as solvent is incorporated and the effective fraction occupied by 

the BCP is reduced.  Thus the   selected here represents an effective   based on 

considerations of solvent annealing effectively lowering the actual   value by a factor of 

   due to the film swelling. Second, the coarse-graining of the model reduces the value of 

  since the simulation treats the 848 chemical monomers in the chain as 125 Kuhn 

segments. Thus the   for    in the simulations should be 
   

    
 less than for the 

experimental system, where         . This scaling results in a lower effective    that is 

best found by trying different simulation    values. Based on comparing the equilibrium 

morphologies of the known bulk, (  )       was chosen as the best fit parameter which 

is much less than the lower limit expected value of 119 using          and       . 

For bulk simulations, periodic boundary conditions were considered in all 3 

directions with            . To gauge the natural periodicities of the morphologies 

in the bulk, a length   in units of    was assigned to the to the  ,  , and   sides of the unit 

cell and varied from                 . The simulations were then performed over this 
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range of assigned box lengths and the resulting morphologies were categorized. The 

dominant morphologies found then had free energy curves computed by taking the density 

field solutions from the side length simulations, calculating equilibrated energies by 

holding those density fields constant, and finding the corresponding chemical potentials 

under the different conditions. These calculations were done for four observed structures: 

square packed cylinders, hexagonally packed cylinders, cubic gyroid, and double gyroid, for 

three different values of χN. The resulting energy curves are shown in Figures 4.8, 4.9, and 

4.10. From this analysis, the natural period of the hexagonal cylinder phase was found to be 

       and this was used as    in order to provide a length scale for the thin film 

simulations. 

To calculate morphologies of thin films, rectangular unit cells were used with 

periodic boundary conditions and (  )      . The cell dimensions are expressed in 

terms of the equilibrium spacing L0 of the hexagonal cylinders observed in bulk 

simulations, which was         with    the radius of gyration. In-plane dimensions of the 

unit cell were chosen to be        wide and        long (i.e. incommensurate with    to 

not bias in-plane morphologies) and the unit cell thickness was varied from less than       

up to      . Boundary conditions for the top and bottom surfaces were preferential to the 

majority block to avoid the formation of minority wetting layers (In the case of minority-

preferential top and bottom surfaces, half layers of PDMS lamellae form as wetting layers at 

the top and bottom). 

As the film thickness was increased, the morphology transitioned from in-plane 

spheres and cylinders to perforated lamellae, then lamellae, perforated lamellae, cylinders, 

bicontinuous cylinders, two layers of perforated lamellae and double layer lamellae. In 

general, the free energy decreased with increasing thickness until the transition between 

one and two layers of microdomains was reached. Around this transition region there was 

a local free energy minimum representing perforated lamellae and cylinders.  

Additional simulations were done for higher and lower volume fractions f 

corresponding to selective solvent annealing conditions, which change the volume fraction. 

An effective volume fraction of 0.25 favored spheres, an effective volume fraction of 0.35 
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favored cylinders near the energy minimum, and an effective volume fraction of 0.45 

favored lamellae.  

 
Figure 4-7: Simulated SCFT equilibrium structures of the nanostructures formed in the 
bulk state.  Green surfaces are where the polymer density ϕ = 0.5 and red areas are where 
the density is minority rich (ϕ > 0.5). Top row shows a single unit cell from the SCFT 
calculations and bottom row shows 3 units cells by 3 unit cells of the structure. From left to 
right the structures are hexagonally packed cylinders (blue), square packed cylinders 
(green), cubic gyroid (magenta), and double gyroid (teal). 
  

 
Figure 4-8: Normalized free energy differences of simulated SCFT equilibrium structures 
formed in the bulk state versus normalized unit cell box sidewall length for χN = 14.0 and f 
= 0.411. Curve color coding corresponds to colors around structures in Figure 4.7. 



136 
 
 

 
Figure 4-9: Normalized free energy differences of simulated SCFT equilibrium structures 
formed in the bulk state versus normalized unit cell box sidewall length for χN = 18.0.  
Curve color coding corresponds to colors around structures in Figure 4.7. 
 

 
Figure 4-10: Normalized free energy differences of simulated SCFT equilibrium structures 
formed in the bulk state versus normalized unit cell box sidewall length for χN = 30.0.  
Curve color coding corresponds to colors around structures in Figure 4.7. 
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For the thin film simulations, periodic boundary conditions were only considered in 

the   and   directions and hard wall boundary conditions with a preferential surface layer 

were considered at the top and bottom surfaces in the   direction with the number of grid 

points                      . The   and   dimension lengths were chosen to be 

both larger than a single cylinder period and such that the diagonal distance in the unit cell 

was also a non-integer spacing. These non-commensurate dimensions were chosen to 

avoid biasing the morphologies formed in the system, because commensurate structures 

in-plane would have a lower free energy than strained structures. The approach of using a 

very large cell size to avoid commensurability issues was not practical for covering a wide 

parameter space.  , the film thickness or   direction length, was then varied from 1.62   to 

8.11   for        .  

 In the thin film simulations, four different volume fractions were explored to 

compare the effect of selective swelling of the two blocks in addition to the film thickness 

with                         . The phase diagrams with thickness are shown in Figures 

4.11, 4.12, 4.13, and 4.14 for the respective volume fractions. The normalized free energy 

plots versus thickness of these morphologies are shown in Figures 4.15, 4.16, 4.17, and 

4.18 for the respective volume fractions   
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Figure 4-11: Simulated SCFT equilibrium structures of the nanostructures formed in the 
thin film state with differing normalized thickness t/L0 for f = 0.25. L0 is the period of bulk 
cylinders equal to 5.27 Rg. Structures include spheres and double layers of spheres. 
 

 
Figure 4-12: Simulated SCFT equilibrium structures of the nanostructures formed in the 
thin film state with differing normalized thickness t/L0 for f = 0.35. L0 is the period of bulk 
cylinders equal to 5.27 Rg. Structures include spheres, perforated lamellae, cylinders, 
lamellae, and double layered structures. 
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Figure 4-13: Simulated SCFT equilibrium structures of the nanostructures formed in bulk 
and in thin films with differing normalized thickness t/L0 for f = 0.411. Structures include 
perforated lamellae, cylinders, lamellae, and double layered structures. 
 

 
Figure 4-14: Simulated SCFT equilibrium structures of the nanostructures formed in the 
thin film state with differing normalized thickness t/L0 for f = 0.45. Structures include 
perforated lamellae, cylinders, lamellae, and double layered structures. 
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Figure 4-15: Normalized free energy difference ΔH of the simulated thin film structures 
from a disordered state for f = 0.25 versus normalized film thickness. Different structures 
are color coded using the colors of Figure 4.11. k is the Boltzmann constant, T the 
temperature, ρ0 is the monomer density, and Rg the radius of gyration. 
  

 
Figure 4-16: Normalized free energy difference ΔH of the simulated thin film structures 
from a disordered state for f = 0.35 versus normalized film thickness. Different observed 
structures are color coded using the colors of Figure 4.12. 
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Figure 4-17: Normalized free energy difference ΔH of the simulated thin film structures 
from a disordered state for f = 0.411 versus normalized film thickness. Different structures 
are color coded using the colors of Figure 4.13. 
 

 
Figure 4-18: Normalized free energy difference ΔH of the simulated thin film structures 
from a disordered state for f = 0.45 versus normalized film thickness. Different observed 
structures are color coded using the colors of Figure 4.14. 
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4.2.4 Simulation Results in 3D – Volume Fraction Effects  
 
 In addition to simulations for the previously considered bulk gyroid case, several 

general simulations were performed using a range of volume fractions           to     

for a fixed effective       to better understand how the effective   in thin films affects 

the morphology. All of these were performed on the same size grid of                

               points. The dimensions were chosen to bias the formation of in-plane 

hexagonally packed structures commensurate with the cylindrical    chosen. The effective 

box lengths are thus  √                   . First, bulk simulations were performed over 

this range of volume fractions to ensure that the canonical morphologies observed in BCPs 

were found. Consistent with previous studies transitions from spheres to cylinders to 

gyroid to mixed lamellae states due to incommensuration with the lamellae unit cell were 

found as shown in Figure 4.19.  

 
Figure 4-19: Bulk simulation results for a range of fPDMS fractions. 3D side view on top and 
top-down view on bottom. From left to right: Hexagonally close-packed spheres, 
hexagonally close-packed cylinders, strained gyroid, perforated lamellae, mixed lamellae. 
 

Having these bulk simulation results, a variety of thin film boundary conditions 

were examined across various volume fractions as well as attempts at explicit simulated 

solvent annealing using a quasi-static state assumption. These quasi-static simulations will 

be explored in more depth in the next section. These thin film boundary conditions are the 
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same as previously discussed with           and         . In cases where the top 

and bottom surface conditions were the same, this parameter is just defined as  .  

The first set of simulations used neutral surface conditions on both the top and 

bottom surface such that    . Additionally, two extra simulations were done for each 

volume fraction by increasing the film thickness by 2 grid points and adding the equivalent 

volume fraction of solvent into the system as a quasi-static way of simulating a controlled 

solvent anneal to that swelling ratio. Equal amounts of PDMS and PS selective solvent were 

incorporated in each case. The initial film thickness in all cases is       . The morphology 

results for a variety of starting volume fractions are shown in Figure 4.20. 

 
Figure 4-20: Thin film simulation results with quasi-static solvent annealing performed 
with neutral top and bottom surface conditions.  From top left to bottom left: Increasing 
initial volume fraction started with elongated spheres or perpendicular to the substrate 
cylinders that were enriched upon adding solvent to the simulation cell. At fPDMS = 0.38, 
what appears to be slices of perforated lamellae perpendicular to the substrate formed. 
From top right to bottom right: Perpendicular to the substrate lamellae with some defects 
in some cases formed. Adding solvent tended to anneal out the defects. 
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4.2.5 Simulation Results in 3D – Quasi-Static Solvent Vapor Annealing 
 
To better understand whether quenching during SVA of monolayer thin films has a 

large impact on the final observed morphological state of a solvent annealed BCP thin film, 

quasi-static SCFT simulations were performed. Explicit solvent in the simulations was 

removed after being added in incremental steps during which the system was equilibrated 

using the complex Langevin steepest descent dynamics, and then on a final quenching step 

all solvent removed and the fields relaxed. Such a method allows kinetically trapped 

structures to form that would not otherwise form from starting from an unbiased random 

initial field configuration. 

These simulations used a top and bottom surface preferential to the minority PDMS. 

All morphologies of interest in these simulations formed as in-plane morphologies between 

two surface layers of PDMS. The simulated quasi-static solvent annealing simulations were 

performed with both PDMS and PS selective solvents in equal proportions. A final 

simulation taking the results of the thickest solvent incorporated simulation had the 

internal fields taken and equilibrated under no solvent conditions to have an effective 

quench simulation to see how much removing the solvent affected the in-plane 

morphologies. Generally the morphologies did not change much, though there was some in-

plane relaxation when quenching indicating that using such quenching simulations is not 

necessary for in-plane morphologies as those expected in monolayer of PS-PDMS systems. 

Results of these simulations are shown in Figure 4.21. 
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Figure 4-21: Thin film simulation results with quasi-static solvent annealing and quenching 
performed for PDMS preferential surfaces. From top left to bottom left: For fPDMS = 0.32 and 
0.34 hexagonally close-packed spheres formed, got larger upon swelling, and then 
collapsed back to about their original size upon quenching. For fPDMS = 0.36 and 0.38, 
cylinders with defects formed with some of these defects annealing out upon quenching. 
Swelling served only to make cylindrical domains larger. From top right to bottom right: 
For fPDMS = 0.40 and 0.42, perforated lamellae formed initially and upon swelling, with the 
perforations connecting for the larger volume fraction during swelling and then 
reappearing upon quenching with different hole sizes and period. For larger fPDMS, only in-
plane lamellae were observed that were simply enriched upon swelling and contracted 
upon quenching. 
 
 In addition to the PDMS preferential surface case, simulations with a PS preferential 

bottom and PDMS preferential top were performed using similar methods. The results of 

these simulations are shown in Figure 4.22. In all of these thin film simulations, general 
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trends that are observed in experiment occurred. Comparison of these trends will be 

discussed in the next section. 

 
Figure 4-22: Thin film simulation results with quasi-static solvent annealing and quenching 
performed for a PS bottom preferential surface with a top surface preferential to PDMS. 
Left: In-plane cylinders formed at lower volume fractions and did not show much 
difference in swelling and quenching behavior other than cylinder size changing. Right: 
Larger volume fractions for this system tended to only yield in-plane lamellae. In general 
the addition of the PS surface layer affected the commensuration of in-plane structures 
making spheres inaccessible at these conditions. 
 

4.2.6 Experimental Results and Comparison 
 
In comparing the 3D thin film simulation results with experimental results, several factors 

need to be considered. Firstly, in the solvent annealing experiments the thin film 

morphology most of interest is that of the swollen film at an equilibrium swelling ratio. 

Thus when examining scanning electron micrographs care needs to be taken to realize 

these morphologies may have changed upon quenching the sample. Ideally the quenching 

only collapses the sample structures perpendicular to the substrate, but due to the effective 

volume fraction changes there will likely be some shrinkage of PDMS features in-plane as 

well (and thus growth of PS matrix around these features). When etching the sample for 

imaging, care needs to be performed whether there was a PDMS surface layer or not and if 

the etching also has damaged any of the underlying PDMS features to make sure the actual 
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internal morphology is being compared. Ideally the parameters modeled will be 

approximately equal to the effective parameters of the system under the solvent annealing 

conditions, but because of the inherent nonequilibrium process competing with the 

microphase segregation of the BCP and solvent mixture such as dewetting, defects or 

kinetically trapped morphologies are all possible in forming in the thin films. This is why 

the best simulation approach when not trying to account for such kinetic effects is to do 

ranges of parameters including      and     . Additionally, the interplay between the final 

film thickness as measured and constrained in the simulation as well as surface energies 

accounting for brush layers or due to solvent environments changing those conditions are 

difficult to model exactly and thus ranges of those parameters should ideally be considered 

as well.  

 Since there are limited resources in performing simulations, only a finite number of 

parameters can be explored for a given system in a given amount of time, thus trends are 

the best indicator of the model working. Thus in comparing the previous results, trends 

observed in experiment are compared. For the case of the bulk-gyroid PS-PDMS of 

molecular weight 75.5 kg/mol, morphologies observed as a function of various solvent 

ratios are shown in Figure 4.23. Comparing these with the expected equilibrium 

morphologies at the appropriate effective volume fraction, the general morphology 

observed at those conditions were also observed. Since these trends appear to hold over a 

variety of conditions, the model can be adjusted to account for various effective parameters 

when topographical features are added to the system and these results will be explored in 

Chapter 5. 
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Figure 4-23: Experimental thin film morphology results for a 75.5 kg/mol PS-PDMS BCP 
with bulk volume fraction fPDMS = 0.415 as a function of swelling ratio SR and selective 
solvent ratio of toluene:heptane. The range of feff here is calculated using feff1 as the lower 
limit of the range and feff3 with the maximum value of βtol for the upper limit of the range. 
These ranges are by no means an absolute range of where the morphology will be observed 
but are at a minimum a good reference for where the structure should be possible in the 
simulations. a) Spheres are observed at a ratio of toluene to heptane of 10:1 and SR = 2.3. 
This best correlates to simulations with t = 2.3L0 and feff ∈ [0.23:0.36]. b) Cylinders are 
observed at a ratio of toluene to heptane of 5:1 and SR = 1.5. This best correlates to 
simulations with t = 1.5L0 and feff ∈ [0.33:0.40]. c) Perforated lamellae are observed at a 
ratio of toluene to heptane of 3:1 and SR = 2.2. This best correlates to simulations with t = 
2.2L0 and feff ∈ [0.33:0.43]. a) Lamellae are observed at a ratio of toluene to heptane of 1:5 
and SR = 1.4. This best correlates to simulations with t = 1.4L0 and feff ∈ [0.53:0.55]169. 
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4.3 Summary 
 

Modeling thin films of BCPs requires the exploration of a great deal of parameter space and 

thus general trends and correlations between observed experimental morphologies and 

simulation results are the best way to compare whether the model is capturing the 

appropriate physics of the real system. A variety of surface energy boundary conditions 

and film thicknesses can be examined, thus once a particular system of interest is defined 

with the parameters the fine tuning of the simulation for effective      and      can be 

performed to zone into the best experimental parameters and be used to predict what 

morphologies are expected from a given experimental system. 

 From the studies examined, the following general principles are deducted for 

guiding simulations with topographical features. | |    generally correspond to fully 

preferential wetting conditions and thus a value of | |     will be suitable for modeling 

brush layers and interfaces in the systems of interest. Monolayer features appear 

commensurate at expected thicknesses based on consideration of appropriate half layers of 

wetting surfaces, thus these corresponding values are easily transferable to 3D DSA 

simulations. The effects of volume fraction of the morphology in thin films is well enough 

understood from these simulations to make sure either bulk thin film cylindrical or 

spherical BCPs are being considered in the appropriate DSA applications. Additionally, 

quasi-static quenching studies demonstrate quenching essentially keeps the swollen film 

morphology for the in-plane morphologies that will be considered in the DSA applications 

and thus explicitly modeling quenching in such systems is not necessary.  

 Having a given thin film system model working, adding topographical features or 

local chemical templates is the next step in modeling DSA. Modeling such features will 

utilize all the methods previously discussed with thin films. The next chapter will examine 

various kinds of DSA templates that have been studied and how parameters already 

discussed in modeling thin films play a role in those systems.  
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Chapter 5 
 
Modeling Directed Self-Assembly Systems 
 
5.1 Introduction 

 
Directed self-assembly (DSA) of thin film BCPs requires the use of topographical or 

chemical templates of a variety of geometries and spatial placement to either locally or 

globally template the BCP. Many examples of BCP DSA have been demonstrated including 

the formation of dot patterns2,10,23, complex line patterns1,6,12, and aperiodic patterns17,170. 

In all these cases the BCP self-assembly is guided by either topographical features1,2 or 

altered surface chemistry6,10,12,23. In doing this, structures that form are a modification of 

the normal thin film morphology. This simply can be an enhancement of long range order 

in the normal thin film morphology or this can form locally confined morphologies 

different than the untemplated morphology. With such a wide parameter space of 

templates possible, the theoretical parameter space in modeling these features is immense 

as well. To unify modeling such a wide variety of systems, basic principles of what 

constitutes template versus BCP in the system need to be established to both simplify this 

parameter space as well as have a consistent way of modeling topography and surface 

chemistry. 

 In the context of the SCFT simulations, these template constraints amount to 

masking either the local pressure fields for topography or exchange fields for chemical 

surface modification. This formulism allows for the design of many potential template 

geometries using simple rules with the SCFT constraints. The general way of implementing 

these constraints were previously discussed in Chapter 2. In this chapter, several kinds of 

templates that have been experimentally tested will be compared with SCFT modeling 

results. Hierarchically templated samples where a previous BCP was converted into a 

topographical template are discussed to show how simple commensurate line patterns can 
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perform DSA. Films patterned by arrays of hydrogen silsesquioxane (HSQ) posts produced 

using electron beam lithography (EBL)31 are examined in depth for both hexagonal and 

rectangular symmetry arrays with a great deal of comparison between experiment and 

modeling. Cylindrical forming BCPs patterned with lines of HSQ are examined as well for 

achieving an effective doubling of template features. Additionally, results of BCPs confined 

to square and circular hole templates produced in a similar manner to the HSQ posts are 

presented and discussed. These very specific examples all serve to set the stage for a 

general form of DSA with arbitrary template placement to be discussed in the context of 

inverse design in Chapter 6.    

5.2 Hierarchical Template Studies 
 
As previously discussed, the size dimensions and variety of the features formed from BCP 

self-assembly are comparable and in some cases better than traditional 

photolithgraphy40,41 making BCP self-assembly have many uses in 

nanolithography11,16,20,171–177, nano-scale array formation178,179, and photonic crystal 

formation180. Since BCP DSA requires templates on the same size dimensions as the BCPs 

themselves to induce long range order and good alignment16,20,27,44,118,181–185, one potential 

avenue of the resulting BCP pattern is to template another BCP, something known as 

hierarchical templating where a higher molecular weight BCP is used to make a template 

for a commensurate lower molecular weight BCP61.  

 Such hierarchical methods are important for lower molecular weight and thus very 

small feature sizes where producing initial templates for such systems is difficult to begin. 

There are similar methods using chemical templating of line patterns24,186, but in those 

cases the same principle applies that an initial BCP self-assembly annealing step must be 

performed. PS-PDMS is one such BCP that has great potential use in these kinds of 

applications due to silicon in the PDMS block making that block very etch selective to 

reactive ion etching processes20,175 as well as itself oxidizing and hardening during the etch 

process, in addition to having a high   parameter and being able to form sub-10 nm feature 

sizes44,118,181,182. Here different base molecular weight BCPs are used under different 

solvent annealing conditions to modify feature size and effective period. Commensurability 
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with the hierarchical BCP template is demonstrated and SCFT simulations are used for 

comparing with the 3D BCP structure. 

5.2.1 Simulation Results in 3D 
 
SCFT simulations53–55 were used to simulate the internal 3D structure of cylinders of a 

lower molecular weight 16 kg/mol PS-PDMS (denoted SD16,           ,         ) 

annealed on an oxidized template of a higher molecular weight 45.5 kg/mol PS-PDMS 

cylinder pattern (denoted SD45,           ,         ). These simulations capture the 

internal morphology of the SD16 cylinders prior to reactive ion etching under the 

assumptions made in the model. Based on the results of the simulation, the SD16 cylinders 

formed parallel over the underlying template from the hardened and collapsed SD45 

cylinder features that were modeled using hard mask constraints in the simulation as 

shown in Figure 5.1.  

 
Figure 5-1: a) 2D simulation result of cross-section cylindrical features being templated by 
the underlying topography representing hardened PDMS from the higher molecular weight 
BCP SD45. b) 3D simulation result of system in a) with different noted colors representing 
constant PDMS density isosurfaces61.  
 

In these simulations, the system was modeled using unit cells with the underlying 

topography of the oxidized SD45 having         with | |     in normalized 

simulation units. This value is based the value required to achieved the effective total 

density of the BCP in topographically constrained regions to be less than 10%. This kind of 
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topographical constraint model was first used by Mickiewicz et al49 and will be discussed 

more in depth later when examining hexagonal arrays of topographical posts. Right outside 

the region masked by the oxidized topography, the chemical potential fields were 

constrained to model the PDMS brush layer on the surface and the assumption the top air 

surface was more preferential to PDMS was made such that              to have 

preferential wetting of the A minority block representing PDMS in the simulation. These 

unit cells are thus similar to the thin film conditions discussed in the previous chapter but 

now with the added topography constraints. 

To best match the experimental parameters             ,           , and 

      where this    denotes the number of statistical repeat monomers used for coarse 

graining the chain in the simulation (less than the actual         ). The effective    

was thus 18 for these simulations. Initially cross-sectional 2D simulations were performed 

to determine thickness at which a monolayer of cylindrical features formed. The result of a 

2D simulation at the commensurate thickness is shown in Figure 5.1.a where the plotted 

polymer density represents the PDMS in the SD16 and the dark blue topography at the 

bottom represents the hardened SD45 features. One of the cross-sectional cylinders formed 

over the trench and another over the mesa formed from the hardened SD45 cylinders. 

These simulations were run multiple times and for enough iterations to ensure the 

structures found were energy minimum structures. 

Using the results from the 2D simulations, an                                3D 

unit cell was constructed such that the length along the    direction was     nm. To 

expedite these 3D calculations due to long computation times for the 3D cells, the 

simulations were seeded with the expected structure using the results from the 2D 

simulations and allowed to equilibrate using steepest descent relaxation. The resulting 

density fields as isosurfaces contours of equal PDMS volume fraction are shown in Figure 

5.1.b. There is a slight height difference observed in the simulations with the cylinder 

above the trench dipping slightly into the trench and the overall size of the trench cylinder 

being slightly larger than the mesa cylinders. 
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5.2.2 Experimental Results and Comparison 
 
In the experiments that inspired the simulations of the previous section, Jeong Gon Son 

performed all experiments with the assistance of Kevin Gotrik61. A schematic diagram of 

the main steps in the experimental process is shown in Figure 5.2. The initial template was 

fabricated by solvent annealing an initially        thick SD45 film for 12 hours in a 

toluene heptane saturated vapor chamber at room temperature on a PDMS brush 

functionalized substrate with 4    wide by 40 nm deep trenches made with 

photolithography and reactive ion etching as schematically shown in Figure 5.2.a. A quick 

    plasma followed by a longer     s  oxygen plasma reactive ion etch was used to 

remove any potential PDMS surface layer and then the internal PS matrix while oxidizing 

the remaining PDMS features as shown in Figure 5.2.b. 

 
Figure 5-2: Schematic diagram of the major steps in the hierarchical DSA using SD45 to 
template SD16. (a) A monolayer of PDMS cylinders (grey) self-assembles during solvent 
annealing on a PDMS functionalized substrate (teal) using SD45. (b) SD45 monolayer 
cylinder film is reactive ion etched to remove PS and leave oxidized silicon features from 
the PDMS lines on the silica substrate (grey). (c) Using SD16 on template formed from 
SD45 line patterns, a double templated set of PDMS cylinders (red) self-assembles over the 
SD45 line template (light grey) functionalized with PDMS brush (teal). 
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 At a volume ratio of 5 to 1 toluene to heptane, in-plane cylinders of pitch 35 nm and 

width 15 nm formed44 and were used as the topographical template for patterning the 

SD16 as shown in Figure 5.2.c. Other morphologies formed by changing the solvent vapor 

ratios, but for simulation purposes only the cylinder morphology was of interest here and 

the effects of changing solvent volume fractions and thus the effective volume fraction of 

the internal morphology of the film were discussed previously in Chapter 3 and 4. Similar 

procedures were done with the SD16 except the solvents chosen were annealing were 

different due to the lower molecular weight BCP needing different vapor pressures to form 

similar morphologies without dewetting. Using acetone solvent vapor, in-plane cylinders 

with a 17.8 nm pitch ( 
 

 
        ) were formed upon annealing182. Using other solvents, 

other morphologies such as close-packed spheres formed which is attributable to the 

selective swelling behavior of different solvents as previously discussed121,187. 

For the hierarchical template experiment, the resulting oxidized patterns for the 

SD45 was functionalized with a PDMS brush layer. SD16 was spun cast onto this 

functionalized template and annealed with the same annealing conditions where the in-

plane cylinders were observed. The primary advantage gained in this hierarchical method 

is that the long range order of the cylinders templated by the SD45 template is better than 

just on the trench substrate. After etching away any potential PDMS surface layer and the 

PS matrix of the SD16, the hierarchical patterns were observed using scanning electron 

microscopy (SEM) and atomic force microscopy (AFM) as shown in Figure 5.3. Since the 

period of the SD45 was almost exactly twice that of the SD16, the patterns that formed 

were commensurate and were confirmed to be the lowest energy structure from the SCFT 

simulations as multiple simulations performed converged to this structure using the 

steepest descent relaxation scheme. Additionally, the height difference between cylinders 

above the trench and above the SD45 line mesas was      nm as measured by AFM. 
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Figure 5-3: SEM image of the results of SD16 cylinder patterns hierarchically templated by 
SD45 cylinder patterns with the template period twice that of the templated SD16. Upper 
right inset: AFM image of pattern. Lower right inset: Schematic image of pattern61. 
 

Previous studies suggest that due to the commensuration of the SD16 cylinders with 

the underlying topography, the cylinders align parallel to the hardened SD45 pattern 

because the bending energy of the cylinders to go against the underlying topography would 

require too much distortion in the polymer chains compared to simply aligning with the 

commensurate direction188, though this likely would change with incommensurate 

patterns or rough surfaces such that perpendicular to the surface cylinders would be more 

preferential or even cylinders perpendicular to the underlying topography176,189. However, 

in this particular case the directionality and commensuration of the topography leads to 

specific alignment and long range ordering of the DSA guided SD16 cylinders44,118. 

Overall, these results demonstrate that topography produced from BCPs can be used 

to template additional BCPs and that the SCFT modeling can be applied in such situations 



158 
 
 

by considering the underlying template formed from the first BCP carefully. This process is 

analogous to double templating methods in traditional photolithography190 with the 

benefits of the small sub-10 nm feature sizes accessible using BCPs. Commensurability of 

the templates was the key parameter in ensuring the underlying structure formed as 

designed, and will be seen to be one of the most important parameters involved in the next 

few sections on DSA simulations with more complex topographical constraints. 

5.3 Hexagonal Post Array Studies 

 
BCP with two species (diBCPs) generally have hexagonal close-packed symmetries in their 

cylindrical or spherical morphologies in the thin film. Thus one DSA system of interest 

consists of diBCP films templated by topography with hexagonal symmetries. In the 

simulations and corresponding experimental studies that follow, both spherical and 

cylindrical forming BCPs are subjected to topographical constraints with these kinds of 

symmetries. In most cases the post template features are functionalized with a brush of the 

minority PDMS, although in a few select cases a majority PS brush is used. Simulations with 

PDMS brush conditions templating mainly spherical forming PS-PDMS will be discussed 

first and some discussion of PS brush functionalized arrays templating cylinder forming PS-

PDMS will be discussed afterwards. The chief objective in these studies is to make the 

underlying close-packed structures have better long range order, but in general other 

interesting phenomenon is observed for a variety of templates besides the simple 

underlying untemplated morphologies. 

 In the majority of these studies, the main variable in the simulation is the vector 

spacing of the hexagonal array of posts and the resulting equilibrium morphologies under 

changes in these distances between posts in different directions as schematically shown in 

Figure 5.4. When the post array is a true hexagonal lattice, this is simply characterized by a 

single variable      . In general the   and  -directions can be decoupled such that the unit 

cell is no longer truly hexagonal but a centered rectangular lattice with nonprimitive lattice 

lengths    and   , however for the studies that follow only strictly hexagonal post arrays 

were considered so everything will be a function of      .  
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Figure 5-4: Schematic layout of the simulation unit cells for 2D hexagonal post arrays. Black 
area is where the posts are modeled and red area is where PDMS brush is modeled. The 
rest of the unit cell is unconstrained. Post size was varied in the simulation49. 
 
 When near commensuration of a close-packed structure in the case of spheres or a 

commensurate direction for cylinders, a single dominate structure forms for multiple 

simulations. When away from commensuration, mixed or aperiodic states tend to form. 

Such structure formation is corroborated by free energy analysis. Additional factors are 

found to play a role in the formation of the structures such as post size dimensions 

including post diameter and height in 3D simulations. Both 2D and 3D simulations are 

examined to try to decouple these effects realizing the 3D simulations when optimized 

portray a better view of reality. Other factors such as   and    affect the morphologies that 

form as expected from the thin film studies discussed previously. In general these studies 

show for a fixed set of   and    corresponding to a fixed polymer and solvent annealing 

conditions, there is a wide parameter space available to explore simply from the possible 

post commensurations and size effects and thus a large engineering space for many 

potential structures for a variety of applications.  
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5.3.1 Simulation Results in 2D – Minority Block Preferential Posts 
 
A variety of hexagonal based templates were modeled using SCFT in 2D for a variety of post 

spacing distances. These simulations were done in collaboration with Rafal Mickiewicz49. 

Field constraints used to model the posts were such that         with | |     in the 

regions defined by the posts to ensure the internal polymer density in those regions were 

close to 0 and              right around the posts to model the effects of a PDMS 

brush layer. The effective    and   were varied in the simulations to try to best capture 

corresponding cross-sectional effective volume fraction parameters and the effective   

parameter of the corresponding PS-PDMS experimental system. For the system explored 

this corresponded to (  )      . In general the 2D   should roughly correspond to the 

observed area fraction in experiments so that effective features compared are as similar as 

possible, though in general full 3D simulations are necessary to capture the full details of 

the experimental morphologies. 2D simulations however allow great insight into overall 

physics of the morphologies formed while being computationally less expensive. Unit cells 

with                   grid points were used with periodic boundary conditions and 

topographical post boundary conditions as shown in Figure 5.4. 

 For the initial set of simulations,        to try to best match the observed area 

fraction of a sphere forming PS-PDMS BCP. For this set of simulations, a variety of post 

lattice spaces keeping hexagonal symmetry were examined such that the ratio of the 

closest post spacing       to the natural period of the polymer    was the parameter that 

was varied. Various dot patterns arrangements were observed as shown in Figure 5.5. 

 The observation that the underlying post lattice vectors makes an angle   with the 

basis vectors of the PDMS dot patterns allows for characterization of the observed patterns 

as a function of         .  The same observation was made experimentally in another 

study2. The lattice types are denoted by indices 〈   〉 such that the post lattice vector 

 ⃗     (  ̂    ̂ ) where  ̂  and  ̂  are the PDMS dot pattern lattice vectors. For a given 

PDMS dot pattern, one can determine the   and   pair that satisfies this vector relationship. 

Previously in Chapter 1 in Section 1.3.1, a free energy model was given for this system. 

Using that model, the corresponding BCP PDMS dot pattern lattice that has the lowest 
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energy as a function of normalized post spacing          is obtained and the results of 

these predictions are shown in Figure 5.6. Multiple simulations were run for the same 

         but with different initial conditions, and in general converged to the same 

underlying BCP lattice except when the system was far from commensuration where 

disordered lattices were observed. There were also defective lattices observed in which 

case the underlying lattice was observed to be consistent between simulations but there 

were local defects in a given simulation. Overall these observations of the transition 

between different BCP lattices as a function          were consistent with the previous 

experimental results and the free energy model. 

 
Figure 5-5: Simulation results for various Lpost/L0 values. (a) Lpost/L0 = 1.7 yielded an 
ordered BCP lattice with 〈i j〉 = 〈1 1〉, (b) Lpost/L0 = 2.0 yielded an ordered BCP lattice with 〈i 
j〉 = 〈2 0〉, (c) Lpost/L0 = 2.5 yielded an ordered BCP lattice with 〈i j〉 = 〈2 1〉, (d) Lpost/L0 = 3.9 
yielded an ordered BCP lattice with 〈i j〉 = 〈4 0〉, (e) Lpost/L0 = 2.35 yielded a disordered BCP 
lattice, and (f) Lpost/L0 = 2.4 yielded a disordered BCP lattice49.  
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Figure 5-6: Free energy curves for different BCP PDMS dot lattices plotted versus Lpost/L0. 
At a given Lpost/L0, the curve with the lowest free energy should theoretically be the 
observed BCP lattice for that post spacing. In general those lattices were observed in the 
simulations at those post spacing distances. Near where curves intersect, disordered 
lattices were generally observed49. 
 

From these results, commensurability of the template post array with the targeted 

BCP PDMS dot pattern is very important for pattern design purposes. Although a range of 

         may result in the same underlying template, that template will have strain in the 

system if not exactly commensurate. By plotting the actual observed polymer period   in a 

lattice normalized by the untemplated period   , a measure of the strain in the system is 

possible. Values of this ratio,     , are plotted as a function of          in Figure 5.7. From 

the plot, tensile strains as high as 10% are observed before lattice orientation changes to 

accommodate the strain in the system and lower the free energy. Additionally, compressive 

strain in the lattice is harder to stabilize compared to tensile strain. Other work has shown 

similar strain levels achievable in lamellar systems12,69 in addition to the observation of 
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tensile strain being more easily accommodated in lamellar studies with flat plates191 and 

spherical domains on a patterned substrate23. Defective lattices were observed for very 

high strain values in addition to ordered lattices with local defects. At these transition 

regions corresponding to where the free energy curves of different structures meet, mixed 

lattices are expected experimentally with small grain sizes. In the simulations due to 

periodic boundary conditions, metastable disordered structures are instead observed. 

These results show in general that if a perfectly ordered lattice is desired, the lattice needs 

to be as close to the commensurate spacing as possible or just slightly strained in tension 

since compression is not favored. 

 
Figure 5-7: Plot of the effective strain L/L0 versus normalized post spacing Lpost/L0. Blue 
dots correspond to ordered BCP lattices, blue circles to ordered BCP lattices with local 
defects, and blue ‘x’s to disordered structures49. 

 
 To further explore hexagonal templates, simulations for fixed          while varying 

either volume fraction   or post diameter size were performed. Results for varying post 

diameter are shown in Figure 5.8 and for varying  are shown in Figure 5.9. In the case of 

varying post diameter,            where the 〈   〉 lattice was observed in the other 
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simulations. The post diameter   normalized by post lattice spacing       was varied 

across the range         [         ]. For         less than 0.17, the 〈   〉 lattice always 

formed. Increasing         led to distortion of the microdomains until around 

                  where the coordination of microdomains around a post became 

higher than six. At             , the system transition to a 〈   〉 lattice due to the space 

between posts being reduced so much that the formation of the  〈   〉 would be highly 

strained. 

 In the case of varying volume fraction,   [         ] with a fixed post spacing of 

              and fixed diameter of             . Initially the effect of increasing 

volume fraction serves only to increase the size of the dots while retaining the 〈   〉 lattice. 

As   increases above 0.37, the dots begin to connect as a transition to a lamellar like 

morphology occurs. These transitional structures tend to have poor order due to the 

lamellae having competing symmetry directions in which to align. At       , a full 

lamellar morphology is expected but due to high attraction potentials in the model and 

competition between alignment directions in the six fold post symmetry a metastable 

honeycomb structure was rather observed as shown in Figure 5.9.f. Weakening the 

attractive strength of the brush layer to      leads to better aligned lamellae but still 

with a defect as shown in Figure 5.9.g. Other studies showed well aligned lamellae using 

SCFT with two fold symmetry post arrays to enforce the direction of the lamellae1. 
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Figure 5-8: Simulations results as a function of D/Lpost. (a) D/Lpost = 0.04 had a 〈2 0〉 lattice 
form. (b) D/Lpost = 0.08 had a 〈2 0〉 lattice form. (c) D/Lpost = 0.13 had a 〈2 0〉 lattice form. (d) 
D/Lpost = 0.17 had a 〈2 0〉 lattice form with some distortion. (e) D/Lpost = 0.21 had a mixed 
lattice with increasing coordination around the post. (f) D/Lpost = 0.25 had a disordered 
lattice. (g) D/Lpost = 0.29 had a 〈1 1〉 lattice form. (h) D/Lpost = 0.33 had a 〈1 1〉 lattice form49. 



166 
 
 

 
Figure 5-9: Simulations results as a function of f for fixed Lpost and D. (a) f = 0.30 had a 〈2 0〉 
lattice form. (b) f = 0.33 had a 〈2 0〉 lattice form. (c) f = 0.37 had a 〈2 0〉 lattice form with a 
defect connection between dots. (d) f = 0.41 had elongated disordered structures. (e) f = 
0.45 had elongated disordered structures. (f) f = 0.50 had a metastable lamellar honey 
comb structure form. (g) f = 0.50 with W = -5 had horizontal lamellae form with a defect 
due to the degeneracy of mixed states imposed by the six fold symmetry of the lattice49. 
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5.3.2 Simulation Results in 3D – Minority Block Preferential Posts 
 
For the case of a hexagonal lattice with PDMS brush, 3D simulations were performed to 

examine how the spheres templated by the hexagonal post arrays changed with film 

thickness. In these simulations       ,             , and    was set to either 36 or 48 

grid points representing either 1.5 or 2.0    thick films, both in the range of observed 

commensurate thicknesses in experiment192. The bottom surface was preferential to PDMS 

to represent the PDMS brush layer and the top surface was left neutral. Results for the two 

thicknesses are shown in Figure 5.10 and for both thicknesses a distorted 〈   〉 lattice of 

spheres forms between the post features. The posts in these simulations went through the 

whole thin film thickness meaning the corresponding experimental film would have a 

thickness greater than the height of the posts. Later simulations will relax this constraint 

and look at post height directly in addition to changing post diameter such that the posts 

are not as tall as the film thickness. Since the bottom surface is preferential to PDMS and 

top surface is neutral, a commensurate thick film occurs when the thickness is      . Thus 

the elongation in the   direction observed for the       thick film is due to the film being 

strained in that direction. These results agree well with what is expected experimentally in 

the actual films in terms of thickness of features. 

 
Figure 5-10: 3D simulations for Lpost/L0 = 2.0 and f = 0.5 with constant density isosurfaces ϕ 
= 0.5 plotted green. Top images are 3D side angle views and bottom images are top-down 
cut through views with the brush layer removed for clarity. (a) Thickness of 1.5 L0 shows 〈2 
0〉 lattice with slightly distorted spheres. (b) Thickness of 2.0L0 shows 〈2 0〉 lattice with 
distorted spheres elongated in the z-direction49. 
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5.3.3 Experimental Results and Comparison – Minority Block 
Preferential Posts 
 
Overall the SCFT results as well as free energy analytical model predictions agreed with the 

BCP PDMS dot array patterns types as a function of          observed using HSQ EBL 

patterned hexagonal arrays of posts31 functionalized with PDMS brush in the experiments 

done by Ion Bita and colleagues2.  In those experiments, the post pattern had a diameter of 

approximately 15 nm and height of 30 nm and the PS-PDMS had a volume fraction 

            (smaller than the values used in simulation since area fraction was being 

matched for the 2D simulations) and       nm. After coating the substrates with the PS-

PDMS, the samples were thermally annealed at a temperature of 200  and the resulting 

thin film morphology was observed to be monolayers of spheres at the film thicknesses 

used.  

As shown in the SEM image in Figure 5.11, the darker grey PDMS dots or spheres 

formed between the lighter white HSQ posts. In this particular case, the lattice that formed 

was a 〈   〉 for       √   . Experimentally          was varied from 1.5 to 5.0. When 

incommensurate, the observed BCP period was strained to a value of   as previously 

discussed in the context of the calculated strain in the simulations. The ratio of the post 

period to strained BCP period         √         where   and   are the integer 

coefficients of the BCP lattice vectors as previously discussed. The angle that the BCP lattice 

vector makes with the post lattice vector is given as        ((    ) ( √        )). 

In Figure 5.11, the displayed angle   is related to the other angle   as       . Since the 

post diameter was constant in the experiment, the range of post diameter to post spacing 

ratio varied from         [           ] meaning that only for the smallest       

distances is there concern for the post size straining the lattice as observed in the 

simulations where the post diameter was varied since the simulations showed such 

distortion due to post size occurring for diameters greater than          . Thus the 

simulation parameters are well correlated with the experimental parameters across the 

whole parameter space of         . 
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Figure 5-11: SEM image showing a DSA templated array of PDMS spheres (grey) by an HSQ 

post lattice (white) with Lpost/L0=√  resulting in the BCP lattice having a 〈1 1〉 lattice 
orientation. The angle θ shown is 120° and the post lattice vector is shown in red and BCP 
lattice vector in teal. The result agrees with the SCFT simulations for the same post lattice 
parameters49. 
 

As an additional study, an intentional defect was imposed on a lattice with 

         √ . For this defect study, a post was chosen to have the six surrounding posts 

be moved away from the center post by a 1.15 factor increase in distance in all six 

directions. The resulting post distance shift left a spacing of       between the shifted posts 

and the center posts. As shown in Figure 5.12.a, the experimental result gave a 〈   〉 BCP 

lattice everywhere as expected except right around the defect region where a 〈   〉 lattice 

rotated     relative to the 〈   〉 instead formed. The boundary between the two lattices 

contained spheres with coordination symmetries that were 5-fold and 7-fold as shown in 

the Voronoi diagram in Figure 5.12.b. Large 2D SCFT simulations with multiple unit cells 

were performed to compare with these results on a                     grid points 

(total size            √       or           unit cells). As shown in Figure 5.12.c, the 

results agree well with the experiment. Additionally, a simulation was performed where 
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the central post in the defect area was shifted by         horizontally. The shift resulted 

in the BCP lattice shown in Figure 5.12.d in the defect region realigning back to the 〈   〉 

orientation showing that relatively small changes in the spacing of the post template can 

drastically affect the resulting BCP lattice. 

 
Figure 5-12: Results of studying the effect of intentional defects on the local BCP lattice 
formation through both experiments and simulations. (a) Experimental result of 
intentional defect study where red color shows 〈1 1〉 region, green color shows 〈2 0〉 region, 
white color shows 5-fold symmetry defect, and black color 7-fold symmetry defect. (b) 
Voronoi diagram of the experimental results in (a) with same color coding. (c) SCFT result 
showing the same result as in (a) with same color coding representing different regions. (d) 
SCFT result where defect region center post was shifted slightly allowing for the BCP lattice 
to adjust and form a 〈1 1〉 lattice everywhere and anneal out the defected region49. 
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5.3.4 Simulation Results in 3D – Majority Block Preferential Posts 
 
Hexagonal arrays of posts were used to template a cylinder forming PS-PDMS BCP 

with PS brush functionalization on the posts and substrate. Such a system was of interest 

because at the right commensuration of post diameter       and post spacing distance 

      a perforated lamellae structure formed and was stabilized by the posts that would 

normally be metastable under normal annealing conditions193. The observation that the 

size of the holes in the perforations are tunable as a function of   and       was also a key 

influence in the simulation studies60. The holes in the perforated lamellae structure has 

hexagonal symmetry and thus the posts in this templating functionalized with the majority 

block PS act as fixed regions of PS where the holes of the perforated lamellae form. Thus 

this templating can be thought of as inverted structure of the spheres that were previously 

templated with PDMS preferential posts.  

A schematic diagram of the 3D unit cell used in these simulations is shown in Figure 

5.13. The purple regions designate where the posts were located that were modeled by 

constraining the fields according to the constraint         with | |     as before. 

Similarly, the yellow regions representing the brush layer were modeled under a majority 

block exchange field constraint such that              . The teal top region was 

had the exchange field constraint                 to model an assumed 

preferential wetting of PDMS on the top surface of the film. Periodic boundary conditions 

were applied in the   and   directions. In the simulations (  )         for effective 

solvent annealing conditions and        which is close to the expected volume fraction of 

the PS-PDMS at experimental solvent annealing conditions. Steepest descent complex 

Langevin dynamics was used to drive the system from random initial field conditions to 

saddle point equilibrium structures. The unit cell box size was                varied from 

               to                for different       spacing distances. The film thickness 

corresponds to a         thick film which is in the range of observed swollen thicknesses 

experimentally. The volume of a single grid point is approximately (      )  based on the 

observed experimental period of     nm. The posts had a constant height of          

and a diameter with explored range          [         ]. Note that the coarse graining 
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used to model the post features resulted in the posts looking like squares rotated by    , so 

the diameter as reported is an effective diameter calculated as        √   , where   is 

the diagonal length along the square. This effective diameter is necessary to properly 

compare the post diameters to circular posts used in experiment and the formula here is 

based on equating the area of a square post with a circular post. The post spacing 

         with    √    was varied with range       [         ]. 

 
Figure 5-13: Hexagonal post array unit cell 3D unit cell field boundary conditions schematic 
used in the SCFT simulations. The regions constrained for the posts and substrate are 
purple, for the PS brush layer are yellow, and for the PDMS preferential air interface are 
teal60. 

 
In the simulations, the main goal was to find at what combinations of       and    

the perforated lamellae structure was the equilibrium solution to the SCFT conditions. An 

example result of this perforated lamellae structure is shown in Figure 5.14 using the same 

simulation result concatenated together for clarity in displaying the structure. The 

conditions this particular structure was observed were           and             . 

 Simulations were performed at a variety of combinations of       and    to 

determine where the perforated lamellae structure was stable and a large sampling of 

these results are shown in Figure 5.15 along with other structures that formed at other 

commensurations. Eight different combinations of       and    resulted in the perforated 

lamellae structure, six of which are shown in Figure 5.15. Additional simulations not shown 

were performed at       1.07 and           as well as            and           

with these resulting in the formation of the perforated lamellae structure. However, these 

two results were outside of the range of experimental parameters tested, but are still 

instructive in understanding how the phenomenon of the stabilization of perforated 
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lamellae occurs and will be discussed more in depth in the next section. Additionally at four 

combinations of       and   , a structure with half the unit cell having the perforated 

lamellae structure but the other half having a defect hole connection was observed. These 

results were used in comparing hole sizes with experimental results even though they are 

strictly not the perforated lamellae structure and are noted as such in the experimental 

comparison section.  

 
Figure 5-14: Top-down cut through view showing the desired perforated lamellae 
structure stabilized at certain combinations of Px and Dpost. Posts are colored purple and ϕ = 
0.5 density cross-sections showing where the PDMS domains start are green60. 
  
 The general trend observed in these simulations is that as       increases, the 

relative    must also be increased in order to maintain the stability of the perforated 

lamellae structure. In terms of commensuration, this means the key parameter at 
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stabilizing the structure is the spacing between posts or effective          and in the next 

section will be shown to be      for the region where the perforated lamellae structure is 

stabilized (corresponding to the commensuration of two effective cylinder domains joining 

in the regions between the holes around the closest posts).  This is analogous to the PDMS 

spheres forming a 〈   〉 lattice but now with holes in a perforated lamellae structure due to 

the polymer symmetry inversion from the majority PS posts being used. 

 
Figure 5-15: Simulation results as a function of Dpost and Px. Plots are top-down cut through 
views of the internal structure in the simulations with posts colored purple and PDMS 
domains at the ϕ = 0.5 boundary colored green. The perforated lamellae structure was 
observed at Dpost = 0.39L0 and Px = 2.33L0, Dpost = 0.53L0 and Px = 2.50L0, Dpost = 0.66L0 and Px 
= 2.50L0, Dpost = 0.66L0 and Px = 2.67L0, Dpost = 0.80L0 and Px = 2.67L0, and Dpost = 0.93L0 and 
Px = 2.83L0. A defect structure of a half way formed perforated lamellae structure was 
observed at Dpost = 0.39L0 and Px = 2.50L0, Dpost = 0.53L0 and Px = 2.67L0, Dpost = 0.80L0 and Px 
= 2.83L0, and Dpost = 0.93L0 and Px = 3.00L0. Not shown are two perforated lamellae results 
at Dpost = 1.07L0 and Px = 3.00L0 as well as Dpost = 1.20L0 and Px = 3.16L0 as not all Px were 
tested for these Dpost and they were outside the experiment test range of post diameters60. 
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5.3.5 Experimental Results and Comparison – Majority Block 
Preferential Posts 
 
In the experiments performed by Amir Tavakkoli K.G. with the assistance of Sam Nicaise 

and Kevin Gotrik, both HSQ and poly(methyl methacrylate) (PMMA) posts were used in the 

hexagonal post array DSA template for the 45.5 kg/mol cylinder forming PS-PDMS BCP. 

The purpose of using PMMA to make posts was because the cross-linked PMMA is etched 

away during the oxygen plasma reactive ion etching step used to remove the PS matrix and 

thus leaves the sample with a mesh grid of holes for the perforated lamellae morphology 

rather than a perforated lamellae with HSQ posts in some of the holes. The samples were 

prepared as previous thin films noting that they were annealed using a solvent anneal with 

a solvent ratio of 5 to 1 toluene to heptane. Thus the simulations consist of implicit 

parameters for modeling the system. An experimental SEM image result with HSQ posts for 

sample corresponding to the              and           simulation is shown in Figure 

5.16. Another experimental result for the same conditions but using PMMA posts that were 

etched away before imaging using a plasma reactive ion etch is shown in Figure 5.17. 

 As can be seen in these experimental results as well as the SCFT simulation results, 

the size of the perforated lamellae holes varies whether the hole is between the posts (a 

generated hole) or if the hole is around a post (a post hole). To quantify this behavior, plots 

of hole diameter for both kinds of holes were plotted versus both post diameter       and 

post pitch    for both the simulation results that gave the perforated lamellae structure as 

well as the results with half structure and the experimental results where the perforated 

lamellae was observed. These two plots are shown in Figure 5.18. In general, the generated 

hole did not vary much with       and    while the post hole diameter increased linearly 

with both variables. This can be understood in terms of the strain on the polymers required 

to keep the perforated lamellae structure stable in that the generated holes have no 

internal source to relieve strain and thus are limited in the size range they can form while 

the hole around the posts can grow larger with both the diameter of the posts filling the 

space inside the hole. The linear trend with post pitch is just a consequence of the region 

where the perforated lamellae structure is stable being a linear function of the post 
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diameter such that the post hole size growing with post pitch is still a consequence of the 

larger posts filling the space inside the hole. 

 
Figure 5-16: SEM image showing the resulting perforated lamellae morphology with HSQ 
posts for a sample corresponding to Dpost = 0.80L0 and Px = 2.67L060. 
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Figure 5-17: SEM image showing the resulting perforated lamellae morphology with PMMA 
posts that were removed for a sample corresponding to Dpost = 0.80L0 and Px = 2.67L0. The 
inset with overlaid yellow circles and red diamond show where the posts were before 
etching for a single unit cell with the diamond sides representing the distance Px between 
posts60. 
 

One other key parameter of interest is the interpost spacing,         . This value is 

plotted as a function of post pitch    along with a plot of       as a function of    in Figure 

5.19. In general the interpost spacing is constant with              suggesting that the 

main stabilizing effect of the perforated lamellae structure is the interpost spacing being 

commensurate with the effective conversion of two lines of cylinders into a set of 

perforated lamellae. Thus the structure is stabilized by the normal cylinders making 

junctions at the proper points by through chain stretching. The presence of the posts in the 

system allows for such stretching of the chains and thus when the proper interpost spacing 

range is achieved the perforated lamellae structure that is normally metastable is able to 

form spontaneously193. Since the difference in    and       needs to be constant for the 

perforated lamellae structure to form, the linear relationship between the two is expected 

as they both need to increase proportionately in order to keep their difference 

approximately equal. 
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Figure 5-18: Plots of the measured hole diameters Dhole for both generated (blue and green 
triangles) and post (red and orange squares) holes as a function of post pitch Px in a) and 
post diameter Dpost in b). Open points are where defect structures were observed in the 
simulations. Multiple points at the same post pitch in a) had different post diameters and 
multiple points at the same post diameter in b) had different post pitches. The generated 
holes had a fairly constant size while the post holes increased linearly with both variables. 
This linear relationship is most likely strongly dependent on Dpost more so than Px as there 
is evidence the Px values where the perforated lamellae structure is stabilized itself is a 
linear function of Dpost60. 
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Figure 5-19: Plots of the post diameter (blue and purple triangles) and Px - Dpost interpost 
spacing (red and orange diamonds) as a function of post pitch Px. Open points are where 
defect structures were observed in the simulations. Multiple points at the same post pitch 
had different post diameters. The linear relationship between post diameter and post pitch 
and the approximately constant value of interpost spacing suggests that the perforated 
lamellae structure is stabilized around this commensuration of the interpost spacing and 
thus post diameter and pitch should be linear since they need to increase proportionately 
together in order to keep a constant interpost spacing60. 
 

5.4 Rectangular Post Array Studies 
 

In the previous section, post arrays with hexagonal symmetry were examined since diBCPs 

naturally form hexagonally close-packed features and thus using DSA templates with that 

same inherent symmetry allows for great control over the close-packed structures that can 

be formed as evidenced by the arrays of dots and hole made depending on the brush 

conditions used. However, many applications require square and rectangular symmetry 

features rather than hexagonal symmetry194. In order to obtain such structures that do not 

naturally form in diBCPs, the templates used in the BCP DSA must be conditioned in a way 

that can overcome the natural tendency of the BCPs to form hexagonal symmetry 

structures. Methods such as blending174 and confining21,57 can do this, and alternatively the 

use of ABC triblocks195,196 can be used to create square symmetry patterns. 

 In this section, several studies using a rectangular symmetry lattice with high 

confinement of the BCPs will be examined to gain insight in what is required to produce 
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BCP structures with rectangular symmetry structures. First both 2D and 3D studies of 

monolayer features with high confinement by PS functionalized square and rectangular 

post lattices are examined and the morphologies possible as a function of lattice spacing 

mapped out using SCFT and compared with experimental results. Next, the effects of post 

height and diameter with both PS and PDMS functionalized posts are examined in 3D SCFT 

simulations to gauge how these parameters affect the commensuration of the cylinders or 

eventually to create confined structures. Finally, double layer feature formation under 

rectangular symmetry structures will be examined and the interplay between the confining 

effect on the bottom layer of features versus nonconfinement of the top layer of features 

will be examined. 

5.4.1 Simulation Results in 2D – Majority Block Preferential Posts 
 
2D simulations were performed where the main variable of interest was the post pitches or 

spacing distances in the   and   directions,    and    respectively. Since there is an 

expected symmetry of morphologies formed about the       axis, the choice is made that 

      for simplicity. Unlike the previously discussed hexagonal array simulations were 

there was a single independent post spacing variable      , here the rectangular symmetry 

of the post lattice results in two independent parameters    and   . The periodically bound 

2D unit cell used is schematically shown in Figure 5.20. In these topographical post 

simulations and all those that follow, the field constraints are just like those presented 

previously for the hexagonal array simulations with         with | |     to ensure 

the total density inside the posts is close to 0 and the brush layer is modeled with 

conditions               to model PS or majority attractive brush layers and the 

opposite sign for PDMS brush. 

The corresponding experimental systems used solvent annealing to reach equilibrium 

structures, thus effective parameters (  )         was chosen based on appearing to 

give the best corresponding results with the experimental system of 45.5 kg/mol PS-PDMS 

solvent annealed in a 5 to 1 toluene to heptane atmosphere57. The effective      . For 

simplicity, the volume fraction was assumed to be approximately that of the BCP volume 

fraction            for both 2D and 3D simulations. This assumption likely resulted in 
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discrepancies observed in the 2D simulations since a better approach in 2D simulations 

would be to use an effective area fraction parameter corresponding to the area fraction 

observed experimentally such as was done in the hexagonal array templated spheres49. 

Still, several 2D simulations corresponded well with experimental results and thus there 

appears to be a range where the effective volume fraction is robust in making such 

comparisons.  

All these simulations were performed starting from random initial field conditions and 

evolved to a saddle point equilibrium solution using steepest descent complex Langevin 

dynamics. Several simulations were performed to ensure the lowest energy structure was 

observed and not a metastable structure. The main variable of interest, the post spacing 

distances    and    each varied from values of       to       corresponding to a variance of 

grid points from 22 to 42. Additionally, several simulations were done with       or 

square symmetry all the way up to values of      . Post diameter       was fixed at a 

constant value of 0.4   corresponding roughly to     nm diameter as the experimentally 

observed    in the corresponding experiments was       nm. 

 
Figure 5-20:  Schematic of unit cells used in SCFT simulations.  Black area is where the 
fields are constrained to prohibit the polymers from evolving in the simulation to model 
the posts.  Blue area is where the fields are constrained to be attractive to the majority 
block (PS) and repulsive to the minority block (PDMS) to model the PS brush layers used in 
experiment.  Orange area is the free space where the polymer chemical potential fields 
evolve during the simulation and thus where the polymer density develops and phase 
separates into distinct ordered structure morphologies. 
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Four different key morphologies were observed in the simulations and are shown in 

Figure 5.21. When       and      , confined cylindrical morphologies were observed 

as shown in Figure 5.21.a. When       and      , cylinders with an undulation of bulge 

in the center were observed as shown in Figure 5.21.b. When       and the post spacing 

values were near or less than   , confined spherical morphologies were observed as shown 

in Figure 5.21.c. When       and the post spacing values were close to √    meaning the 

diagonal distance was √           , elliptical structures were observed with 

degenerate alignment along one of the two axes with angle     relative to the    or    axis 

as shown in Figure 5.21.d. All four of these morphologies were observed experimentally for 

the modeled PS-PDMS system at similar ranges of post spacing commensurations. 

 
Figure 5-21: 2D SCFT simulation results of morphologies observed as a function of post 
spacing distances Px and Py. Since the posts here are modeled with a PS preferential brush, 
the PDMS density was colored blue as opposed to the traditional red for PDMS rich regions 
so the posts were distinguishable from the PS matrix. The posts were further colored a 
separate grey color for further distinction. a) Cylinders that are constrained by Px and are 
not commensurate with Py.  b) Cylinders that are commensurate with Py globally in the 
middle regions and bulge or undulate while constrained between the posts in the other 
region and are not commensurate with Px. c) Spheres that are constrained by the posts 
when Px = Py.  d) Ellipsoids that are commensurate with a 45° rotation of the post lattice for 

Px = Py ≅ √ L0. 
 
  In addition to the        simulations, simulations of a spherically confined BCP 

with a square post array were performed as similar experiments were performed with a 

lower molecular weight    kg/mol             sphere forming PS-PDMS BCP. A 

comparison of a bulk 2D simulation with periodic boundary conditions with a simulation 

containing square post symmetry boundary conditions is shown in Figure 5.22. The main 

effect of the square post array is to constrain the normal hexagonal close-packed lattice 
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into forming a square lattice at the commensuration chosen due to the PS functionalized 

posts disallowing the normal hexagonal close-packing of the spheres. This effect is 

analogous to what happens in the cylinder case where at the small confinement lengths of 

         or smaller, the cylinders cannot form together and spheres are instead 

observed between the posts.  

 
Figure 5-22: 2D SCFT simulations of PDMS spheres (blue) in PS matrix (red) for fPDMS = 0.17 
and (N)eff = 30.0 in a unit cell of dimensions 2.0L0 by 2.0L0.  a) Bulk simulation of PDMS 
spheres with periodic boundary conditions.  The spheres formed a strained hexagonally 
close-packed array due to the unit cell constraint not being commensurate with the 
equilibrium structure. The expected equilibrium morphology for these conditions is thus a 
hexagonally close-packed array of spheres. b) Simulation of PDMS spheres in a square post 
template lattice (purple).  Spheres are constrained to form a square lattice with the same 
period as the post period Px = Py = L0. 
 

For simulations with       √    for the        case, the 2D simulations 

performed showed little correlation with the structures observed experimentally. Rather 

than forming confined bicontinuous cylindrical structures, confined structures with 

multiple spheres for a given unit cell were observed. The likely reason for this discrepancy 

was the volume fraction chosen being too small compared to the effective area fraction for 

proper comparison of 2D simulations with the top-down cross sections of the 3D 

morphologies in the experiments. Rather than trying to scan 2D simulations of various 
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higher volume fractions to find the best effective area fraction that corresponded best with 

experimental results, 3D simulations were performed with monolayer thicknesses at the 

corresponding real volume fraction of       . These results will be discussed in the next 

section. 

5.4.2 Simulation Results in 3D – Majority Block Preferential Posts 
 

For all 3D simulations in this section, unit cells as schematically depicted in Figure 

5.23 were used. The values of    and    were varied from        to        which 

corresponds to a change in number of grid points of    to 28 in each direction. The 

thickness         corresponding to 22 grid points was chosen to account for the 

formation of a PDMS surface layer in addition to the monolayer of features and 

corresponds to the swollen film thickness observed in experiments. The height of the posts 

was set to     corresponding to 14 grid points which is slightly taller than the observed 

30 nm HSQ film thickness in experiments but roughly close in value. The post diameter was 

set to match the maximum experimental value with             corresponding to     

nm. (  )         and        to try to best model the solvent annealing conditions. 

 
Figure 5-23: Schematic of the in-plane periodically bound unit cell used in simulations for 
rectangular symmetry post array constraints. Posts and substrate are colored purple, brush 
layer area is colored red, and air interface is colored teal. Key dimensions are labeled56,57. 
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Over the range of post spacing distances tested, seven distinct morphologies were 

observed as shown in Figure 5.24. In general the phase diagram of these morphologies 

shown in Figure 5.24.a showed the same trends and transitions as the experimental results 

that will be discussed in the next section. The morphologies observed included cylinders, 

spheres, ellipsoids, square symmetry perforated lamellae with no generated hole (PL1), 

square symmetry perforated lamellae with a generate hole (PL2), double cylinders per post 

unit cell, and for the smallest confinements only a surface wetting layer with no internal 

morphology all shown in Figure 5.24.b. An additional simulation at a post spacing distance 

of            was performed to examine the effects of larger pitches. In this case a 

degenerate state between double cylinders and PL2 was observed. 

 
Figure 5-24: (a) Phase diagram of the 3D SCFT simulation results for PS-PDMS cylinders 
confined by a rectangular array of posts as a function of Px and Py. Additional simulation 
results with two metastable solutions for Px = Py = 2.29L0 are shown in the inset of the 
phase diagram. (b) 3D side angle views and top-down views with color coding 
corresponding to the phase diagram in (a) of the different constrained morphologies 
observed as a function of Px and Py  for the rectangular post array boundary conditions. 
Morphologies types observed are labeled in the figure57. 
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Before comparing these simulation results with experimental results, the following 

issues should be addressed. The experimental system only has a finite region where posts 

are on the sample surrounded by untemplated cylinders meaning edge effects may play a 

role in the observed experimental morphology and such effects are not considered in the 

periodically bound simulations. In the experiment, the film thickness is not constrained as 

in the simulation so local film thickness fluctuations in the experiment can affect the local 

morphology. The solvent annealing may also not reach a true equilibrium structure but 

may reach a kinetically trapped structure which the simulation may not find since a 

steepest descent method is used to reach saddle point equilibrium structures that may not 

be the kinetically trapped structures in the experiment. The next section will look at how 

experimental studies compare with these simulation results. 

5.4.3 Experimental Results and Comparison – Majority Block 
Preferential Posts 
 
Experiments were performed by Amir Tavakkoli K.G. with the help of Kevin Gotrik57. 

Rectangular arrays of HSQ posts were fabricated using EBL and the samples functionalized 

with a low molecular weight PS brush. PS-PDMS thin films were spun cast to appropriate 

thicknesses to reach a swollen commensurate thickness         during solvent annealing 

in a solvent environment with selective solvent toluene and heptane with ratios of 5 to 1 

toluene to heptane. The arrays of PS functionalized brush allowed for the local control of 

the BCP morphology that formed during the annealing with the potential for multiple 

morphologies on the same substrate and for the case of square symmetry arrays of 

commensurate spacing led to a doubling of the areal density of surface features in the 

square array.  

 The range of morphologies observed experimentally as a function of post spacing 

distances    and    are shown in Figure 5.25. All of these morphologies match those 

observed in the simulations in the appropriate    and    range except for a couple of cases. 

Experimentally    and    were varied from       to      , a slightly larger range than 

tested in the simulations. In the case of cylinders oriented parallel to the larger period axis 

when       and      , the 3D model showed that state to be higher energy than 



187 
 
 

aligning with the smaller period axis. As will be seen the next section, this discrepancy is 

likely due to the simulation post diameter being slightly larger than the experimental post 

diameter for these cases as reducing the diameter results in the undulated cylinder 

morphology. Whereas the simulation fixed the post diameter to a value            , 

experimental post diameters varied from        to       due to variance in EBL writing 

conditions and thus the interplay between post diameter and post pitch should be taken 

into account to fully understand what morphologies form at different conditions as was 

previously shown with the interpost spacing distance being a key variable in getting the 

hexagonal perforated lamellae morphology for a hexagonal array of posts60. The 2D 

simulations in this region did show undulated cylinders as in experiment, but as discussed 

before the effective volume fraction was smaller than the expected area fraction from 

experiment; thus the results having smaller line patterns from the lower effective area 

fraction was the most likely reason the undulated cylinders were the lower energy state in 

the model at those conditions and thus the post diameter might play an effect as that 

effective fraction increases. 

The other discrepancy occurred where mixed superstructure morphologies were 

observed experimentally as shown in Figure 5.25.e. Two reasons for not observing such 

states in the simulation are possible. Firstly only a single unit cell was modeled meaning for 

a given simulation only one confined morphological feature would be observed. The 

possibility exists that these mixed states are due to the energy between the two 

morphologies being approximately degenerate; such testing was performed in simulations 

using a double unit cell seeding one half with an ellipsoid and the other half a cylinder and 

observing the state was metastable at best corroborating such a possibility. For       and 

        , the superstructure simulation energy was only 0.034% higher than a pure 

cylinder state implying the energy difference between the states may be low enough for the 

states to coexist. The other possibility is that since the post lattice in experiment is finite, 

kinetic effects of how the features form may bias the formation of such superstructures. 

Thus these structures are not a true equilibrium morphology and thus not comparable with 

the model. The existence of such mixed state morphologies is of future work interest as 
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previous studies have required multiple steps to obtain such mixed morphologies197,198 as 

opposed to the single annealing step used in these experiments. 

 
Figure 5-25: SEM images of the different morphologies observed in the experiments as a 
function of Px and Py. a) Constrained cylinders. b) Commensurate undulated cylinders. c) 
Confined spheres. d) Confined ellipsoids. e) Mixed superstructures of ellipsoids and 
cylinders. f) PL1. g) PL2. h) Double cylinders mixed with PL2 (corresponds to simulation 
result at Px = Py = 2.29L0) i) Phase diagram with each data point corresponding to a sample 
where more than 70% of the observed templated region exhibited the corresponding 
morphology with the symbols in the inset legend57. 
 

Overall the general trends of where morphologies occurred as a function of post 

pitch agreed between experiments and SCFT simulations. The few discrepancies appear to 

mainly be due to post size effects interplaying with post period and optimization of 

effective    and   used for the appropriate solvent annealing conditions. The other 

possible sources of discrepancy come from metastable phases competing or kinetic effects 



189 
 
 

not captured in the model. In the next section, the effect of post height and diameter will be 

examined for three post spacing distance cases in the simulations.  

5.4.4 Simulation Results in 3D – Majority Block Preferential Posts – 
Post Height and Diameter Effects 
 

To explore the effects of post height and diameter on the microdomain morphology 

of rectangular post array templated BCPs, the same boundary conditions shown in Figure 

5.23 were used with two modifications. These modifications were allowing the post height 

      and post diameter       to vary. In the simulations that follow, the reduced post 

diameter          was varied from 0.125 to 0.875 and the reduced post height          

from 0.125 to 1.250. Two effective values of   were examined,        (
   

       

and effective N = 125 corresponding to an 11.7 kg/mol molecular weight for PS-PDMS 

based on known measurements of          at the time the simulations were 

performed118) and N = 14.0 (
   

       and N = 125). Without posts these conditions 

yielded a monolayer of cylinders. The volume fraction        was higher than the thin 

film cylinder study to ensure cylinder formation at       . The theoretical equilibrium 

periods in real units are         nm for        and         nm for       . The 

normalized post dimensions and cell size were based on        nm, the equilibrium 

period calculated at the ODT for      , and were the same for each simulation. Although 

having a fixed cell size simplifies comparison between the results, it does lead to a different 

effective strain as   varies which will change the commensurability conditions. The 

effective strain   
     

  
 is          for N = 14.0 (the negative sign indicating 

compression) which is modest, but for                  Experimentally, 

microdomain thin film arrays accommodate from 10-45% strain depending on the number 

of layers before commensurability is lost and changes in the number of layers occurs149,191. 

The posts themselves have a finite diameter which further reduces the interpost volume.  

Three fixed post spacing periods were used for these simulations with         , 

         and      , and             which in the previous sections with fixed post 

dimensions corresponded to spheres, cylinders, and the boundary between elllipsoids and 
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perforated lamellae PL1, respectively. The simulations varying the post dimensions 

generated a rich array of morphologies shown in Figure 5.26 including cylinders oriented 

along the nominally unstrained direction (CC), or the strained direction (EC), undulating 

(UC) cylinders, diagonally oriented cylinders (GC), perforated lamellae (PL), and spheres 

(S), which could be connected to a surface layer (SS).  CC describes cylinders oriented 

perpendicular to the    dimension of the unit cell, with period   . EC describes cylinders 

oriented perpendicular to the       dimension of the unit cell, with period      . Both CC 

and EC could exist in the             cell, but EC was not an option in the          cell. For 

GC, which only formed in the                cell, the period was       √           .  

The morphological phase diagrams as a function of          and          for 

        are shown in Figure 5.27 and for         are shown in Figure 5.28 each using 

the color coding from Figure 5.26. 

 
Figure 5-26: Representative morphologies observed in 3D SCFT simulations of cylindrical 
BCP thin films with confinement in a periodic rectangular array of posts with varying 
diameters and heights.  CC) Cylinders with period L0.  EC) Cylinders with period 1.5L0. UC) 
Undulated cylinders. GC) Diagonally oriented cylinders. S) Spheres. SS) Spheres connected 
to surface layer. PL) Perforated lamellae. SL) Surface layer only with no internal structure. 
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Figure 5-27: 3D SCFT simulation phase diagrams of morphologies observed vs. reduced 
post diameter Dpost/L0 and reduced post height hpost/L0 for a cylindrical BCP in a 
rectangular periodic post array with N = 14.0. a) Post periods Px by Py = L0 by L0. b) Post 
periods Px by Py =1.5L0 by L0. c) Post periods Px by Py =1.5L0 by 1.5L0. 
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Figure 5-28: 3D SCFT simulation phase diagrams of morphologies observed vs. reduced 
post diameter Dpost/L0 and reduced post height hpost/L0 for a cylindrical BCP in a 
rectangular periodic post array with N = 28.0. a) Post periods Px by Py = L0 by L0. b) Post 
periods Px by Py =1.5L0 by L0. c) Post periods Px by Py =1.5L0 by 1.5L0. 
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As can be seen in the phase diagrams, for      ,       and       , CC was 

observed for posts with                and              and SL for larger posts.  For 

the same unit cell with       , for                 CC was observed while for taller 

posts with                UC was observed.  For larger posts for       , either S or 

SS was observed.   

 For         ,       and       , CC was observed for posts with           

     and                , EC for posts with                       and     

              , and SL for larger posts.  For the same unit cell with       , for 

                and                , CC was observed.  For                and 

              , UC was observed. For larger posts for this  , EC was mostly observed 

with a few transition regions with PL and S for the tallest and widest posts. 

For the          by          case and       , GC were observed for posts 

with                and                 and EC for               and           

    and                 and              .  S was generally observed for the other 

larger posts.  For the same unit cell with       , for                 and 

               GC was observed and for larger posts PL were observed. 

As a general observation, when the posts were short they had little perturbing effect 

on the morphology and commensurate in plane cylinders were observed, CC or GC, having 

period    or 1.06  , respectively. As the post height and diameter increased the polymer 

was confined within the spaces between and above the posts. In the higher        

simulations, this reoriented the cylinders into the EC configuration, and eventually 

produced SL, surface layers with no internal structure, or spheres S for the largest cell.  The 

lower        simulations more commonly yielded non-bulk structures (PL, UC and S) 

and did not show SL morphologies. This is partly due to the lower interface energy which 

meant that additional interface area incurred a lower energy penalty.  

The results in the previous section had a fixed post diameter of 0.7   and fixed post 

height of 1.0   and showed spheres for the    by    case, constrained cylinders for the 

1.5   by    case, and perforated lamellae for the 1.5   by 1.5   case57. These same results 

were observed for the        case in these simulations at these post dimensions.  In the 
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previous study, the polymer modeled was effective χN = 30.0 with the larger effective 

molecular weight of       and had a slightly lower volume fraction f = 0.32, so a direct 

comparison cannot be made with these results alone, but the fact that the same results 

were observed here in the predicted regions for approximately half the effective    

demonstrates the results obey the same trends in the polymer phase space.  These results 

demonstrate that by starting from these points on the phase diagram, other morphologies 

can be reached by simply changing the post dimensions based on the trends of the 

confinement effects similar to how changing the post spacing itself allowed other 

morphologies to form. Thus the entire morphological parameter space is governed by a 

combination of these parameters and coupled together by interpost spacing distances. 

5.4.5 Simulation Results in 3D and Experimental Comparison – 
Minority Block Preferential Posts – Post Height Effects 

 
As the previous section showed, the height of the post is a key parameter in 

determining the morphology formed in a DSA BCP by arrays of posts. In the following 

simulation study, only the height of the post was changed to show that for a given desired 

commensurate morphology the range of post heights where that morphology forms needs 

to be determined for optimal production of that morphology. In the system studied here, 

the posts were made preferential to PDMS rather than PS to examine commensuration of 

cylinders going around the post template features56. The unit cells modeled are the same as 

shown in Figure 5.23 but with the brush layer constraint being that for PDMS attraction. 

The grid size was fixed as                               corresponding to 48 nm by 32 

nm by 40 nm thin film unit cell with a rectangular array of posts. (  )        ,       

statistical monomers, and        were chosen to model a 16 kg/mol cylinder forming PS-

PDMS under implicit solvent annealing conditions. The natural period of the polymer was 

      nm corresponding to 9 grid points in the simulation. Thus the film thickness is a 

little above 2   close to that required for a monolayer of features with PDMS wetting 

conditions on the top and bottom surface and corresponds to the swollen film thickness 

encountered during solvent annealing. Simulations were run from initial conditions until 

an equilibrium saddle point solution was obtained. 
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As shown in Figure 5.29, three different post heights corresponding to       

                were examined in the SCFT simulations. These correspond to 

experimental results performed by Jae-Byum Chang and Jeong Gon Son for the modeled 

BCP system shown in Figure 5.3056. For the                    case, a perforated 

lamellae like structure formed because of the periodic boundary conditions and the 

competition of orientation of the cylinders in either direction with such short posts. When 

compared with the experimental results, no long range ordered structure was observed 

experimentally since the short posts were unable to template cylinders into a preferentially 

commensurate direction and rather unoriented cylinders formed. This observation is 

analogous to the case of the honey comb structure observed in the 2D hexagonal array 

simulations were multiple commensurate directions resulted in a metastable composite 

structure49. 

For the                    case, cylinders that were commensurate with 

underlying lattice formed with bulges around the posts. This corresponded very well with 

the experimental observations where the same commensurate cylinders were observed 

experimentally. For the                   case, the posts were so tall that they simply 

had a layer of PDMS form around them and the cylinders between the posts formed 

confined undulating cylindrical structures analogous to those observed in the PS 

functionalized post case when the cylinders were confined between a commensurate and 

noncommensurate set of post periods. Similar observations were made experimentally. 

One other interesting feature the PDMS functionalized posts had over the PS functionalized 

posts was the effective diameter of the posts after etching increased in the PDMS case. For 

the taller posts, the layer of PDMS that surrounded the posts was not etched away as the PS 

that forms around the posts in the PS preferential case, thus the taller posts appear larger 

in the experimental SEMs than the shorter posts where the PDMS goes through the posts 

in-plane rather than over and around them out-of-plane as observed in the SCFT 

simulations. 
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Figure 5-29: SCFT simulation results from changing the height of the posts in a unit cell 
with PDMS preferential rectangular post array boundary conditions. Simulation 
parameters are (χN)eff = 14.0 and f = 0.33 for the 16 kg/mol PS-PDMS. (a-c) 2D cut-through 
view halfway up unit cell for (a) hpost = 12 nm. (b) hpost = 19 nm. (c) hpost = 27 nm. (d-f) View 
looking top-down without wetting surfaces of four unit cells (two by two) concatenated 
together for (d) hpost = 12 nm. (e) hpost = 19 nm. (f) hpost = 27 nm. (g-i) View looking from a 
side angle at a single unit cell for (g) hpost = 12 nm. (h) hpost = 19 nm. (i) hpost = 27 nm56. 
 

 
Figure 5-30: SEM images showing the oxidized PDMS microdomains that remained after 
reactive ion etching away any PDMS surface layer and all PS matrix after solvent annealing 
the samples templated with HSQ posts of various heights. Px = 48 nm and Py = 32 nm. 
Disconnections in the cylinders were due to the samples being over etched. From left to 
right: hpost = 12 nm, hpost = 19 nm, and hpost = 27 nm56. 
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5.4.6 Simulation Results in 3D – Majority Block Preferential Posts – 
Double Layers of Minority Features 

 
The effects of post height, diameter, and pitch on the morphology of DSA templated 

BCP thin films with monolayers of features were all examined in the previous sections. In 

this section, the principles learned in the previous studies are applied to thin films with 

double layers of features. In these systems, the post DSA effects are decoupled between the 

two layers such that the bottom layer of features is generally under confinement from the 

posts and the top layer is simply influenced by the very top features of the posts and get 

templated through commensuration effects. These decoupled effects lead to morphologies 

that have a mesh patterns when viewed top-down at the right commensurations58. 

Simulations for these double layer systems used the same unit cell boundary 

conditions as shown in Figure 5.23 used in the other rectangular post array studies. PS 

preferential posts were chosen to compare with experiments performed by Amir Tavakkoli 

K.G. with the assistance of Kevin Gotrik. Simulation parameters were chosen to model the 

implicit solvent annealing of a 45.5 kg/mol PS-PDMS cylinder forming BCP in a 5 to 1 

toluene to heptane atmosphere such that (  )         and       .  Since varying all 

possible combinations of post diameters, heights, post pitches, and film thicknesses is 

impractical, a set of simulations were performed to find the most optimal double layer film 

thickness, post diameter, and post height that resulted in a particular experimentally 

known morphology. These parameters were chosen to be fixed since the main parameter 

varied in the experiments was the post pitches    and   . Based on the experimental 

images, the posts had a diameter approximately       or      . The maximum height of 

the posts based on the initial HSQ film thickness was 38 nm or        (measured by 

ellipsometry) and decreased to 34 nm or        after exposure and salty development. 

These values give a good initial range to vary the post dimensions around to find the 

optimal simulation parameters for best quantitative comparison of the morphologies 

observed in the simulation with experiment. 

 The experimental morphology to be matched is shown in Figure 5.31 and occurred 

when    was less than        and          . In the simulations,    was set to        and 
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   was set to       .       was varied from        to        (thus including the observed 

experimental diameter of      ) and       was varied from        to        (thus including 

the observed experimental height of       ) in the simulations. Two film thicknesses were 

chosen based on the experimentally measured swollen film thickness of         

(measured by UV-Vis spectral reflectometery) and the predicted commensuration of a 

double layer features plus the top and bottom wetting layers giving         . For the 

         case, the       range examined was increased to        to        since the 

thicker films were expected to require taller posts to get the mesh structure. By simulating 

saddle point solutions over this range of parameters, the top-down morphology was 

compared with what is expected to be observed for the mesh grid structure and the 

matching morphology with the smallest       and       closest to the experimental values 

were chosen to perform further simulations varying    and   . The results of these 

simulations are shown in phase diagrams in Figure 5.32 for          and Figure 5.33 for 

        . From these results, the best set of parameters that yielded the mesh structure 

were         ,             , and              so these values were used for further 

simulations with    and    being varied. 

 
Figure 5-31: Mesh grid morphology observed in experiments with Px = 1.71L0 and Py = 
1.00L0. Whiter areas are HSQ posts and light grey areas oxidized PDMS cylinders58.  
 

Based on these results, there were multiple combinations of post height, diameter, 

and film thickness that gave the mesh grid structure. As will be discussed later in Chapter 7 

with direct experimental work comparison, assumptions about the thickness and surface 

preferentiality may not be exactly correct, and thus even more combinations of these 
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parameters are expected to produce the mesh grid structure. However, the results found 

using the conditions chosen based on the smallest       and       conditions show general 

trend agreement with morphologies observed experimentally and thus overall give good 

correspondence in understanding why the different morphology combinations form at 

different commensurations of the posts. Some of these observed structures may 

additionally be metastable as will be examined later in terms of connections between 

layers. Additionally at these high swollen film thicknesses, implicit solvent annealing 

modeling may begin to break down at the high concentrations of solvent vapor 

incorporated thus future studies should likely try to account for such effects. Even with 

these caveats, the results do appear to agree with the general trends in morphological 

phase behavior observed experimentally as will be discussed in the next section. 

 
Figure 5-32: Simulation results for a thickness of t = 2.50L0 with fixed Px = 1.71L0 and Py = 
1.00L0 varying Dpost and hpost. In each result box, the left image is a side angle view of the 3D 
PDMS density isosurfaces (green for ϕ = 0.5 and red for ϕ = 0.7) with posts colored purple 
and the right image is a top-down cut through surface view. Different morphology types 
observed are color coded based on the top-down view as follows: (light blue) Perforated 
lamellae over confined cylinders. (crimson red) Hexagonal close-packed cylinders. (grey) 
Hexagonal close-packed cylinders with connection defect. (dark purple) Parallel top and 
bottom commensurate cylindrical type structure with possible defects. (yellow) Inverted 
mesh grid structure. (pink) Almost a mesh grid structure with bottom feature being 
perforated lamellae. (black) Monolayer defective cylinder structure58. 
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Figure 5-33: Simulation results for a thickness of t = 3.00L0 with fixed Px = 1.71L0 and Py = 
1.00L0 varying Dpost and hpost. In each result box, the left image is a side angle view of the 3D 
PDMS density isosurfaces (green for ϕ = 0.5 and red for ϕ = 0.7) with posts colored purple 
and the right image is a top-down cut through surface view. Different morphology types 
observed are color coded based on the top-down view as follows: (light blue) Perforated 
lamellae over confined cylinders. (crimson red) Hexagonal close-packed cylinders. (light 
grey) Diagonal cylinders over perforated lamellae. (beige) Hexagonal close-packed 
cylinders with connection defect. (dark purple) Parallel top and bottom commensurate 
cylindrical type structure with possible defects. (pink) Mesh grid structure as observed 
from top-down view. (cream) Overlapping confined cylinders in both layers. (old gold) 
Connected sphere over confined cylinder58.  
 

Having determined an optimal film thickness and post parameters,         , 

            , and             , simulations were performed varying    and   . Since 

these 3D simulation cells were very large, computation time was on the order of a couple of 

weeks to reach saddle point solutions. Thus only a focused set of simulations was 

performed for the case of       with    being varied from    to        and a range of 

simulations with       were performed varying value from        up to       . The key 

morphologies observed are shown in Figure 5.34. These morphologies that agreed with the 

trends of the experimental parameters included hexagonally close-packed double layer 

cylinders when    was commensurate with     as shown in Figure 5.34.a. Mesh grid 

structures with one confined cylinder and two confined cylinders were seen at conditions 



201 
 
 

with       and        and        respectively as shown in Figure 5.34.b and Figure 

5.34.c respectively. These mesh grid structures were also observed for certain boundary 

conditions for BCPs confined between two flat walls with strongly preferential to one block 

surface boundary conditions in simulations, though not as controllable in terms of 

directionallity152. Diagonal cylinders over spheres were predicted at square lattice 

conditions with       √    as shown in Figure 5.34.d and diagonal cylinders over 

perforated lamellae PL1 for square lattice conditions with       √   .  

The simulation results using initially random field conditions usually resulted in 

mesh grid structures where the top and bottom features had a connection. There was some 

experimental evidence to suggest the top and bottom layers might be connected, but the 

possibility these connections are merely metastable defects also exists. To test this 

possibility, a simulation for the case of           and           were seeded with a set 

of fields representing a mesh grid structure without a connection. As shown in Figure 5.35, 

once the system reached a saddle point solution that still had no connections, the energy of 

the system was degenerate with that of the system with a connection. The energy 

difference between the two states is quite small, being within 0.15% of each other. This 

implies such connections are real potential energetically favorable defects in the system 

and thus should be considered when preparing samples for post processing applications 

such as pattern transfer. This connection issue will be examined further in Chapter 7 in 

terms of direct experimental measurement work. 

 
Figure 5-34: Key simulation results that were observed experimentally at different Px and 
Py values with side view on top and top-down cut through surface view on bottom. Colored 
symbols correspond to symbols in experimental phase diagram in Figure 5.36. a) 
Hexagonal close-packed cylinders commensurate with Px direction. b) Mesh grid structure. 
c) Double bottom confined cylinder mesh grid structure. d) Diagonal cylinders over a 
sphere. e) Diagonal cylinders over perforated lamellae PL158. 
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Figure 5-35: Plot of the normalized free energy Hamiltonian H/kTρ0Rg3 (where k is 
Boltzmann’s constant, T is the temperature, ρ0 is the monomer density, and Rg is the radius 
of gyration) as a function of number of simulation iterations. Energy levels of the 
simulation reached a saddle point solution around 200,000 iterations. Px = 1.71L0 and Py = 
1.00L0. Inset: Density fields isosurfaces 3D side views at 300,000 iterations are shown for 
the seeded mesh grid without a connection (energy curve in blue) on top and mesh grid 
structure with connection (energy curve in black) on bottom. The two structures energy 
levels are degenerate within the error of the simulation implying they are both potential 
equilibrium solutions to the SCFT saddle point condition58.  
 

5.4.7 Experimental Results and Comparison – Majority Block 
Preferential Posts – Double Layers of Minority Features 
 

In the double layer rectangular post layer experiments done by Amir Tavakkoli K.G. 

and Kevin Gotrik,    and    were varied over a range of values from       up to almost 

       (corresponding to       to almost       ). Various morphologies with different 

combinations of top and bottom layer structures were observed as a function of    and    
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depending upon various commensuration effects and SEM images of the etched 

morphologies are shown in Figure 5.36 along with a phase diagram of where the structures 

were observed experimentally. In the simulation parameters explored, the    

commensurate hexagonally close-packed double layer of cylinders in Figure 5.36.A, mesh 

grid structure in Figure 5.36.C, double bottom confined cylinder mesh grid structure in 

Figure 5.36.E, diagonal cylinders over spheres in Figure 5.36.H, and diagonal cylinders over 

perforated lamellae in Figure 5.36.I were all observed in the same commensurate regions 

in the simulation as experiment. Other structures observed in the experiment were not 

observed in simulation because the simulations were limited in the range of    and    

explored due to computation time constraints. Additionally, simulations did not show 

superstructure results since only single unit cells were considered and as previously 

discussed for monolayer simulations these structures are either a combination of 

metastable phases near phase transition boundaries or have kinetically trapped structures 

not accounted for in the model.  

The phase diagram of all experimentally observed structures shown in Figure 5.36.L 

has all the different observed states plotted as an appropriate colored symbol from Figures 

5.36.A through 5.36.I in the    and    phase space. The colored bands in the phase diagram 

represent commensuration regions with different directions ( ,  , or diagonal directions) 

with a band of     strain. The strain amount of 9% was chosen based on other 

experimental evidence suggesting BCPs being able to accommodate strain from 

topographical features up to these amounts6,17,149,191. The transitions between different 

morphologies appear to correspond well with these different bands implying that the 

morphologies observed are mainly influenced by commensuration effects in the two layers. 
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Figure 5-36: Experimental results for double layer structures templated by a rectangular 
post array lattice with various Px and Py dimensions. Left are SEM images of various 
structures observed at different Px and Py values. White structures are HSQ posts and grey 
structures are oxidized PDMS features. Middle is a legend for the commensuration bands 
and randomly oriented observed cylinders in the phase diagram on the right. A) Parallel to 
y-direction commensurate with Px cylinders. B) Cylinders commensurate in diagonal 
directions in both layers. C) Mesh grid structure with one bottom layer confined cylinder. 
D) Diagonal top layer mesh grid structure with one bottom layer confined cylinder. E) Mesh 
grid structure with two bottom layer confined cylinders. F) Diagonal top layer mesh grid 
structure with two bottom layer confined cylinders. G) Diagonal top layer cylinders over 
ellipsoids. H) Diagonal top layer cylinders over spheres. I) Diagonal top layer cylinders over 
perforated lamellae. J) Superstructure combination of diagonal top layer cylinders over 
ellipsoids or two confined cylinders. K) Superstructure of perforated lamellae or parallel to 
y-direction commensurate with Px cylinders. L) Phase diagram of where structures in (A-I) 
occurred with corresponding symbols from (A-I) as well as randomly oriented cylinder 
structures denoted by black dots58. 
 

5.5 Line Doubling Studies 
 

In the previous sections, the ability of HSQ post templates to double the number of areal 

features when used to perform BCP DSA was demonstrated for hexagonal arrays of posts 

templating spheres where commensurate post lattices allowed for the increase in number 

of dots in a top-down dot pattern of templated spheres and similarly for spheres and 
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cylinders templated by square symmetry arrays of posts49,57. In a similar manner, by 

patterning lines of HSQ rather than posts and increasing the distance between these line 

patterns, BCPs can be templated by such line patterns resulting in a doubling of the density 

of features or higher multiplying for large enough distances. Simulation results for such 

systems will be examined in this section with some experimental comparison. 

5.5.1 Simulation Results 
 
To study the effects of HSQ lines templating BCP cylinders, a simulation unit cell was used 

as shown in Figure 5.37. In the simulations, the top air interface was made to model a 

PDMS selective wetting air interface condition, the brush layer was modeled with a PS 

preferential field, and the substrate and template was modeled with large pressure field 

constraints. The numerical values of these field constraints are all the same as used in the 

HSQ post simulations. In all simulations, implicit solvent annealing conditions with an 

effective         and        were used to model conditions of a 5 to 1 toluene to 

heptane vapor atmosphere of a 45.5 kg/mol cylinder forming PS-PDMS BCP. Simulations 

were performed on 3D grids with                                                 

corresponding to                                                                     . 

The height of the template was   . For the initial set of simulations, defects in the 

  direction were undesirable since only doubling of cylindrical features were of interest 

initially and having large    dimensions would lead to potential periodic defects in that 

direction. Such defects are important in transition regions and are studied separately using 

a larger commensurate      . These initial simulations were all started from random 

initial field conditions. 
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Figure 5-37: 3D unit cell schematic used in simulations. Purple area is where the fields are 
constrained to prevent the polymer density from evolving to model the HSQ line templates 
and bottom substrate. Dark blue area is where the fields are constrained to be attractive to 
the majority block (PS) and repulsive to the minority block (PDMS) to model the PS brush 
layers used in experiment. Light blue area where the fields are constrained to be attractive 
to the minority block (PDMS) to model the air interface wetting behavior of the PDMS 
observed in experiment. Boundary conditions are periodic in the Lx and Ly directions. Lx  
was varied from 0.43L0 up to 2.29L0 in the simulations and t was kept constant at a film 
thickness of 1.5L0. 
 
 The results of the simulations spanning the    range of 0.43   to 2.29   are shown 

in Figure 5.38. Three distinct dominant morphological regions are observed. Besides the 

one data point at           where only the surface PDMS layer formed and there was no 

internal cylinder morphology between the template, either a single cylinder, a cylinder 

under larger in-plane tension in the    direction, or two cylinders formed as       was 

increased. These distinct regions correspond to       ranges of [         ], [         ], and 

[         ], respectively. To better gauge the transition between a single cylinder and two 

cylinders, simulations were performed for                    with an increased       

(28 grid points) and were seeded with a single cylinder structure with a hole defect. After 

the simulation reached a saddle point solution, the morphologies observed in Figure 5.39 

were observed where the hole annealed in the            case but did not in the others. 
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Figure 5-38: 3D SCFT simulations of fPDMS = 0.33 and N = 30.0 cylindrical forming PS-PDMS 
polymer between line templates of varying width Lx and height L0. Green area is the ϕ = 0.5 
and red area the ϕ = 0.7 normalized PDMS density surfaces. Purple area is substrate and 
template. As Lx/L0 is increased from 0.43 to 2.29, the simulations show a transition from no 
cylinders present (0.43) to a single cylinder present (0.50 to 1.00) to strained cylinders in 
the Lx direction (1.14 to 1.64) to two cylinders forming (1.71 to 2.29). 
 

 
Figure 5-39: Top-down view of 3D SCFT simulations of fPDMS = 0.33 and N = 30.0 
cylindrical forming PS-PDMS polymer between line templates of varying normalized width 
Lx/L0 1.50 to 1.71 for the one and two cylinders transition region observed in experiment.  
Simulations were seeded with cylinders with a hole defect to see how hole defect size 
changes with increasing line width. For Lx/L0 = 1.50 the hole annealed out of the structure 
to form a single strained cylinder and for other simulations the hole increased in size with 
increasing line width. 
 
 Based on the results of these simulations, there is a clear transition region where 

one and two cylinders are metastable based on the seeded hole size growing as       

increased. To better gauge this transition region, the engineering strain in the    direction 
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was calculated as           by taking the measured    direction cylinder diameter      

relative to the equilibrium cylinder diameter   .    was measured as 14 grid points or 

     . A plot of these strain calculations with SCFT measurement error of 1 grid point or 

      is shown in Figure 5.40 as a function of      .  

A couple of calculation anomalies in the compressive region for one cylinder need to 

be pointed out. For the           point, there was no cylinder between the posts, so 

        meaning the strain is    by virtue of the absence of a cylinder. For some of the 

other supposedly compressed cylinders, the cylinders themselves are completely circular 

with no apparent compression in the thickness direction more so implying they simply 

have less total PDMS rather than really being under compression, so these compression 

values are more of an artifact of the cylinders simply being overall smaller than the 

equilibrium cylinder size. For the cylinders under tension, they definitely do stretch in the 

   direction resulting in an ellipsoidal cross-section behavior as observed in Figure 5.38.  

At high enough strain, the cylinders become metastable between two split cylinders 

and a single strained cylinder. Based on the strain values themselves, the split cylinders 

appear to be more energetically favorable, but this observation does not take into account 

surface energy and thus the reason for the observed coexistence of these phases is better 

understood from the transition SCFT simulations from Figure 5.39. Once the region with 

two cylinders is reached, the maximum strain the cylinders have is reduced dramatically 

since the two cylinders share the overall strain from the template. One would expect these 

trends to continue at higher commensurations assuming the correlation length for parallel 

cylinder formation remains less than   . Similar strain profiles have been observed in 

confined lamellae systems with the single feature accommodating the most strain and a 

drop occurring for higher numbers of features149,191. Based on these results, design of a 

given density multiplication pattern is possible by simply controlling the width of the HSQ 

pattern and the distance between HSQ lines such that the HSQ line width and BCP line 

pattern width can be controlled independently. In the next section, these results will be 

compared with some experimental results using such HSQ lines. 
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Figure 5-40: Engineering strain in the Lx direction of the cylinders versus the normalized 
template line width Lx/L0 based on SCFT simulations cylinder diameters. The cylinders can 
strain up to Lx/L0 ≅ 1.5 before a single cylinder becomes too energetically unfavorable and 
a transition region is observed for Lx/L0 ≅ 1.57 to 1.71 where a single strained and two 
slightly compressed cylinders are metastable. For Lx/L0 ≅ 1.79 to 2.29 double cylinders 
with low strain are observed. 
 

5.5.2 Experimental Results and Comparison 
 

Experiments were performed by Amir Tavakkoli K.G. and Kevin Gotrik where HSQ 

line patterns with varying line spacing distance    between the lines were used to control 

the line width of the patterned PDMS cylinder between the HSQ. Three different line 

spacing distances                          were patterned with HSQ and are shown 

with oxidized PDMS cylinders from BCP DSA in Figure 5.41. These values correspond to 

normalized       values of 0.74, 1.05, and 0.95 respectively with corresponding 

engineering strain values of                    . The first two values are relatively close 

to the predicted values from the SCFT calculations. The third value is way off from the 

predicted value suggesting the BCP is in tension with positive strain in a region where 
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negative strain was observed in the simulations. The likely reason for this discrepancy is 

that the experimental lines have varying thickness that couples with the height of the 

template. The simulations always assumed a height tall enough that the cylinders were 

essentially confined from each other. If the height is lower in the experiment, then 

cylinders between neighboring lines may perturb each other and increase in diameter. 

Since the lines in Figure 5.41.c are thinner than in Figure 5.41.b, they are likely shorter as 

well and thus not fully confining the neighboring cylinders. 

 
Figure 5-41: SEM images of experimental results using HSQ lines to pattern PDMS cylinders 
from a PS-PDMS BCP. White area is HSQ and grey area is oxidized after etching PDMS 
cylinders. Three different post spacing distances Lx are shown with a) Lx = 28 nm. b) Lx = 40 
nm. c) Lx = 36 nm. Yellow lines mark the total period of HSQ lines or PDMS lines in c), white 
lines mark the width of PDMS cylinders, and red lines mark the post spacing distances Lx. 
The HSQ lines in c) are not as thick as in b) which is likely the cause of discrepancies 
between the measured engineering strain values with simulation calculated strains. 
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 As the line spacing distance    was increased in the experiments, a transition to two 

cylinders between a single set of HSQ lines was observed. This transition is demonstrated 

in Figure 5.42. The same transition profiles were observed in the simulations by seeding 

holes in the high strain region for single cylinders as shown previously in Figure 5.39. The 

line spacing distances here in the experiment are slightly lower than those observed in the 

simulation. However, as discussed previously the line height in the experiments may be 

less than    implying the cylinders are not completely confined as they are in the 

simulations leading to interactions between neighboring cylinders and thus reducing the 

maximum strain the cylinders can accommodate before transitioning to two cylinders. 

Despite quantitative differences, the simulation trends agree well with the experiments.  
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Figure 5-42: Experimental results with SEM images showing the effect of increasing the 
line spacing distance Lx above a critical value such that instead of having a single confined 
cylinder between two lines of HSQ as in (a), a transitional structure with holes was 
observed at intermediate Lx as in (b), and at large enough Lx double layers of cylinders 
began to form as in (c). Yellow numbers are the HSQ periods and white numbers are the 
PDMS diameters. 
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5.6 Confinement Studies 
 

The effect of a confining geometry is one of most well studied cases of BCP DSA. There have 

been numerous studies of BCPs confined to cylindrical pores, spherical pores, and between 

parallel plates67,91,134–140,142,152,159,165,199. Here several simulation studies are presented with 

circular and square holes functionalized to be preferential to one block. Additionally, notch 

type defects are added to the confinement shapes to influence the chirality and 

directionality of spiral type features inside the holes. These studies simply serve to 

demonstrate that under highly confined conditions BCP DSA can lead to very reproducible 

structures that are nontrivial to produce with nondirect writing methods. 

 

5.6.1 Simulation Results in 2D 
 
Schematic diagrams of the unit cells used in 2D hole confinement simulations are shown in 

Figure 5.43. Both circular and square confining holes were considered in various sets of 

simulations. External field constraints kept polymer volume from evolving in the outside 

regions that dictated the confining DSA shape similar to other topographic boundary 

conditions presented. Around the edge of these shapes an exchange field constraint 

dictated whether the hole surface was neutral     or preferential to a block      . 

The total number of grid points were held constant at 64 by 64 and commensuration 

effects were modeled by changing the circle hole diameter parameter   or square hole side 

length   in terms of the natural period   . Ranges      examined were from 0.4 up to 8.7. 

Simulation parameters were generally       (target 2D line patterns) with effective 

            unless otherwise noted to model approximate implicit solvent annealing 

conditions of cylinder forming PS-PDMS. 
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Figure 5-43: Schematic boundary conditions used for circular (left) and square (right) hole 
confinement simulations. Grey area was topographical constraints to the pressure fields to 
keep polymer density from evolving, red area is brush layer surface attraction modification 
through chemical potential field constraints, and teal area is free of field constraints where 
the BCP evolved unconstrained locally. 
 
 A set of simulations was performed varying      from 0.4 to 8.7 for a PDMS 

preferential circular hole as shown in Figure 5.44. Similar experimental studies had been 

performed previously200. As      increased, transitions between no internal morphology, a 

PDMS wetting ring, a PDMS dot, a PDMS ring within the wetting ring, a PDMS dot within a 

ring within the wetting ring, and so forth were observed. These various morphology states 

are color coded in Figure 5.44 depending on the number of internal features plus wetting 

layer. The main effect causing these transitions with increasing      was the 

commensuration of the number of PDMS features with the size of the circular hole plus the 

circular geometry forcing the lines to curve.  

To gain a more detailed understanding of these transitions, free energy curves were 

calculated as a function of      by taking all nine distinct morphologies observed over the 

range, performing SCFT calculations seeding and holding the density fields constants to get 

the corresponding chemical potential fields, and calculating the corresponding free energy. 

These calculations do not represent saddle point solutions necessarily since the density 

fields are fixed and not allowed to evolve but instead let the full free energy space be 



215 
 
 

explored. The free energy curves generated from these calculations are shown in Figure 

5.45. As      increases, the curve with the lowest free energy transitions between the 

corresponding observed morphologies as expected from the original SCFT calculations, 

thus giving credence to the explanation that the structures are commensurate at different 

equilibrium spacing distances where each free energy curve has a local minimum. 

 
Figure 5-44: Various PS-PDMS circularly confined line morphology results under PDMS 
ring preferential boundary conditions. Going from the upper left corner to the right and 
then down rows, d/L0 varies from 0.4 to 8.7. Nine different commensurate alternating ring 
and ring surrounding dot structures (color coded for clarity and to correspond to Figure 
5.45 energy curves) are observed as d/L0 increases. 
 
 Simulations with square symmetry holes with PDMS preferential walls were 

performed for a similar range of      starting from 0.4 and going up to 8.7. The volume 

fraction here was raised to        to try to correspond better with experimental results 

perfomed by Hong Kyoon Choi. The square hole simulations were more prone to defective 

structures likely due to higher strain penalties in the sharp corner of the simulation cells. 
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Key structures observed consistently without defect are shown in Figure 5.46. These agree 

well with experimental observations at similar commensurations. 

 
Figure 5-45: Normalized free energy curves H/kTρ0Rg3 for nine different ring and ring 
around dot alternating structures plotted as a function of d/L0. The Δ symbol signifies these 
energy values are the difference from a purely disordered state. Calculations of the curves 
were done seeding the simulations with the nine structures from the first set of simulations 
and holding the density fields constant to obtain the corresponding chemical potential 
fields needed to calculate the free energy Hamiltonian. Curves are color coded to match the 
color code of the morphologies in Figure 5.44. 
 

To demonstrate the controllability of spiral chirality and direction in circular holes 

of the PDMS lines confined by the holes, two unit cells with notch templates of different size 

were examined as shown in Figure 5.47. These notch templates were chosen to be of a right 

triangular shape to induce the nucleation of a line pattern of the corresponding surface 

wetting condition and then curve back around in the hole due to the circular boundary 

conditions. The results at commensurate      spacing distances for both notch sizes are 

shown in Figure 5.48. For the smaller notch, the ring patterns were not induced to nucleate 
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until very larger commensurations of           whereas the larger notch enabled the 

formation of a spiral pattern for commensurations as low as          . These results 

demonstrate the ability of pattern chirality control by adding a simple extra topographical 

feature and experimental verification has recently been performed showing the notches do 

indeed lead to the chiral spirals. The next section will examine 3D hole thickness effects as 

a final variable for hole confinement effects. 

 
Figure 5-46: Seven different morphologies observed in simulations of PDMS preferential 
wall square hole confinement simulations. Top number is the side wall length and bottom 
number is the diagonal length. The square symmetry thus has a richer range of 
commensuration values with these two different directions, but this can simply lead to 
more defective structures due to higher strains in the different directions. 
 

 
Figure 5-47: Schematics of unit cells with notch templates added to induce chirality and 
direction of ring patterns in circular hole confinement templates. Left: Full unit cells. Right: 
Close-up of notches with dimension details of the notch (base width b and height h) in 
terms of the hole diameter d. Top: Shorter notch template. Bottom: Larger notch template. 
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Figure 5-48: Five different morphologies observed in simulations of PDMS preferential wall 
circular hole confinement simulations with notch template to induce a spiral pattern with a 
particular chirality. Top row of results had a smaller height notch that simply compressed 
the ring and dot structures for low commensurations but did induce a spiral structure with 
a right-handed chirality for a commensuration of d/L0 = 6.00. Bottom row of results had a 
larger height notch that induced a right-handed chirality spiral structure for 
commensurations as low as d/L0 = 3.00. 
 

5.6.2 Simulation Results in 3D 
 
Simulations were performed with circular boundary conditions in 3D with a thickness of 

    by extending the 64 by 64 unit cell with       grid points and setting the thickness 

constant. The main point of the simulations were to see if independent layers of features 

would form or if there would be potential connections between layers of features. 

Diameters      from     to 3.9 were explored at the specified simulation conditions as 

shown in Figure 5.49 and 4.0 to 6.6 were explored at the specified simulation conditions as 

shown in Figure 5.50. Similar trends seen in the 2D simulations were observed with 

alternating ring and dot surrounded by ring structures seen in the top-down cut through 

views of the results. However, the morphologies in the thickness direction did indeed 

produce connections due to the thickness not being between commensurations due to the 

neutral top boundary conditions with PDMS preferential bottom conditions. The curved 

perforated lamellae structure as shown in the zoomed image in Figure 5.51 is likely 
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stabilized due to the compressive strain of the incommensurate thickness since the 

boundary conditions would correspond to 3.5 layers of features. The space for these 

confined structures is very large with just changing the diameter of the features and 

thickness, thus there is plenty of opportunity in future studies to find optimal conditions 

for different desired confined features. 

 
Figure 5-49: 3D simulation results of a 4L0 thick hole of a cylindrically confined cylinder 
forming PS-PDMS with neutral top surface conditions and PDMS preferential surface 
conditions on the rest of the surfaces. From upper left corner to right and then down 
results are shown from d/L0 = 1.2 to 3.9. Left images are 3D side view with boundary 
conditions cut away and right images are top-down cut through views. General trends are 
for more concentric features to form as d/L0 increases to different commensurations. 
Simulation parameters are χN = 18 and f = 0.36. Plots are of ϕ = 0.5 isosurfaces. Color 
coding is analogous to 2D results in Figure 5.44 only considering the top-down morphology 
appearance. Interestingly the preferential layer only phase (teal) in 3D occurs between a 
single sphere (red) and ring (green), possibly due to the bottom wetting layer (not shown). 
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Figure 5-50: 3D simulation results of a 4L0 thick hole of a cylindrically confined cylinder 
forming PS-PDMS with neutral top surface conditions and PDMS preferential surface 
conditions on the rest of the surfaces. From upper left corner to right and then down 
results are shown from d/L0 = 4.0 to 6.6. Left images are 3D side view with boundary 
conditions cut away and right images are top-down cut through views. General trends are 
for more concentric features to form as d/L0 increases to different commensurations. 
Simulation parameters are χN = 18 and f = 0.36. Plots are of ϕ = 0.5 isosurfaces. Color 
coding is analogous to 2D results in Figure 5.44 only considering the top-down morphology 
appearance. The phase at the highest diameters (grey) was not observed in 2D simulations 
in terms of top-down views of 3D results where the ring in the center started having 
interconnections like confined perforated lamellae rings. Also, the double ring with single 
sphere phase (pink) had defects in different layers sometimes with the internal ring 
sometimes connecting to the internal sphere or cylinder going through the rings. 
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Figure 5-51: 3D simulation result for d/L0 = 5.7 of a 4L0 thick hole of a cylindrically 
confined cylinder forming PS-PDMS with neutral top surface conditions and PDMS 
preferential surface conditions on the rest of the surfaces. Left image is 3D side view with 
boundary conditions cut away and right image is a top-down cut through view. A 
perforated lamellae structure formed in the thickness direction in the outer most ring due 
to the thickness being commensurate with 3.5 layers of cylinders thus confining the ring to 
the metastable perforated lamellae structure. Inner most single dot feature is a cylinder 
that goes through all rings, although in other cases it is made of separated spheres. 
Simulation parameters are listed inset in the figure. Plots are of ϕ = 0.5 isosurfaces.  
 

5.7 Summary 
 

As demonstrated by the wide variety of morphologies with long correlation lengths, DSA is 

a powerful tool in locally controlling BCP self-assembly. Templates can be formed from BCP 

patterns themselves as evidenced by the hierarchical templating, directly written using 

EBL into arrays of post features, lines, or confining holes, and eventually removed during 

etching by using the proper resist. As long as the size of the template is controllable to be 

on the order of magnitude of the BCP, the templates can integrate into the BCP 

morphologies and allow the formation of an almost limitless array of patterns.  

Still, all the work presented in this chapter was limited to periodic patterns except in 

the case of locally confined structures. In general these boundary conditions can be made 

as complex as the coarse graining of the simulations and imagination of the engineers and 

scientist making the DSA templates allow. The notch being added to the confined hole 

features is one such example of an extended possibility with the design of DSA templates in 

the simulations. Posts of a multitude of shapes and sizes can all theoretically be examined, 
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though physically fabricating all such patterns is limited by lithography direct writing 

resolution limits. As long as the structures formed are due to commensuration effects and 

are equilibrium structures, the methods presented in this chapter can examine how to form 

such structures reproducibly. If kinetic pathways play a role in the structures formed, 

future dynamical simulation methods will need to be applied to such systems. 

In the cases of periodic templates, the confinement limits the patterns to be local 

features repeated over the sample with a given periodicity. In the next chapter, inverse 

design principles and algorithms will be presented that allow the local effects of 

confinement to be combined with the periodic nature of post templating methods to 

produce locally arbitrarily complex patterns that are in principle concatenable. All the 

principles of commensuration with topographical features will remain important for this 

work, but by increasing the degrees of freedom in terms of post location while constraining 

how SCFT simulations are performed, a different paradigm of approaching BCP DSA is 

achieved where fewer simulations need to be performed in order to find the conditions 

necessary for a given target structure density profile.  
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Chapter 6 
 
Inverse Design Simulations for Directed 
Self-Assembly 
 
6.1 Introduction 

 
For the cases of BCP directed self-assembly (DSA) presented in the previous 

chapter, structures that were obtained were generally periodic in nature and required 

either an experiment or simulation to determine the morphology the BCP would self-

assemble into at a given set of topographical conditions. For periodic patterns this  

“forward” approach is fine as the underlying pattern and template generally have similar 

symmetry and thus optimization of the DSA template amounts to finding the proper 

commensuration conditions. For more complex patterns needed in integrated circuit (IC) 

technologies where local bends, junctions, and terminations are required in the pattern6,17, 

the complexity of the DSA template required to template the BCP to form such structures 

precisely becomes complex as well1. In such systems, simply varying post pitch distances 

and post size is no longer straight forward since each local feature requires a special 

arrangement of the template to ensure reproducibility and this arrangement changes 

depending upon the neighboring features that themselves have special templating 

requirements. Thus the problem of identifying the required DSA template for a given target 

structure cannot simply be done through screening many potential forward simulations 

but requires a more focused approach. 

In this chapter, two distinct approaches to this problem of inverse template design 

will be explored. In the first method, a simple template type is chosen as a basis for DSA 

that can have individual features changed locally201. By then constraining the system to 

where these local features can be changed, design rules for the various features of 

terminations, bends, and junctions are developed using a tile based system. Effects of 
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neighboring tiles affecting the formation of key features are analyzed through 

reproducibility statistics and free energy analysis in simulations. These design rules show 

good promise for making simple IC patterns, but further optimization of the design rules is 

necessary for the method to be generally applicable. 

The second method uses an optimization algorithm that takes in a target structure 

and outputs a potential DSA template solution to obtain the structure based on input 

constraints that solution should satisfy50. This inverse design algorithm uses the 

established methods of SCFT as the basis for optimizing and verifying the template 

solutions. Energy minimization and target structure fidelity functions are used as 

optimization criterion in the simulations to guide the algorithm with a Monte Carlo (MC) 

like process. Since there are multiple solutions that satisfy the necessary criterion for the 

target structure, a single solution may not be the best solution for all criteria that can be 

optimized so simulations are run multiple times with different initial post configurations to 

account for degenerate energy solutions. By optimizing all these parameters that describe 

what the final templated solution should satisfy, other simulation parameters such as 

volume fraction,   , post size, and number of post template features can be optimized as 

well to find the best solution template that yields the target structure reproducibly51. 

General design rule principles can be derived from the solution templates as well besides 

just using the algorithm itself to design template features for an arbitrary pattern. An 

overview comparison between an inverse design approach and forward direct method for 

DSA is shown in Figure 6.1. 

Both the design rule approach and inverse design algorithm approach is verified 

experimentally using PS-PDMS cylinder forming BCPs with PDMS functionalized HSQ posts. 

The experimental verification shows the methods indeed allow for the production of 

complex IC patterns and as long as the simulation method parameters or design rules are 

optimized the methods allow for very precise control of local features in BCP DSA. In this 

chapter, the design rule approach will be examined first for a system using square arrays of 

PDMS functionalized HSQ posts and their reproducibility be examined in terms of free 

energy SCFT simulations. Next the inverse design algorithm will be presented in terms of 

how the algorithm works with various nuances of the implementation in the context of 
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SCFT simulations. Results for different target structures using the inverse design algorithm 

will be presented and compared with experimental verification as appropriate. Finally, 

future algorithm modifications will be discussed to make the algorithm faster, optimize 

more parameters per simulation, and yield target structures with higher reproducibility. 

 
Figure 6-1: Comparison of forward direct method of DSA (left) with inverse design method 
(right). In the direct method, a template with a set of features is fabricated first 
experimentally or as boundary conditions for a simulation. The experiment or simulation is 
performed and the resulting morphology observed and characterized to gain insight into 
how the structures formed. In the inverse method, the desired structure is created using 
density fields in the context of the SCFT framework. This structure is then used in the 
inverse optimization algorithm to find a solution of template feature positions that 
represent the necessary template to produce the desired structure. Design rules can be 
extracted from either method50. 
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6.2 Design Rule Approach 
 

In order to use DSA of BCPs to produce arbitrarily complex patterns needed for IC 

applications, the template needs to be designed in a way that is simple compared to the 

final complex pattern and yet contain all the key information necessary for the BCP to 

assemble into a complex pattern without being a direct copy of the final pattern. In the 

design rule approach, a simple HSQ post template with square symmetry is chosen based 

on the current simplicity of electron beam lithography (EBL) to write such patterns201. By 

replacing individual posts with sets of double post template features, lines, bends, and 

terminations formed by the BCP are all able to be selectively placed in locally desired 

positions on the substrate with a simple set of design rules. These different post templates 

are grouped into four tile combinations used to generate different combinations of complex 

line and bend patterns. Reproducibility of these features is examined both experimentally 

and through simulation free energy studies based on observed defect structures. 

In general, to form aperiodic features of bends, lines, terminations, and junctions 

from BCPs, an aperiodic template is necessary. Other work has demonstrated the formation 

of arrays of bends, T-junction, and jogs as well as isolated features all forming from a PS-

PMMA lamellae forming BCP templated by chemical patterns17,202 or for PS-PDMS cylinders 

forming BCPs templated by HSQ posts1. In these cases the templates were simply intuitive 

one-to-one templates that essentially could be considered just directly writing the final 

pattern. Thus for practical implementation the template features need to be constrained to 

be simple enough that there is an actual benefit to using the template to direct the BCP self-

assembly rather than just directly writing the final pattern.  

In the approach presented here, square arrays of HSQ posts produced by EBL are 

used as the basis for the DSA of the BCPs. These experiments were performed by Jae-Byum 

Chang and Hong Kyoon Choi. A 45.5 kg/mol PS-PDMS BCP is spun cast onto these 

substrates and solvent annealed to an equilibrium morphology that is reactive ion etched 

to remove any PDMS top surface and PS matrix leaving an oxidized PDMS pattern. The 

center to center spacing distance between posts is commensurate with the natural 

cylindrical period    of the BCPs used such that a monolayer of cylinders forms over the 
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post grid with lines oriented randomly in either the    or    direction with a combination of 

termination and bend defects to account for changes in the direction of the cylinders. 

Scanning electron microscopy (SEM) images of the results of the DSA of commensurate 

square array of posts showing these cylinders is shown in Figure 6.2 along with an inset 

image of the square array of posts used to template the BCP. From this result, the goal for 

implementing design rules is to alter the initial plain square array to selectively control 

where the bends, lines, and terminations occur and how they are oriented. By altering the 

grid by selectively replacing certain posts with a set of double posts features, the design 

rules are developed. The final pattern produced has an increased throughput of areal 

features since the template post features only occupy a fraction of area of the final pattern. 

 
Figure 6-2: SEM image of PDMS cylinders that self-assembled on an array of square 
symmetry HSQ posts functionalized by PDMS brush. Orientations were equally random 
between Px and Py directions with bends and terminations appearing where directions 
changed. The natural period of the cylinders is L0 = 39 ± 2 nm. Inset is an SEM image of the 
HSQ square post array used in the DSA of the BCP with spacing Px = Py = L0, hpost = 28 ± 1 
nm, and Dpost = 10 ± 1 nm. Yellow scale bar in lower right corner is 100 nm for both inset 
and SEM image201.  
  

The way the double post features were added to the square grid to allow for the 

development of design rules and how these design rules were defined is shown in Figure 

6.3. To make controlled patterns manageable, the grid of square input features is broken up 

into tiles containing three by three arrays of square posts with the center post being 
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replaced by a double post either oriented along the    or    direction as shown in Figure 

6.3.a. In addition to the square lattice being divided as tiles, design cells defined by four 

neighboring double post features forming a square were defined as shown in Figure 6.3.a 

as well. Having this layout, design rules based on experimental and simulation studies of 

how BCPs self-assemble on closely spaced double dot features were used to develop local 

design rules shown in Figure 6.3.b and for the four non-degenerate combinations of tile 

features under symmetry operations as shown in Figure 6.3.c through Figure 6.3.f. 

Experimental results for these different tiles are shown in Figure 6.3.g through Figure 6.3.n.  

In order to distinguish the four unique design cells, a notation for the orientation of 

the double posts in the corners was introduced. Going from upper right to upper left to 

lower left to lower right, the double posts are labeled as          where   is the 

alignment direction and denoted as   if aligned along the    axis or   if aligned along the    

axis. This gives the notation for the four unique design cells as            ,          

    ,             , and              . The experimental results shown in Figure 6.3 

were the most common observed patterns for each design cell. These most common 

patterns agreed with those predicted on the basis of the design rules. However, for the 

     cell, the predicted pattern never agreed with the observed pattern and there were 

many degenerate patterns observed. The likely reason for these observations were the high 

symmetry of terminations in the predicted pattern that are energetically unfavorable 

compared to just lines forming across the posts. Thus usually only one termination formed 

at most in these particular cells and lines or bends accommodated the rest of the pattern. 

Since there was no predictability or reproducibility with the      pattern, the design cell 

should not be included in forming target structures. 
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Figure 6-3: (a) Layout of the square template used for developing design rules. Single posts 
are denoted by black dots and double posts by red dots. Tiles (outlined in blue) with three 
by three sets of posts were defined with the center post being replaced by a double post 
oriented either along the Px or Py direction (lattice vectors denoted by orange distances). 
Design cells (outlined in green) are defined by the corners of a square with the four nearest 
sets of double posts. For the highlighted design cell, the shaded region will be primarily 
templated by the double posts in that cell. For (b-f), dark rectangles represent cylinders on 
double posts, light grey represent cylinders templated between double posts based on 
basic design rules, and white rectangles represent cylinders in the center of the design cell 
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templated by single posts between the double posts. (b) Four basic design rules: i) Two 
aligned parallel sets of double posts will align cylinder along the double post direction. ii) & 
iii) A double post perpendicular to a neighboring double post will either yield a termination 
or bend depending on neighboring posts. iv) Parallel double posts orthogonal to posts 
between them have cylinders align in their direction between them. (c-f) Four different 
design cells schematics with predicted patterns using design rules from (b). (g-j) SEM 
images of post templates used for the four different design cells. (k-n) SEM images of the 
results of BCP DSA where PDMS cylinders formed predicted patterns except in the case of 
(n) where the symmetry constraints where too energetically unfavorable to form the 
predicted structure with four terminations. Schematic colored overlay highlighted the 
cylinder patterns. Scale bars for SEM images are 50 nm201. 
 
 Demonstration of the design rules to form a given complex pattern was done for two 

design patterns as shown in Figure 6.4 with both containing a mix of terminations, lines, 

and bends. The predicted morphology made by concatenating various design cells in 

compatible ways is shown in Figure 6.4a-b using the design rules. Only   ,     , and     

design cells were used in these patterns. The HSQ post arrays used for these patterns are 

shown in Figure 6.4.c-d. The resulting experimental results of PDMS cylinders are shown in 

Figure 6.4.e-f and agree with very high yield with 97% of the grid points agreeing in the left 

sample and 99% in the right sample. SCFT simulations were done showing that the 

predicted pattern was indeed a saddle point solution to the SCFT conditions meaning the 

structures formed here are local equilibrium structures at best (global minimum structure 

verification for such large systems is hard to demonstrate since each grid area contributes 

only a fraction of the total free energy). These SCFT results are shown in Figure 6.4.g-h. The 

high grid point yield of the experimental results and agreement with the SCFT and design 

rule results suggests that the design rule approach can be very powerful in making various 

target structures. The only drawback of the approach is that there is a finite combination of 

concatenable design cells that have compatible boundary conditions and thus general 

structures are not possible. Such structures either require a different set of design cells that 

have more possible motif features to access all possible combinations of generated 

structures or allowing arbitrary locations of the post motifs. Such arbitrary position 

allowance will be discussed in the context of the inverse design algorithm in the following 

sections. 
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Figure 6-4: Demonstration of design rule approach using two design structures. (a-b) 
Design structure layout made from concatenation of different design cells (color coded). (c-
d) SEM images showing the HSQ post templates used for making the design structures in 
(a-b). (e-f) Experimental result SEM images showing the PDMS cylinders self-assembled on 
the HSQ post template from (c-d). Structure in (e) had 97% grid points match the design 
pattern and structure in (f) had 99% of the grid points match the design pattern. (g-h) 
Simulation results of design structures showing ϕ = 0.5 density isosurfaces that were 
verified through SCFT calculations to be saddle point solutions and thus consistent that the 
design patterns are indeed equilibrium solutions. Scale bars shown here are 50 nm201. 
 
 For the SCFT simulations performed here, boundary conditions with concatenated 

design cells were used as shown in Figure 6.5. The boundary conditions used had the 

surface layers preferential to PDMS with               and pressure field 

conditions for the posts with           . The top surface layer was constrained to 

be preferential to PDMS as well based on observations of the formation of a PDMS wetting 

layer. The grid cells used were of size                with these values varying depending 

on how many design cells were concatenated. The grid size at the coarse-graining used had 

a single post area consist of                 as shown in Figure 6.5.a-b. Double post 
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areas are also schematically shown in Figure 6.5.a-b and were also                . 

      to correspond to roughly 2   thick films observed in experiment. 9 grid points 

corresponded to   . Two post sizes were considered to best match the post diameters used 

in experiment with one having a single grid point for the pressure region surrounded by 8 

grid points for the brush layer region and the other having a 3 grid point diameter (5 total 

grid points in a cross shape) surrounded by 16 grid points for the brush layer region. In 

real units these correspond to an    nm and     nm including brush layer, respectively. 

The experimental post diameter was         so these tested diameters are around the 

range of the experimental values within the coarse graining of the simulations. Post heights 

were set to              corresponding to experimental observed thickness of HSQ. 

General simulation cells were formed by concatenating the 9 by 9 single and double post 

areas together with periodic boundary conditions imposed in the   and   directions. A 

design cell simulation had at a minimum                   grid points and additionally 

considering various reflective boundary conditions                     grid points. 

Larger simulations thus had some multiple of these grid points. Schematics for the 

boundary conditions of a single     design cell with no symmetry considerations assumed 

is shown in Figure 6.5.c and Figure 6.5.d with the brush layer conditions and post 

conditions, respectively. 
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Figure 6-5: Blue regions are free of constraints, red are PDMS preferential brush layer, and 
grey are repulsive posts. (a) Cross-sections of the 9 by 9 grids for a single post (left) and 
double post (right) boundary conditions corresponding to ≈ 8 nm diameter post plus brush 
layer. (b) Cross-sections of the 9 by 9 grids for a single post (left) and double post (right) 
boundary conditions corresponding to ≈ 16 nm diameter post plus brush layer. (c) 3D 
periodic boundary conditions schematic of the PDMS brush layer for the XY3 design cell 
with no symmetry constraints. (d) 3D periodic boundary conditions schematic of the posts 
for the XY3 design cell with no symmetry constraints201. 
 

For these large cell simulations, defective structures formed in the simulation 

analogous to those observed in experiment. Thus, to make meaningful comparisons 

between the simulations and experimental results, free energy studies were performed. In 

these simulations, the results of preliminary simulations are used to make density field 

structures corresponding to all those observed in the experiments. The density fields are 

then seeded as the initial conditions in the simulations and held constant until the 

corresponding chemical potential fields are found such that the structure satisfies the 

saddle point condition. In such simulations    is relaxed first until constant followed by    

for better numerical stability. To make sure these energy studies are consistent with 

experimental parameters, simulations of the first design structure in Figure 6.4 considering 

the base repeat cells were performed over a range of volume fractions and post heights to 

find the optimal simulation parameters where the structure occurred. By seeding the 

simulations with the design structure and allowing the fields to relax, a range of volume 

fractions and post heights where the design structure was a saddle point solution was 

found and the lowest free energy post height and volume fraction values chosen for further 
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simulations. These values were        and             . These free energies are 

shown in Figure 6.6 and density plots are shown in Figure 6.7 as a function of   and      . 

 
Figure 6-6: Total normalized free energy H/kTρ0Rg3 as a function of hpost/L0 and f for the 
first design structure from Figure 6.4. In general, the free energy decreased with increasing 
volume fraction and increased with post height. The lowest free energy at the lowest 
volume fraction that the structure was stabilized occurred at f = 0.36 and hpost/L0 = 0.78. χeff 
= 0.112 and N = 125 or (χN)eff = 14 for these simulations using implicit solvent annealing 
assumptions201. 
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Figure 6-7: (a) Post configuration used to template base repeat unit of first design structure 
from Figure 6.4. (b) Design structure base repeat unit from Figure 6.4 for reference. (c) 
Phase diagram as a function of hpost/L0 and f using first design structure from Figure 6.4. 
For f ≥ 0.36, the structure remained implying the design structure was a saddle point 
solution at these conditions and thus a potential equilibrium structure. ϕ = 0.5 isosurfaces 
are shown in green201. 



237 
 
 

For comparing the free energies of different structures observed for the     and 

    , the 5 most commonly observed structures from experiment were seeded with 

appropriate internal reflective boundary conditions that were consistent between the 

simulations. Since the boundary conditions of the neighboring design cells influence the 

total free energy of the system, a consistent set of boundary conditions has to be chosen for 

comparison purposes and thus only the relative free energies between the structures can 

be compared. Schematic diagrams for these different seeded structures are shown in 

Figure 6.8. Each simulation cell contains nine total design cells. For the      case, six of the 

cells are      with three being reflective symmetry conditions and the other three design 

cells are    for a buffer layer of features as shown in Figure 6.8.a. For the     case, four of 

the cells are     with four fold rotational symmetry with two extra being      and three 

extra being    for buffer layers of features as shown in Figure 6.8.b. The buffer layers of 

features are the same across the five tested structures for each design cell type and thus 

will contribute equally to the free energy allowing for the relative free energies to be 

compared. These simulation cells are all of size 81 by 81 by 20 grid points large.  The same 

underlying post lattice was used across the five structures in each case as shown on the left 

side of the Figure 6.8. The free energy of each structure was calculated holding the seeded 

density fields constant and letting the corresponding    field first relax and then the    

field relax. Simulation parameters were based on the optimized parameters of 

            ,       , and (  )      . 
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Figure 6-8: Green ϕ = 0.5 constant density isosurfaces are plotted. (a) Left: X2Y2 post 
template used for comparing free energies from SCFT simulations. Template contains six 
X2Y2 design cells with three X4 buffer layers. Right: Five different morphologies observed in 
experiment for X2Y2 templates with appropriate symmetry considerations for reflective and 
rotational boundary conditions in addition to buffer layer structures. From left to right the 
morphology was less frequently observed in experiments. (b) Left: XY3 post template used 
for comparing free energies from SCFT simulations. Template contains four XY3 design cells 
with two X2Y2 and three X4 buffer layers. Right: Five different morphologies observed in 
experiment for XY3 templates with appropriate symmetry considerations for reflective and 
rotational boundary conditions in addition to buffer layer structures. From left to right the 
morphology was less frequently observed in experiments201. 
 
 In the experiments, a large array of combinations of   ,     , and     design cells 

were fabricated and BCP applied and solvent annealed on the pattern. In the resulting 

observations, all the    simulations yielded the predicted pattern of aligned cylinders. 

Similar results were always observed in simulations with no alternative structures 

observed when seeded with random initial conditions. The      and     structures had 

many alternative defect structures form in the experiment. The predicted structure using 

the design rules occurred over 60% of the time, but other structures appeared with relative 

commonality. The top five structures observed for each design cell correspond to the same 

structures seeded in the simulation from Figure 6.8. The plots of the count % for each 

structure and their corresponding relative free energy calculated using SCFT are shown in 

Figure 6.9. 
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Figure 6-9: The percentage of observed design cells (Count) that formed the pattern (SEM 
images) shown below the count (%) plot (blue) and the free energy difference calculated 
from SCFT simulations using the seeded structures from Figure 6.8 (green). In general, as 
the free energy of the structure increased, the observed counts decreased. However, there 
is not a strict quantitative relationship between these values implying that other effects 
including neighboring unit cell effects (experiments were not strictly done with the same 
boundary conditions as simulations) and kinetic effects not captured in the simulations 
may affect the observed morphologies. GY% is the percentage of grid points in the design 
cell that had the same connections based on the design rules. Error bars are    standard 
deviation. (a) X2Y2 design cell results. (b) XY3 design cell results201. 

 
The general trend between the count % and the free energy of the structures 

observed is that the most commonly observed structures had the lowest relative free 
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energy and increasing the free energy resulted in much lower observed counts. However, 

although the general trend is observed, there is not an exact quantitative relationship 

between the values. This implies that the most commonly observed structures are likely 

equilibrium structures, but that other factors influence the local final morphology whether 

that be different boundary conditions, kinetic effects not captured in the simulations, 

fluctuations in film thickness, or explicit details of the solvent incorporation. The 

simulation parameters may not be exactly optimized as well for exact correspondence. Still, 

the evidence from the trend is that thermodynamic considerations are the main driving 

force in the structure formation. 

The design rules presented here demonstrate the ability to form complex patterns 

necessary for IC patterning applications. Still, the three design cells demonstrated with high 

reproducibility have their own limitations. Three and four way junctions were not 

produced in any of the design cells identified. However, three-way T-junctions were 

observed when a defect occurred due to a missing post as shown in Figure 6.10. The 

limitations of the current design rule approach are due to the post template being limited 

to square array geometry with only two kinds of motifs, single and double posts. To 

address general pattern design, allowing posts to be located anywhere on the substrate 

should allow for any generally complex pattern to form within the limits of IC pattern 

design. In the next section, an inverse algorithm that uses such a general post template 

condition will be introduced that allows for the determination of the post template 

required to obtain a given target structure with all possible IC pattern features. 

 
Figure 6-10: Three-way T-junction formation examples. In general, these features were 
observed only when a single post was missing. (a) Post was missing two grid points above 
double post. (b) Post was missing two grid points above and one right of double post. (c) 
Post was missing two grid points above and one left of double post201. 
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6.3 Inverse Design Algorithm 
 
To examine the possibilities of general BCP DSA with brush functionalized post 

motifs, an inverse design algorithm in an SCFT framework was developed that finds the 

topographical template needed for a desired target pattern through a random optimization 

algorithm akin to a MC algorithm. Time spent scanning large parameter spaces using 

forward simulations or experiments is reduced tremendously using this algorithm and is 

best suited for systems where the final pattern needed is already determined but the DSA 

template to produce that pattern is not known.  

Other self-assembling systems have been explored through inverse design 

processes, such as Torquato and others investigating colloidal self-assembly and using an 

inverse design process to find the intercolloid potential that allows the colloids to form a 

particular symmetry pattern and be a free energy minimum state203,204. Only recently has 

the inverse design problem been examined in BCP systems, initially in simple systems such 

as designing holes for contact vias through a process of determining the template size 

necessary to get proper hole number, size, and distribution. 

Aside from this recent work on determining the templates required for making 

contact vias and bends in specific locations72,205,206, there has been limited study of the 

inverse problem for BCP DSA. There is great utility in using an inverse design method in 

BCP self-assembly for general applications besides just enhancing nanolithography DSA 

systems, as the method makes template and material synthesis more efficient, renders 

feasible solutions for implementation and testing, and can enable the creation of 

heterogeneous and hierarchical mesocale materials. The recent advent of inverse design 

algorithms allows the determination of the spatial configuration of post or chemical 

template motifs to obtain a target pattern50,207. In the method presented here50, 

topographic post motifs attractive to one of the blocks in a diBCP system are seeded in a 

target structure and a stochastic minimization algorithm determines the optimal positions 

of the posts. Compared to the design rule approach in the previous section201, the posts can 

occupy any point in space on the template substrate rather than being confined to a square 

lattice allowing for general structure formation. 
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For general target structures, there is no          guarantee a set of  ,  , and   for 

the BCP will be able to self-assemble into a given target structure with a DSA template. In 

essence, in order to guarantee a DSA template solution exists these parameters need to be 

optimized as well in addition number of posts        and the position of those posts. The 

parameters can be guessed approximately if the density of post features needed for a target 

structure can be deduced based on the area fraction of the target pattern, but this may not 

always be intuitive. If guessing is not an option, the better method is to scan a range of 

parameters and find where the inverse solutions optimize a set of conditions the target 

structure solutions should satisfy. 

 For the inverse design algorithm, the system consists of a fixed number of 

topographical posts        with diameter   and if a 3D system were examined height  . 

These posts are seeded with random initial positions    {     } for the     post on a 2D 

grid of size    by    defined by the size of the target structure being investigated. These 

posts motifs are made to model experiment posts made from HSQ or carbonized PMMA 

produced from EBL functionalized with hydroxyl terminated homopolymer of PS or 

PDMS49,56–58,60,201. A schematic diagram of four different post sizes used with different 

coarse-graining is shown in Figure 6.11. The smallest of these posts corresponds to 3 by 3 

grid with the center point being the hard post feature and the surrounding 8 grid points 

being the brush layer constraints. The post feature size thus corresponds to      as the 

coarse-graining in the simulations had    assigned to 9 grid points, and accounting for the 

brush layer is roughly       considering the brush layer only adds an effective half a grid 

point in size since the density fields are allowed to evolve in those regions and thus the 

entire grid point volume is not considered brush layer but some is considered the 

appropriate BCP block. The larger posts shown were tested in forward experiments only, 

but in principle can be used in inverse studies explicitly with the appropriate constraints 

that they not be allowed to overlap for different post configuration moves. The post field 

constraints consist of            for the central hard part of the post to keep the 

evolving polymer density    while the brush layer region has a fixed preferentiality of 

            depending on if the posts are preferential to the majority B block or 
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minority A block, respectively. This brush layer condition leads the appropriate block 

density to have a value   . 

 
Figure 6-11: Four different post sizes used in simulations. Going left to right: Post consists 
of 1, 5, 9, and 13 total grid points (center grey region) surrounded by a brush layer 
consisting of 8, 16, 12, and 24 total grid points (red outer region)51.  
 

In the simulations, the main model parameters were  ,  , and  .  The experimental 

system the model was tailored towards was a 45.5 kg/mol PS-PDMS BCP with         

forming cylinders in the bulk studied previously57–60,201. 2D simulations are performed here 

for the initial demonstrations of the algorithm, although in principle 3D simulations can be 

done under constraints of choosing an appropriate post height. An initial guess volume 

fraction of        was chosen to correspond to the area fraction of features observed in 

experiment, but this value was later optimized depending on the target structure and 

solvent annealing conditions. (  )       to correspond to the effective value 

encountered during solvent annealing under the coarse-graining used in the simulations. 

This effective    considers the effects of the solvent reducing the bulk   value in 

proportion to the incorporated solvent volume fraction and coarse-graining of the 

chain59,117. 

The steps in the inverse design algorithm are now outlined. The criterion defined as 

representing an inverse solution is a configuration of posts under the constraint of the 

seeded target structure that minimizes the free energy of the system. Thus the algorithm 

will seek to systematically change the post configuration until one that minimizes the free 

energy of the system under the target structure constraints is found. The steps in the 

process are shown schematically in Figure 6.12 with an example target structure denoted 

TS1. The steps described here are particularly for 2D systems, but in general can be applied 
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to 3D systems as well using a different post movement scheme if full 3D DSA conditions are 

to be examined rather than just posts confined to a 2D substrate with a fixed height. 

 
Figure 6-12: Summary of the inverse design algorithm with simulation results of a given 
target structure that has three-way junctions and bends. L0 scale bar and ϕA density color 
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bar are on the right side of (d). (a) Target structure density field used to initialize inverse 
simulations. The green box outlines a primitive cell area used in developing target 
structures for IC patterns. (b) Three separate post configuration solutions found during nrun 
= 2,100 inverse simulations. (c) Statistically weighted post probability density map p( ⃗) 
calculated using results of nrun = 2,100 inverse simulations with color bar of p( ⃗) values on 
the right. (d) Inverse solution found using nposts = 24 to set threshold on p( ⃗). (e) Final 
structure obtained using (d) as post configuration for a forward SCFT simulation with 
random initial conditions demonstrating the sufficient conditions of the inverse design 
algorithm solution are met as the solution has correct topology of the target structure. (f) 
Original target structure from (a) reshown for direct comparison with (e). (g) Forward 
simulation result starting with solution in (f) and then removing posts allowing fields to 
relax demonstrating the target structure is not a saddle point solution without the posts 
and thus the posts are necessary for the target structure to form50,51. 
 

Target structures in the simulations are initialized using density field solutions of 

small primitive cells. In the cases studied here,                 primitive cells with 

dimensions    by    were made from an initial forward SCFT with only periodic boundary 

conditions such that the solution formed a line structure in 2D. Larger cells for more detail 

can be used in future work at the cost of computational efficiency. The    and    densities 

of this structure was then used to develop all the potential local features that could be 

concatenated in IC circuit patterns including lines, terminations, bends, three-way 

junctions, four-way junctions, and isolated dot features. For the studies here, four-way 

junction and dot features were not explicitly included in target structures and thus should 

be examined in future work. To characterize the volume fraction at which these different 

features all occurred, energy calculation simulations were performed seeding the SCFT 

simulations with the density fields of the component features with appropriate reflective or 

rotational boundary conditions accounted and holding those density fields constant to get 

the corresponding chemical potential fields to calculate the free energy at that volume 

fraction. Plots for four different feature types are shown in Figure 6.13 along with the   

that minimized the free energy. Since the unit cell size had an odd number of points and the 

Kuhn monomer sizes for the PDMS and PS were different, line patterns were minimized 

slightly less than       due to these assymetries. Using an even grid and equal Kuhn 

segment lengths should have lines with minimum energy at      . 
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Figure 6-13: Free energy curves as a function of volume fraction for four essential IC 
features when coarse-grained to a 9 by 9 grid. (a) Line patterns have a free energy 
minimum at f = 0.48. (b) Bend patterns (with reflective and rotational symmetry accounted 
in an 18 by 18 unit cell) have a free energy minimum at f = 0.48. (c) Termination patterns 
(with reflective symmetry accounted in an 18 by 9 unit cell) have a free energy minimum at 
f = 0.43. (d) Three-way junction patterns (with reflective symmetry accounted in an 18 by 9 
unit cell) have a free energy minimum at f = 0.5351. 
 

The   values at which the minimum free energy occurred make intuitive sense. Line 

and bend structures should be very close to       since the features should have equal 

amounts of area for connected space. The values did not exactly equal 0.5 for the 

asymmetry reasons previously mentioned. For terminations, the observed        makes 

sense as terminations take up less volume in the minority features. Similarly, three-way 

junctions having        higher than the line and bend pattern minimum   makes sense 

as more minority volume is needed to make the junctions. 
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Using only these different base IC pattern features, all tested target structures were 

developed such as TS1 in Figure 6.12.a with four bends, three lines, and two three-way 

junctions. Having a target structure developed, the system is then seeded with a fixed 

number of posts        with a random spatial configuration to ensure the final 

configuration was not biased by the initial conditions. For TS1,           is shown. The 

number of posts used is either chosen based on the expected density of posts needed to get 

the overall target structure close to the free energy equilibrium minimum volume fraction 

accounting for all feature types present or can be scanned through multiple values and 

compared to find which result yields the best target structures by additional 

characterization criteria. Since the algorithm uses the free energy as the way of sampling 

the post configurations and each post in the system adds energy to the system that is not 

exactly constant due local interaction effects, different        configurations cannot be 

compared directly in a single simulation and thus must be examined separately. 

Having been initialized, a single inverse simulation was carried out as follows. A 

forward SCFT simulation was performed with the initial post configuration and densities 

held constant until the chemical potential fields were relaxed which took           

normal iterations. The free energy      was then calculated as follows 

 

  
 

    
 

 
(∫  ⃗ ((    )    

  
 

  
   )     ( [     ])) 

which was previously defined in Chapter 2 for diBCP systems. This value of the free energy 

is then kept as the free energy of the initial post configuration,   . 

For finding a solution post configuration, a simple stochastic random walk algorithm 

is performed as follows. Each post with label   is cycled through       times. When each 

post is selected, that post is moved in a random direction and distance determined by a 

random number generator with a maximum move distance         . If the position the 

post would move to is already occupied by a post (including brush layer area), a new 

position is selected until a valid move is found. After being moved, a new forward 

simulation holding the density fields constant over the new post configuration is 

performed. The free energy is calculated for this new configuration and the index   here 
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represents the  th complete inverse calculated energy such that    is calculated. This    is 

the compared with   . If      , the new post configuration is saved as a potential 

solution and the simulation continues with the next post in the series of   posts. If      , 

the configuration is rejected, and the current post is moved again. Each current post is 

moved for a total of       times at most unless a lower energy configuration is found and 

thus the next post selected as the current post. Each time a configuration is accepted, the 

current    becomes the new   .  

Based on these criteria, the maximum single SCFT iterations       that would be 

performed if no configurations were accepted as lower energy configurations by the 

algorithm would be                      . However, the actual total number of 

iterations will be lower since a given post only moves       times if a lower energy state is 

not found. A plot of the free energy versus total forward SCFT iteration steps is shown in 

Figure 6.14 for one simulation result of TS1. Here         and          such that 

            . Notice that the simulation ended closer to 14,000 iterations which is 

accounted for by the fact there were 45 instances where a new configuration was accepted 

and thus the post in those cases were not moved a full          times. The final accepted 

post configuration had the density field constraint lifted to ensure the solution fulfilled the 

necessary conditions of an inverse design solution and that the target structure was 

maintained after relaxing the fields. 
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Figure 6-14: Free energy H/kTρ0Rg3 versus number of forward SCFT iterations for an 
inverse simulation with TS1 as the target struccture. Each point represents niter = 250 of 
these iterations. Blue points were where a new post configuration was not accepted, red 
points are where the calculated H was lower than the previous H0 and thus the 
configuration accepted as a new candidate solution for the target structure, and the final 
green point was the last accepted candidate solution for the number of iterations 
performed and thus had the lowest H for this particular inverse simulation50. 
 

For a given inverse simulation, the possibility of the simulation not converging to 

the global minimum energy post configuration is highly likely for a few reasons. BCP 

systems inherently exhibit many degenerate or metastable morphologies at a given set of 

conditions and thus multiple post configurations may be local energy minimum solutions. 

The post movement algorithm presented at this point is one of the simplest possible 

algorithms and is highly biased by the initial configuration of the posts such that if posts 

are configured in a way that they cannot move out of a local energy well with just single 

post moves then the system will always be stuck with those positions. Algorithm 

modifications to alleviate these problems will be discussed in a couple of sections. There is 

also the possibility of multiple post configurations having the same global energy minimum 

and being solutions to the inverse design problem for a given target structure. Also, the 

value of       and       need to be large to ensure convergence to a low energy solution, 
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but in practice for simulation speed these values need to be small. All these issues taken 

together mean a single inverse design simulation alone cannot be used to obtain the best 

solution for the system. 

The approach taken to get around these issues is to perform      multiple inverse 

simulations for a given target structure and statistically weighting the post locations of 

those solutions based on the free energies of those solutions. Three example solutions for 

TS1 are shown in Figure 6.12.b. For TS1,            simulations were performed. The 

values of         
  for these simulations was            indicating large spread in the 

configuration energies due to the reasons previously mentioned. To obtain a meaningful 

way of statistically averaging these solutions, a post probability density map  ( ⃗) was 

calculated using a simple Boltzmann weighting such that 

 ( ⃗)  
∑   ( ⃗) 

       
  

    
 

∑  
       

  
    
 

 

where   represents the     simulation,        is the minimum free energy of the     

simulation, and   ( ⃗) represents the post configuration solution of the     simulation 

such that 

  ( ⃗)  {
                       ⃗

                       ⃗
 

meaning   ( ⃗) is a matrix of 0s and 1s where a 1 represent a post is centered and located 

at that position and 0 means no post is centered at that position. A plot of  ( ⃗) for TS1 is 

shown in Figure 6.12.c and thus larger values of  ( ⃗) represent areas where posts should 

go to obtain the target structure and lower values of  ( ⃗) represent areas posts should not 

be placed.  

 Actual templates cannot be made by probable locations, so using the original       , 

a threshold probability         is determined such that if  ( ⃗)          is converted to 

values of 1 and  ( ⃗)          is converted to values of 0, there will be        values of one 

left in the matrix representation of  ( ⃗) and thus that matrix corresponds to the composite 

inverse template solution from all simulations performed. The composite solution for 

          corresponding to             for TS1 is shown in Figure 6.12.d. In addition to 
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using         for selecting post positions from  ( ⃗), symmetry is considered for TS1 and 

values across the mirror plane in the structure averaged when selecting post positions. 

This composite solution was then tested several times with forward SCFT simulations and 

the resulting structure formed consistently as shown in the solution in Figure 6.12.e 

allowed the final deeming of the post configuration as a solution to the inverse design 

problem of TS1. Comparing this structure with the original TS1 shown in Figure 6.12.f 

shows that the solution does indeed give the correct desired topology. This testing means 

the solution satisfies the sufficient conditions needed for the inverse design algorithm to be 

viable. Removing the posts, the system relaxes to a different morphology as shown in 

Figure 6.12.g implying the posts are necessary to form and stabilize the target structure. 

 As presented, the current algorithm works under the condition that a solution exists 

for the combination of  ,  ,  ,       , and preferentially of the posts chosen. For a general 

set of these parameters, just as in bulk systems cylinders are only a solution under a range 

of    and  , so too are given target structures under a range of the correct control variable 

combinations. For TS1 as presented in the algorithm test, intuitive guess parameters where 

chosen based on the   of the composite features. To optimize these parameters in general, 

an additional optimization scheme is added to the algorithm. Here the root-mean square 

density difference “fidelity” function   and an inverted normalized version   of the function 

are introduced as additional criterion to optimize in addition to the free energy of the 

system. For minority block preferential posts,   is defined as   ∫  ⃗√(         ̅ )
 

 

where         is the B majority block density of the post configuration solution for a 

particular set of conditions and  ̅  is the B majority block density of the target structure. 

Since the posts will occupy the minority volume in this case, the B densities are used in the 

fidelity definition. Alternative fidelity functions can be defined for other post preferentiality 

combinations. The other fidelity function is defined as      ( )     where    ( ) 

represents the smallest value of   found over a given set of simulation conditions. Generally 

for the best solutions,   should be minimized and   maximized and close to 1 as possible. 

For a given set of simulation,     represents the best solution from that set. By varying 

       and  , several fidelity factors for TS1 were found. Two examples are shown in Figure 
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6.15 to illustrate how   changes with these parameters corresponding to 3 and 39 posts 

with        and       . Both of these cases fail to have the proper topology of TS1, 

which is thus considered an additional criterion   that should be satisfied. 

 When a solution satisfies the topology constraints of the target structure,     and 

the solution is deemed an inverse solution. When a solution does not satisfy the topology 

constraints of the target structure,     and the solution is not deemed an inverse 

solution. Thus the two solutions in Figure 6.15 both have    . The density field for the 

         case is labeled as   ( ⃗        ) and for the           case as   ( ⃗         ). In 

these two cases,  (  ( ⃗        ))   (  ( ⃗         )) and thus  (  ( ⃗        ))  

 (  ( ⃗         )). The absolute value of   for   ( ⃗         ) is quite small as the structure 

is closely similar to TS1, but the system was oversaturated with posts such that extra 

connections formed and thus    . This demonstrates that a low   by itself does not 

guarantee     and thus both conditions need to be considered when optimizing solutions 

in terms of the full BCP parameter space. 

 
Figure 6-15: Two inverse solutions for TS1 (middle) with nposts = 3 and f = 0.32 (left) and 
nposts = 39 and f = 0.52 (right). Densities are plotted as darker blue regions corresponding to 
richer B regions and red to richer A regions and black dots represent posts. The fidelity 
factor ξ is much lower for the structure on the right than the left and thus a better overall 
solution, but still the pattern does not satisfy the topology constraints of the target 
structure due to the extra connections forming on the right side51. 
 

To gauge the computational efficiency of the inverse design algorithm, several 

simulations of different       and total grid size    by    were performed. In these 

simulations, parallel line patterns were seeded as the target structure and four input cell 

sizes were used with           , where   was varied from 1 to 4 such that the 
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corresponding number of grid points                  .        was varied over the 

range 1 to 20 except for the     case as placing more than 5 posts in the system resulted 

in simulations crashing due to too few available lattice sites for posts to consistently move 

into new positions at the small unit cell size. For each combination of   cell size and      , 

         simulations were performed and the time to find a potential inverse solution   

recorded and averaged amongst the 200 simulations.  

Applying a least squares fit to the data, the relationship 

               (  )    (  ) was found to hold where   was a fitting parameter for the 

CPUs used and statistical chain length of        selected. The evaluated value of   was 

4.97 miliseconds per simulation. Plots of the fit lines for the four   cell size cases are shown 

in Figure 6.16 with the labeling Fit  . The data shows that for the simulations performed on 

2.66 GHz Intel ® Xeon ® CPUs, an     cell simulation took 1.95 seconds per post, an 

    cell simulation took 12.7 seconds per post, an     cell simulation took 38.0 

seconds per post, and an     cell simulation took 82.7 seconds per post. These times are 

very reasonable for performing many      simulations with different        for statistical 

averaging and analysis and thus the algorithm as presented is quite computationally 

efficient. Increasing the simulation to 3D will likely increase this time by a factor of 

    (  ) thus further optimization of the algorithm itself may be necessary for 3D inverse 

simulations to be computationally efficient. Also,       was set to a minimum value of 1 for 

these calculations such that the relaxed fields were simply calculated from seeded values of 

the exchange fields corresponding to the seeded target structure density fields, so in 

general using larger       to get better comparison of relaxed field structures will increase 

the total simulation time by that factor as well. 
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Figure 6-16: Plot of the time t in seconds for nrun = 200 inverse simulations to finish versus 
nposts for four different cell sizes of Nx by Ny = 9n by 9n with parallel line target structures. 
Line fits are color coded as blue for n = 1, orange for n = 2, green for n = 3, and red for n = 4  
Measured time data points are coded as brown squares for n = 1, green triangles for n = 2, 
violet × crosses for n = 3, and teal * stars for n = 451. 
 

6.4 Inverse Design Results and Discussion 
 
To demonstrate the capabilities of the inverse design algorithm, simulations were 

performed for different target patterns51. As a first level demonstration, the inverse design 

process was evaluated in simulations that varied parameters such as number of posts 

       and volume fraction   to find optimal regions in parameter space where solutions for 

those patterns existed. The parameters used to reach these target patterns was further 

optimized computing fidelity function values for each pattern result and selecting the 

parameters that optimized the fidelity and preserved topology. 
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For a second level demonstration of the inverse design process, the best solutions 

and corresponding parameters from the simulations were converted to real experimental 

templates to show that the results from the simulations could be applied to real systems 

and thus form a basis for designing templates for real IC patterns. In the experiments, the 

posts were fabricated with HSQ using EBL and had a minimum finite size of       . The 

ideal post sizes used in the simulations were much smaller with values closer to       

(not including brush layer). Thus post size effects were accounted for in simulations by 

taking the best solutions for the optimal post size and performing forward simulations with 

three larger post sizes at those positions. Future work can examine these larger posts in the 

inverse simulations directly rather than after the fact. The experimental system used for 

process verification was a 45.5 kg/mol cylinder forming PS-PDMS solvent annealed to 

equilibrium. By solvent annealing, the effective volume fraction could be controlled to 

better match the optimal volume fraction of a given pattern from the simulations. 

For this whole inverse design demonstration process, two specific target structures 

were used as shown in Figure 6.17 which outlines the process. The top structure was the 

previously discussed TS1 and the bottom structure based on the expected pattern 

combining four     templates through four rotations in the design rule studies201, 

designated as TS2 for target structure two, contains terminations and bends. These two 

structures were ideal for initial testing as one focuses on forming three-way junctions and 

the other structure on forming isolated lines with terminations, both essential features in 

IC patterns. The density fields of these two target structures are shown in Figure 6.17.a. For 

the inverse simulation, an effective       was used as previously discussed to account 

for a lower effective   during the solvent annealing and lower   from coarse graining in the 

simulations. 

Good fidelity and correct topology solutions from the inverse simulations are shown 

in Figure 6.17.b where           for TS1 and           for TS2 with black squares 

indicating the positions of posts. By accounting for the diameter of the posts using more 

grid points to occupy post volume, additional solutions were obtained by taking the smaller 

post solution and eliminating unnecessary posts or replacing two close posts with a single 

larger post. Solutions using larger post size   but a smaller        are thus shown in Figure 
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6.17.c. Having these more realistic post solutions, the post templates were converted to 

inputs for EBL and HSQ patterns of the posts were made as shown in Figure 6.17.d. Finally, 

applying the BCP thin film, annealing the sample, and removing the majority block resulted 

in the SEM images of patterns that matched the target structures experimentally in terms 

of topology as shown in Figure 6.17.e. Thus these results show the inverse design algorithm 

can indeed be used for the fabrication of complex patterns. Each of these steps in the 

overall process will be discussed in more detail in the next two subsections. 

 
Figure 6-17: Entire inverse design process overview for (top) TS1 containing lines, bends, 
and three-way junctions with total size 3L0 by 3L0 and (bottom) TS2 containing lines, 
bends, and terminations with total size 7L0 by 7L0. (a) Density field target structures 
produced from concatenating essential IC circuit component patterns. These structures 
were used to test and optimize the inverse design algorithm. (b) Post template solutions 
(black) using inverse design algorithm for corresponding target structures in (a). (c) Post 
template solutions found taking best inverse design solutions of single grid posts and 
replacing those posts with larger posts moving or removing the posts positions 
appropriately such that the system still formed the correct topology using forward 
simulations. (d) SEM images showing the HSQ post patterns made using EBL. Patterns are 
based on those in (c). Post overlap is still an issue despite trying to account for the larger 
post size beforehand. (e) SEM images of the oxidized PDMS pattern on HSQ left from the 
self-assembly of a PS-PDMS cylinder forming BCP on the post templates in (d) 
demonstrating they have the same topology as the input target structures in (a) and thus 
the overall inverse design process works51. 
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6.4.1 Simulation Results 
 

The two most influential parameters in determining whether a given target 

structure will have a valid solution is the number of posts        and volume fraction  . 

Thus for the two target structures examined the effects of these parameters on   and   

were studied in depth. For both target structures,   was varied from      all the way up to 

0.72 with increments of 0.04. For TS1, values of        from a single post to 40 posts in 

increments of 1 post were examined. For TS2, the four fold symmetry in the system was 

used to simplify the inverse calculations such that the unit cell actually tested was 4   by 

4   with        varying from 1 to 40 with increments of 1. The results of these simulations 

were they converted to the full     by 7   cells using rotational and reflective symmetry 

operations to mirror and place posts in all four quadrants of the total unit cell bringing the 

total        values examined to a range of 4 to 160 in increments of 4. Post configuration 

solutions were found at each set of        and   tested and the solutions used in several 

forward SCFT simulations. The density field results of these forward simulations were 

averaged spatially to create a composite structure for which   and   were determined. 

Phase diagrams for    (        ) and     (        ) (        ) for TS1 and TS2 are 

shown in Figure 6.18 and Figure 6.19, respectively. For these simulations,         . In 

these phase diagram, there were enveloped regions where good inverse design solutions 

where found with good fidelity and correct topology. For TS1, this region was between 

       to 0.56 and           up to 40. For TS2, this region was between        to 

0.48 and           up to 160.  

As shown in Figure 6.18 and Figure 6.19, the fidelity function   is close to 1 for the 

best fidelity solution matches between simulations with template solutions and the target 

structure. The black regions in the lower halves of the figures indicate regions where there 

was not a topology match between the target structure and forward template simulations 

(   ) thus implying either no solution to produce the target structure exists at those 

combinations of        and   or the inverse simulations failed to converge to a good 

template solution for the finite         . The bright regions in this diagram thus 

represent good inverse solutions. 
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Figure 6-18: (a) TS1 Ξ = Ξ(nposts,f) phase diagram. The best solution in terms of just fidelity 
occurred when nposts = 21 and f = 0.52. (b) TS1 ηΞ = η(nposts,f)Ξ(nposts,f) phase diagram. The 
best solution in terms of fidelity and topology occurred when nposts = 26 and f = 0.5251. 
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Figure 6-19: (a) TS2 Ξ = Ξ(nposts,f) phase diagram. The best solution in terms of just fidelity 
occurred when nposts = 72 and f = 0.44. (b) TS2 ηΞ = η(nposts,f)Ξ(nposts,f) phase diagram. The 
best solution in terms of fidelity and topology occurred when nposts = 72 and f = 0.44. There 
is a long region for f = 0.48 where topology is conserved at the cost of poor fidelity with 
increasing nposts suggesting the system is very stable at this volume fraction as long as there 
are enough posts in the system51. 

 
Select examples of different forward simulation for TS1 and TS2 are shown in Figure 

6.20 and Figure 6.21, respectively, to show how fidelity and topology are coupled in more 

depth. As seen in these figures, the general issues in whether the target structure formed 

with good fidelity or not was based on whether there were enough or too many posts to 

form the target structure under the given   of the PS-PDMS. 
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Figure 6-20: (a) Poor fidelity template solutions for TS1 using inverse design simulations. 
From left to right: nposts = 3 and f = 0.36 resulted in too few posts and not enough PDMS to 
form TS1, instead forming dot patterns. nposts = 11 and f = 0.48 resulted in too few posts to 
form TS1, instead forming lines. nposts = 23 and f = 0.28 resulted in not enough PDMS to 
form TS1, instead just having weak phase segregation around the post template regions. 
nposts = 23 and f = 0.68 resulted in too much PDMS to form TS1, forming a connected 
network structure with PS dots instead. (b) Good fidelity template solutions for TS1 using 
inverse design simulations. From left to right: nposts = 24 and f = 0.44 resulted in correct 
topology with good fidelity for making TS1. nposts = 26 and f = 0.52 resulted in correct 
topology with the best observed fidelity for making TS1. nposts = 30 and f = 0.48 resulted in 
correct topology with good fidelity for making TS1. nposts = 39 and f = 0.48 resulted in good 
fidelity for TS1, but extra connections formed mismatching the target structure topology 
due to the system being oversaturated with posts51. 
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Figure 6-21: (a) Poor fidelity template solutions for TS2 using inverse design simulations. 
From left to right: nposts = 12 and f = 0.36 resulted in too few posts and not enough PDMS to 
form TS2, instead forming dot patterns. nposts = 44 and f = 0.48 resulted in too few posts to 
form TS2, instead forming line patterns. nposts = 92 and f = 0.28 resulted in not enough 
PDMS to form TS2, instead just having weak phase segregation around the post template 
regions. nposts = 92 and f = 0.68 resulted in too much PDMS to form TS2, forming a 
connected network structure with PS dots instead. (b) Good fidelity template solutions for 
TS2 using inverse design simulations. From left to right: nposts = 72 and f = 0.44 resulted in 
correct topology with the best observed fidelity for making TS2. nposts = 100 and f = 0.44 
resulted in correct topology with good fidelity for making TS2 nposts = 160 and f = 0.48 
resulted in correct topology with good fidelity for making TS2. nposts = 156 and f = 0.44 
resulted in good fidelity for TS2, but extra dot features formed around the corners of the 
PDMS ring part of the structure due to strain from large nposts51. 
 

To examine where these optimal combinations of parameters should exist, free 

energy calculations of the target structures as a function of   were performed and 

analyzed. These calculations are analogous to the ones done for component features in 

Figure 6-13. A plot of the free energy         
  as a function of   for TS1 is shown in 

Figure 6-22 and for TS2 is shown in Figure 6-23. From these plots, TS1 had a free energy 

minimum at        and TS2 had a free energy minimum at       . 
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Figure 6-22: Free energy H/kTρ0Rg3 as a function of f for TS1. Minimum H occurred when f 
= 0.55 which makes sense as there are two three-way junctions in the pattern51. 
 
 To use these results for where the minimum free energy occurred as a function   to 

compare with the results of the inverse solutions, the best solutions found in terms of 

fidelity   and topology   are identified. For TS1, the best   with     occurred at 

          and        as seen in Figure 6.18. For TS2, the best   with     occurred at 

          and        as seen in Figure 6.19. By defining an effective fraction the posts 

motifs add to the system       , effective volume fractions of PDMS      can be defined and 

compared with the free energy minimum of  . Since each post occupies one grid point in 

the simulation unit cell of size         ,                   . For larger posts, this 

becomes                          were         is the number of grid points in a post.  
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Figure 6-23: Free energy H/kTρ0Rg3 as a function of f for TS2. Minimum H occurred when f 
= 0.45 which makes sense as there are multiple terminations in the pattern51. 
 

For TS1 at the best fidelity solution,                  , so               

     . Since the posts are preferential to the PDMS block and thus reside in those regions, 

             . For TS1 at the best fidelity solution,                       which is 

almost equal to the observed free energy minimum   value of     . For TS2 at the best 

fidelity solution,                  , so                      and thus           

            shich is almost equal to the observed free energy minimum   value of 0.45. 

The close values between      for the best inverse solutions and the free energy minimum 

  calculated for the structure suggests the envelope region where template solutions exist 

are determined by the sum of post volume and PDMS volume being close to this value. 

Using the experimental measured value of         , the effective diameter of the 

single grid point posts are        for the center hard part of the post (not including brush 
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layer). This value is much smaller than the minimum post diameter of        of the HSQ 

posts produced from EBL, so before comparing these solutions with experiments post 

diameter size effects were explored. Four different diameters                     

were examined in additional forward SCFT simulations varying   from 0.44 to 0.52 for both 

TS1 and TS2. Potential overlap of posts with increasing post size was handled by removing 

or moving a post from the optimal inverse solutions that were closer than            as 

shown in Figure 6.24. Effective double posts that were only one grid point or       apart 

had a single post replace the double posts at the center of the original two posts. When 

many posts were close or right next to each other, posts were removed or moved until the 

final local post configuration had no posts closer than     . For TS1, the solution with 

          at        from the initial inverse design study before optimization was used 

for making these reduced post templates50 while the best fidelity solution for TS2 at 

          and        was used. Performing this post removal and moving process, TS1 

had a solution reduced to 15 posts and TS2 had a solution reduced to 52 posts. For 

comparative purposes, three additional templates with some select double post features 

preserved were used in these forward simulation studies corresponding to        

             for TS1 and                     for TS2. These altered templates are of 

course not the same as those found by the inverse design solution as they do not satisfy the 

free energy minimization condition. However, as shown in the forward simulation results 

of Figure 6.25, they did give correct topology at certain  . 

The correct topology being observed for some of these modified solutions at the 

smallest post size of one grid point suggests the free energy minimization constraint is not 

the only constraint that should be optimized in the inverse design algorithm. This issue will 

be discussed in more detail in the future algorithm modifications section. As post size 

increased, line edge roughness in the PDMS patterns increased with the PDMS forming a 

corona around the posts such that TS1 tended to have less sharp corner bends and more 

round corner bends while in TS2 the PDMS patterns tended to break up around the posts 

rather than forming full line connections in addition to incorrect connectivity. The posts in 

these larger diameter patterns still overlap in some cases even after the modifications and 

this will also be seen in the experimental patterns. 
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Figure 6-24: Steps used to alter inverse design solution templates to prepare solutions for 
experimental verification since post size in experiments is larger. (Top-Left) TS1 inverse 
post configuration solution from nposts = 24 and f = 0.44. (Top-Middle) Red post are to be 
removed and yellow posts are to be moved one point over to centralize where a nearby 
post was removed. (Top-Right) nposts = 15 post configuration after altering nposts = 24 
solution. (Bottom-Left) PDMS density map forward simulation result using nposts = 24 
template. (Bottom-Right) PDMS density map forward simulation result using nposts = 15 
template altered from nposts = 24 template with f = 0.48. At this higher f the altered post 
template was able to yield the correct topology for TS151.  
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Figure 6-25: Additional forward simulation results varying nposts, f, and d with altered post 
configuration solution templates using the rules from Figure 6.24. Smallest nposts 
configurations used these rules strictly and higher nposts left some double posts in the 
template (Left) Results for TS1. (Right) Results for TS2. Two separate simulation results 
are shown for d = 4 nm to illustrate the variability in results on initial conditions of the 
simulations51. 
 
 For reference, an example of a forward simulation result at most of the conditions 

tested for the inverse design algorithm post configuration solutions are shown for TS1 in 

Figure 6.26 and for TS2 in Figure 6.27. The values of        and        were omitted 

since these solutions just had post feature wetting and no strong observable phase 
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separation. These represent the general morphology observed under those conditions as 

multiple simulations were performed for each case to examine defect structure formation.  

 
Figure 6-26: Forward SCFT simulation results for TS1 inverse design algorithm post 
configuration solutions for f = 0.32 to 0.68 with (Top) nposts = 1 to 20 and (Bottom) nposts = 
21 to 4051. 
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Figure 6-27: Forward SCFT simulation results for TS2 inverse design algorithm post 
configuration solutions for f = 0.32 to 0.68 with (Top) nposts = 4 to 80 and (Bottom)  nposts = 
84 to 16051. 
 
 For TS2, a set of simulations were performed varying        using the 4 altered 

templates from Figure 6.25 with 52, 56, 60, and 64 posts in addition to the best fidelity 

inverse solution with           posts. In these simulations, the effective   per 9 grid 

points was varied from                  to examine how commensuration affects the 

fidelity of solutions formed. As shown in Figure 6.28, the best solutions occurred near 

    . As shown in Figure 6.29, the fidelity   is maximal for   slightly less than    meaning 

the presence of the posts places the sample slightly in a compressed state. 
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Figure 6-28: TS2 forward simulation results for five nposts configurations varying L/L0. Two 
simulation results are shown for each combination of nposts and L/L051. 
 

 
Figure 6-29: TS2 forward simulation Ξ fidelity map for five nposts configurations varying 
L/L0. The maximal Ξ values occur around L/L0 = 0.96 and 0.98 implying the sample is under 
compressive strain with the posts present in terms of obtaining the best template if an L = 
L0 post template were used51. 
  
 In all of these simulation results, insight into design rules can be obtained that is not 

intuitive in terms of an empirical design process. Examples of empirically designed post 

template features expected to yield bend and junction features are contrasted with the 
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results of inverse design solutions in Figure 6.30. For PDMS preferential posts, bends might 

be thought to be produced having posts concentrated at the corner of the bend for guiding 

the PDMS domains around the corner. For three-way junctions, a T-shaped post at the 

center of the junction might be expected to produce the structure as shown in Figure 

6.29.a, but does not promote the lines to connect. Actual inverse design results as shown in 

Figure 6.30.b demonstrate the assumptions are not exactly right but show the post 

templating features should be outside of the junction and bend areas. Similar experimental 

results were shown previously in the design rule work for the three-way junctions when 

posts were missing as in Figure 6.10201. These results show that intuitive “connect-the-

dots” strategies are not the best way to go about getting desired results and thus use of 

inverse design simulations or developed design rules from simulations and experiments 

are the best route to obtaining general arbitrary morphologies. The next subsection will 

examine transferring these results to real experimental systems. 

 
Figure 6-30: Example simulation results of how intuitive template design can fail to achieve 
target morphologies. (a) T-shaped post features empirically designed for trying to form 
three-way junctions fail to do so in simulations rather forming strained lines. (b) Examples 
of inverse design simulation results showing templating features that produced bends and 
junctions by having post features moved away from the center of the IC features50.  
 

6.4.2 Experimental Results and Comparison 
 
 For experimental verification of the results of the inverse design algorithm, HSQ 

(Dow Corning XR-1541, 2%) posts were fabricated using an Elionix F125 EBL system with 

posts and substrates functionalized with a 0.8 kg/mol PDMS hydroxyl terminated 
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homopolymer brush. Experiments were performed by Yi Ding and Wubin Bai. Room 

temperature HSQ was spun cast at 3000 rpm for 30 seconds to obtain         thick 

films. The films were exposed with a raster scan of an electron beam at an acceleration 

voltage of 125 kV with a 1 nA beam current. The exposure time was varied from 70 to 200 

 seconds/dot. After exposure in the Elionix, a salty development using a 4% NaCL and 1% 

NaOH DI water solution was used to develop the exposed HSQ. The films of HSQ were then 

rinsed in DI water for 2 minutes and isopropanol for 1 minute before being aired dried in 

nitrogen gas. After salty development, the samples were oxidized with oxygen plasma in an 

asher.  

 A 2 wt % cyclohexane solution of the brush was spun cast at 3000 rpm for 30 

seconds onto the templated sample, thermally baked at      and                   for 

18 hours for the brush to bond to the substrate and posts, and subjected to a toluene rinse 

to remove any remaining brush that did not bond to the substrate. Cylinder forming 

            PS-PDMS from Polymer Source, Inc. with molecular weight 45.5 kg/mol and 

         was spun cast onto the patterned substrate using a 1.5 wt % solution in 

propylene glycol monomethyl ether acetate (PGMEA) to a 38 nm thickness as measured by 

spectral reflectometry. Both pure toluene and 5 to 1 toluene to heptane solvent vapor 

combinations were used to solvent anneal the samples for 3 hours until equilibrium was 

reached in a beaker system with controlled ventilation to maintain a constant vapor 

pressure. The film was dried in a controlled fashion to keep the vapor pressure steadily 

decreasing. A quick 5 second     plasma reactive ion etch followed by a longer 22 second 

oxygen plasma etch was performed to remove any surface PDMS layer and PS matrix, 

respectively. The oxygen plasma also served to oxidize the PDMS patterns, making them 

give better contrast SEM images. The experimental details are similar to those of other HSQ 

template DSA processes56–58,60,201. 

 In the EBL writing process, raster scans based on trajectory write points are input 

into the system with dwell times and dosages. Thus in order to convert the simulation post 

configuration results to a writable experimental template, the post configurations had to be 

converted to real space parameter coordinates. Since the simulations assumed periodic 

boundary conditions, arrays of these post configuration coordinates were designed for 
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better comparison with the simulation results by producing arrays of coordinates with 

total pattern unit cell size of 11 by 11 unit cells for TS1 and 7 by 7 unit cells for TS2. 

Example raster scan trajectories with the corresponding inverse design solutions and 

forward simulation results for two post sizes are shown in Figure 6.31 for TS1 and in 

Figure 6.32 for TS2. Several effective unit cell primitive cell periods   were assigned to the 

real space scan trajectories to ensure that the post patterns were commensurate with the 

experimental BCP natural period    to account for any possible experimental error of    

not being exactly as expected from previous experiments due to solvent annealing 

conditions not be exactly calibrated. This   value was varied over 10 periods ranging from 

34 nm to 43 nm using the four modified post solutions from Figure 6.25. Resulting HSQ 

post patterns using these conditions for select   values are shown in Figure 6.33. 

 
Figure 6-31: (a) Altered post configuration solution from inverse design algorithm with 
nposts = 15 for TS1. (b) Forward SCFT simulation result using post configuration in (a). (c) 
Forward SCFT simulation result using post configuration in (a) but with larger posts. (d) 
Post coordinates with raster scan trajectory for making experimental template for TS1 
using post configuration in (a) for verifying inverse design algorithm process. (e) 
Concatenated full raster scan trajectory post coordinates for making TS1 in experiments 
using an 11 by 11 array of unit cells to account for periodic boundary conditions used in 
the simulations51. 
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Figure 6-32: (a) Altered post configuration solution from inverse design algorithm with 
nposts = 52 for TS2. (b) Forward SCFT simulation result using post configuration in (a). (c) 
Forward SCFT simulation result using post configuration in (a) but with larger posts. (d) 
Post coordinates with raster scan trajectory for making experimental template for TS2 
using post configuration in (a) for verifying inverse design algorithm process. (e) 
Concatenated full raster scan trajectory post coordinates for making TS2 in experiments 
using a 7 by 7 array of unit cells to account for periodic boundary conditions used in the 
simulations51. 
 

The best experimental results in terms of corresponding to correct topology of the 

target structures TS1 and TS2 are shown in Figure 6.34. For TS1, the best patterns with 

fewest defects occurred near         for pure toluene samples (    based on previous 

experiments at these conditions) and         for 5 to 1 toluene to heptane samples. A 

frequently observed defect in the experiments for TS1 was an additional circular PDMS 

domain showing up between the corner bends at larger values of  . For TS2, the best 

patterns occurred at         (   ) under the 5 to 1 toluene to heptane condition. For 

TS2, the ring area of the pattern had the fewest observed defects and formed 

reproducibility across samples. The terminated line segments inside the pattern were 

harder to consistently produce across samples and formed connected defects in many 

samples. Also, the line patterns between ring structures showed breaks in the line at 

random locations similar to those observed in the larger post diameter forward 

simulations. 
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Figure 6-33: SEM images of HSQ patterns of posts corresponding to post solutions derived 
inverse design solutions. (Top) Patterns for TS1. (Bottom) Patterns for TS2. The patterns 
that gave the best experimental results have boxes around them. The pattern primitive cell 
spacing is L = 39 nm51. 
 

The solvent annealing conditions of 5 to 1 toluene to heptane correspond to higher 

effective PDMS volume fractions than pure toluene, although the volume fractions do not 

exactly relate to the 2D simulation   values explicitly as the presence of the posts affects 

the net effective   experienced by the BCP under the different annealing conditions. Since 

the effective 2D fractions in the simulations showed TS1 being stabilized at higher PDMS 

fractions, the fact the pattern occurred reproducibly for      nm for 5 to 1 toluene to 

heptane conditions corresponds well with these conditions increasing the effective PDMS 

volume. Conversely, for TS2 there were still disconnections at these conditions. However, 

TS1 occurred over a larger range of   in simulation compared to a very narrow range for 

TS2. This suggests that in future studies higher heptane concentration studies for TS2 

should be performed to better establish a range where these patterns form reproducibly. 

The observed area fractions do not correspond to the 2D input   in the simulations due to 

3D effects, so future studies should also try to focus more on 3D issues such as post height 

and air and substrate surface energy effects. Additionally, these samples are not entirely 
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under periodic boundary conditions, so future simulation studies should try to examine 

more realistic boundary conditions as well as concatenated target structures. 

These results reiterate the ideas of design rules201. The observation that the absence 

of a post in the middle of three-way junction promotes the feature formation was again 

observed with both junctions in TS1. Bends were reliably reproduced by having dense post 

features coming into the bend as seen for TS2 such that the ring structures were stabilized. 

Terminations were the hardest IC feature attempted in these target patterns to 

reproducibly control and place as seen in the defects of TS2 as the structure would often 

rather form connected bends. Terminations formed more reliably increasing toluene 

(decreasing volume fraction) but at the cost of being able to produce continuous line 

patterns well. Thus future studies need to really focus on combination effects of effective 

volume fraction and local post feature density for different desired IC components. 
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Figure 6-34: SEM images of oxidized PDMS self-assembled features templated by HSQ post 
patterns derived from inverse design simulations after reactive ion etching the samples. 
(Top) TS1 results under different L values and solvent annealing conditions. All TS1 
patterns shown had correct topology over most of the sample. The best experimental result 
in terms of topology is highlighted, although the periodicity of this sample is larger than 
expected due to the effective fraction from the solvent vapor annealing conditions used. 
(Bottom) TS2 results under L = 39 nm with a 5 to 1 toluene to heptane annealing condition. 
The largest nposts = 64 template gave the best results, but not completely optimized as there 
were many local defects51. 
 

Many additional experimental results for TS1 are shown in Figure 6.35 through 

Figure 6.42 with               and                 in increments of 2 and many 

results for TS2 are shown in Figure 6.43 through Figure 6.52 with               and 

                in increments of 4. These templates correspond to the ones derived and 



277 
 
 

altered from the inverse simulations. TS1 was overall more robust in reproducibility over 

this range of parameters compared to TS2. 

 
Figure 6-35: SEM images of PDMS patterns formed on templates designed for forming TS1 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are pure toluene vapor51. 
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Figure 6-36: SEM images of PDMS patterns formed on templates designed for forming TS1 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are pure toluene vapor51. 
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Figure 6-37: SEM images of PDMS patterns formed on templates designed for forming TS1 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are pure toluene vapor51. 
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Figure 6-38: SEM images of PDMS patterns formed on templates designed for forming TS1 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are pure toluene vapor51. 
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Figure 6-39: SEM images of PDMS patterns formed on templates designed for forming TS1 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are pure toluene vapor51. 
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Figure 6-40: SEM images of PDMS patterns formed on templates designed for forming TS1 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are pure toluene vapor51. 
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Figure 6-41: SEM images of PDMS patterns formed on templates designed for forming TS1 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are pure toluene vapor51. 
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Figure 6-42: SEM images of PDMS patterns formed on templates designed for forming TS1 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are pure toluene vapor51. 
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Figure 6-43: SEM images of PDMS patterns formed on templates designed for forming TS2 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are 5 to 1 toluene to heptane vapor51. 
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Figure 6-44: SEM images of PDMS patterns formed on templates designed for forming TS2 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are 5 to 1 toluene to heptane vapor51. 
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Figure 6-45: SEM images of PDMS patterns formed on templates designed for forming TS2 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are 5 to 1 toluene to heptane vapor51. 
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Figure 6-46: SEM images of PDMS patterns formed on templates designed for forming TS2 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are 5 to 1 toluene to heptane vapor51. 
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Figure 6-47: SEM images of PDMS patterns formed on templates designed for forming TS2 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are 5 to 1 toluene to heptane vapor51. 
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Figure 6-48: SEM images of PDMS patterns formed on templates designed for forming TS2 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are 5 to 1 toluene to heptane vapor51. 
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Figure 6-49: SEM images of PDMS patterns formed on templates designed for forming TS2 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are 5 to 1 toluene to heptane vapor51. 
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Figure 6-50: SEM images of PDMS patterns formed on templates designed for forming TS2 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are 5 to 1 toluene to heptane vapor51. 
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Figure 6-51: SEM images of PDMS patterns formed on templates designed for forming TS2 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are 5 to 1 toluene to heptane vapor51. 
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Figure 6-52: SEM images of PDMS patterns formed on templates designed for forming TS2 
over a range of nposts and L. Whole template areas are shown. Solvent annealing conditions 
are 5 to 1 toluene to heptane vapor51. 
 

6.5 Future Algorithm Modifications 
 

The inverse design process as demonstrated shows great promise as a way of producing IC 

circuit patterns by only having to focus on a small range of patterns to produce desired 

target structures. Still, there remain many things that can be optimized in the algorithm. 

The current optimization scheme using a simple single post random walk move to find 

solution templates is limited in being able to converge toward consistent solutions for large 
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       due to possibility for multiple posts with their original positions disallowing certain 

lower energy state solutions in terms of another post moving close to those posts.  

 In general, as shown in Figure 6.53, as      is increased, the post configuration 

solutions change when averaged over the many possible configurations found. In this 

particular case for TS1, increasing      from 150 to 2,100 drastically changes the post 

configuration solution template. Although both solutions are valid and converge to TS1 

performing forward simulations, the            solution resulted in a             to 

keep 24 posts with mirror symmetry, whereas using that threshold value for the post 

probability density map for          results in many extra posts being kept in the 

system when accounting for symmetry implying extra degenerate posts were left in the 

system. Part of the reason for these issues is the post probability density map at low      is 

not completely symmetrical but becomes more symmetrical with larger      values. This 

demonstration shows that the algorithm itself can be improved upon by considering more 

complex move schemes such as an evolutionary algorithm as one recently proposed in 

solving the inverse design problem for chemically templated BCPs207. By using more 

advanced post configuration sampling algorithms, the necessary      needed to converge 

to an acceptable solution template should be greatly reduced.  
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Figure 6-53: Comparison of inverse solutions for TS1 with nposts = 24 and different nrun 
values. (a) nrun = 2,100 post configuration solution from inverse design algorithm. (b) 
Forward SCFT simulation result for post configuration solution in (a) showing TS1 is 
produced with correct topology. (c) nrun = 150 post configuration solution from inverse 
design algorithm. Low nrun value led to p( ⃗) not being symmetrical and more than 24 posts 
being kept in the system when symmetry was accounted. (d) Forward SCFT simulation 
result for post configuration solution in (c) showing TS1 is produced with correct 
topology50. 
 

Another area for advancing the algorithm is using majority block preferential posts 

in addition to minority block preferential posts. There have already been many forward 

system studies on the effects of majority preferential posts57,58,60 and thus applying such 

features in inverse design solutions is a simple progression in the field. As an example of a 

structure where majority preferential posts might be more beneficial to use in getting an 

inverse design solution, a square ring structure was tested using inverse simulations with 

both majority and minority preferential posts as shown in Figure 6.54. In this case, the 

minority preferential solution formed extra defect circular structures at the corners while 

the majority preferential solution formed the structure consistently with sharp corners. 

Thus there may be different solution space regions for different target structures 



297 
 
 

depending upon whether minority or majority preferential posts are used, or if possible a 

combination of both. There can even be a spectrum of neutral to slightly preferential posts 

tested, so in this regard there are many potential motif features that can be incorporated in 

the inverse design process simulations. 

 
Figure 6-54: (a) Square ring target structure density map with size 2L0 by 2L0. (b) (Left) 
Inverse design solution for target structure in (a) using minority preferential posts where 
(Right) the resulting forward simulation results had defective dot structures rather than 
sharp corners. (c) (Left) Inverse design solution for target structure in (a) using majority 
preferential posts where (Right) the resulting forward simulation results produced the 
sharp corners of the target structure50. 
 

Converting the inverse design algorithm to 3D is already something possible but 

computationally expensive. By having the posts have a fixed height, similar move schemes 

can be applied to a thin film target structure with a fixed film thickness as shown in Figure 

6-55. However, in order to get the best solution for such structures, film thickness and post 

height must also be optimized. Thus, not only does the computational time for these 

simulation increase by a factor     (  ) but the parameter space that needs to be 

optimized increases as well. Since the 2D patterns already appear to give decent solutions, 

an alternative to full 3D inverse simulations is to just perform 3D forward simulations 

using post configurations derived from 2D inverse simulations and varying post height and 

film thickness trying to use appropriate 3D values of  . Examples of such simulations for 

TS1 are shown in Figure 6.56. By doing these simulations, parameters such as post height 

and film thickness can be optimized as well. Effects with post size can also be incorporated 
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initially into the inverse design simulations having the posts initially larger when 

performing the configuration sampling algorithm. Solvent annealing can be modeled 

explicitly rather than implicitly, especially if these 3D simulations are implemented. 

 
Figure 6-55: 3D inverse design simulation preliminary results. (a) TS1 represention in 3D 
showing the ϕA = 0.5 isosurface contours in green. Air and substrate wetting conditions are 
assumed to make PDMS surface layers and internal morphology is that of connected 
cylinders. (b) Post probability density map p( ⃗) for several inverse simulations for 3D TS1 
in (a) with several posts with post height L0 in a 2L0 thick unit cell. The small number of 
simulations performed did not allow for a clear convergence to an obvious post 
configuration solution. Since many simulations are necessary for such a convergence and 
the 3D simulations are computationally expensive, an improved movement algorithm is 
necessary before continuing such 3D inverse simulations. 
 
 As made apparent by the fact a given target structure can have many potential 

inverse solutions, additional solution characterization criteria should be considered. An 

example of multiple post configuration solutions for the same number of posts is 

demonstrated in Figure 6.57 for another target structure containing three-way junctions 

and terminations where one solution was guessed using design rule principles for three-

way junctions and the other determined by the inverse algorithm. In this example, 

          for both post configurations, yet in the guess solution case no posts where 

required in the termination line regions, rather they were just templated by the 

surrounding PDMS lines. Possible distinguishing characteristics between solutions could be 

free energy, fidelity, and line edge roughness as the topology criterion is met for both. 
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Figure 6-56: Forward 3D SCFT simulation results varying the height of the posts hposts/L0 

using the altered nposts = 15 solution for TS1 using a constant film thickness of 2L0 (Nz = 20) 
thought to be commensurate with a monolayer of PDMS cylinders with a top and bottom 
PDMS surface wetting layer. As hposts/L0 increases, the morphology changes from a 
commensurate monolayer of cylinders to something similar to the target structure, 
although there are always defects. The closest structures to the target structure occurs for 
hposts/L0 ≥ 1. (a) 2D cross-section using density color bar on right for ϕA showing density of 
PDMS half way up film thickness. (b) Top-down view of 3D density isosurfaces for ϕA = 0.5 
in green. (c) Side view of 3D density isosurfaces for ϕA = 0.5 in green and posts colored 
grey. 
 
 Already the fidelity function   and   as well as topology criterion   help to 

distinguish better solutions after the inverse algorithm has been performed over a set of 

parameters. In future work, the fidelity function can be incorporated into the inverse 

algorithm itself to try to optimize the solutions during the inverse simulation with respect 

to        and   rather than afterwards. As an example, rather than accepting solutions 

based on minimizing the free energy  ,   was minimized as the optimization criteria for 

TS1 and as shown in Figure 6.58 that both   and   decreased through the course of the 

simulation. This coupled decrease implies both parameters should be considered as 

optimization parameters in a single inverse design simulation. Other such parameters that 

characterize line edge roughness or other feature distinguishing quantitative functions can 

be used as well.  
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Figure 6-57: Demonstration of multiple potential solutions to the inverse problem for a 
given target structure. (a) Target structure with three-way junctions, lines, and 
terminations. (b) Inverse design algorithm solution determined for the target structure 
with nposts = 28 and f = 0.44 with (Top) post configuration positions and (Bottom) forward 
simulation result showing correct topology for the target structure. (c) Guess solution 
using the design rule principles learned for forming three-way junctions by having posts 
near the junction but not inside the junction using 28 posts at f = 0.44 with (Top) guessed 
post configuration and (Bottom) forward simulation result showing correct topology for 
the target structure.  
 
 One other advancement of the algorithm that can be performed in how each   or   

comparison value is calculated. Rather than performing hundreds of individual SCFT 

iterations until the corresponding chemical potential fields are relaxed for the held 

constant target densities, target structure chemical potential fields can be used instead that 

simply have the post features added to their values and a single forward SCFT iteration 

performed to develop the corresponding relaxed density fields. Such a method cuts 

computational time down by a factor of 100 or better, but only works as good as the 

developed chemical potential fields correspond to the actual target structure density fields. 
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Using the density fields as the target structures in general is the conservative approach 

since they are more easily developed than chemical potential fields. 

 All these areas of potential improvement show that these inverse design algorithms 

are still in their infancy in implementation. However, the fact the resulting solutions are 

already adequate enough to produce some experimental target patterns means there is 

great potential for continuing to develop the algorithms to investigate the large parameter 

space of BCP DSA. Once all these future modifications are implemented, the potential for 

solving for any necessary template to produce an arbitrary complex pattern will be greatly 

enhanced and the ability to use BCPs to form IC circuit patterns at the smallest length 

scales will be limitless. 
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Figure 6-58: (Top) Plot of ξ as a function of individual SCFT iterations in an inverse design 
algorithm simulation for TS1 where ξ is minimized as the optimization criterion for 
accepting or rejecting post configurations rather than the free energy H. (Bottom) Plot of 
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corresponding H/kTρ0Rg3 as a function of individual SCFT iterations for an inverse 
simulation where ξ was the optimization variable minimized rather than H. Interestingly H 
decreases as the fidelity factor ξ is minimized implying both parameters are essential in 
optimizing the solutions toward the best inverse design solutions.  
 

6.6 Summary 
 

 A method for determining the necessary DSA template to produce a given target 

pattern containing essential IC circuit components such as lines, bends, junctions, and 

terminations concatenated in an complex fashion using an inverse design algorithm has 

been computationally and experimentally demonstrated. Using an SCFT framework with 

posts modeled as chemical potential field boundary conditions, forward simulation results 

test and show that post configuration solutions can be found under a wide range of 

parameters of   and        for different target structures after obtaining the inverse 

algorithm solution. Optimization under these parameters is performed through fidelity and 

topology considerations. Design rules for obtaining essential component structures that are 

not intuitive are easily inferred from the results and can be combined with the inverse 

design algorithm itself to enhance the design process for general lithographic patterns. 

 Compared with the inferred design rule method using a restricted square array of 

posts with double post motifs, the inverse design method appears to be more generally 

applicable for arbitrary patterns containing essential IC components. While the square 

array design rule method has the advantage of template fabrication being well controlled 

and more easily parallelizable for template writing, the method has higher rates of defect 

structures for various combinations of design structure components whereas the 

reproducibility rate for the inverse design method is very high if the most optimum 

template is found as was the case for TS1. Still, both methods need optimization in different 

ways to better optimize the methods such as the fact TS2 had issues with stabilizing 

terminations with the current size of post features while the square array design rule 

method needs less restrictions on motif location to generate all essential IC components. In 

essence, each method aids the other as design rules can be inferred from the inverse design 
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algorithm and the square array approach gives insight into better ways of fabricating posts 

in close proximity that come about in solutions of the inverse design method. 

Experimental confirmation of the inverse design method using cylinder forming PS-

PDMS gives great validity to the method showing the importance of   and the volume of the 

posts in obtaining the desired pattern, although there are still many places where the 

model is not completely adequate in explaining experimental behavior. Many areas for 

optimizing the algorithm to alleviate these discrepancies exist including using more 

advanced sampling algorithms such as evolutionary algorithms as opposed to the current 

simple stochastic random walk algorithm, using majority and neutral preferential post 

features in the design process, performing inverse and forward confirmation simulations in 

3D, using larger post sizes closer to real EBL fabricated posts in the inverse simulations 

themselves, modeling solvent explicitly, using additional target structure comparison 

criteria functions such as the fidelity functions in the algorithm itself rather than 

afterwards on a larger parameter space, and optimizing parameters like   besides the post 

positions in the inverse simulations themselves rather than by keeping them constant and 

running multiple inverse simulations over many values of those parameters. Still, as 

currently implemented the algorithm has already demonstrated great potential in solving 

many DSA problems not easily solved by empirical methodology.  
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Chapter 7 
 
Conclusion and Future Work 
 
7.1 Suggested Future Work 

 
The work presented in this thesis has demonstrated the potential of BCP DSA to fabricate 

patterns for IC circuits and other complex devices with feature components that can be 

shrunk in size to sub-10 nm2,10,12,34,47,64,67,72,142,156,171,172,194,205,206,208–212. Through the use of a 

variety of computational methodologies in an SCFT framework, simulations have enabled 

the prediction of morphologies under a wide range of boundary conditions48,213–222. As 

outlined in Chapter 2, this theoretically framework53,54 has allowed the modeling of solvent 

vapor annealing demonstrated in Chapter 3 both implicitly and explicitly59,223. As discussed 

in Chapter 4, thin film systems can be handled easily using proper assumptions about film 

thickness and surface energy constraints55. As discussed in Chapter 5, adding topographical 

template features to direct the self-assembly in these thin films allows for seemingly 

limitless possible combinations of local morphologies by controlling template boundary 

condition parameters49,56–58,60,61,200. As discussed in Chapter 6, by inverting the design 

process of these topographical templates by starting with the target self-assembled 

patterns rather than constrained templates, almost any concatenable pattern with a subset 

of base components can be designed and template rules for making that pattern achieved 

through inverse design simulations50,51,201. Combining all the nuances of the various 

simulation parameters allows for a great design tool in experimental fabrication where 

reliance on trial and error is not affordable. 

  There are still many areas that the simulation methods can be advanced to progress 

the prediction accuracy of the patterns produced in thin film BCP DSA. Depending on the 

solvent annealing conditions used and film thickness, dynamics of quenching can have a 
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drastic effect on the morphology formed and thus incorporating such effects into 

simulations is now becoming a great area of study. Although there appears to be an 

unlimited number of combinations of patterns available using just BCP DSA with inversely 

designed templates, an even greater number of such possible patterns would be possible 

using triBCP or n-species systems as well as blending systems with multiple components; 

modeling such DSA systems has been limited and thus a great area of research can be 

conducted on such systems. In the same regard, adding functionalized nanoparticles to the 

system serves to increase the complexity of patterns produced as well as adding 

functionality to the final patterns; developing appropriate modeling methods for account 

for both DSA features and nanoparticles in the same simulations is yet another emerging 

area of research.  

 Most of the experimental comparison of the SCFT models with experiments 

demonstrated in the studies presented were to samples that had been modified or 

damaged in some way through etching processes for examination and thus do not 

correspond to the BCP swollen thin films the model seeks to capture. Thus designing new 

experiments to directly compare in situ results of real thin films without damaging the 

samples will be extremely beneficial to making the models better predictors of the actual 

structures formed in addition to having the possibility of altering the models to account for 

such destructive effects of post processing applications. Ultimately, the methods need to be 

fully applied to sub-10 nm systems exclusively, so suggestions on making both the model 

and experiments move toward the DSA of super high   systems is examined. All of these 

suggestions for future work serve to advance the capabilities of both the simulation 

methods in having better accuracy in predicting the final patterns produced from the BCP 

DSA as well as influence the way experiments are done to improve the actual experimental 

results. 

7.1.1 Dynamical SCFT Simulations 
 
Recent in situ studies using GISAXS have shown there to be two different regimes in solvent 

annealing117. In one regime, swelling reaches a local equilibrium structure with order if the 

effective   of the system does not result in the system going below the (  )    value that 
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is collapsed during the quench step of the solvent annealing. In the other regime, so much 

solvent is incorporated into the system that the system goes into a disordered state and 

thus if the system is quenched from this state the final morphology of the system is solely 

dependent upon the dynamics of the quench. Recent simulation methods using a particle 

based Monte Carlo approach have shed some light into these processes127. There has also 

been some attempts at a dynamical SCFT model to account for quench dynamics from the 

disordered state87.  

 For future work, such quenching dynamical effects should be examined. By having a 

method to examine the final structure after quenching, better direct comparison with 

various experimental methods can be performed especially if the quenching step has a 

great effect on the final morphology which is very likely the case for systems swollen above 

the (  )   . Recent experimental methods have used thermal heating to control 

quenching the sample224, and thus modeling such quench paths would be beneficial to 

understanding the final morphology. Additionally, behavior during swelling can also be 

examined using methods that allow for thin film growth during the simulation increasing 

solvent volume as the film swells. Results between fixed thickness simulations and swelling 

simulations can be compared to see how different the final states are between the different 

approaches; if there is little quantitative and qualitative difference computational time can 

be saved performing the simpler fixed thickness simulations. 

7.1.2 Multicomponent and   Species Systems 
 
Although a wide array of patterns have been demonstrated using just diBCPs, there are 

many benefits to going to larger numbers of species and components in the system. Adding 

extra species such as by using ABC triBCPs80,225,226 allows for more functionality in the final 

pattern as different polymers can be used that have special properties for final device 

application and they can be left in the final pattern as opposed to the case in diBCPs where 

one block is generally a sacrificial block that etched away and the other block left to give 

structure to the pattern. Adding additional components such as homopolymers or blends of 

different BCPs with different architectures can allow great control of local volume fraction 

of the different blocks and help alleviate strain as seen in previous studies6. 
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 Modeling such systems has been a challenge in terms of SCFT framework as the 

potential for numerical instability increases with number of species and corresponding 

chemical potential fields in the system. Additionally the parameter space increases greatly 

as well as for every   distinct species in the system there are     independent volume 

fractions and (    )   distinct   parametrs. Recent progress in simulation methods have 

eliminated such instabilities by using relaxation schemes that converge more slowly 

allowing for the implementation of DSA simulations of such structures. Still, in these 

methods the full   matrix of all   in the system has to be considered with a relaxation 

scheme for the   independent chemical potential fields plus an incompressibility constraint 

added. Little simulation study has been done on DSA systems with more than two species 

or blend systems, thus future work should definitely examine these systems and the 

potential for greater control of fine morphological details as seen in many experimental 

studies175,227,228. 

7.1.3 Nanoparticle Inclusion 
 
There has been a great interest in adding nanoparticles to BCP systems as the BCPs can 

help in the local placement of the nanoparticles based on the interactions of the surface 

chemistry of the particle ligands with the different blocks178,179. Recent progress in 

modeling these particles has been done in both considering the particles as movable 

boundary conditions similar to the topographical features in the DSA simulations229 as well 

as more recent methods where a traditional solvent particle partition function is expanded 

using a size distribution profile230,231. Although methods for modeling such systems have 

been developed, there remains a wide parameter space to study in terms of how precise 

controlled placement of individual particles can be and how to prevent local aggregation 

and phase separation from the system. Additionally, combining these particles with 

multicomponent BCP systems besides simple diBCP systems is another area future studies 

can explore. Depending upon the functionality of the particles, experimental imaging of the 

resulting combined nanoparticle arrays and BCP patterns may be able to be done with 

novel methodology that is tuned to the functionality of the nanoparticles themselves. For 
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all these reasons, future work needs to investigate such systems in more detail to gain a 

deeper understanding of the control parameter space for these systems. 

7.1.4 Direct Experimental Comparison Methods 
 
In order for the simulation methods as presented to be useful, experimental validation 

must be performed. For the studies presented, most experimental methodology requires 

the essential destruction of the sample by having to etch one of the blocks away such as the 

case of scanning electron microscopy. Other methods such as atomic force microscopy can 

image thin film morphologies to some degree if there is enough contrast in the stiffness of 

the two blocks, but still in these cases the samples have already been quenched from 

solvent annealing and thus the morphologies predicted by the simulations will not exactly 

correspond.  

 One recent approach to the issue is through the use of x-ray scattering experiments. 

In particular to note are two scattering types. In situ grazing incidence small angle x-ray 

scattering (GISAXS) has been used to get real time structure data of thin film polymer 

ordering during solvent vapor annealing swelling experiments117, but this data is limited to 

large structure periodicity. Another approach is the use of resonant soft x-ray scattering 

(RSoXS) where scattering data is produced using the resonance functionality of the 

different chemical functional groups in a BCP to produce high enough scattering intensity 

peaks to get the fine structure details at large reciprocal space values in the scattering data 

necessary for such fine detail structures232. By taking the resulting scattering intensity plot 

in terms of reciprocal space parameters, a reconstruction of the morphological domains 

can be made using an iterative Markov Chain Monte Carlo process. Results have already 

been made using a lamellae forming PS-PMMA BCP, and thus future work can be done on 

other thin film systems such as cylinder forming PS-PDMS. There is the potential for the 

experiment to be done in situ with solvent annealing as well to get the swollen state 

structure as well as information about the local ordering of selective solvents. 

 The scattering approaches show great promise as a way of quantitatively verifying 

simulation results for the internal structure of the microphase separated BCP domains, but 

require indirect methods that need optimization in order to get the real space structure 
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due to the scattering data being an indirect measure of the structure. As a direct 

measurement technique, recent progress has been made using 3D transmission electron 

microscopy tomography to image many slices of a given BCP thin film and compile those 

slices into a direct 3D image233. As a demonstration of the method, a sample of the mesh 

grid forming pattern found under the right commensurate conditions with rectangular 

arrays of majority functionalized topographical posts with a double layer of BCP was 

imaged after being quenched and the resulting tomography reconstructed image is shown 

in Figure 7.1.  

 
Figure 7-1: Image showing 3D structure of connected mesh grid PDMS cylinders (colored 
green) templated by HSQ posts (colored magenta) with the long post axis Px and short post 
axis Py labeled. Image was produced using 3D transmission electron microscopy 
tomography with a thin film solvent vapor annealed sample of cylinder forming 45.5 
kg/mol PS-PDMS. The image clearly shows connections between the top and bottom 
cylinders before reactive ion etching the PS matrix. Scale bar is shown233. 
 
 From the results clear connections between the top and bottom cylinders in the 

mesh exist as predicted by the SCFT simulations. At the same time, the new data show the 

bottom cylinder touching the substrate or at least extremely close to the substrate which 

was not predicted in the model. This new result suggests that the surface chemistry in the 
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substrate region may be more neutral than the posts. For the tomography experiment, the 

substrate had to be made of silicon nitride rather than oxide, which shows a slightly 

different bonding behavior to the brush layer than the silicon oxide and HSQ. Thus extra 

simulations over a range of post heights and surface energy conditions were performed to 

find regimes where the mesh grid structure formed with the connection as shown in Figure 

7.2. From these results, there exists a range of parameters where the structure formed 

successfully with the neutral surface conditions best matching the experimental findings of 

the 3D tomography data. This demonstration of a direct comparison method, assuming the 

quench step just results in collapse of the structure in the   direction, shows that there 

needs to be continued direct measurement correspondence between simulation results and 

experimental results to ensure that model parameters are correct and thus establish a 

feedback between modeling and experiment to create more accurate models in the future. 



313 
 
 

 
Figure 7-2: SCFT simulation results for a variety of top and bottom surface preferentiality 
conditions, effective χN = 18, 24, and 30, f = 0.32 and 0.36, and a range of normalized post 
heights hp/L0 for a double layer BCP on a rectangular array of posts with periods Px = 
1.71L0, Py = L0, and dpost = 0.71L0. The structure of interest, a mesh grid with connected top 
and bottom layers, occurred in the dark blue regions. An unconnected mesh grid structure 
appears in green regions. Other morphologies were color coded and grouped but were not 
of interest for experimental comparison since the posts in experiment did not expand over 
this full range of heights. The region best corresponding to the 3D tomography data is for 
hp/L0 = 0.93, χN = 30, neutral top and bottom conditions, with f = 0.36233. 
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7.1.5 High Flory-Huggins Interaction Parameter Systems 
 
The sub-10 nm features that are ultimately desired to be created using BCP DSA need very 

high   parameters in order to achieve such length scales. Since    scales as              

and ordered structures theoretically cannot form below (  )         for lamellae 

forming BCPs41,52, this gives two constraints for sub-10 nm domains that           

      (since 10 nm feature sizes is half the period) and        . In general these 

constraints can be solved to give upper and lower bounds on the values of   where 

microphase segregation can occur with the lower bound of          and the upper 

bound being   (    )
    . Plots for         ,         , and         are shown 

in Figure 7.3 assuming        with a region corresponding roughly to where 16 kg/mol 

PS-PDMS self-assembled features should exist highlighted (since the exact  experimental   

is not known in solvent annealing experiments and since the   here corresponds to 

arbitrary Kuhn segments of length        a region is given rather than a point). 

 Using the assumption that   corresponds to the double chemical repeat unit Kuhn 

monomer such that for most carbon backbone polymers       , solving these equation 

simultaneously gives an upper bound on   of       and lower bound for          for 

        . For PS-PDMS, this corresponds to a maximum molecular weight of 32.6 

kg/mol. For half this pitch,          to get 5 nm size features,      and       , or a 

maximum molecular weight of  8.8 kg/mol PS-PDMS BCP. Thus to get a factor of a half 

increase in feature size, the molecular weight has to be reduced by close to a factor of 4 and 

  increased by close to a factor of 4. For comparison, the     nm period resulting in      

nm feature sizes in the PDMS preferential rectangular post studies had a molecular weight 

of 16 kg/mol, and a   somewhere between 0.14 and 0.27 for PS-PDMS in the bulk, implying 

that these small feature sizes should theoretically be reachable56. However, going much 

below 5 nm feature sizes will be difficult as getting to 2.5 nm features would require an 

increase in   to a value over 1 which has not yet been experimentally confirmed 

repeatedly. Thus, future works should examine both ways to synthesize such high   

polymers as well as to how to model such systems effectively. 
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Figure 7-3: Plots of χ versus N (effective degree of polymerization assuming two chemical 
repeat units constitutes a Kuhn monomer) with upper boundary curves (blue) derived 
from the relationship L0 = aχ1/6N2/3 and lower boundary curves (green) from χN = 10.5 as 
the order-disorder transition value for f = 0.5 lamellae. Yellow regions are where 
microphase segregation is possible with L0 values smaller than the chosen value for the plot 
assuming a = 1 nm.  (a) Plot for L0/a = 5 meaning feature sizes are 2.5 nm or less. N must be 
smaller than 12 and χ greater than 0.95 to achieve such small features. (b) Plot for L0/a = 
10 meaning feature sizes are 5 nm or less. N must be smaller than 46 and χ greater than 
0.23 to achieve such small features. (c) Plot for L0/a = 20 meaning feature sizes are 10 nm 
or less. N must be smaller than 183 and χ greater than 0.058 to achieve features this size. 
(d) Plot for L0/a = 20 from (c) with red region added to indicate expected regime 
corresponding to experimental observations for 16 kg/mol PS-PDMS used in experiments. 
Upper bound of the curve is L0/a = 18 and lower bound is L0/a = 16 where the expected 
period is ≈ 17 nm. 
 

7.2 Looking Ahead 
 

The use of BCP DSA to create a variety of patterns for IC, memory storage, and other 

patterned media device technologies with sub-10 nm feature sizes is very promising as a 
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next generation technological process. The ability to model these systems has been greatly 

advanced through SCFT simulations in finding the equilibrium morphologies of the systems 

under a variety of thin film and topographical boundary conditions with both thermal and 

solvent vapor annealing processes used to drive the system to those morphologies. Many 

challenges still remain for these models to predict exact quantitative details of the 

experiments and ultimately manufactured samples.  

 From the simulation side of things, dynamical effects in solvent vapor annealing 

processes need to be incorporated explicitly to account for instances where the conditions 

no longer support equilibrium structure formation in the annealing times performed. Full 

scale 3D inverse design simulations under a parallel code structure can be used with such 

effects accounted to find the DSA templates and optimal control variable parameters 

needed to produce any desired pattern based on essential circuit features. Essentially 

combining all the various modeling conditions explored in this thesis will allow the future 

production of lithographic templates for manufacturing a wide variety of the next 

generation set of devices necessary for the continued miniaturization and optimization of 

computer technology. 

 From the experiment side of things, fabrication methods for decreasing template 

feature sizes will be immensely useful. Combining sacrificial topographical templating with 

hierarchical methodology can be used to create BCP post like features that can be used to 

template another smaller molecular weight BCP if post size itself cannot be physically 

reduced. Parallel direct write lithography techniques are another potential future 

technology that can aid in this endeavor, though their utility will be based on how arbitrary 

the generated pattern needs to be as there is a point where the direct write techniques 

could just write the whole pattern if spot size of the produced features can be reduced to a 

small enough size. If such spot size reductions are not possible, then self-assembly of super 

high   BCPs should be explored thoroughly using the suggested techniques listed to reduce 

feature sizes using multiple hierarchical patterning steps that can eliminate the original 

patterns to reduce the overall feature sizes. 

 The methods explored in this study are not limited to BCP systems but have 

applications in other fields as well. With the advances of hard particle inclusions in the 
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systems, SCFT studies of colloid solutions could eventually be possible as one example 

where charge interaction potentials would need to be added to the system. The inverse 

algorithm as presented is not limited to just post configurations and can be applied to other 

system features that govern different types of target solutions for other systems leading to 

a family of algorithms for solving problems in the field of optimization. The computational 

requirements to perform large scale 3D simulations can eventually be reduced if the 

methods presented do indeed lead to the fabrication of better memory storage devices and 

IC devices due to increased computing speed and storage space density. In other words, by 

using simulations to guide experiments to make better computing technology, more 

efficient simulations can be done in the future to advance the next generation devices for 

more advanced technology. 

 The parameter space is wide and the problems innumerable that the modeling 

methodology presented in this thesis has yet to explore. Thus continued work toward the 

advancement of these methods and the technology that is created thanks to knowledge 

gained from the simulations is necessary to better humanity and the world as a whole.  
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Appendix A 
 
Supplementary Information 
 
A.1 Simulation Data Archive and Code Information 
 
For information on raw simulation data availibity and specific versions of the SCFT code, 

please contact Adam Floyd Hannon at thegreyfloyd@gmail.com.  

A.2 Special Appendix 
 
This appendix was removed March 22nd, 2014 at Mount Auburn Hospital, Cambridge, MA. 
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