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#### Abstract

We present a new data structure for the $c$-approximate near neighbor problem (ANN) in the Euclidean space. For $n$ points in $\mathbb{R}^{d}$, our algorithm achieves $O_{c}\left(n^{\rho}+d \log n\right)$ query time and $O_{c}\left(n^{1+\rho}+d \log n\right)$ space, where $\rho \leq 0.73 / c^{2}+O\left(1 / c^{3}\right)+o_{c}(1)$. This is the first improvement over the result by Andoni and Indyk (FOCS 2006) and the first data structure that bypasses a locality-sensitive hashing lower bound proved by O'Donnell, Wu and Zhou (ICS 2011). By known reductions we obtain a data structure for the Hamming space and $\ell_{1}$ norm with $\rho \leq 0.73 / c+O\left(1 / c^{3 / 2}\right)+o_{c}(1)$, which is the first improvement over the result of Indyk and Motwani (STOC 1998).
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## Chapter 1

## Introduction

The near neighbor search problem is defined as follows: given a set $P$ of $n$ points in a $d$-dimensional space, build a data structure that, given a query point $q$, reports any point within a given distance $r$ to the query (if one exists). The problem is of major importance in several areas, such as data mining, information retrieval, computer vision, databases and signal processing.

Many efficient near(est) neighbor algorithms are known for the case when the dimension $d$ is "low" (e.g., see [20], building on [7]). However, despite decades of effort, the current solutions suffer from either space or query time that are exponential in the dimension $d$. This phenomenon is often called "the curse of dimensionality". To overcome this state of affairs, several researchers proposed approximation algorithms for the problem. In the ( $c, r$ )-approximate near neighbor problem (ANN), the data structure is allowed to return any data point whose distance from the query is at most $c r$, for an approximation factor $c>1$. Many approximation algorithms for the problem are known, offering tradeoffs between the approximation factor, the space and the query time. See [2] for an up to date survey.

From the practical perspective, the space used by an algorithm should be as close to linear as possible. If the space bound is (say) sub-quadratic, and the approximation factor $c$ is a constant, the best existing solutions are based on locality-sensitive hashing [13, 12]. The idea of that approach is to hash the points in a way that the probability of collision is much higher for points which are close (with the distance
$r$ ) to each other than for those which are far apart (with distance at least $c r$ ). Given such hash functions, one can retrieve near neighbors by hashing the query point and retrieving elements stored in buckets containing that point. If the probability of collision is at least $p_{1}$ for the close points and at most $p_{2}$ for the far points, the algorithm solves the $(c, r)$-ANN using $n^{1+\rho+o(1)}$ extra space and $d n^{\rho+o(1)}$ query tim\& ${ }^{1}$, where $\rho=\log \left(1 / p_{1}\right) / \log \left(1 / p_{2}\right)[12$. The value of the exponent $\rho$ depends on the distance function and the locality-sensitive hash functions used. In particular, it is possible to achieve $\rho=1 / c$ for the $\ell_{1}$ norm [13], and $\rho=1 / c^{2}+o_{c}(1)$ for the $\ell_{2}$ norm [3].

It is known that the above bounds for the value of $\rho$ are tight. Specifically, we have that, for all values of $c, \rho \geq 1 / c-o_{c}(1)$ for the $\ell_{1}$ norm ${ }^{2}$ [22]. A straightforward reduction implies that $\rho \geq 1 / c^{2}-o_{c}(1)$ for the $\ell_{2}$ norm. Thus, the running time of the simple LSH-based algorithm, which is determined by $\rho$, cannot be improved.

Results In this thesis we show that, despite the aforementioned limitation, the space and query time bounds for ANN can be substantially improved. In particular, for the $\ell_{2}$ norm, we give an algorithm with query time $O_{c}\left(n^{\eta}+d \log n\right)$ and space $O_{c}\left(n^{1+\eta}+d \log n\right)$, where $\eta \leq 0.73 / c^{2}+O\left(1 / c^{3}\right)+o_{c}(1)$ that gives an improvement for large enough $c$. This also implies an algorithm with the exponent $\eta \leq 0.73 / c+$ $O\left(1 / c^{3 / 2}\right)+o_{c}(1)$ for the $\ell_{1}$ norm, by a classic reduction from $\ell_{1}$ to $\ell_{2}$-squared [17]. These results constitute the first improvement to the complexity of the problem since the works of [13] and 3].

Techniques Perhaps surprisingly, our results are obtained by using essentially the same LSH functions families as described in [3] or [13]. However, the properties of those hash functions that we exploit, as well as the overall algorithm, are different. On a high-level, our algorithms are obtained by combining the following two observations:

1. After a slight modification, the existing LSH functions can yield better values

[^0]of the exponent $\rho$ if the search radius $r$ is comparable to the diameter ${ }^{3}$ of the point-set. This is achieved by augmenting those functions with a "center point" around which the hashing is performed. See Section 1.1 for an intuition why this approach works, in the (somewhat simpler) context of the Hamming distance.
2. We can ensure that the diameter of the point-set is small by applying standard LSH functions to the original point-set $P$, and building a separate data structure for each bucket.

This approach leads to a two-level hashing algorithm. The outer hash table partitions the data sets into buckets of bounded diameter. Then, for each bucket, we build the inner hash table, which uses (after some pruning) the center of the minimum enclosing ball of the points in the bucket as a center point. Note that the resulting two-level hash functions cannot be "unwrapped" to yield a standard LSH family, as each bucket uses slightly different LSH functions, parametrized by different center points. That is, the two-level hashing is done in a data-aware manner while the standard LSH functions are chosen from a distribution independent from the data. This enables us to overcome the lower bound of [22].

Many or most of the practical applications of LSH involve designing data-aware hash functions ([32, 26, 31, 30, 19, 28], to name a few). Unfortunately, not many rigorous results in this area are known. The challenge of understanding and exploiting the relative strengths of data-oblivious versus data-aware methods has been recognized as a major open question in the area (e.g., see [1], page 77). Our results can be viewed as a step towards that goal.

Related work In this thesis we assume worst case input. If the input is generated at random, it is known that one can achieve better running times. Specifically, assume that all points are generated uniformly at random from $\{0,1\}^{d}$, and the query point is "planted" at distance $d /(2 c)$ from its near neighbor. In this setting, the work of [6, 10, 16, 25] gives an exponent of $\frac{1}{\ln 4 \cdot c} \approx \frac{0.73}{c}$.

[^1]Even better results are known for the problem of finding the closest pair of points in a dataset. In particular, the algorithm of [9] for the random closest pair has an exponent of $1+\frac{1}{2 c-1} .^{4}$ More recently, [29] showed how to obtain an algorithm with a runtime exponent $<1.79$ for any approximation $c=1+\varepsilon$ in the random case. Moreover, [29] also gives an algorithm for the worst-case closest pair problem with a runtime exponent of $2-\Omega(\sqrt{\varepsilon})$ for $c=1+\varepsilon$ approximation.

There are also two related lines of lower bounds for ANN. First, the work of [21] showed that LSH for Hamming space must have $\rho \geq 1 /(2 c)-O\left(1 / c^{2}\right)-o_{c}(1)$, and [22] improved the lower bound to $\rho \geq 1 / c-o_{c}(1)$. Second, [23, 24] have given cell-probe lower bounds for $\ell_{1}$ and $\ell_{2}$, roughly showing that any randomized ANN algorithm for the $\ell_{1}$ norm must either use space $n^{1+\Omega(1 /(t c))}$ or more than $t$ cell-probes. We note that the LSH lower bound of $\rho \geq 1 /(2 c)$ from [21] might more naturally predict lower bounds for ANN because it induces a "hard distribution" that corresponds to the aforementioned "random case" . In contrast, if one tries to generalize the LSH lower bound of [22] into a near neighbor hard distribution, one obtains a dataset with special structure, which one can exploit (and our algorithm will indeed exploit such structure). In fact, the LSH lower bound of [21] has been used (at least implicitly) in the data structure lower bounds from [23, 24].

### 1.1 Intuition behind the improvement

We give a brief intuition on why near neighbor instances with bounded diameter are amenable to more efficient LSH functions. For simplicity we consider the Hamming distance as opposed to the Euclidean distance.

Assume that all input points, as well as the query point, are within the Hamming distance of $s$ from each other. By shifting one of the data points to the origin, we can assume that all points have at most $s$ non-zeros (i.e., ones). Consider any data point $p$ and the query point $q$. To make calculations easier, we assume that both $p$ and $q$

[^2]have exactly $s$ ones.
The "standard" LSH functions for the Hamming distance project the points on one of the coordinates selected uniformly at random. For two points $p$ and $q$ this results in a collision probability of $1-\|p-q\|_{1} / d$, which is $1-r / d$ and $1-c r / d$ for points within the distance of $r$ and $c r$, respectively. The probability gap of $1-x$ vs. $1-c x$ leads to the exponent $\rho$ equal to $1 / c[13]$. To improve on this, we can instead use the min-wise hash functions of [5]. For those functions, the probability of collision between two points $p$ and $q$ is equal to $\frac{|p \cap q|}{|p \cup q|}$, where $\cup$ and $\cap$ denote the union and intersection of two Boolean vectors, respectively. Since we assumed that $\|p\|_{1}=\|q\|_{1}=s$, we have
$$
\frac{|p \cap q|}{|p \cup q|}=\frac{\|p\|_{1}+\|q\|_{1}-\|p-q\|_{1}}{\|p\|_{1}+\|q\|_{1}+\|p-q\|_{1}}=\frac{2 s-\|p-q\|_{1}}{2 s+\|p-q\|_{1}}=\frac{1-\|p-q\|_{1} /(2 s)}{1+\|p-q\|_{1} /(2 s)}
$$

As a result, the collision probability gap for distances $r$ and cr becomes $\frac{1-x}{1+x}$ vs. $\frac{1-c x}{1+c x}$. This leads to $\rho$ that is lower than $1 / c$.

### 1.2 Roadmap

In Section 2.2 we show how to get an improved exponent for the case, when all the points and queries lie in a ball of radius $O(c r)$. We achieve this in three steps: we gradually move from a sphere to a spherical shell, and then to a ball. This Section culminates in Lemma 2.2.8

In Section 2.3 we utilize the above "low-diameter" family and show how to solve the general case of ANN achieving the improved improved exponent. We carefully partition $\mathbb{R}^{d}$ in a hierarchical manner on different distance scales. The main technical result we obtain is Theorem 2.3.8. Then the data structure for ANN follows almost immediately (Theorem 2.3.9). The preprocessing time we obtain is quasi-quadratic,
but we can reduce it to quasi-linear at the expense of increasing the exponent to

$$
\frac{0.87}{c^{2}}+O\left(\frac{1}{c^{3}}\right)+o_{c}(1)
$$

See the discussion in Section 2.3.8 for more details.

## Chapter 2

## Approximate Near Neighbor

### 2.1 Preliminaries

In the text we denote the $\ell_{2}$ norm by $\|\cdot\|$. When we use $O(\cdot)$,o( $), \Omega(\cdot)$ or $\omega(\cdot)$ we explicitly write all the parameters that the corresponding constant factors depend on as subscripts. Our main tool will be hash families $\mathcal{H}$ on a metric space. We can identify a hash function with a partition of the space. For a partition $\mathcal{P}$ and a point $p$ we denote $\mathcal{P}(p)$ the corresponding part of $\mathcal{P}$. If $\mathcal{P}$ is a partial partition of a subset of the space, then we denote $\bigcup \mathcal{P}$ the union of all pieces of $\mathcal{P}$. By $N\left(a, \sigma^{2}\right)$ we denote a standard Gaussian with mean $a$ and variance $\sigma^{2}$. We denote the closed ball with center $u \in \mathbb{R}^{d}$ and radius $r \geq 0$ by $B(u, r)$.

Definition 2.1.1. The ( $c, r$ )-approximate near neighbor problem (ANN) with failure probability $f$ is to construct a data structure over a set of points $P$ in metric space $(X, D)$ supporting the following query: given any fixed query point $q \in X$, if there exists $p \in P$ with $D(p, q) \leq r$, then report some $p^{\prime} \in P$ such that $D\left(p^{\prime}, q\right) \leq c r$, with probability at least $1-f$.

Remark: note that we allow preprocessing to be randomized as well, and we measure the probability of success over the random coins tossed during both preprocessing and query phases.

Definition 2.1.2 ([12]). For a metric space $(X, D)$ we call a family of hash functions
$\mathcal{H}$ on $X\left(r_{1}, r_{2}, p_{1}, p_{2}\right)$-sensitive, if for every $x, y \in X$ we have

- if $D(x, y) \leq r_{1}$, then $\operatorname{Pr}_{h \sim \mathcal{H}}[h(x)=h(y)] \geq p_{1}$;
- if $D(x, y) \geq r_{2}$, then $\operatorname{Pr}_{h \sim \mathcal{H}}[h(x)=h(y)] \leq p_{2}$.

Remark: for $\mathcal{H}$ to be useful we should have $r_{1}<r_{2}$ and $p_{1}>p_{2}$.

Definition 2.1.3. If $\mathcal{H}$ is a family of hash functions on a metric space $X$, then for any $k \in \mathbb{N}$ we can define a family of hash function $\mathcal{H}^{\otimes k}$ as follows: to sample a function from $\mathcal{H}^{\otimes k}$ we sample $k$ functions $h_{1}, h_{2}, \ldots, h_{k}$ from $\mathcal{H}$ independently and map $x \in X$ to $\left(h_{1}(x), h_{2}(x), \ldots, h_{k}(x)\right)$.

Lemma 2.1.4. If $\mathcal{H}$ is $\left(r_{1}, r_{2}, p_{1}, p_{2}\right)$-sensitive, then $\mathcal{H}^{\otimes k}$ is $\left(r_{1}, r_{2}, p_{1}^{k}, p_{2}^{k}\right)$-sensitive.

Theorem 2.1.5 ([12]). Suppose there is a $\left(r, c r, p_{1}, p_{2}\right)$-sensitive family $\mathcal{H}$ for $(X, D)$, where $p_{1}, p_{2} \in(0,1)$ and let $\rho=\ln \left(1 / p_{1}\right) / \ln \left(1 / p_{2}\right)$. Then there exists a data structure for $(c, r)-A N N$ over a set $P \subseteq X$ of at most $n$ points, such that:

- the query procedure requires at most $O\left(n^{\rho} / p_{1}\right)$ distance computations and at most $O\left(n^{\rho} / p_{1} \cdot\left\lceil\log _{1 / p_{2}} n\right\rceil\right)$ evaluations of the hash functions from $\mathcal{H}$ or other operations;
- the data structure uses at most $O\left(n^{1+\rho} / p_{1}\right)$ words of space, in addition to the space needed to store the set $P$.

The failure probability of the data structure can be made to be arbitrarily small constant.

Remark: this theorem says that in order to construct a good data structure for the $(c, r)$-ANN it is sufficient to have a $\left(r, c r, p_{1}, p_{2}\right)$-sensitive family $\mathcal{H}$ with small $\rho=\ln \left(1 / p_{1}\right) / \ln \left(1 / p_{2}\right)$ and not too small $p_{1}$.

We use the LSH family crafted in [3]. The properties of this family that we need are summarized in the following theorem.

Theorem 2.1.6 ([3]). Suppose that $d \rightarrow \infty$ and $c>1$. There exists an LSH family $\mathcal{H}$ for $\mathbb{R}^{d}$ that is $\left(1, \beta c, p_{1}, p_{2}(\beta)\right)$-sensitive for every $\beta \geq 1$, where $\widetilde{p_{1}}=\exp \left(-O\left(d^{1 / 4}\right)\right)$ and

$$
\widetilde{\rho}(c, \beta)=\frac{\ln \left(1 / p_{1}\right)}{\ln \left(1 / p_{2}(\beta)\right)} \leq\left(1+O\left(\frac{\ln d}{d^{1 / 4}}\right)\right) \cdot \frac{1}{(\beta c)^{2}} .
$$

Moreover, a function from $\mathcal{H}$ can be sampled in time $\exp (O(\sqrt{d} \ln d))$, stored in space $\exp (O(\sqrt{d} \ln d))$ and evaluated in time $\exp (O(\sqrt{d} \ln d))$.

We use Johnson-Lindenstrauss dimension reduction procedure.

Theorem 2.1.7 ([14], [8]). For every $d \in \mathbb{N}$ and $\varepsilon, \delta>0$ there exists a distribution over linear maps $A: \mathbb{R}^{d} \rightarrow \mathbb{R}^{O\left(\log (1 / \delta) / \varepsilon^{2}\right)}$ such that for every $x \in \mathbb{R}^{d}$ one has $\operatorname{Pr}_{A}[\|A x\| \in(1 \pm \varepsilon)\|x\|] \geq 1-\delta$. Moreover, such a map can be sampled in time $O\left(d \log (1 / \delta) / \varepsilon^{2}\right)$.

Combining Theorem 2.1.5, Theorem 2.1.6, Theorem 2.1.7 one has the following corollary.

Corollary 2.1.8. There exists a data structure for $(c, r)-A N N$ for $\ell_{2}^{d}$ with preprocessing time and space $O_{c}\left(n^{1+1 / c^{2}+o_{c}(1)}+n d\right)$ and query time $O_{c}\left(d n^{1 / c^{2}+o_{c}(1)}\right)$.

Proof. Using THeorem 2.1.7, we can reduce $d$ to $O_{c}(\log n)$ by increasing probability of error by an arbitrarily small constant and degrading in terms of $c$ slightly. Then, we just plug Theorem 2.1.6 into Theorem 2.1.5.

We use the following standard estimate on tails of Gaussians (see, e.g., [15]).

Lemma 2.1.9 ([15]). For every $t>0$

$$
\frac{1}{\sqrt{2 \pi}} \cdot\left(\frac{1}{t}-\frac{1}{t^{3}}\right) \cdot e^{-t^{2} / 2} \leq \operatorname{Pr}_{X \sim N(0,1)}[X \geq t] \leq \frac{1}{\sqrt{2 \pi}} \cdot \frac{1}{t} \cdot e^{-t^{2} / 2}
$$

Finally, let us state Jung's theorem.

Theorem 2.1.10 (see, e.g., Exercise 1.3.5 in [18]). Every subset of $\mathbb{R}^{d}$ with diameter $\Delta$ can be enclosed in a ball of radius $\Delta / \sqrt{2}$.

### 2.2 The case of low diameter

In this section we build an LSH family for a ball of radius $O(c)$ with $\rho \approx(1-\Omega(1)) / c^{2}$. To accomplish this, we proceed in three steps.

First, we show how to handle a sphere of radius $O(c)$. This requires a new partitioning procedure that is somewhat reminiscent of the one used by Karger et al [15] for approximate coloring of a graph. Second, we treat a spherical shell of radius $O(c)$ and width $O(1)$. We reduce this case to the case of sphere by normalizing lengths of points involved. Finally, we build an LSH family for the whole ball. The argument goes by cutting the ball into spherical shells of constant width. The second and the third steps are quite straightforward (albeit somewhat technical).

### 2.2.1 Sphere

In this section we show how to build a good LSH family $\mathcal{G}_{1}$ for a unit sphere $S^{d-1} \subset \mathbb{R}^{d}$. The construction is similar to the rounding scheme for SDP relaxation for graph coloring developed by Karger, Motwani and Sudan [15]. The partitioning process parametrized by a positive real number $\varepsilon>0$ can be summarized by the following pseudocode (see Algorithm 11). In principle, the sampling process can be infinite,

```
Algorithm 1 Partitioning of a sphere
    \(\mathcal{P} \leftarrow \emptyset\)
    while \(\bigcup \mathcal{P} \neq S^{d-1}\) do
        sample \(w \sim N(0,1)^{d}\)
        \(S \leftarrow\left\{u \in S^{d-1} \mid\langle u, w\rangle \geq \varepsilon \sqrt{d}\right\} \backslash \bigcup \mathcal{P}\)
        if \(S \neq \emptyset\) then
                \(\mathcal{P} \leftarrow \mathcal{P} \cup\{S\}\)
        end if
    end while
```

but for a moment, let us not worry about efficiency issues, and compute collision probabilities instead.

Let $u, v \in S^{d-1}$ be two points on the sphere with angle $\alpha=\angle(u, v)$ between them.

Let us understand the probability $\operatorname{Pr}_{g \sim \mathcal{G}_{1}}[g(u)=g(v)]$. If $\varepsilon \sqrt{d} \geq 2$, then we have

$$
\begin{align*}
& \operatorname{Pr}_{g \sim \mathcal{G}_{1}}[g(u)=g(v)] \\
& =\frac{\operatorname{Pr}_{w \sim N(0,1)^{d}}[\langle u, w\rangle \geq \eta c \cdot \varepsilon \sqrt{d} \text { and }\langle v, w\rangle \geq \eta c \cdot \varepsilon \sqrt{d}]}{\operatorname{Pr}_{w \sim N(0,1)^{d}}[\langle u, w\rangle \geq \eta c \cdot \varepsilon \sqrt{d} \text { or }\langle v, w\rangle \geq \eta c \cdot \varepsilon \sqrt{d}]} \\
& =\frac{\operatorname{Pr}_{X, Y \sim N(0,1)}[X \geq \varepsilon \sqrt{d} \text { and } \cos \alpha \cdot X-\sin \alpha \cdot Y \geq \varepsilon \sqrt{d}]}{\operatorname{Pr}_{X, Y \sim N(0,1)}[X \geq \varepsilon \sqrt{d} \text { or } \cos \alpha \cdot X-\sin \alpha \cdot Y \geq \varepsilon \sqrt{d}]} \\
& \in[1 ; 2] \cdot \frac{\operatorname{Pr}_{X, Y \sim N(0,1)}[X \geq \varepsilon \sqrt{d} \text { and } \cos \alpha \cdot X-\sin \alpha \cdot Y \geq \varepsilon \sqrt{d}]}{\operatorname{Pr}_{X \sim N(0,1)}[X \geq \varepsilon \sqrt{d}]} \\
& \subseteq[\sqrt{2 \pi} ; \sqrt{15 \pi}] \cdot \varepsilon \sqrt{d} \cdot \frac{\operatorname{Pr}_{X, Y \sim N(0,1)}[X \geq \varepsilon \sqrt{d} \text { and } \cos \alpha \cdot X-\sin \alpha \cdot Y \geq \varepsilon \sqrt{d}]}{e^{-\varepsilon^{2} d / 2}}, \tag{2.1}
\end{align*}
$$

where the second step is by spherical symmetry of Gaussians, and the last step is by Lemma 2.1.9 and $\varepsilon \sqrt{d} \geq 2$.

The next two claims give almost tight estimates on

$$
\operatorname{Pr}_{X, Y \sim N(0,1)}[X \geq \varepsilon \sqrt{d} \text { and } \cos \alpha \cdot X-\sin \alpha \cdot Y \geq \varepsilon \sqrt{d}] .
$$

Claim 2.2.1. For every $\xi>0$ and $0 \leq \alpha<\pi$ one has

$$
\operatorname{Pr}_{X, Y \sim N(0,1)}[X \geq \xi \text { and } \cos \alpha \cdot X-\sin \alpha \cdot Y \geq \xi] \leq \frac{1}{\sqrt{2 \pi}} \cdot \frac{e^{-\xi^{2} \cdot\left(1+\tan ^{2} \frac{\alpha}{2}\right) / 2}}{\xi \cdot \sqrt{1+\tan ^{2} \frac{\alpha}{2}}}
$$

Proof. We have

$$
\begin{aligned}
& \operatorname{Pr}_{X, Y \sim N(0,1)}[X \geq \xi \text { and } \cos \alpha \cdot X-\sin \alpha \cdot Y \geq \xi] \\
& \leq \operatorname{Pr}_{X, Y \sim N(0,1)}[(1+\cos \alpha) \cdot X-\sin \alpha \cdot Y \geq 2 \xi] \\
& =\operatorname{Pr}_{X \sim N(0,1)}[\sqrt{2(1+\cos \alpha)} \cdot X \geq 2 \xi] \\
& =\operatorname{Pr}_{X \sim N(0,1)}\left[X \geq \xi \cdot\left(1+\tan ^{2} \frac{\alpha}{2}\right)\right] \\
& \leq \frac{1}{\sqrt{2 \pi}} \cdot \frac{e^{-\xi^{2} \cdot\left(1+\tan ^{2} \frac{\alpha}{2}\right) / 2}}{\xi \cdot \sqrt{1+\tan ^{2} \frac{\alpha}{2}}}
\end{aligned}
$$

where the second step is by 2-stability of Gaussians and the last step is due to Lemma 2.1.9.

Claim 2.2.2. For every $\xi>0$ and $0 \leq \alpha \leq \alpha_{0} \leq \pi / 2$ such that $\xi \cdot \tan \frac{\alpha_{0}}{2} \geq 2$ one has

$$
\operatorname{Pr}_{X, Y \sim N(0,1)}[X \geq \xi \text { and } \cos \alpha \cdot X-\sin \alpha \cdot Y \geq \xi] \geq \frac{1}{4 \pi} \cdot \frac{e^{-\xi^{2} \cdot\left(1+\tan ^{2} \frac{\alpha_{0}}{2}\right) / 2}}{\xi^{2} \cdot \tan \frac{\alpha_{0}}{2}}
$$

Proof. We have

$$
\begin{aligned}
& \operatorname{Pr}_{X, Y \sim N(0,1)}[X \geq \xi \text { and } \cos \alpha \cdot X-\sin \alpha \cdot Y \geq \xi] \\
& \geq \operatorname{Pr}_{X, Y \sim N(0,1)}\left[X \geq \xi \text { and } Y \leq-\xi \cdot \tan \frac{\alpha}{2}\right] \\
& =\operatorname{Pr}_{X \sim N(0,1)}[X \geq \xi] \cdot \operatorname{Pr}_{Y \sim N(0,1)}\left[Y \geq \xi \cdot \tan \frac{\alpha}{2}\right] \\
& \geq \operatorname{Pr}_{X \sim N(0,1)}[X \geq \xi] \cdot \operatorname{Pr}_{Y \sim N(0,1)}\left[Y \geq \xi \cdot \tan \frac{\alpha_{0}}{2}\right] \\
& \geq \frac{1}{4 \pi} \cdot \frac{e^{-\xi^{2} \cdot\left(1+\tan ^{2} \frac{\alpha_{0}}{2}\right) / 2}}{\xi^{2} \cdot \tan \frac{\alpha_{0}}{2}}
\end{aligned}
$$

where the first step follows from $\alpha \leq \pi / 2$. Indeed, since in this case $\sin \alpha, \cos \alpha \geq 0$, we have

$$
\cos \alpha \cdot X-\sin \alpha \cdot Y \geq \xi \cdot\left(\cos \alpha+\sin \alpha \cdot \tan \frac{\alpha}{2}\right)=\xi
$$

The last step follows from Lemma 2.1.9, the inequality $\xi \cdot \tan \frac{\alpha_{0}}{2} \geq 2$ and the bound $\alpha_{0} \leq \pi / 2$ (the latter is used to conclude that $\xi \geq 2$ as well).

Now combining (2.1), Claim 2.2.1 and Claim 2.2.2, we get the following estimates on collision probabilities.

Claim 2.2.3. If $\varepsilon \sqrt{d} \geq 2$ and $0 \leq \alpha<\pi$ then

$$
\ln \frac{1}{\operatorname{Pr}_{g \sim \mathcal{G}_{1}}[h(u)=h(v)]} \geq \frac{\varepsilon^{2} d \cdot \tan ^{2} \frac{\alpha}{2}}{2}+\frac{\ln \left(1+\tan ^{2} \frac{\alpha}{2}\right)}{2}-\ln 3 .
$$

If $0 \leq \alpha \leq \alpha_{0} \leq \pi / 2$ and $\varepsilon \sqrt{d} \cdot \tan \frac{\alpha_{0}}{2} \geq 2$ then

$$
\ln \frac{1}{\operatorname{Pr}_{g \sim \mathcal{G}_{1}}[h(u)=h(v)]} \leq \frac{\varepsilon^{2} d \cdot \tan ^{2} \frac{\alpha_{0}}{2}}{2}+\ln \left(\varepsilon \sqrt{d} \cdot \tan \frac{\alpha_{0}}{2}\right)+\frac{\ln 8 \pi}{2}
$$

The next Claim is essentially a restatement of the one above, but with low order terms being hidden. This version is more convenient to use.

Claim 2.2.4. There exist absolute constants $\delta_{0}, C>0$ such that for every $\varepsilon, \alpha_{0}, \delta>0$, $d \in \mathbb{N}$ with $\delta \leq \delta_{0}, \alpha_{0} \leq \pi / 2, \varepsilon \sqrt{d} \cdot \tan \frac{\alpha_{0}}{2} \geq C \cdot \sqrt{\frac{\ln (1 / \delta)}{\delta}}$ we have

$$
\ln \left(\inf _{\substack{\left.u, v \in S^{d-1} \\ \angle u, v\right) \leq \alpha_{0}}} \operatorname{Pr}_{g \sim \mathcal{G}_{1}}[g(u)=g(v)]\right)^{-1} \in(1 \pm \delta) \cdot \frac{\varepsilon^{2} d \cdot \tan \frac{\alpha_{0}}{2}}{2} .
$$

Also, for every $\alpha_{1}$ with $\alpha_{0} \leq \alpha_{1}<\pi$ we have

$$
\frac{\ln \left(\inf _{\substack{u, v \in S^{d-1} \\ \angle(u, v) \leq \alpha_{0}}} \operatorname{Pr}_{g \sim \mathcal{G}_{1}}[g(u)=g(v)]\right)^{-1}}{\ln \left(\sup _{\substack{u, v \in S^{d-1} \\ \angle(u, v) \geq \alpha_{1}}} \operatorname{Pr}_{g \sim \mathcal{G}_{1}}[g(u)=g(v)]\right)^{-1} \leq(1+\delta) \cdot\left(\frac{\tan \frac{\alpha_{0}}{2}}{\tan \frac{\alpha_{1}}{2}}\right)^{2} . . . . ~ . ~ . ~}
$$

Finally, we conclude with a good LSH family for a sphere that is efficient. Basically, it is a modification of $\mathcal{G}_{1}$, but we stop sampling after not too many iterations.

Claim 2.2.5. Suppose that $d \rightarrow \infty, 1 / 2 \leq \eta \leq \eta_{0}$ for a constant $\eta_{0}$ and $c \geq c_{0}$ for an absolute constant $c_{0}>0$. There exists an LSH family $\mathcal{G}_{2}$ for a sphere of radius $\eta c$
that is $\left(1, \beta c, p_{1}, p_{2}(\beta)\right)$-sensitive for every $\beta \geq 1$, where $p_{1}=\exp \left(-\Theta_{\eta_{0}, c}(\sqrt{d})\right)$ and

$$
\rho(\beta)=\frac{\ln \left(1 / p_{1}\right)}{\ln \left(1 / p_{2}(\beta)\right)} \leq\left(1+O_{\eta_{0}, c}\left(\frac{\ln d}{\sqrt{d}}\right)\right) \cdot F_{2}(\eta, c, \beta)
$$

where

$$
F_{2}(\eta, c, \beta) \leq\left(1-\frac{\beta^{2}}{4 \eta^{2}}\right) \cdot \frac{1}{(\beta c)^{2}}+O\left(\frac{1}{c^{4}}\right) .
$$

as $c \rightarrow \infty$.
Moreover, a function from this family can be sampled in time $\exp \left(O_{\eta_{0}, c}(\sqrt{d})\right)$, stored in space $\exp \left(O_{\eta_{0}, c}(\sqrt{d})\right)$ and evaluated in time $\exp \left(O_{\eta_{0}, c}(\sqrt{d})\right)$.

Proof. We instantiate $\mathcal{G}_{1}$ with $\varepsilon=d^{-1 / 4}$. Using the notation of Claim 2.2.4 we have

$$
\begin{equation*}
\tan ^{2} \frac{\alpha_{0}}{2}=\frac{1}{4 \eta^{2} c^{2}-1} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\tan ^{2} \frac{\alpha_{1}}{2}=\frac{\beta^{2} c^{2}}{4 \eta^{2} c^{2}-\beta^{2} c^{2}} \tag{2.3}
\end{equation*}
$$

As a result, we have $\alpha_{0}=\Omega_{\eta_{0}, c}(1)$, so, we can take $\delta$ from Claim 2.2.4 to be $O_{\eta_{0}, c}\left(\frac{\ln d}{\sqrt{d}}\right)$. Then, using (2.2), 2.3) and Claim 2.2.4, we conclude that we can achieve

$$
p_{1}=\exp \left(-\Theta_{\eta_{0}, c}(\sqrt{d})\right)
$$

and

$$
F_{2}(\eta, c, \beta)=\frac{4 \eta^{2}-\beta^{2}}{\beta^{2}\left(4 \eta^{2} c^{2}-1\right)} \leq\left(1-\frac{\beta^{2}}{4 \eta^{2}}\right) \cdot \frac{1}{(\beta c)^{2}}+O\left(\frac{1}{c^{4}}\right)
$$

In the last step, $O(\cdot)$-notation should be understood as $c \rightarrow \infty$.
Now let us address the issue of efficiency. We modify $\mathcal{G}_{1}$ as follows. Instead of sampling vectors until we cover the whole sphere, we just sample $T$ vectors and stop. Clearly, in order not to spoil guarantees that we have proved about $\mathcal{G}_{1}$ it is sufficient to choose $T$ so that
$\operatorname{Pr}[$ we cover the whole sphere after $T$ samples $] \geq 1-\exp \left(-\Omega_{\eta_{0}, c}(d)\right)$.

It is not hard to see using union bound over a sufficiently fine net and tail bounds for Gaussians and Chi-squared random variables that we can set $T=\exp \left(O_{\eta_{0}, c}(\sqrt{d})\right)$ (for $\varepsilon=d^{-1 / 4}$ ).

### 2.2.2 Spherical shell

Now let us consider the case of a spherical shell: that is, we will be working with a set

$$
\left\{u \in \mathbb{R}^{d} \mid\|u\| \in[\eta c-1 ; \eta c+1]\right\}
$$

for a constant $\eta$. We reduce this case to the sperical case by normalizing the lengths of all vectors involved.

Claim 2.2.6. If $u, v \in \mathbb{R}^{d},\|u-v\|=d$ and $\|u /\| u\|-v /\| v\|\|=\widetilde{d}$, then

$$
\widetilde{d}^{2}=\frac{d^{2}-(\|u\|-\|v\|)^{2}}{\|u\|\|v\|}
$$

Claim 2.2.7. Suppose that $d \rightarrow \infty, 1 / 2-1 / c \leq \eta \leq \eta_{0}+1 / c$ for a constant $\eta_{0}$ and $c \geq c_{0}$ for an absolute constant $c_{0}>0$. There exists an LSH family $\mathcal{G}_{3}$ for a spherical shell with radii $\eta c-1$ and $\eta c+1$ that is $\left(1, \beta c, p_{1}, p_{2}(\beta)\right)$-sensitive for every $\beta \geq 1$, where $p_{1}=\exp \left(-\Theta_{\eta_{0}, c}(\sqrt{d})\right)$ and

$$
\rho(\beta)=\frac{\ln \left(1 / p_{1}\right)}{\ln \left(1 / p_{2}(\beta)\right)} \leq\left(1+O_{\eta_{0}, c}\left(\frac{\ln d}{\sqrt{d}}\right)\right) \cdot F_{3}(\eta, c, \beta)
$$

where

$$
F_{3}(\eta, c, \beta) \leq\left(1-\frac{\beta^{2}}{4 \eta^{2}}\right) \cdot \frac{1}{(\beta c)^{2}}+O\left(\frac{1}{c^{3}}\right) .
$$

as $c \rightarrow \infty$.
Moreover, a function from this family can be sampled in time $\exp \left(O_{\eta_{0}, c}(\sqrt{d})\right)$, stored in space $\exp \left(O_{\eta_{0}, c}(\sqrt{d})\right)$ and evaluated in time $\exp \left(O_{\eta_{0}, c}(\sqrt{d})\right)$.

Proof. We first normalize a point to lie on the sphere of radius $\eta c$, and then we hash it using a family $\mathcal{G}_{2}$ from Claim 2.2.5.

Modifying the proof of Claim 2.2.5 slightly (using Claim 2.2.6), we have

$$
\tan ^{2} \frac{\alpha_{0}}{2} \leq \frac{1}{4(\eta c-1)^{2}-1}
$$

and

$$
\tan ^{2} \frac{\alpha}{2} \geq \frac{\beta^{2} c^{2}-4}{4(\eta c+1)^{2}-\beta^{2} c^{2}+4} .
$$

Overall, we can set

$$
F_{3}(\eta, c, \beta) \leq \frac{4(\eta c+1)^{2}-\beta^{2} c^{2}+4}{\left(\beta^{2} c^{2}-4\right)\left(4(\eta c-1)^{2}-1\right)} \leq\left(1-\frac{\beta^{2}}{4 \eta^{2}}\right) \cdot \frac{1}{(\beta c)^{2}}+O\left(\frac{1}{c^{3}}\right) .
$$

### 2.2.3 Ball

Finally, we are able to handle the case of a ball of radius $\eta c$ for a constant $\eta$.
Lemma 2.2.8. Suppose that $d \rightarrow \infty, 1 / 2-1 / c \leq \eta \leq \eta_{0}$ for a constant $\eta_{0}$ and $c \geq c_{0}$ for an absolute constant $c_{0}>0$. There exists an LSH family $\mathcal{G}_{4}$ for a ball of radius $\eta c+1$ that is $\left(1, \beta c, p_{1}, p_{2}(\beta)\right)$-sensitive for every $\beta \geq 1$, where $p_{1}=\exp \left(-O_{\eta_{0}, c}\left(d^{2 / 3}\right)\right)$ and

$$
\rho(\beta)=\frac{\ln \left(1 / p_{1}\right)}{\ln \left(1 / p_{2}(\beta)\right)} \leq\left(1+O_{\eta_{0}, c}\left(\frac{1}{d^{1 / 6}}\right)\right) \cdot F_{4}(\eta, c, \beta),
$$

where

$$
F_{4}(\eta, c, \beta) \leq\left(1-\frac{\beta^{2}}{4 \eta^{2}}\right) \cdot \frac{1}{(\beta c)^{2}}+O\left(\frac{1}{c^{3}}\right) .
$$

as $c \rightarrow \infty$.
Moreover, a function from this family can be sampled in time $\exp \left(O_{\eta_{0}, c}(\sqrt{d})\right)$, stored in space $\exp \left(O_{\eta_{0}, c}(\sqrt{d})\right)$ and evaluated in time $\exp \left(O_{\eta_{0}, c}(\sqrt{d})\right)$.

Proof. The main idea is to discretize the ball and then apply Claim 2.2.7. The following pseudocode (Algorithm 2) shows how to partition a ball $B(0, \eta c+1) \subseteq \mathbb{R}^{d}$.

The bounds on space and time for this family are immediate. Indeed, we have $O_{\eta_{0}, c}(1)$ "slices" and $k(s)=O_{\eta_{0}, c}\left(d^{1 / 6}\right)$ for every slice (in line 20).

```
Algorithm 2 Partitioning of a ball
    \(\mathcal{P} \leftarrow \emptyset\)
    \(\widetilde{p_{1}} \leftarrow \infty\)
    for \(s \leftarrow 1 \ldots\lceil\eta c\rceil\) do
        if \(2(s+1) \geq c\) then
            Let \(p_{1}(s)\) be \(p_{1}\) from Claim 2.2 .7 for a shell with radii \(s-1\) and \(s+1\)
            if \(p_{1}(s)<\widetilde{p_{1}}\) then
                \(\widetilde{p_{1}} \leftarrow p_{1}(s)\)
            end if
        end if
    end for
    Let \(\sigma\) be a random permutation of integers from 1 to \(\lceil\eta c\rceil\)
    for \(i \leftarrow 1 \ldots\lceil\eta c\rceil\) do
        \(s \leftarrow \sigma(i)\)
        \(R(s) \leftarrow B(0, \eta c) \backslash \bigcup \mathcal{P}\)
        if \(R(s) \neq \emptyset\) then
                if \(2(s+1)<c\) then
                \(\mathcal{P} \leftarrow \mathcal{P} \cup\{R(s)\}\)
            else
                Let \(k(s)\) be the smallest positive integer such that \(p_{1}(s)^{k(s)} \leq \widetilde{p}_{1}^{d^{1 / 6}}\)
                Let \(\mathcal{P}^{\prime}\) be a partition of \(R(s)\) according to \(g \sim \mathcal{G}_{3}^{k(s)}\), where \(\mathcal{G}_{3}\) is a
    family from Claim 2.2.7 for a shell with radii \(s-1\) and \(s+1\)
                \(\mathcal{P} \leftarrow \mathcal{P} \cup \mathcal{P}^{\prime}\)
            end if
        end if
    end for
```

Let us prove the bound on $p_{1}$. Suppose we have two points $u, v \in B(0, \eta c+1)$ with $\|u-v\| \leq 1$. Then, there exists $s$ such that $s-1 \leq\|u\|,\|v\| \leq s+1$. With probability $\Omega(1)$ both $u$ and $v$ will lie in $R(s)$ (here we use that we sample a random permutation $\sigma$ ). Conditioned on this event, the probability of collision is at least $p_{1}(s)^{k(s)}$. Thus, overall,

$$
p_{1} \geq \Omega(1) \cdot{\widetilde{p_{1}}}^{d^{1 / 6}+1}=\exp \left(-O_{\eta_{0}, c}\left(d^{2 / 3}\right)\right)
$$

Moreover, for every $s$ with $2(s+1)>c$ we have

$$
\begin{equation*}
p_{1}(s)^{k_{1}(s)} \in p_{1}^{1 \pm O_{\eta_{0}, c}\left(d^{-1 / 6}\right)} . \tag{2.4}
\end{equation*}
$$

Now let us prove the desired bound on $\rho(\beta)$. Suppose that $u, v \in B(0, \eta c)$ with $\|u-v\| \geq \beta c$, where $\beta \geq 1$. If $u$ and $v$ do not lie simultaneously in one $R(s)$, then we are done. Otherwise, suppose that $u, v \in R(s)$. Obviously, $2(s+1) \geq c$, so we partition $R(s)$ using Claim 2.2.7. From (2.4) and Claim 2.2.7, we have

$$
\rho(\beta) \leq\left(1+O_{\eta_{0}, c}\left(\frac{1}{d^{1 / 6}}\right)\right) \cdot F_{3}(s / c, c, \beta) .
$$

Since $F_{3}(s / c, c, \beta) \leq F_{3}(\eta, c, \beta)$, we indeed can take

$$
F_{4}(\eta, c, \beta)=F_{3}(\eta, c, \beta) \leq\left(1-\frac{\beta^{2}}{4 \eta^{2}}\right) \cdot \frac{1}{(\beta c)^{2}}+O\left(\frac{1}{c^{3}}\right) .
$$

### 2.3 The general case

We now describe our near neighbor data structure. It is composed of several independent data structures, where each one is a hierarchical hashing scheme, described next. We will conclude with proving our main theorem for ANN search.

First, we provide some very high-level intuition.

### 2.3.1 Intuition

The general approach can be seen as using LSH scheme composed of two levels: the hash function is $f=\left(f_{h}, f_{g}\right)$ chosen from two families $f_{h} \in \mathcal{H}^{\otimes k^{\prime}}, f_{g} \in \mathcal{G}_{4}^{\otimes l}$ for some $k^{\prime}, l$, where $\mathcal{H}$ is the "ball carving LSH" from Theorem 2.1.6, and $\mathcal{G}_{4}$ is the "lowdiameter LSH" from Lemma 2.2.8. In particular, the hash function $f_{g}(p)$ will depend on the bucket $f_{h}(p)$ and the other dataset points in the bucket $f_{h}(p)$. Intuitively, the "outer level" hash function $f_{h}$ performs a partial standard LSH partitioning (with $\rho \approx 1 / c^{2}$ ), but also has the role of improving the "geometry" of the points (namely, the points in a buckets roughly will have a bounded diameter). After an application of $f_{h}$, the pointset (inside a fixed bucket) has bounded diameter, allowing us to use the improved "low-diameter" partitioning ("inner level"), with $\rho<1 / c^{2}$.

In more detail, first, let us recall the main idea of the proof of Theorem 2.1.5. Suppose that $\mathcal{H}$ is, say, a family from Theorem 2.1.6. Then, we choose $k$ to be an integer such that for every $p, q \in \mathbb{R}^{d}$ with $\|p-q\| \geq c$ we have

$$
\begin{equation*}
\operatorname{Pr}_{h \sim \mathcal{H} \otimes k}[h(p)=h(q)] \approx n^{-1} \tag{2.5}
\end{equation*}
$$

Then, by Theorem 2.1.6, we have for every $p, q \in \mathbb{R}^{d}$ with $\|p-q\| \leq 1$

$$
\operatorname{Pr}_{h \sim \mathcal{H} \otimes k}[h(p)=h(q)] \approx n^{-1 / c^{2}} .
$$

Now suppose we hash all the points using a function $h \sim \mathcal{H}^{\otimes k}$. For a query $q$ the average number of "outliers" in a bin that corresponds to $q$ (points $p$ such that $\|p-q\|>c)$ is at most 1 due to (2.5). On the other hand, for a data point $p$ such that $\|p-q\| \leq 1$ the probability of collision is at least $n^{-1 / c^{2}}$. Thus, we can create $n^{1 / c^{2}}$ independent hash tables, and query them all in time around $O\left(n^{1 / c^{2}}\right)$. The resulting probability of success is constant.

The above analysis relies on two distance scales: 1 and $c$. To get a better algorithm for ANN we introduce the third scale: $\tau c$ for $\tau>1$ being a parameter. First, we hash all the points using $\mathcal{H}^{\otimes k^{\prime}}$ (where $k^{\prime} \approx k / \tau$ ) so that the collision probabilities are
roughly as follows.

| Distance | 1 | $c$ | $\tau c$ |
| ---: | :---: | :---: | :---: |
| Probability of collision | $n^{-1 /(\tau c)^{2}}$ | $n^{-1 / \tau^{2}}$ | $n^{-1}$ |

Now we can argue that with high probability any bucket has diameter $O_{\tau}(c)$. This allows us to use the family from Lemma 2.2 .8 for each bucket and set probabilities of collision as follows.

| Distance | 1 | $c$ |
| ---: | :---: | :---: |
| Probability of collision | $n^{-\left(1-\Omega_{\tau}(1)\right) \cdot\left(1-1 / \tau^{2}\right) / c^{2}}$ | $n^{-1+1 / \tau^{2}}$ |

Due to the independence, we expect overall collision probabilities to be products of "outer" collision probabilities from the first table and "inner" probabilities from the second table. Thus, in total, we have the following probabilities.

| Distance | 1 | $c$ |
| ---: | :---: | :---: |
| Probability of collision | $n^{-\left(1-\Omega_{\tau}(1)\right) / c^{2}}$ | $n^{-1}$ |

Then we argue as before and achieve

$$
\rho \approx \frac{1-\Omega_{\tau}(1)}{c^{2}} .
$$

This plan is not quite rigorous for several reasons. One of them is we do not properly take care of conditioning on the event "all buckets have low diameter". Nevertheless, in this section we show how to analyze a similar scheme rigorously. Also, in the actual construction we use more than two levels.

### 2.3.2 Construction

Suppose we want to solve $(c, 1)$-ANN in $\mathbb{R}^{d}$ for an $n$-point subset $P$. First, by applying Johnson-Lindenstrauss Lemma (Theorem 2.1.7) we can assume that $d=\Theta_{c}(\log n)$. Thus, all quantities of order $\exp (o(d))$ are $n^{o_{c}(1)}$.

Our data structure consists of a hierarchy of partitions of $\mathbb{R}^{d}$. Let $l$ be a positive integer parameter. We build partitions $\mathcal{P}_{0}, \mathcal{P}_{1}, \ldots, \mathcal{P}_{l-1}$, where $\mathcal{P}_{i}$ is a refinement of
$\mathcal{P}_{i-1}$. Also, we prune our pointset. Namely, $P_{0}=P$, then, for every $i$, before building $\mathcal{P}_{i}$ we prune $P_{i-1}$ and obtain $P_{i}$. We want the following conditions to hold:

- for every $p \in P_{l-1}$ and $q \in \mathbb{R}^{d} \backslash B(p, c)$ we have

$$
\begin{equation*}
\operatorname{Pr}\left[\mathcal{P}_{l-1}(p)=\mathcal{P}_{l-1}(q)\right] \leq \frac{1}{n} \tag{2.6}
\end{equation*}
$$

- for every $p \in P$ and $q \in B(p, 1)$ we have

$$
\begin{equation*}
\operatorname{Pr}\left[p \in P_{l-1}, \mathcal{P}_{l-1}(p)=\mathcal{P}_{l-1}(q)\right] \geq \frac{1}{n^{\rho_{0}}} \tag{2.7}
\end{equation*}
$$

where $\rho_{0} \approx 0.73 / c^{2}$.
Let us present pseudocode for partitioning/pruning (Algorithm 3). We denote $\mathcal{H}, \widetilde{p}_{1}$ and $\widetilde{\rho}(c, \beta)$ according to Theorem 2.1.6. We use $\mathcal{G}_{4}(\eta), p_{1}(\eta)$ and $\rho(\eta, c, \beta)$ according to Lemma 2.2.8. The partitioning process uses distance scales $\tau_{1} c, \ldots$, $\tau_{l-1} c$, where $\tau_{1}>\tau_{2}>\ldots>\tau_{l}=1$, which we will show how to choose later. Also, it will be crucial to choose "tensoring powers" $\widetilde{k}, k_{1}, \ldots, k_{l-1}$ carefully.

Note that we can always find a ball required by line 12. This follows from Theorem 2.1.10.

### 2.3.3 Analysis

For the sake of uniformity we define $\mathcal{P}_{-1}=\left\{\mathbb{R}^{d}\right\}$ being a trivial partition.
To analyze the partitioning process let us introduce the following notation:

- for $0 \leq i \leq l-1$ and $\beta \geq 1$ we denote

$$
U(i, \beta)=\sup _{\substack{p \in P_{i} \\ q \in \mathbb{R}^{d} \backslash B(p, \beta c)}} \operatorname{Pr}\left[\mathcal{P}_{i}(p)=\mathcal{P}_{i}(q)\right] ;
$$

- for $0 \leq i \leq l-1$ denote

$$
L(i)=\inf _{\substack{p \in P \\ q \in B(p, 1)}} \prod_{j=0}^{i} \operatorname{Pr}\left[\mathcal{P}_{j}(p)=\mathcal{P}_{j}(q) \mid \mathcal{P}_{j-1}(p)=\mathcal{P}_{j-1}(q), p \in P_{j}\right]
$$

```
Algorithm 3 Hierarchical partitioning of \(\mathbb{R}^{d}\)
    Let \(\mathcal{P}_{0}\) be the partition of \(\mathbb{R}^{d}\) induced by \(h \sim \mathcal{H}^{\otimes \tilde{k}}\)
    \(P_{0} \leftarrow P\)
    for \(i \leftarrow 1 \ldots l-1\) do
        \(\mathcal{P}_{i} \leftarrow \emptyset\)
        \(P_{i} \leftarrow \emptyset\)
        for \(R\) is a part of \(\mathcal{P}_{i-1}\) do
            \(P^{\prime} \leftarrow\left\{p \in P_{i-1} \mid p \in R\right\}\)
            while \(\exists p, p^{\prime} \in P^{\prime}\) with \(\left\|p-p^{\prime}\right\|>\tau_{i} c\) do
                \(P^{\prime} \leftarrow P^{\prime} \backslash\left\{p, p^{\prime}\right\}\)
            end while
            if \(P^{\prime} \neq \emptyset\) then
                Let \(u\) be the center of a ball of radius \(\tau_{i} c / \sqrt{2}\) that covers \(P^{\prime}\)
                    Let \(\mathcal{P}^{\prime}\) be a partition of \(B\left(u, \tau_{i} c / \sqrt{2}+1\right) \cap R\) according to \(\mathcal{G}_{4}\left(\tau_{i} / \sqrt{2}\right)^{k_{i}}\)
                    \(\mathcal{P}_{i} \leftarrow \mathcal{P}_{i} \cup \mathcal{P}^{\prime}\)
                if \(R \backslash \bigcup \mathcal{P}^{\prime} \neq \emptyset\) then
                    \(\mathcal{P}_{i} \leftarrow \mathcal{P}_{i} \cup\left\{R \backslash \bigcup \mathcal{P}^{\prime}\right\}\)
                    end if
                    \(P_{i} \leftarrow P_{i} \cup P^{\prime}\)
            else
                \(\mathcal{P}_{i} \leftarrow \mathcal{P}_{i} \cup\{R\}\)
            end if
        end for
    end for
    return \(\mathcal{P}_{l-1}\)
```

In words, $U(i, \beta)$ is an upper bound for the probability that a point $p \in P_{i}$ collides in $\mathcal{P}_{i}$ with a point $q \in \mathbb{R}^{d}$ such that $\|p-q\| \geq \beta c$. Similarly, $L(i)$ is a lower bound for the product of collision probabilities at different levels for points $p \in P$ and $q \in \mathbb{R}^{d}$ such that $\|p-q\| \leq 1$.

We can upper bound $U(\cdot, \cdot)$ and lower bound $L(\cdot)$ pretty easily as follows.

## Claim 2.3.1.

$$
U(i, \beta) \leq \widetilde{p}_{1}^{\tilde{k} / \widetilde{\rho}(c, \beta)} \cdot \prod_{j=1}^{i} p_{1}\left(\tau_{j} / \sqrt{2}\right)^{k_{j} / \rho\left(\tau_{j} / \sqrt{2}, c, \beta\right)}
$$

Proof. We have

$$
\begin{aligned}
U(i, \beta) & =\sup _{\substack{p \in P \\
q \in \mathbb{R}^{d} \backslash B(p, \beta c)}} \operatorname{Pr}\left[p \in P_{i}, \mathcal{P}_{i}(p)=\mathcal{P}_{i}(q)\right] \\
& =\sup _{\substack{p \in P \\
q \in \mathbb{R}^{d} \backslash B(p, \beta c)}} \operatorname{Pr}\left[\forall 0 \leq j \leq i p \in P_{j}, \mathcal{P}_{j}(p)=\mathcal{P}_{j}(q)\right] \\
& \leq \sup _{\substack{p \in P \\
q \in \mathbb{R}^{d} \backslash B(p, \beta c)}} \prod_{j=0}^{i} \operatorname{Pr}\left[\mathcal{P}_{j}(p)=\mathcal{P}_{j}(q) \mid \mathcal{P}_{j-1}(p)=\mathcal{P}_{j-1}(q), p \in P_{j}\right] \\
& \leq \widetilde{p}_{1}^{\widetilde{k} / \widetilde{\rho}(c, \beta)} \cdot \prod_{j=1}^{i} p_{1}\left(\tau_{j} / \sqrt{2}\right)^{k_{j} / \rho\left(\tau_{j} / \sqrt{2}, c, \beta\right)},
\end{aligned}
$$

where the third step is by "Markov property" of our partitioning process, and the last step is by Theorem 2.1.6 and Lemma 2.2.8.

Now let us lower bound $L(\cdot)$.

## Claim 2.3.2.

$$
L(i) \geq \widetilde{p}_{1}^{\widetilde{k}} \cdot \prod_{j=1}^{i} p_{1}\left(\tau_{j} / \sqrt{2}\right)^{k_{j}}
$$

Proof. This is a straightforward implication of Theorem 2.1.6 and Lemma 2.2.8.
Definition 2.3.3. We denote $U^{\prime}(i, \beta)$ the upper bound on $U(i, \beta)$ from Claim 2.3.1 and $L^{\prime}(i)$ the lower bound on $L(i)$ from Claim 2.3.2.

Now it is time to choose $\widetilde{k}, k_{1}, \ldots, k_{l-1}$. We choose the powers so that we have $n \cdot U^{\prime}\left(i, \tau_{i+1}\right) \leq L^{\prime}(i+1) / 2^{i+1}$ for every $0 \leq i \leq l-2$. Namely, we first fix $\widetilde{k}$ to be the
smallest positive integer so that $n \cdot U^{\prime}\left(0, \tau_{1}\right) \leq L^{\prime}(1) / 2$. Then, we similarly fix $k_{1}$ to achieve $n \cdot U^{\prime}\left(1, \tau_{2}\right) \leq L^{\prime}(2) / 4$ etc. Finally, we fix the smallest possible $k_{l-1}$ such that $n \cdot U^{\prime}(l-1,1) \leq 1$.

Now we can immediately claim 2.6.

Claim 2.3.4. For every $p \in P_{l-1}$ and $q \in \mathbb{R}^{d} \backslash B(p, c)$ we have

$$
\operatorname{Pr}\left[\mathcal{P}_{l-1}(p)=\mathcal{P}_{l-1}(q)\right] \leq \frac{1}{n} .
$$

Proof. This follows from the definition of $U(\cdot, \cdot)$, Claim 2.3.1 and the condition $n$. $U^{\prime}(l-1,1) \leq 1$.

Now we relate 2.7 and $L^{\prime}(l-1)$. For this we need the following key result.

Claim 2.3.5. For every $p \in P$ and $1 \leq i \leq l-1$ we have

$$
\operatorname{Pr}\left[p \notin P_{i} \mid p \in P_{i-1}\right] \leq n \cdot U^{\prime}\left(i-1, \tau_{i}\right) .
$$

Proof. If $p$ was not pruned until step $i-1$, and then got pruned and did not make it into $P_{i}$, the only reason for this could be that there exists $p^{\prime} \in P_{i-1} \cap B\left(p, \tau_{i} c\right)$ such that $\mathcal{P}_{i-1}(p)=\mathcal{P}_{i-1}\left(p^{\prime}\right)$. Then by union bound, the definition of $U(\cdot, \cdot)$ and Claim 2.3.1 we get the result.

Suppose that $p \in P$ and $q \in B(p, 1)$.

Claim 2.3.6. For every $0 \leq i \leq l-1$

$$
\operatorname{Pr}\left[p \in P_{i}, \mathcal{P}_{i}(p)=\mathcal{P}_{i}(q)\right] \geq \frac{L^{\prime}(i)}{2^{i}}
$$

Proof. The proof is by induction on $i$. For $i=0$ we have

$$
\operatorname{Pr}\left[p \in P_{0}, \mathcal{P}_{0}(p)=\mathcal{P}_{0}(q)\right]=\operatorname{Pr}\left[\mathcal{P}_{0}(p)=\mathcal{P}_{0}(q)\right] \geq L(0) \geq L^{\prime}(0)
$$

Now assume that $i>0$. Then

$$
\begin{aligned}
& \operatorname{Pr}\left[p \in P_{i}, \mathcal{P}_{i}(p)=\mathcal{P}_{i}(q)\right] \\
& =\operatorname{Pr}\left[p \in P_{i}, \mathcal{P}_{i}(p)=\mathcal{P}_{i}(q), p \in P_{i-1}, \mathcal{P}_{i-1}(p)=\mathcal{P}_{i-1}(q)\right] \\
& \geq \operatorname{Pr}\left[\mathcal{P}_{i}(p)=\mathcal{P}_{i}(q) \mid p \in P_{i-1}, \mathcal{P}_{i-1}(p)=\mathcal{P}_{i-1}(q)\right] \\
& \cdot \operatorname{Pr}\left[p \in P_{i-1}, \mathcal{P}_{i-1}(p)=\mathcal{P}_{i-1}(q)\right]-\operatorname{Pr}\left[p \notin P_{i} \mid p \in P_{i-1}\right] \\
& \geq \frac{L^{\prime}(i)}{2^{i-1}}-n \cdot U^{\prime}\left(i-1, \tau_{i}\right) \geq \frac{L^{\prime}(i)}{2^{i}}
\end{aligned}
$$

where the third step follows from the assumption of induction, the definition of $L(i)$, Claim 2.3.2 and Claim 2.3.5. The last step follows from the choice of powers $\widetilde{k}$ and $k_{j}$.

### 2.3.4 Computing $\rho_{0}$

In order to get the value $\rho_{0}$ in 2.7 by Claim 2.3 .6 it is sufficient to lower bound $L^{\prime}(l-1)$. To recall,

$$
L^{\prime}(i)={\widetilde{p_{1}}}^{\widetilde{k}} \cdot \prod_{j=1}^{i} p_{1}\left(\tau_{j} / \sqrt{2}\right)^{k_{j}}
$$

and

$$
U^{\prime}(i, \beta)=\widetilde{p}_{1}^{\widetilde{k} / \widetilde{\rho}(c, \beta)} \cdot \prod_{j=1}^{i} p_{1}\left(\tau_{j} / \sqrt{2}\right)^{k_{j} / \rho\left(\tau_{j} / \sqrt{2}, c, \beta\right)} .
$$

We choose $\widetilde{k}$ to be the smallest integer such that $n \cdot U^{\prime}\left(0, \tau_{1}\right) \leq L^{\prime}(1) / 2$, then we choose $k_{1}$ to be the smallest integer such that $n \cdot U^{\prime}\left(1, \tau_{2}\right) \leq L^{\prime}(2) / 4$ etc. Finally, we choose $k_{l-1}$ to be the smallest integer such that $n \cdot U^{\prime}(l-1,1) \leq 1$. Let us denote $\alpha_{0}$, $\alpha_{1}, \ldots, \alpha_{l-1}$ the following real numbers:

$$
n^{-\alpha_{i}}= \begin{cases}\widetilde{p}_{1}^{\widetilde{k}}, & \text { if } i=0 \\ p_{1}\left(\tau_{i} / \sqrt{2}\right)^{k_{i}}, & \text { otherwise }\end{cases}
$$

The moment of reflection on the definitions of $L^{\prime}(\cdot), U^{\prime}(\cdot, \cdot)$, on the choice of $\widetilde{k}$ and $k_{j}$, and on Theorem 2.1.6 and Lemma 2.2.8 reveals that

$$
\alpha_{i}=\left(1+O_{\tau_{1}, c, l}\left(\frac{1}{d^{1 / 6}}\right)+O_{\tau_{1}, l}\left(\frac{1}{c}\right)\right) \cdot \frac{\beta_{i}}{c^{2}}
$$

where $\beta_{i}$ is the solution of the following linear system: for every $0 \leq i \leq l-1$ we have

$$
\tau_{i+1}^{2} \beta_{0}+\sum_{j=1}^{i} \frac{2 \tau_{i+1}^{2} \tau_{j}^{2} \beta_{j}}{2 \tau_{j}^{2}-\tau_{i+1}^{2}}=1
$$

So, using Claim 2.3.6, we get that in 2.7 we can achieve

$$
\rho_{0}=\left(1+O_{\tau_{1}, c, l}\left(\frac{1}{d^{1 / 6}}\right)+O_{\tau_{1}, l}\left(\frac{1}{c}\right)\right) \cdot \frac{\sum_{i=0}^{l-1} \beta_{i}}{c^{2}}
$$

where $\beta_{0}=\frac{1}{\tau_{1}^{2}}$ and for every $1 \leq i \leq l-1$

$$
\begin{equation*}
\beta_{i}=\frac{2 \tau_{i}^{2}-\tau_{i+1}^{2}}{2 \tau_{i}^{2} \tau_{i+1}^{2}} \cdot\left(1-\frac{\tau_{i+1}^{2}}{\tau_{1}^{2}}-\sum_{j=1}^{i-1} \frac{2 \tau_{i+1}^{2} \tau_{j}^{2} \beta_{j}}{2 \tau_{j}^{2}-\tau_{i+1}^{2}}\right) \tag{2.8}
\end{equation*}
$$

### 2.3.5 Choosing distance scales

The problem of getting a good $\rho_{0}$ in 2.7 is thus reduced to the following optimization question. For a given $l$ choose $\tau_{1}>\tau_{2}>\ldots>\tau_{l}=1$ so to minimize $\sum_{i=0}^{l-1} \beta_{i}$ subject to (2.8). For a general $l$ this is a challenging optimization problem, but let us try to see what we can get for some interesting cases. First, if $l=1$, then there is nothing to solve. We immediately get $\beta_{0}=1$. The first non-trivial case is $l=2$, which corresponds to a two-level partitioning. In this case, we have one variable $\tau_{1}$ to optimize over, and from (2.8) we get

$$
\beta_{0}+\beta_{1}=\frac{1}{\tau_{1}^{2}}+\frac{2 \tau_{1}^{2}-1}{2 \tau_{1}^{2}} \cdot\left(1-\frac{1}{\tau_{1}^{2}}\right)
$$

It is immediate to see that $\beta_{0}+\beta_{1}$ is minimized, when $\tau_{1}=\sqrt{2}$, and in this case we have $\beta_{0}+\beta_{1}=\frac{7}{8}$. Then, for $l \geq 3$ the complexity of the optimization problem goes
up very quickly. There are we are only able to obtain numerical results, which are summarized in the following table.

| $l$ | $\tau_{1}$ | $\tau_{2}$ | $\tau_{3}$ | $\tau_{4}$ | $\tau_{5}$ | $\tau_{6}$ | $\tau_{7}$ | $\sum_{i=0}^{l-1} \beta_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  |  |  |  |  | 1 |
| 2 | $\sqrt{2}$ | 1 |  |  |  |  |  | $7 / 8=0.875$ |
| 3 | 1.76 | 1.22 | 1 |  |  |  |  | 0.828 |
| 4 | 2.07 | 1.43 | 1.15 | 1 |  |  |  | 0.803 |
| 5 | 2.35 | 1.61 | 1.30 | 1.12 | 1 |  |  | 0.787 |
| 6 | 2.61 | 1.79 | 1.43 | 1.23 | 1.09 | 1 |  | 0.777 |
| 7 | 2.86 | 1.95 | 1.56 | 1.34 | 1.19 | 1.08 | 1 | 0.769 |

In the same time, since we do not really care about a particular value of $l$ (as long as it is constant), we can consider a very large $l$ and choose $\tau_{i}$ 's suboptimally. Let us choose $\tau_{i}=\sqrt{l / i}$. In this case we get $\beta_{i}=\gamma_{i} / l$, where $\gamma_{0}=1$ and for every $i \geq 1$ we have

$$
\gamma_{i}=\frac{i+2}{2} \cdot\left(\frac{i}{i+1}-\sum_{j=1}^{i-1} \frac{2 \gamma_{j}}{2 i-j+2}\right)
$$

Observe that this sequence does not depend on $l$.
One can compute $\gamma_{i}$ for quite large values of $i$ and observe that it converges pretty rapidly to a real number between 0.72 and 0.73 (and so does $\frac{1}{l} \cdot \sum_{i=0}^{l-1} \gamma_{i}$ ). In particular, for $l=40$ we get $\sum_{i=0}^{l-1} \beta_{i}<0.73$ with this choice of thresholds. Next we prove that $\lim _{i \rightarrow \infty} \gamma_{i}=\frac{1}{\ln 4} \approx 0.721$ (which implies $\sum_{i=0}^{l-1} \beta_{i} \rightarrow \frac{1}{\ln 4}$ ). The proof is due to Luke Schaeffer [27].

## Lemma 2.3.7.

$$
\lim _{i \rightarrow \infty} \gamma_{i}=\frac{1}{\ln 4}
$$

Proof. We have for every $i \geq 0$

$$
\sum_{j=0}^{i} \frac{2 \gamma_{j}}{2 i-j+2}=1
$$

Let us substitute $2 \gamma_{i}=\frac{1}{\ln 2}+\varepsilon_{i}$. We need to show that $\lim _{i \rightarrow \infty} \varepsilon_{i}=0$, where for every $i \geq 0$

$$
\begin{equation*}
\frac{H_{2 i+2}-H_{i+1}}{\ln 2}+\sum_{j=0}^{i} \frac{\varepsilon_{j}}{2 i-j+2}=1 \tag{2.9}
\end{equation*}
$$

where $H_{n}$ is the $n$-th harmonic number. It is known that

$$
\begin{equation*}
H_{n}=\ln n+\gamma+\frac{1}{2 n}+O\left(\frac{1}{n^{2}}\right) \tag{2.10}
\end{equation*}
$$

where $\gamma$ is Euler's constant. Substituting (2.10) into (2.9), we get

$$
\sum_{j=0}^{i} \frac{\varepsilon_{j}}{2 i-j+2}=\frac{1}{4 i \ln 2}+O\left(\frac{1}{i^{2}}\right)
$$

Thus,

$$
\begin{equation*}
\frac{1}{4 \ln 2}+O\left(\frac{1}{i}\right) \leq \sum_{j=0}^{i} \varepsilon_{j} \leq \frac{1}{2 \ln 2}+O\left(\frac{1}{i}\right) \tag{2.11}
\end{equation*}
$$

Now we subtract (2.9) from itself for $i$ and $i-1$ :

$$
\begin{equation*}
\frac{H_{2 i+2}+H_{i}-H_{i+1}-H_{2 i}}{\ln 2}+\frac{\varepsilon_{i}}{i+2}+\sum_{j=0}^{i-1} \varepsilon_{j}\left(\frac{1}{2 i-j+2}-\frac{1}{2 i-j}\right)=0 . \tag{2.12}
\end{equation*}
$$

By (2.11), the third term of 2.12 is $O\left(1 / i^{2}\right)$. The first term of 2.12 is

$$
\frac{H_{2 i+2}+H_{i}-H_{i+1}-H_{2 i}}{\ln 2}=\frac{1}{\ln 2} \cdot\left(\frac{1}{2 i+2}+\frac{1}{2 i+1}-\frac{1}{i+1}\right)=O\left(\frac{1}{i^{2}}\right) .
$$

But this means that the second term of 2.12 is also $O\left(1 / i^{2}\right)$. Thus, $\varepsilon_{i}=O(1 / i)$.
One can ask: how optimal are thresholds $\tau_{i}=\sqrt{l / i}$ ? It turns out that if $l \rightarrow \infty$, then these thresholds are indeed optimal. This follows from three simple observations. First, $\sum_{i=0}^{l-1} \beta_{i}$ is monotone with respect to adding thresholds (adding threshold can not possibly hurt). Second, the sum is continuous as a function of $\tau_{i}$ 's. Third, for any subset of real numbers larger than 1 , we can approximate them arbitrarily well simultaneously with numbers $\sqrt{l / i}$ for some $l$. We omit proofs here, since this optimality is not needed for our main result.

### 2.3.6 Performance

In this section we analyze the performance of Algorithm 3. To recall, we assume that $d=\Theta_{c}(\log n)$ by Johnson-Lindenstrauss Lemma (Theorem 2.1.7).

We take $l=40$ and by the results of Section 2.3.5, we can achieve

$$
\rho_{0} \leq \frac{0.73}{c^{2}}+O\left(\frac{1}{c^{3}}\right)+o_{c}(1)
$$

in (2.7).
It is easy to see that lines 1 and 13 of Algorithm 3 are executed $O(n)$ times, so overall space the whole partition can be stored in is $n^{1+o_{c}(1)}$ (by Theorem 2.1.6 and Lemma 2.2.8). Preprocessing time can be easily made $n^{2+o_{c}(1)}$. Indeed, lines 1 and 13 take time $n^{1+o_{c}(1)}$ in total, line 12 takes time $n^{1+o_{c}(1)}$ by an algorithm from [11]. So, the bottleneck is the pruning in lines $8-10$, which can be easily done in time $n^{2+o_{c}(1)}$.

Finally, we can observe that it is possible to locate a query point $q \in \mathbb{R}^{d}$ in the partition $\mathcal{P}_{l-1}$ and, moreover, enumerate all the points $p \in P_{l-1}$ such that $\mathcal{P}_{l-1}(p)=$ $\mathcal{P}_{l-1}(q)$ in time $n^{o_{c}(1)}$ plus constant time per point reported. For this, we store the hierarchy using a trie, where in each node we have a hash table.

We summarize this discussion in the following Theorem.

Theorem 2.3.8. Suppose that $c>1$. Let $P \subseteq \mathbb{R}^{d}$ be a pointset with $|P|=n$ and $d=\Theta_{c}(\log n)$. Then, in time $n^{2+o_{c}(1)}$ we can build a random partition $\mathcal{P}$ of $\mathbb{R}^{d}$ and a subset $P^{\prime} \subseteq P$ such that for every $q \in \mathbb{R}^{d}$ :

- for every $p \in \mathbb{R}^{d} \backslash B(q, c)$ we have

$$
\operatorname{Pr}\left[p \in P^{\prime}, \mathcal{P}(p)=\mathcal{P}(q)\right] \leq \frac{1}{n}
$$

- for every $p \in B(q, 1)$ we have

$$
\operatorname{Pr}\left[p \in P^{\prime}, \mathcal{P}(p)=\mathcal{P}(q)\right] \geq \frac{1}{n^{\rho_{0}}}
$$

where

$$
\rho_{0} \leq \frac{0.73}{c^{2}}+O\left(\frac{1}{c^{3}}\right)+o_{c}(1) .
$$

Moreover, in the same time we build a data structure that can be used to locate a point $q \in \mathbb{R}^{d}$ in $\mathcal{P}$ and report all the points $p \in P^{\prime}$ such that $\mathcal{P}(p)=\mathcal{P}(q)$ in time $n^{o_{c}(1)}$ plus constant per point reported. The data structure takes $n^{1+o_{c}(1)}$ space to store.

### 2.3.7 The resulting data structure

To get from Theorem 2.3 .8 to a data structure for $(c, 1)$-ANN for $\ell_{2}^{d}$, we essentially repeat the argument from [12].

Theorem 2.3.9. There exists a data structure for $(c, 1)$-ANN for $\ell_{2}^{d}$ with

- preprocessing time $O_{c}\left(n^{2+\rho_{0}}+n d \log n\right)$,
- space $O_{c}\left(n^{1+\rho_{0}}+d \log n\right)$,
- query time $O_{c}\left(n^{\rho_{0}}+d \log n\right)$,
where

$$
\rho_{0} \leq \frac{0.73}{c^{2}}+O\left(\frac{1}{c^{3}}\right)+o_{c}(1) .
$$

Proof. The dimension reduction step takes time $O_{c}(n d \log n)$ by Theorem2.1.7. After that we can apply Theorem 2.3.8. In order to make the probability of success constant we build and query $1 / Q$ independent copies of the data structure from Theorem 2.3.8, where $Q=n^{\rho_{0}}$ and $\rho_{0}$ is the value from Theorem 2.3.8.

Note that the above bound on the query time is in expectation, but it is also possible to modify the algorithm slightly to get a worst-case bound. The algorithm still iterates over $1 / Q$ data structures but stops after looking at $3 / Q+1$ points without finding an approximate near neighbor. The expected number of points the algorithm has to look at that are not an approximate near neighbor is at most $1 / Q$. By Markov's inequality, with probability at least $2 / 3$, the algorithm doesn't look at more than $3 / Q$ points that are not an approximate near neighbor. In each data structure,
the probability that the algorithm fails to find an approximate near neighbor is at most $1-Q$. Thus, the probability it fails in all $Q$ tables is at most $(1-Q)^{1 / Q} \leq 1 / e$. Overall, with probability at least $1-1 / 3-1 / e$, the algorithm finds an approximate near neighbor without looking at more than $3 / Q+1$ points.

### 2.3.8 Quasi-linear time preprocessing

In Theorem 2.3.8 the preprocessing time is $n^{2+\rho_{0}+o_{c}(1)}$. The reason is the pruning procedure in Algorithm 3 (lines 8-10). We can get rid of it at the expense of increasing $\rho_{0}$. Namely, we do not do the expensive pruning, and instead we choose an arbitrary point from $P^{\prime}$ as a center, and cut off all the points that are further than $\tau_{i} c$ from it. Then, we proceed as before, but sample a function from $\mathcal{G}_{4}\left(\tau_{i}\right)$ instead of $\mathcal{G}_{4}\left(\tau_{i} / \sqrt{2}\right)$.

The analysis remains the same, except Claim 2.3.1 and Claim 2.3.2, where we replace $\tau_{i} / \sqrt{2}$ with $\tau_{i}$ everywhere. Thus, 2.8 changes to

$$
\beta_{i}=\frac{4 \tau_{i}^{2}-\tau_{i+1}^{2}}{4 \tau_{i}^{2} \tau_{i+1}^{2}} \cdot\left(1-\frac{\tau_{i+1}^{2}}{\tau_{1}^{2}}-\sum_{j=1}^{i-1} \frac{4 \tau_{i+1}^{2} \tau_{j}^{2} \beta_{j}}{4 \tau_{j}^{2}-\tau_{i+1}^{2}}\right)
$$

and choosing $\tau_{i}=\sqrt{l / i}$ as before, we get $\sum_{i=0}^{l-1} \beta_{i}=\frac{1}{l} \sum_{i=0}^{l-1} \gamma_{i}$, where $\gamma_{0}=1$ and

$$
\gamma_{i}=\frac{i+4}{4} \cdot\left(\frac{i}{i+1}-\sum_{j=1}^{i-1} \frac{4 \gamma_{j}}{4 i-j+4}\right)
$$

This sequence seemingly converges to a real number between 0.86 and 0.87 , and the following Lemma can be proved similarly to Lemma 2.3.7.

Lemma 2.3.10.

$$
\lim _{i \rightarrow \infty} \gamma_{i}=\frac{1}{4 \ln \frac{4}{3}}
$$

(and thus

$$
\left.\sum_{i=0}^{l-1} \beta_{i} \rightarrow \frac{1}{4 \ln \frac{4}{3}} \approx 0.869\right)
$$

For instance, taking $l=146$ we obtain

$$
\rho_{0} \leq \frac{0.87}{c^{2}}+O\left(\frac{1}{c^{3}}\right)+o_{c}(1)
$$

## Chapter 3

## Conclusions and open problems

In this thesis we showed that data-dependent space partitioning can be beneficial for the Approximate Near Neighbor data structures.

One can ask the following natural question: can one improve our bounds on the exponent? We strongly suspect that the answer is positive. The first step might be to look at the following random instance. We consider a sphere of radius $\mathrm{cr} / \sqrt{2}$ and sample $n$ points on it at random. This way we obtain our dataset $P$. To generate a query, we choose a random point $p \in P$ and plant a point in $B(p, r)$. It can be shown that Lemma 2.2 .8 gives the exponent around $1 /\left(2 c^{2}\right)$ for this case. It might be natural to try to improve it.

The second immediate question is what are the limitations of data-dependent partitioning? On one extreme, we can compute Voronoi diagram of $P$, which has exponential complexity, but partitions $\mathbb{R}^{d}$ perfectly. What are the other possibilities?

The third question is can we perform instance-by-instance analysis of some partitioning scheme? For example, it would be great to introduce a parameter of an instance and prove that the exponent $\rho_{0}$ we can achieve in (2.7) depends on this parameter.
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[^0]:    ${ }^{1}$ Assuming that each hash function can be sampled and evaluated in $n^{o(1)}$ time, stored in $n^{o(1)}$ space, that distances can be computed in $O(d)$ time, and that $1 / p_{1}=n^{o(1)}$.
    ${ }^{2}$ Assuming $1 / p_{1}=n^{o(1)}$.

[^1]:    ${ }^{3}$ In the analysis we use a notion that is weaker than the diameter. However, we ignore this detail for now for the sake of clarity.

[^2]:    ${ }^{4}$ Note that a near neighbor search algorithm with query time $n^{\rho}$ and space/preprocessing time of $n^{1+\rho}$ naturally leads to a solution for the closest pair problem with the runtime of $n^{1+\rho}$.

