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#### Abstract

Functional composition, the application of one function to the results of another function, has a long history in the mathematics community, particularly in the context of polynomials and rational functions. This thesis articulates and explores a general framework for the use of functional composition in the context of signal processing. Its many potential applications to signal processing include utilization of the composition of simpler or lower order subfunctions to exactly or approximately represent a given function or data sequence. Although functional composition currently appears implicitly in a number of established signal processing algorithms, it is shown how the more general context developed and exploited in this thesis leads to significantly improved results for several important classes of functions that are ubiquitous in signal processing such as polynomials, frequency responses and discrete multivariate functions. Specifically, the functional composition framework is exploited in analyzing, designing and extending modular filters, separating marginalization computations into more manageable subcomputations and representing discrete sequences with fewer degrees of freedom than their length and region of support with implications for sparsity and efficiency.
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## Chapter 1

## Introduction

Signal processing is a rich discipline in which functional composition and decomposition can potentially be utilized in a variety of creative ways. In a broad sense, the aim of this thesis is to create a systematic framework in which these two operations can be exploited more fully in signal processing applications. From an analysis point of view, one can often gain further insight into existing techniques by reinterpreting them in terms of functional composition and decomposition. From a synthesis point of view, one can develop new algorithms and techniques which inherit desirable properties of these two operations. Moreover, computations can be performed more efficiently and data can be represented more compactly in information systems in the presence of a compositional structure.

In Section 1.1, functional composition and decomposition operations will be defined. Their different interpretations will be shown to correspond to parallelization, cascading and recursion, which are among methods that are often used to tackle computationally difficult tasks. In Section 1.2, certain desirable aspects and implications of composition and decomposition will be introduced as the focus of the framework to be exploited in signal processing, namely an alternative way for compact representations of signals, modularity in designs and separability of computations. Section 1.3 will conclude the chapter with an outline of the other chapters.

### 1.1 Functional Composition and Decomposition

Functional composition is the application of one function to the results of another function. Conversely, functional decomposition is directed toward expressing a given decomposable function as a composition of other functions, usually of lower order or complexity. If the function is not decomposable, functional decomposition may be applied to obtain a decomposable approximation. In this thesis, two notations will be used interchangeably to denote the composition of two functions $A$ and $B$, namely $A(B(\cdot))$ and $A \circ B(\cdot)$. Compositions of two operators will be distinguished by using curly brackets, i.e. $A\{B\{\cdot\}\}$.

Functional composition can be interpreted conceptually as a sequence of operators applied to an input function or variable. This corresponds to cascading subfunctions in order to obtain a more complex function, or cascading subsystems in order to achieve a more sophisticated system to process an input. One simple example is the application of filtering to an input signal $x[n]$ using a cascade of two lower order subfilters, which can be associated with operators $\mathcal{G}\{\cdot\}$ and $\mathcal{F}\{\cdot\}$, respectively. The result of the filtering operation can be expressed as the composition of these operators acting on the input, namely $\mathcal{F}\{\mathcal{G}\{x[n]\}\}$. This composition takes a simple form if the filters are linear and time invariant (LTI), in which case the $z$-transform of the composition can be cxpressed as the product of individual $z$-transforms of the filters with that of the input signal,

$$
\mathcal{F}\{\mathcal{G}\{x[n]\}\} \stackrel{z}{\longleftrightarrow} F(z) G(z) X(z) .
$$

Therefore, composition of cascaded subsystems in the case of LTI systems is commutative, a property that is usually lacking in the composition of other more general functions including nonlinear filters. This observation raises an interesting question as to what classes of operators accept a rather simple representation in other domains when they are composed. This question is not the main focus of this thesis but is a promising future direction.

Another case which can be associated with functional composition is that of di-
viding a complev function into subfunctions the results of which are not reauired by each other in advance and therefore could be obtained separately and combined appropriately at a later stage. This corresponds to parallelization of a task in which each subtask can be performed by an independent subsystem such as multiple processors or even different computers in a network. In signal processing, a common scheme where parallelization is used is the implementation of high order infinite impulse response LTI filters as a combination of several low order subfilters, in which usually the low order filters are obtained by a partial fraction expansion. For two such subfilters $\mathcal{G}_{1}\{\cdot\}$ and $\mathcal{G}_{2}\{\cdot\}$, the output becomes the composition

$$
\mathcal{F}\left\{\mathcal{G}_{1}\{x[n]\}, \mathcal{G}_{2}\{x[n]\}\right\}=\mathcal{G}_{1}\{x[n]\}+\mathcal{G}_{2}\{x[n]\} \stackrel{z}{\longleftrightarrow} G_{1}(z) X(z)+G_{2}(z) X(z)
$$

where $x[n]$ is the input and $\mathcal{F}\{\cdot, \cdot\}$ simply corresponds to the summation of its arguments in this example. This is a simple example of composing the multivariate function $\mathcal{F}$ with univariate functions $G_{1}(z)$ and $G_{2}(z)$. In this thesis, composition of multivariate functions will emerge in a discussion of decreasing the computational complexity in certain classes of problems requiring marginalization.

A recursive approach to solving computationally difficult problems can also be associated with a composition of subfunctions, where these subfunctions are similar to the original function applied to easier subproblems. A very successful application of this approach in the context of signal processing is the Fast Fourier Transform (FFT) algorithms to compute the Discrete Fourier Transform (DFT) of a long sequence $x[n]$. In the decimation-in-time FFT algorithm, denoting the $N$-point DFT of a length- $N$ sequence with the operator $\mathcal{G}_{N}\{\cdot\}$ leads to a recursion

$$
\mathcal{G}_{N}\{x[n]\}=\mathcal{F}\left\{\mathcal{G}_{\frac{N}{2}}\left\{x_{e}[n]\right\}, \mathcal{G}_{\frac{N}{2}}\left\{x_{o}[n]\right\}\right\}
$$

where $x_{e}[n]$ and $x_{o}[n]$ are subsequences of $x[n]$ consisting of its even and odd indexed terms. The operator $\mathcal{F}\{\cdot, \cdot\}$ corresponds to combining its two arguments through simple additions as well as multiplications with different roots of -1 , therefore DFT of a long sequence can be computed more efficiently by combining the DFT of its
subsequences recursively.
So far, functional composition and decomposition were conceptually associated with cascading, parallelization and recursion by representing subcomputations as operators. In these approaches, the composition of operators does not necessarily lead to the composition of the actual functions representing these operators. For example, the cascade of two LTI filters was represented as $\mathcal{F}\{\mathcal{G}\{\cdot\}\}$ with an operator representation of each filter. However the actual mathematical representation of this operation is two convolutions involving impulse responses and does not involve composition of these impulse responses. In this thesis, composition and decomposition of actual functions will be explored rather than their operator representations. In other words, in the context of this thesis, composition will refer to the mathematical operation of embedding functions into others through a direct replacement of variables with functions.

### 1.2 A Framework for Signal Processing

### 1.2.1 Goals

It is the main goal in this thesis to develop a systematic framework in which functional composition and decomposition can be exploited more fully in signal processing. Towards this goal, existing functional composition and decomposition algorithms in the mathematical literature will be identified, implemented, extended or new algorithms will be proposed that also accommodate the common optimality and efficiency criteria of signal processing. A complete discussion regarding composition and decomposition of all types of functions is neither possible nor meaningful. Therefore, the focus in this thesis is on certain classes of functions that are ubiquitous in signal processing, namely univariate polynomials, frequency responses and discrete multivariate functions. Once the tools are developed, some of the existing signal processing applications in the literature will be revisited and re-interpreted within this framework illustrating its additional benefits, and also new applications will be formulated.

Thice common themes will appear as algorithms are developed and applications are formulated in the following chapters; namely sparsity, modularity and separability. Each of these themes will have a close relationship with a corresponding interpretation of composing two functions. The relationship between the themes and the functions that constitute the focus in this thesis are depicted in Figure 1-1.

## Compact Representations and Sparsity

In a parametric representation of two functions $F$ and $G$, their composition $F \circ G$ can be interpreted as expanding some or all parameters of $F$ with the parameters of $G$. Parameters can be coefficients of a polynomial, variables in a multivariate function or sample values of bandlimited functions. In most compositions, the number of parameters in the composition $F \circ G$ well exceeds the total number of parameters in $F$ and $G$. This suggests an opportunity for a more compact representation of a decomposable function in terms of the parameters of its components rather than its direct parametric representation. This can be viewed as an alternative way to reduce the number of required parameters to represent such functions with implications for sparsity.

## Modular Structures

Another interpretation of functional composition is to embed one function $G$ into another function $F$ to obtain $F \circ G$. If a function is used to represent a signal processing operation or task, the composition $F \circ G$ may correspond to repeating the subtask $G$ at different processing levels encapsulated by the main task $F$. The implementation of the subtask $G$ may be accomplished by a standardized and optimized off-line design, which can then be repeatedly used at each processing level it is needed. This naturally leads to a modular pattern with the main module being $G$.

## Separation of Computations

A usual approach to simplify difficult computational problems is to divide them into more manageable parts, for example in the case of factorable functions. The in-


Figure 1-1: Functions for which composition and decomposition operations will be discussed and the implications of these operations for signals and systems that will arise in the context of examples discussed.
terpretation of functional composition as embedding subtasks in other tasks also provides an alternative method to separate computations into smaller subcomputations. Computational efficiency usually follows by carefully framing and scheduling the subcomputations.

### 1.2.2 Main Contributions

Functional composition and decomposition have manifested themselves in a variety of contexts in signal processing. However, they were often not identified explicitly and not manipulated utilizing the mathematical formalism. In this thesis, formal mathematical representations of composition and decomposition will be adapted whenever possible, which will make it more convenient to exploit them by borrowing techniques from the mathematics literature. This also constitutes the basis for a framework to systematically approach certain signal processing applications.

A chapter of this thesis is devoted to an overview of existing decomposition methods, their evaluation and development of a new decomposition method for an important class of functions for signal processing, namely polynomials. The identification
of polynomial decomposition techniques as a potentially useful signal proressing tonl presents a new viewpoint to manipulate finite length discrete time signals and LTI systems. As computational challenges ever evolve and signal processing keeps offering new and creative solutions for them, composition and decomposition of polynomials may emerge as a promising set of operations to exploit in applications involving finite length sequences.

Designing modular filters constitutes an important subset of applications that are advocated in this thesis, which arises as an application of frequency response composition and decomposition. Development of a technique to decompose frequency responses leads to a convenient framework to design and analyze modular filters, revisit and re-interpret filter sharpening applications as a special case of modularity, which in turn allows improving and generalizing sharpening methods.

A further accomplishment is that decomposable multivariate functions are shown to be potentially as useful as their factorable counterparts for an important class of signal processing and machine learning applications, namely those that require marginalizations. This is accomplished by identifying a close relationship between decomposability and factorability of multivariate functions by introducing latent variables and temporarily increasing the dimensionality of these functions. This allows exploitation of some well-known and computationally efficient methods in the case of decomposable multivariate functions which were originally developed for marginalizing factorable functions. The relationship between decomposability of a lower dimensional function and the factorability of an associated higher dimensional function also appears in the literature for polynomials, a property which deserves further consideration as to whether it exists more generally than in the case of these two classes of functions.

### 1.3 Outline

In Chapter 2, applications from the existing signal processing literature that can be interpreted as a form of composition and decomposition are discussed. This chap-
ter also reviews the basic concepts of time and frequency warping since these are commonly exploited in this literature.

Chapter 3 explores polynomial composition and decomposition and compares the implementation of several polynomial decomposition algorithms, including both exact and approximate decompositions. A new method for approximate polynomial decomposition is introduced. The chapter concludes with the discussion of sensitivity of polynomial composition and decomposition operations and methods for obtaining equivalent decompositions with lower sensitivity.

In Chapter 4, the composition and decomposition of frequency responses are defined and methods are developed for their decomposition into a rational function and a polynomial. The decomposition quality is specified in terms of the Chebyshev norm of the difference between the given frequency response and its approximation as a composition. The method is also extended to the cases where the decomposition quality is specified based on approximating the magnitude of a given frequency response with the magnitude of a composition, which, for example, becomes useful in designing analog modular filters.

Composition and decomposition of discrete multivariate functions are discussed in Chapter 5. For multivariate functions, their decomposability and factorability are shown to be related by artificially increasing the dimensionality of the function through the introduction of latent variables. This relationship allows using wellestablished matrix factorization algorithms to decompose discrete multivariate functions.

Several applications of functional composition and decomposition are discussed in Chapter 6. These applications show that the functional composition viewpoint leads to efficiency in representations, implementations and computations. These applications shown here are only a few examples of a possibly much larger set of applications that can be formulated in the richness of signal processing.

## Chapter 2

## Composition and Decomposition in Signal Processing

Functional composition and decomposition, although not identified as such explicitly, have appeared in a variety of signal processing contexts. Phase modulation is one such example where a carrier sinusoid is composed with the signal to be transmitted and as a result, the carrier signal experiences a time warping in the form of local changes in its frequency and phase. A similar effect on signals that can be interpreted as functional composition is the wow and flutter in musical recordings which stem from imperfect and variable-speed recording and playback, where the varying speed can be associated with a warping function. In other examples, functional composition has been intentionally introduced into signal processing systems and algorithms in order to exploit the benefits of time and frequency transformations as well as reusing the same signal processing blocks repeatedly to avoid the expense of designing larger systems in one step.

In this chapter, several signal processing contexts that can be interpreted from a composition viewpoint are described to illustrate that composition is not a totally unconventional concept in signal processing and its benefits have been recognized, yet it is still far from being fully exploited in a systematical manner. Since time and frequency transformations are commonly exploited in many of these contexts, as a first step, these two operations are reviewed and re-interpreted as a form of functional
composition.

### 2.1 Time and Frequency Transformations

### 2.1.1 Time Transformations

Time transformation of a signal $x(t)$ by another function of time $\gamma(t)$ can be defined as the substitution of its time variable $t$ with $\gamma(t)$, i.e. $x(t) \rightarrow x(\gamma(t))$, and is a generic example of composition of functions. The resulting signal can be represented as $y(t)=x \circ \gamma(t)$ with the composition notation described in Chapter 1. An example of time transformation is shown Figure 2-1 with $x(t)=2 \sin (5 \pi t+0.34 \pi)$ and $\gamma(t)=$ $\tanh (3 t)$. The independent variable axis, time axis in this case, gets warped in a way consistent with $\gamma(t)$, the time warping function. This can be visually justified by examining the time plots of $x(t)$ and $y(t)=x(\gamma(t))$. The time axis gets locally compressed when the slope of $\gamma(t)$ is greater than the slope of the identity warping function $\gamma_{i d}(t)=t$, i.e. unity, and locally expanded when the slope is less than unity. For an unambiguous recovery of $x(t)$ from $y(t), \gamma(t)$ is required to be known and invertible. In that case

$$
\begin{equation*}
x(t)=y\left(\gamma^{-1}(t)\right), \tag{2.1}
\end{equation*}
$$

i.e., $x(t)$ can be obtained by the application of the inverse time warping function to $y(t)$.

### 2.1.2 Frequency Transformations

Frequency transformations of discrete time signals can be viewed as a special case of transforming, or composing, the corresponding $z$-transform since the Fourier transform of a signal is the evaluation of its $z$-transform on the unit circle. Only the discrete time case will be explored as the discussion of continuous time signals is similar. Since the $z$-transform $F(z)$ of a causal discrete time signal $f[n]$ of length $M+1$


Figure 2-1: Time transformation $\gamma(t)=\tanh (3 t)$ applied to the signal $x(t)=$ $2 \sin (5 \pi t+0.34 \pi)$.
is given by

$$
\begin{equation*}
F(z)=\sum_{k=0}^{M} f_{k} z^{-k} \tag{2.2}
\end{equation*}
$$

its composition with the $z$-transform $G(z)$ of another causal discrete time signal $g[n]$ can be defined as

$$
\begin{equation*}
H(z)=F(G(z)) \triangleq \sum_{k=0}^{M} f_{k} G^{k}(z) \tag{2.3}
\end{equation*}
$$

where $H(z)$ is the resulting $z$-transform. This corresponds to replacing $z^{-1}$ in the definition of $F(z)$ with $G(z)$, or equivalently, to composing the polynomial $F(\cdot)$ with another function of $z^{-1}$, namely $G(z)$.

The frequency transformation implied by the composition in equation (2.3) can be interpreted as follows. Before the composition, the DTFT $F\left(e^{j \omega}\right)$ is specified by computing the $z$-transform $F(z)$ on the unit circle, which is parametrized as $z^{-1}=$ $e^{-j \omega}$ and is transversed by sweeping $\omega$ from 0 to $2 \pi$. The composition in equation (2.3) transforms the sequence $f[n]$ to $h[n]$ by substituting $G(z)$ for $z^{-1}$. Therefore
the DTFT $H\left(e^{j \omega}\right)$ corresponds to computing $F(z)$ on the contour parametrized by $z^{-1}=G\left(e^{j \omega}\right)$ in the complex plane. This can be viewed as warping the unit circle as specified by $G\left(e^{j \omega}\right)$. Figure 2-2 illustrates the warping of the unit circle by

$$
\begin{equation*}
z^{-1}=G\left(e^{j \omega}\right)=-1+0.5 e^{-j \omega}+0.4 z^{-2 j \omega} \tag{2.4}
\end{equation*}
$$

which are the set of new points on which $F(z)$ is computed to yield $H\left(e^{j \omega}\right)$. The computation of the $z$-transform on contours other than the unit circle has proved useful in different signal processing contexts, for example the chirp $z$-transform [43].

An important class of mappings $G(z)$ are all pass functions which satisfy $\left|G\left(e^{j \omega}\right)\right|=$ 1. The importance of such mappings stems from the fact that they map the unit circle onto itself, therefore the Fourier transform before and after a composition are frequency warped versions of one another. This also implies that compositions of all-pass mappings with this property results in an all-pass mapping with the same property as the unit circle is mapped onto itself by each map in the composition chain. Mappings using all-pass functions have proven to be very important in signal processing applications and several examples of their use are shown in Section 2.2.


Figure 2-2: The unit circle in the complex plane, parametrized by $z^{-1}=e^{-j \omega}$, and its image under the transformation $z^{-1}=G\left(e^{j \omega}\right)=-1+0.5 e^{-j \omega}+0.4 z^{-2 j \omega}$.

### 2.2 Previous Work

### 2.2.1 Nonuniform sampling and local bandwidth

It is a well-known fact that a bandlimited signal can be represented by and recovered from its uniform samples taken at a rate at least twice its highest frequency. In cases where a bandlimited signal experiences a time transformation, this property may be lost as the transformation renders the signal non-bandlimited in general. However, the convenience of representing a signal using its finite-rate samples has tempted several authors $[14,55]$ to investigate other means to sample non-bandlimited signals obtained by time warping bandlimited signals and reconstruct them from these samples, where the signal can be sampled at a finite rate consistent with a notion of local bandwidth corresponding to the time warping function in this context.

Given that a non-bandlimited signal $f(t)$ is in fact obtained by time warping a signal $g(t)$ bandlimited to $\omega_{c}$, i.e.

$$
\begin{equation*}
f(t)=g(\gamma(t)) \tag{2.5}
\end{equation*}
$$

where $\gamma(t)$ is an invertible warping function with $\gamma^{-1}(t)=\alpha(t)$, Wei [55] proposes using the system depicted in Figure 2-3 to sample and reconstruct $f(t)$. Reversal of the time warping in the first stage can be viewed as a preconditioning of the signal to avoid aliasing in the subsequent uniform sampling process. The samples taken in the third step correspond to a non-uniform grid in the original time domain, supporting the intuitive notion of the local bandwidth as the samples are denser when the $\gamma^{\prime}(t)$ is larger, corresponding to a higher local bandwidth. This method utilizes compositions with functions of time in order to transform a non-bandlimited signal in an invertible way to a bandlimited one to exploit the efficient sampling and reconstruction schemes for the latter.


Figure 2-3: A sampling and reconstruction scheme for a non-bandlimited signal $f(t)$ obtained by time warping a signal $g(t)$ bandlimited to $\omega_{c}$, where $f(t)=g(\gamma(t))$. Figure is adapted from [55].

### 2.2.2 FFT for Unequal Resolution Spectra

Oppenheim et al. [39] showed that it is possible to use the FFT in order to compute the DFT efficiently on a nonuniform frequency grid after appropriately warping the Fourier transform in the frequency variable, which can be recognized as a form of composition as discussed in Section 2.1.2. In the proposed method, the Fourier transform is effectively composed by a nonlinear function such that a uniform sampling grid, on which a DTFT can be efficiently sampled using the FFT, corresponds to a desired nonuniform sampling grid for the original Fourier transform. This is accomplished by transforming the original sequence $f[n]$ to a new sequence $h[n]$ satisfying the desired relationship between their corresponding Fourier transforms.

Figure 2-4 illustrates how a sequence $h[n]$ is obtained from a causal discrete time sequence $f[n]$. First, $f[n]$ is time reversed and is provided as the input to a system consisting of all-pass filters after the first two subsystems and which is tapped after each block in the chain. Each block in this network and hence the resulting $h[n]$ is parametrized by the real number $a$. The discrete time sequence $h[n]$ is specified as the values recorded at these taps at $n=0$, i.e.,

$$
\begin{equation*}
h[n]=\tilde{h}_{n}[0] . \tag{2.6}
\end{equation*}
$$

The relationship between $H\left(e^{j \omega}\right)$ and $F\left(e^{j \omega}\right)$ is given by

$$
\begin{equation*}
H\left(e^{j \omega}\right)=F\left(e^{j \theta_{\alpha}(\omega)}\right) \tag{2.7}
\end{equation*}
$$



Figure 2-4: The system to obtain $h[n]=\tilde{h}_{n}[0]$ from $f[n]$ with the frequency response relationship given in equation (2.7) [39].
where

$$
\begin{equation*}
\theta_{\alpha}(\omega)=\arctan \frac{\left(1-\alpha^{2}\right) \sin \omega}{-2 \alpha+\left(1+\alpha^{2}\right) \cos \omega} . \tag{2.8}
\end{equation*}
$$

This is a parametric warping of the frequency axis with the parameter $\alpha$. The DFT of $h[n]$ can be efficiently computed using the FFT, which computes the equally spaced samples of $H\left(e^{j \omega}\right)$, and hence the non-uniformly spaced samples of $F\left(e^{j \theta_{a}}\right)$ as desired. This method can be interpreted as an indirect utilization of composition in the frequency domain to extend the efficiency of the FFT to computations of the DFT on non-uniform grids.

### 2.2.3 Frequency Transformations of Prototype Filters

Frequency selective filters can be designed by applying an algebraic transformation to a prototype filter, which is usually selected as a low-pass filter. This can be interpreted as another form of functional composition in the context of signal processing. The idea is applicable to both continuous and discrete time filters, and is only illustrated for discrete time in this section.

In Section 2.1.2, frequency transformations were expressed in terms of composing the $z$-transform $F(z)$ of a discrete time sequence $f[n]$ by a mapping $G(z)$, and computing the Fourier transform on the resulting system function by setting $z^{-1}=e^{-j \omega}$. If $F(z)$ is a rational system function of a causal and stable filter, the system function after the composition is usually required to remain rational and correspond to a causal and stable system. These requirements place certain constraints on the mapping $G(z)$, namely, $G(z)$ must be a rational function of $z^{-1}$ and the inside of the unit circle must be mapped to the inside of the unit circle so that the poles are not
mapped across the unit circle [40]. Moreover, for the resulting Fourier transform to take values from the range set of $F\left(e^{j \omega}\right)$, the unit circle must be mapped onto itself, which requires $\left|G\left(e^{j \omega}\right)\right|=1$ as discussed in Section 2.1.2.

It was shown in [15] that the most general form of the mappings $G(z)$ satisfying these conditions is of the form

$$
\begin{equation*}
G(z)= \pm \prod_{k=1}^{N} \frac{z^{-1}-\alpha_{k}}{1-\alpha_{k} z^{-1}}, \tag{2.9}
\end{equation*}
$$

i.e., the product of a finite number of all-pass system functions each with a parameter $a_{k}$. The simplest mapping that maps a low-pass filter $F(z)$ to another lowpass filter is

$$
\begin{equation*}
G(z)=\frac{z^{-1}-\alpha}{1-\alpha z^{-1}} \tag{2.10}
\end{equation*}
$$

A prototype low-pass filter $F(z)$ with a cut-off frequency $\theta_{p}$ can be mapped to $F(G(z))$ using such a mapping to obtain a low-pass filter with cutoff frequency

$$
\begin{equation*}
\omega_{p}=\arctan \frac{\left(1-\alpha^{2}\right) \sin \theta_{p}}{2 \alpha+\left(1+\alpha^{2}\right) \cos \theta_{p}} \tag{2.11}
\end{equation*}
$$

This frequency transformation resembles the nonlinear transformation applied to a discrete time sequence for the efficient computation of its DTFT on a nonuniform grid as described in Section 2.2.2. However, in this setting, the purpose of the transformation is to relocate the cut-off frequency. Equations (2.8) and (2.11) describe an equivalent relationship between the frequency variables $\omega$ and $\theta$, and this relationship is illustrated in Figure 2-5.

Compositions with mappings of the form (2.10), i.e., frequency transformations can be used to obtain frequency selective filters more general than another low-pass filter. For example, in order to obtain a band-pass filter with a desired lower cut-off frequency $\omega_{p 1}$ and a desired higher cut-off frequency $\omega_{p 2}$, the mapping

$$
\begin{equation*}
G(z)=\frac{z^{-2}-\frac{2 \alpha k}{k+1} z^{-1}+\frac{k-1}{k+1}}{\frac{k-1}{k+1} z^{-2}-\frac{2 \alpha k}{k+1} z^{-1}+1} \tag{2.12}
\end{equation*}
$$



Figure 2-5: The parametric relationship between the frequency variable of a prototype low-pass filter $\theta$ and the frequency variable $\omega$ of a low-pass filter obtained after the transformation in equation (2.11). Figure is adapted from [40].
is used for composing the prototype low-pass filter with the cut-off frequency $\theta_{p}$, where

$$
\begin{equation*}
k=\cot \left(\frac{\omega_{p 2}-\omega_{p 1}}{2}\right) \tan \left(\frac{\theta_{p}}{2}\right) \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha=\frac{\cos \left(\frac{\omega_{p 2}+\omega_{p 1}}{2}\right)}{\cos \left(\frac{\omega_{p 2}-\omega_{p 1}}{2}\right)} . \tag{2.14}
\end{equation*}
$$

For a complete list of transformations from a low-pass filter to low-pass, high-pass, band-pass and band-stop filters, the reader is referred to [15] or [40].

### 2.2.4 Design of Audio Filters

A desirable property of frequency selective filters obtained using frequency transformations as in Section 2.2.3 is the fact that the resulting filter exhibits the same extremal values in the pass-bands and the stop-bands as that of the prototype filter since the composition distorts only the frequency axis. This guarantees that, for example, the specifications for the maximum allowable ripple size are not violated after the frequency warping, a fact that is often exploited in designing minimax-optimal


Figure 2-6: Composing a filter $F(z)$ to accommodate audio filter specifications with logarithmic frequency ranges by substituting its delay elements for all pass systems [4].
filters. One example is an audio filter design algorithm introduced in [4].
Due to the natural frequency sensitivity of the human auditory system, frequency specifications in audio and speech applications are usually given on a logarithmic scale. Frequency responses of the filters that are used in these applications have most of the detail at low frequencies. This unbalance in the specifications between low and high frequency ranges causes difficulties in designing filters such as yielding very high filter orders or not converging at all. The design procedure proposed in [4] to alleviate this problem utilizes the idea of warping the frequency scale nonlinearly similar to the methods in Section 2.2.3. This is accomplished by composing the $z$-transform of the filter by the all pass system function as illustrated in Figure 2-6, which leads to composing the frequency response $F\left(e^{j \omega}\right)$ of the filter with the function in equation (2.8). The choice of $\alpha$ in the range $[-1,0]$ corresponds to expanding the frequency axis at low frequencies and compressing at high frequencies, making the design space suitable for logarithmic specifications. Low order and high quality audio equalizers can easily be obtained by composing an FIR filter designed with well-established techniques such as the Parks-McClellan algorithm [42] using this method.

### 2.2.5 Parks-McClellan Algorithm

Another example of a signal processing context in which functional composition has indirectly appeared is the design of linear phase FIR filters. One approach to designing
linear phase causal FIR filters is to design a zero phase FIR filter and delay the sequence in time to the point it becomes causal as in the design of Parks-McClellan filters [42]. This approach utilizes the symmetry in the coefficients of the filter to optimize them indirectly by representing the Fourier transform as a composition of a polynomial and a trigonometric function. For example, a finite length sequence $h[n]$ that is symmetric around zero has a real-valued Fourier transform of the form

$$
\begin{equation*}
H\left(e^{j \omega}\right)=\sum_{n=-L}^{L} h[n] e^{-j \omega}=\sum_{n=0}^{L} h[n] \cos n \omega \tag{2.15}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
H\left(e^{j \omega}\right)=\sum_{n=0}^{L} b_{n}(\cos \omega)^{n} \tag{2.16}
\end{equation*}
$$

where $b_{n}, n=0,1, \ldots, L$, the coefficients of the polynomial in $\cos \omega$, depend on the values of $h[n]$. Hence the Fourier transform can be expressed as the composition of a polynomial

$$
\begin{equation*}
P(w)=\sum_{n=0}^{L} b_{n} w^{n} \tag{2.17}
\end{equation*}
$$

with the function $f(\omega)=\cos \omega$. Due to this specific form of the Fourier transform, Parks and McClellan [42] were able to express the linear phase FIR filter design problem as a polynomial fitting problem, which is well studied in mathematics, and devised the celebrated Parks-McClellan FIR filter design algorithm.

### 2.2.6 Extending Filter Dimensionality

Mersereau et al. [35] extended the idea by Parks and McClellan to 2-D linear phase FIR filter design. Similar to its one dimensional counterpart in equation (2.15), a 2-D linear phase FIR filter $h[m, n]$ has a frequency response

$$
\begin{equation*}
H\left(e^{j \omega_{1}}, e^{j \omega_{2}}\right)=\sum_{m=0}^{M_{1}} \sum_{n=0}^{M_{2}} h[m, n] \cos m \omega_{1} \cos n \omega_{2} . \tag{2.18}
\end{equation*}
$$



Figure 2-7: A 2-D low-pass filter obtained from a 1-D low-pass filter using McClellan transformation. Figure adapted from [35].

The procedure to obtain 2-D filters from 1-D filters by taking advantage of this similarity in the forms of Fourier transform is called McClellan transformation and involves the substitution

$$
\begin{equation*}
\cos \omega \leftrightarrow \sum_{p=0}^{P} \sum_{q=0}^{Q} t[p, q] \cos p \omega_{1} \cos q \omega_{2} \tag{2.19}
\end{equation*}
$$

in the Fourier transform of the 1-D filter given in equation (2.16). In other words, the univariate polynomial in $\cos \omega$ given in equation (2.16) is composed by a bivariate function of $\omega_{1}$ and $\omega_{2}$ given in equation (2.19) to yield the Fourier transform of the 2-D filter

$$
\begin{equation*}
H\left(e^{j \omega_{1}}, e^{j \omega_{2}}\right)=\sum_{n=0}^{L} b_{n}\left[\sum_{p=0}^{P} \sum_{q=0}^{Q} t[p, q] \cos p \omega_{1} \cos q \omega_{2}\right]^{n} . \tag{2.20}
\end{equation*}
$$

The substitution given in equation (2.19) also describes the relationship between the 1-D filter response and the 2-D filter response implicitly. Each frequency in the one dimensional $\omega$ space corresponds to a contour in the two dimensional frequency plane indexed by $\omega_{1}$ and $\omega_{2}$. The shape of the contour is determined completely by the coefficients $t(p, q), 0 \leq p \leq P, 0 \leq q \leq Q$. The value of $H\left(e^{j \omega}\right)$ at $\omega=\omega_{0}$ will be identical to the value of $H\left(e^{j \omega_{1}}, e^{j \omega_{2}}\right)$ on the contour which corresponds to $\omega_{0}$, but the
variations from one contour to another will he determined hy the coefficients of the 1-D filter $h[n]$. This approach which uses functional composition for 2-D filter design separates the problem into two tractable subproblems, namely the design of the 1-D filter $h[n]$ and the design of the contour parameters $t(p, q)$. This procedure is similar to the case of designing filters from a prototype using frequency transformations and the ripple sizes are not affected by the increase in dimensionality. Figure 2-7 illustrates an example of a two dimensional low-pass filter that is obtained by extending a 1-D Paks-McClellan filter using McClellan transformation.

### 2.2.7 Filter Sharpening

In cases where multiple identical linear phase filters with an inadequate frequency selectivity are available, it is possible to obtain improved overall frequency characteristics that exhibits smaller deviations from zero in the stop-bands and smaller deviations from unity in the pass-bands. This can be achieved by using replicas of the given filter through an interconnection of adders and gains. This procedure is usually referred to as filter sharpening [26]. In this section, several approaches by different authors to the filter sharpening problem will be reviewed. These approaches result in polynomial transformations applied on the filter, which is another interesting and useful example that can be interpreted as a composition in the context of signal processing, namely the composition of a polynomial and a filter frequency response. However, all of these methods are ad hoc, some of them require exhaustive searches and even in that case lead to suboptimal solutions. In Chapter 6, the compositional structure of sharpened filters will be exploited in order to obtain both superior and systematic methods for filter sharpening as compared to the current methods.

A straightforward approach to sharpening a filter with a frequency response $G\left(e^{j \omega}\right)$ is to cascade the filter with itself to obtain a response $G^{2}\left(e^{j \omega}\right)$, but this has an adverse effect in the passband since squaring will increase the deviation from unity. Tukey [52] proposed a method called twicing which involves filtering the input with $G\left(e^{j \omega}\right)$ and adding back to the input the residual between the input and the output before a


OR


Figure 2-8: Implementation of twicing as proposed in [52]. Figure is adapted from [26].
second stage of filtering. The effective frequency response in this case becomes

$$
\begin{align*}
H_{\mathrm{tw}}\left(e^{j \omega}\right) & =\left(1+\left(1-G\left(e^{j \omega}\right)\right)\right) G\left(e^{j \omega}\right)  \tag{2.21}\\
& =2 G\left(e^{j \omega}\right)-G^{2}\left(e^{j \omega}\right)
\end{align*}
$$

The implementation of twicing is illustrated in Figure 2-8.
Kaiser and Hamming [26] observed that the effective transformation $2 x-x^{2}$ that is being applied to $G\left(e^{j \omega}\right)$ in twicing has a desirable attenuating effect on the passband deviations from unity but an undesirable magnification effect on stop-band deviations from zero, the exact opposite effects observed with cascading corresponding to the transformation $x^{2}$. They explained the effect of these transformations through the value of their slope at $x=0$ for stop-band and $x=1$ for passband; a zero slope will attenuate the magnitude of deviations and a slope that is greater than unity will increase the deviations. Therefore, they proposed using transformations $A(x)$, which they referred to as amplitude change functions, with vanishing derivatives at both $x=0$ and $x=1$ in addition to the constraint $A(0)=0$ and $A(1)=1$. This latter constraint guarantees mapping the magnitude in the stop-bands to zero and the magnitude in the pass-bands to unity. For example, the smallest order polynomial transformation satisfying all of these constraints is $3 x^{2}-2 x^{3}$. The comparison of these amplitude change functions is illustrated in Figure 2-9.

Kaiser and Hamming [26] provided a general formula to yield higher order polynomials with higher order tangencies, i.e. vanishing derivatives, at $x=0$ and $x=1$


Figure 2-9: Comparison of three different amplitude change functions [26].
satisfying $A(0)=0$ and $A(1)=1$. Moreover, the order of tangencies at these two points are not required to be equal. A polynomial with $n$-th order tangency at zero and $m$-th order tangency at unity is given by

$$
\begin{equation*}
A(x)=x^{n+1} \sum_{k=0}^{m} \frac{(n+k)!}{n!k!}(1-x)^{k} . \tag{2.22}
\end{equation*}
$$

Kaiser and Hamming's work in [26] on filter sharpening of linear phase filters inspired other authors $[12,38,48]$ to approach this problem in a slightly more structured way than originally attempted. In this new approach, the overall design after sharpening was referred to as tapped cascaded interconnection of FIR subfilters.

Nakamura and Mitra [38] advanced the notion of filter sharpening in two directions. The first one is to find the amplitude change function coefficients that not only satisfy the desired values and the order of tangencies at $x=0$ and $x=1$, but also minimize the mean squared error between the sharpened filter response and the ideal response. The latter is achieved at the expense of requiring a higher order polynomial than otherwise needed. Their second contribution is to introduce modifier filters $T\left(e^{j \omega}\right)$ with coefficients of the form $\left(\frac{1}{2}\right)^{k}$, where $k$ is an integer, such that they can be implemented using only bit shift operators and no explicit multiplications. The
purpose of using these modifier filters was to approximate the behavior of the subfilters and reduce their burden to meet the subfilter specifications, and then cascade them with the modifier filter to meet the specifications more accurately. Coefficients of a similar form were later explored not only for subfilter modifiers but also for the amplitude change functions to obtain multiplierless filters by Chen [12].

Saramaki [48] viewed the designs using tapped cascaded interconnection of FIR subfilters as a form of a frequency transformation where the coefficients of the amplitude change function $F(z)$ corresponded to the prototype filter coefficients, or the tap coefficients, and the subfilter $G(z)$ as the frequency transformation similar to the discussion in Section 2.2.3. Moreover, he considered the filter approximation in Chebyshev norm rather than to minimize mean square error unlike in [38], and discussed the following four approximation problems:
i. Given the number of subfilters, optimize simultaneously the subfilter and the tap coefficients such that the composite filter satisfies the given specifications with a minimum subfilter order.
ii. Given the subfilter order, optimize simultaneously the subfilter and the tap coefficients to meet the given overall specifications with a minimum number of subfilters.
iii. Given a prescribed subfilter, optimize the tap coefficients to meet the given overall specification with a minimum number of subfilters.
iv. Given the tap coefficients and the number of subfilters, optimize the subfilter to meet the given overall specifications with a minimum subfilter order.

In order to understand the unified approach Saramaki proposed for these four problems, consider the desired overall filter specifications

$$
\begin{gather*}
1-\delta_{p} \leq H\left(e^{j \omega}\right) \leq 1+\delta_{p}, \omega \in I_{p a s s}  \tag{2.23a}\\
-\delta_{s} \leq H\left(e^{j \omega}\right) \leq \delta_{s}, \omega \in I_{s t o p}, \tag{2.23b}
\end{gather*}
$$

where $\delta_{p}$ and $\delta_{s}$ are the allowed pase-band and stop-band ripple sizes, and $I_{p a s s}$ and $I_{\text {stop }}$ are the union of pass-band and stop-band frequency intervals, respectively. The design of such a filter is divided into two parts, namely the design of the prototype low-pass filter $F(z)$ such that

$$
\begin{align*}
1-\delta_{p} & \leq F\left(e^{j \Omega}\right) \leq 1+\delta_{p}, \quad 0 \leq \Omega \leq \Omega_{p}  \tag{2.24a}\\
-\delta_{s} & \leq F\left(e^{j \Omega}\right) \leq \delta_{s}, \quad \Omega_{s} \leq \Omega \leq \pi \tag{2.24b}
\end{align*}
$$

and

$$
\begin{align*}
0 & \leq G\left(e^{j \omega}\right) \leq \Omega_{p}, \quad \omega \in I_{p a s s}  \tag{2.25a}\\
\Omega_{s} & \leq G\left(e^{j \omega}\right) \leq \pi, \quad \omega \in I_{s t o p}, \tag{2.25b}
\end{align*}
$$

where $\Omega_{p}$ and $\Omega_{s}$ are the pass-band and the stop-band edge frequencies for the prototype low-pass filter $F(z)$. The specifications for the prototype and the subfilter guarantee that every frequency in the pass-band, $\omega \in I_{\text {pass }}$, is mapped by $G\left(e^{j \omega}\right)$ to the $\left[0, \Omega_{p}\right]$ interval in which the prototype filter $F\left(e^{j \Omega}\right)$ is within the specified range [ $1-\delta_{p}, 1+\delta_{p}$ ] for the pass-band. Similarly, for every frequency in the stop-band, $\omega \in I_{\text {stop }}$, is guaranteed to be mapped to $\left[\Omega_{s}, \pi\right]$ interval in which the prototype filter $F\left(e^{j \Omega}\right)$ is within the specified range $\left[-\delta_{s}, \delta_{s}\right]$ for the stop-band. Figure 2-10 depicts the design of a band-pass filter $H\left(e^{j \omega}\right)$ using the porposed mapping from a low-pass filter $F\left(e^{j \Omega}\right)$ and the corresponding $G\left(e^{j \omega}\right)$.

Although this frequency transformation point of view presents an intuitive way to think about tapped cascaded interconnection of identical subfilters, the optimal choice of $\Omega_{p}$ and $\Omega_{s}$ for a given order of prototype or subfilter requires an exhaustive search for each pair ( $\Omega_{p}, \Omega_{s}$ ), and a design of Parks-McClellan filter for each pair to see if the design criteria are met since this is a non-convex problem in general. Suboptimal designs can be obtained by fixing either one or both of these two parameters. However, the methodology still requires that both the prototype and the subfilter be designed as


Figure 2-10: Design of a band-pass filter using the low-pass prototype and a mapping as in equations (2.24) and (2.25). Figure is adapted from [48].
a symmetric linear phase filter, which limits the classes of filters that can be sharpened or used in such a structure.

### 2.2.8 Other contexts

There are many other contexts in which functional composition appears in signal processing implicitly or explicitly. For example nesting all pass filters into systems with feedback, which corresponds to composing $z$-transforms, is proposed as an efficient method for artificial reverberation [49]. In robotics, the location of the effector at the tip of a robot arm with multiple joints can be expressed as a functional composition, where the location of each joint is a function of the previous joint location and its own parameters, and techniques for multivariate polynomial decompositions can be exploited to decrease on-line computations during robot operation [23, 37]. In computer-aided geometric design, composition can be used for the polynomial reparametrization of Bezier simplexes [18], and for modeling and manipulating ob-


Figure 2-11: A computer graphics of a sphere and a plane experiencing deformation that is modeled by a functional composition. Figure is adapted from [50].
jects in deformable media [50]. Figures 2-11a and 2-11b illustrate objects in a deformable medium, where the deformation is modeled as the composition of a function for object representations with the deformation function.

### 2.3 Chapter Conclusions

The signal processing contexts from the current literature discussed in this chapter provide evidence that functional composition has appeared in many contexts directly and indirectly. In some of these, it was natural to interpret the operations on signals and systems as a form of composition such as phase modulation or the phenomena of wow and flutter in musical recordings although the benefit of a functional composition point of view is not immediately obvious. However in other applications which exploit time and frequency transformations, composition and decomposition were intentionally introduced as they were recognized to be useful for designing and generalizing filters, extending sampling and reconstruction schemes and computing spectra efficiently. A third class of applications can be considered to be those in which reusing a limited class of subsystems are promoted to obtain more sophisticated overall systems such as the filter sharpening methods. Although it is natural and straightforward to interpret this latter class from a functional composition perspective, their current analyses were not performed from this way which could have
allowed gaining further insight into these applications and achieving further improvements. Moreover, the utilization of functional composition and decomposition have been rather limited in scope in all of these applications, focusing mostly on warping either time or frequency, and failing in exploiting other aspects such as their potential for more compact representations, modular structures and structured computations as discussed in Chapter 1. After developing composition and decomposition algorithms in the following chapters, examples representing these additional aspects will be discussed illustrating the breadth of applications that can possibly be formulated or revisited within this systematic framework.

## Chapter 3

## Polynomial Composition and Decomposition

A fundamental tool in signal processing to represent and manipulate discrete sequences, namely the $z$-transform, is a polynomial for the finite length case. Therefore, univariate polynomials constitute an important class of functions that are ubiquitous in signal processing. In this chapter, composition and decomposition of univariate polynomials will be discussed as an important component of a framework in which these two operations can be potentially exploited in signal processing applications.

In Section 3.1, the polynomial decomposition scenarios will be introduced. Several methods exist in the current mathematics literature to decompose polynomials if they are known to be decomposable. In this case, they will be referred to be exactly decomposable polynomials and the methods to obtain exact decompositions will be presented in Section 3.2. At the end of this section, their performances will be compared on a relatively large set of randomly generated polynomials.

If a polynomial is not exactly decomposable, it can be approximated as the composition of lower order polynomials. This will be referred to as approximate polynomial decomposition. Decomposing polynomials approximately is a more difficult problem than the exact decomposition case and is relatively less studied and understood in the mathematics literature. In addition to presenting the existing approximate decomposition algorithms in Section 3.3, a new approximate decomposition algorithm
will be developed in Section 3.4 in an attempt to obtain better performance and it will be compared to the existing algorithms.

In Section 3.5, the sensitivity of polynomial composition and decomposition algorithms with respect to perturbations in polynomial coefficients will be investigated. It will be shown that this sensitivity can be lowered by departing to equivalent decompositions obtained with the methods discussed in that section. Section 3.6 will conclude the chapter.

### 3.1 Decomposition Scenarios

Consider $F(x)$, the polynomial that represents a length- $(M+1)$ sequence $f_{n}$,

$$
\begin{equation*}
F(x)=\sum_{n=0}^{M} f_{n} x^{n} \tag{3.1}
\end{equation*}
$$

which corresponds to the $z$-transform ${ }^{1}$ of $f_{n}$ for $x=z^{-1}$. Composing $F(x)$ with another polynomial that represents a length- $(N+1)$ sequence $g_{n}$ yields

$$
\begin{equation*}
H(x)=F(G(x))=\sum_{n=0}^{M} f_{n} G^{n}(x) \tag{3.2}
\end{equation*}
$$

If a polynomial $H(x)$ can be represented as a composition of two polynomials with orders greater than unity as in equation (3.2), then $H(x)$ is referred to as a decomposable polynomial. The sequence represented by $\left.H(x)\right|_{x=z^{-1}}$ becomes

$$
\begin{equation*}
h_{n}=f_{0}\left(g_{n}^{(0)}\right)+f_{1}\left(g_{n}^{(1)}\right)+f_{2}\left(g_{n}^{(2)}\right)+f_{3}\left(g_{n}^{(3)}\right)+\cdots+f_{M}\left(g_{n}^{(M)}\right) \tag{3.3}
\end{equation*}
$$

[^0]whene $\hat{g}_{n}^{(i)}$ comesponds to $i$ self convolutions of the sequence $g_{n}$. This relationchip can be expressed through a matrix equation
\[

$$
\begin{equation*}
\mathbf{C f}=\mathbf{h} \tag{3.4}
\end{equation*}
$$

\]

or, written explicitly,

$$
\left[\begin{array}{ccccc}
\mid & \mid & \mid & & \mid  \tag{3.5}\\
\mid & \mid & \mid & & \mid \\
\mid & \mid & \mid & & \mid \\
\mid & \mid & \mid & & \mid \\
g_{n}^{(0)} & g_{n}^{(1)} & g_{n}^{(2)} & \cdots & g_{n}^{(M)} \\
\mid & \mid & \mid & & \mid \\
\mid & \mid & \mid & & \mid \\
\mid & \mid & \mid & & \mid \\
\mid & \mid & \mid & & \mid
\end{array}\right]\left[\begin{array}{c}
f_{0} \\
f_{1} \\
f_{2} \\
\vdots \\
f_{M}
\end{array}\right]=\left[\begin{array}{c}
h_{0} \\
h_{1} \\
h_{2} \\
h_{3} \\
h_{4} \\
h_{5} \\
h_{6} \\
\vdots \\
h_{M N}
\end{array}\right],
$$

where the $i$ th column of matrix $\mathbf{C}$ is the sequence $g_{n}^{(i-1)}$. The coefficient vectors of $F(x), G(x)$ and $H(x)$ will be denoted by $\mathbf{f}, \mathbf{g}$ and $\mathbf{h}$, respectively, in the sequel. The number of rows in C is $M N+1$, i.e. the length of $g_{n}^{(M)}$ which is the highest order self convolution of $g_{n}$ in equation (3.3), and the number of columns is $M+1$.

The problem of decomposing polynomials can be divided into three categories. Given that a polynomial $H(x)$ is decomposable as in equation (3.2) and $G(x)$ is known, finding $F(x)$ has a straightforward solution due to the linear relationship between $\mathbf{f}$ and $\mathbf{h}$ as in equation (3.4). $\mathbf{C}$ is a matrix with fewer columns than rows, therefore the solution for $f$ will be unique if it is full-rank. This is indeed the case unless the leading coefficient $g_{M}$ is zero, in which case $G(x)$ can be regarded to have one less order.

The other two decomposition scenarios assume that even though $H(x)$ is known to be decomposable, $G(x)$ is unknown. In one case, $F(x)$ may be provided, and in the other case it may be also unspecified. Since the relationship between $\mathbf{g}$ and $\mathbf{h}$ is
non-linear, both of these problems are much harder to solve than the case when $G(x)$ is known. The specification of $F(x)$ does not facilitate the solution of the nonlinear problem of determining a candidate for $G(x)$ within the existing decomposition algorithms as will be discussed in Section 3.2. However, its specification is useful to uniquely determine a decomposition for $H(x)$ since, otherwise, there are infinitely many equivalent decompositions that can be obtained using compositions with first order polynomials as will be described later in Section 3.5.4. As discussed in Section 3.2, all existing decomposition algorithms have assumed the most general case in which both $F(x)$ and $G(x)$ are not specified, focused on determining a candidate $G(x)$ first and then used the linear relationship in equation (3.5) to determine a candidate $F(x)$.

### 3.2 Exact Decomposition Algorithms

In this section, four polynomial decomposition algorithms from the mathematics and computer science literature are introduced, which obtain the components $F(x)$ and $G(x)$ when the polynomial $H(x)$ is indeed a composition, i.e., $H(x)=F(G(x))$. These algorithms focus on obtaining the decomposition factor $G(x)$ first since $F(x)$ can be obtained relatively easily from the linear relationship given in equation (3.5) once $G(x)$ is known.

### 3.2.1 Barton-Zippel algorithm

One of the earliest attempts to find a polynomial decomposition algorithm was proposed by Barton and Zippel $[6,7]$, motivated by the search for an algorithm that allows expressing polynomials in terms of compositions of low order polynomials for efficient root finding and symbolic computations. Following the work in Fried and MacRae [20], they showed that a polynomial $H(x)$ has another polynomial $G(x)$ as a decomposition factor if and only if the bivariate polynomial $\phi_{G}(y, z)$ divides $\phi_{H}(y, z)$ with no remainder resulting in another bivariate polynomial in $y$ and $z$. Here, the
bivariate polynomial $\phi_{A}(y, z)$ for a $K$-th order polynomial $A(x)$ is defined as

$$
\begin{equation*}
\phi_{A}(y, z) \triangleq \frac{A(y)-A(z)}{y-z}=\sum_{k=1}^{K} a_{k} \frac{y^{k}-z^{k}}{y-z}=\sum_{k=1}^{K} a_{k}\left(\sum_{k^{\prime}=0}^{k-1} y^{k-k^{\prime}-1} z^{k^{\prime}}\right) \tag{3.6}
\end{equation*}
$$

These bivariate polynomials have a specific symmetry in their coefficients, namely the terms that have the same total order $p$ of the variables $y$ and $z$ also have the same coefficients $a_{p+1}$.

It is relatively straightforward to show that if $H(x)=F(G(x))$, then $\phi_{G}(y, z)$ has to divide $\phi_{H}(y, z)$ with no remainder. More specifically,

$$
\begin{equation*}
\phi_{H}(y, z)=\frac{H(y)-H(z)}{y-z}=\sum_{n=1}^{M} f_{n} \frac{G^{n}(y)-G^{n}(z)}{y-z}, \tag{3.7}
\end{equation*}
$$

where $\phi_{G}(y, z)$ can be factored out from the summation, therefore divisibility is guaranteed.

The algorithm that was developed by Barton and Zippel [6] takes as input the polynomial to be decomposed, namely $H(x)$; obtains the bivariate polynomial $\phi_{H}(y, z)$ and examines all of its factors to find a factor that has the form of $\phi_{G}(y, z)$. The requirement to examine all combinations of the factors to obtain a factor of the form $\phi_{G}(y, z)$ makes this algorithm computationally inefficient since the number of combinations to be examined is exponential in the number of factors.

### 3.2.2 Alagar-Thanh algorithm

This algorithm proposed in [2] uses the fact that the derivative of a decomposable polynomial $H(x)$ of the form in equation (3.2) has $G^{\prime}(x)$ as one of its factors. Specifically,

$$
H^{\prime}(x)=F^{\prime}(G(x)) G^{\prime}(x)
$$

The algorithm focuses only on the factors of the univariate polynomial $H^{\prime}(x)$ with appropriate orders since the order of $G^{\prime}(x)$ is restricted to be one less than a factor of the order of $H(x)$. Every factor of $H^{\prime}(x)$ is integrated to obtain a candidate for
$G(x)$ where the choice for the integration constant does not affect the next step, namely the computation of $\phi_{G}(y, z)$. The polynomial $G(x)$ is a valid decomposition factor if $\phi_{G}(y, z)$ divides $\phi_{H}(y, z)$. Since the polynomial factorization is performed on a univariate polynomial rather than a bivariate one, this is a more efficient method than the Barton-Zippel algorithm. However, the requirement to examine each possible factor remains as an undesirable computational burden.

### 3.2.3 Kozen-Landau algorithm

A more systematic polynomial decomposition algorithm than the previous two algorithms is given by Kozen and Landau [30], which has the complexity $\mathcal{O}\left(P^{2}\right)$, where $P$ is the order of $H(x) . M$ and $N$, the orders of $F(x)$ and $G(x)$ respectively, are required as part of the input. The algorithm uses the fact that the coefficients of $N$ highest order terms in $H(x)$ are determined only by $f_{M}$, namely the coefficient of the highest order term in $F(x)$, and all the coefficients of $G(x)$. This can be seen from the matrix equation (3.5) since the last $N$ entries in every column of matrix $\mathbf{C}$ except its last column consist of zeros, and only $f_{M}$ among the coefficients of $F(x)$ multiplies this last column to yield the $N$ highest order terms in $H(x)$.

As the first step of the decomposition, $H(x)$ is scaled to be monic, i.e. to have unity as the coefficient of the highest order term, an operation that does not affect decomposability. Restricting $G(x)$ and $F(x)$ to be also monic, the coefficients of $G(x)$ is obtained in the order of decreasing powers through solving $N$ equations iteratively involving the coefficients of $G(x)$, a straightforward and well-outlined procedure described in [30]. After the decomposition is obtained for the monic polynomial, the scaling is undone.

Although this algorithm requires the orders $M$ and $N$ of the decomposition components as the input, it is computationally much more efficient than the previous algorithms. If the information for orders is not available a priori, the algorithm is required to run more than once, however only for orders $M$ and $N$ the product of which equals the order of $H(x)$. This algorithm along with the Aubry-Valibouze algorithm that will be discussed next are mainly used for later simulations since they are more
systematic compared to the other algorithms as well as having lower computational complexity.

### 3.2.4 Aubry-Valibouze Algorithm

A different decomposition algorithm proposed by Aubry and Valibouze [5] utilizes the relationship between the coefficients of a polynomial and the power sum of its roots known as the Newton identities. More specifically, the coefficients of an $N^{t h}$ order monic polynomial $G(x)$ can be uniquely determined from the $k^{\text {th }}$ power sums $s_{k}, k=1, \ldots N$, of its roots defined as

$$
\begin{equation*}
s_{k}=\sum_{i=1}^{N} r_{g, i}^{k}, \tag{3.8}
\end{equation*}
$$

where $r_{g, i} i=1, \ldots N$, are the roots of $G(x)$. The Newton identities relate the polynomial coefficients $g_{n}$ and the power sums $s_{k}$ as in [27]

$$
\begin{equation*}
s_{k}+g_{n-1} s_{k-1}+\cdots+g_{n-k+1} s_{1}=-k g_{n-k} \quad \text { for } 1 \leq k \leq n \tag{3.9}
\end{equation*}
$$

In other words, there is a one-to-one linear relationship between the coefficients of the $n$ highest order coefficients and power sums of roots $s_{k}, k=1, \ldots, n$ for a polynomial.

The Aubry-Valibouze algorithm first normalizes the polynomial $H(x)$ to make it monic as in Kozen and Landau's algorithm. Since a polynomial $F(x)$ of order $M$ can be written in terms of its roots as

$$
\begin{equation*}
F(x)=\prod_{j=1}^{M}\left(x-r_{f, j}\right) \tag{3.10}
\end{equation*}
$$

where $r_{f, j} j=1 \ldots M$, are the roots of $F(x)$, a decomposable polynomial $H(x)=$ $F(G(x))$ can be written as

$$
\begin{equation*}
H(x)=\prod_{j=1}^{M}\left(G(x)-r_{f, j}\right) \triangleq \prod_{j=1}^{M} \tilde{G}_{j}(x) \tag{3.11}
\end{equation*}
$$

Each polynomial $\tilde{G}_{j}(x), j=1 \ldots M$, has the same coefficients as $G(x)$ except the constant term. By the one-to-one relationship implied by the Newton identities, all $\tilde{G}_{j}(x)$ have identical power sums of roots for the powers $k=1, \ldots, N$. Moreover, the roots of $\tilde{G}_{j}(x)$ are also the roots of $H(x)$, therefore the power sums of roots for any $\tilde{G}_{j}(x)$ can be computed by dividing that of $H(x)$ by $M$. The Newton identities can be used again to find the coefficient of $G(x)$ except its constant term using these power sums, and the constant term $g_{0}$ can be computed from $F(x)$ and $H(x)$. Finally the normalization to make $H(x)$ monic is undone.

### 3.2.5 Comparison of Exact Decomposition Methods

Due to their computational complexity and the existence of more systematic methods, the Barton-Zippel algorithm and the Alagar-Thanh algorithm are not included in the comparison of exact decomposition algorithms. Both the Kozen-Landau algorithm [30] and the Aubry-Valibouze's algorithm [5] are based on using the coefficients of $N$ highest order terms in $H(x)$. Moreover, both algorithms are accurate and similar in performance for low order decompositions. For example, consider the composition of the 4 -th order polynomial

$$
\begin{equation*}
F(x)=0.3603+0.5697 x-0.3764 x^{2}-0.9914 x^{3}+x^{4} \tag{3.12}
\end{equation*}
$$

and the 3-rd order polynomial

$$
\begin{equation*}
G(x)=-0.2921+0.6488 x+0.02611 x^{2}+x^{3}, \tag{3.13}
\end{equation*}
$$

which yields the 12 -th order polynomial

$$
\begin{align*}
H(x) & =0.1937+0.2830 x+0.4341 x^{2}-0.1198 x^{3}+1.4098 x^{4}-2.6497 x^{5}+1.8790 x^{6} \\
& -4.0765 x^{7}+2.3622 x^{8}-1.9564 x^{9}+2.5995 x^{10}+0.1044 x^{11}+x^{12} \tag{3.14}
\end{align*}
$$

The Kozen-Landau and Aubry-Valibouze algorithms both recover $F(x)$ and $G(x)$ in equations (3.12) and (3.12) successfully when $H(x)$ as well as the orders $M=4$ and $N=3$ are provided as the input to these algorithms.

Due to representation of polynomial coefficients and their manipulations with finite precision, the performance of both algorithms deteriorates with increasing polynomial orders. On the other hand, computation of $k^{t h}$ power sums in equation (3.8) can be performed using directly the roots of $H(x)$ when they are provided rather than computing them from its coefficients in the implementation of the Aubry-Valibouze algorithm, which leads to significantly enhanced precision for the decomposition factors $G(x)$ and $F(x)$.

Figure 3-1 shows a comparison of the performance of three algorithms, namely the Kozen-Landau algorithm and the Aubry-Valibouze algorithm implemented two different ways: one using coefficients and the other using roots of $H(x)$. The polynomials $H(x)$ were obtained by composing random polynomials $F(x)$ and $G(x)$ with the coefficients of the highest order fixed to be unity to avoid degenerate cases and where the respective orders $M$ and $N$ are chosen equal and varied from 5 to 75 with increments of five. The decomposition is considered successful if the SNR is more than 80 dB , where the error is defined as the energy in the difference between the true and the obtained decomposition factors. Both algorithms show an almost identical success rate since they use the same coefficients of $H(x)$ to determine $G(x)$ whereas the implementation of the Aubry-Valibouze algorithm using the roots of $H(x)$ directly outperforms the others significantly. For all of the polynomials of order 1600, $G(x)$ was successfully determined by this algorithm while this number dropped to 79 out of 100 for polynomials of order 4900 . Once $G(x)$ is computed, $F(x)$ is also determined using the linear relationship in equation (3.4). However, the matrix inversion using finite precision deteriorates the success rate for $F(x)$ as the order of the polynomials increase. The Aubry-Valibouze algorithm manages to successfully obtain $F(x)$ up to higher orders by utilizing the relationship in equation (3.11) to find the roots of $F(x)$ and construct its coefficients when the roots of $H(x)$ are provided. The improved performance using the Aubry-Valibouze algorithm with the roots of $H(x)$ suggests
that this algorithm may be more useful to use in a signal processing context when representations of signals and systems with poles and zeros are provided.


Figure 3-1: The comparison of number of successful decompositions of $H(x)=F$ 。 $G(x)$ by the Kozen-Landau algorithm and the Aubry-Valibouze algorithm, where the latter is implemented using both coefficients and the roots of input polynomials $H(x)$.

### 3.3 Current Approximate Decomposition Methods

Section 3.2 focused on algorithms for obtaining the decomposition factors when it is known that a given polynomial is decomposable. Approximating non-decomposable polynomials by decomposable ones can be also of significant interest, particularly in applications such as signal representation and compression because of the inherent reduction in the number of free parameters. This section starts with the introduction of a mathematical tool, namely the Ruppert matrices, that has been exploited in some of the existing approximate polynomial decomposition algorithms. Following that, three approximate decomposition algorithms are introduced from the current
literature, which can be vipwed as an extension of the exact decomposition algorithms given in Section 3.2.

### 3.3.1 Ruppert Matrices

Barton and Zippel's exact polynomial decomposition algorithm was based on the fact that a polynomial $H(x)$ has another polynomial $G(x)$ as a decomposition factor if and only if the bivariate polynomial $\phi_{G}(y, z)$ divides $\phi_{H}(y, z)$. This required examining all factors of $\phi_{H}(y, z)$ to find one of the form $\phi_{G}(y, z)$ for potential decomposability. This examination was replaced by a stronger statement that required testing only the factorability of $\phi_{H}(y, z)$ ( $[21]$ Theorem 1, [53] Theorem 1). More specifically, a given polynomial $H(x)$ with a non-prime order is decomposable if and only if $\phi_{H}(y, z)$ is factorable with no restrictions on the form of the factors. This relationship between decomposability of a low dimensional function and the factorability of a higher dimensional function will also appear in the context of multivariate functions, suggesting a possibly deeper connection between these two properties of functions. This more general result for polynomials leads to a decomposability test which involves only checking the rank of a matrix constructed from its coefficients, namely the Ruppert matrix, which will be discussed in this section. The Ruppert matrix is a convenient tool that is exploited in the approximate decomposition algorithms described in Sections 3.3.3 and 3.3.4.

Factorability of $\phi_{H}(y, z)$ can be determined using a particular test for bivariate polynomial factorization that was introduced by Ruppert [47]. Specifically, $\phi_{H}(y, z)$ is factorable if and only if there exist two bivariate polynomials $r(y, z)$ and $s(y, z)$ that are not identically zero with $\operatorname{deg}_{(y, z)}(r) \leq(P-2, P-1)$ and $d e g_{(y, z)}(s) \leq(P-1, P-3)$ such that

$$
\begin{equation*}
\frac{\partial r}{\partial z} \phi_{H}-r \frac{\partial \phi_{H}}{\partial z}-\frac{\partial s}{\partial y} \phi_{H}+s \frac{\partial \phi_{H}}{\partial y}=0 \tag{3.15}
\end{equation*}
$$

where $P$ is the order of $H(x)$. The existence of two such polynomials $r(y, z)$ and $s(y, z)$ only certifies factorability of $\phi_{H}(y, z)$; they are not necessarily its factors. Given $H(x)$ and therefore $\phi_{H}(y, z)$, the differential equation given in equation (3.15) is linear in
the coefficients of $r(x, y)$ and $s(x, y)$. Therefore it can be rewritten as

$$
\begin{equation*}
\mathbf{R u}=\mathbf{0} \tag{3.16}
\end{equation*}
$$

where $\mathbf{R}$ is a $\left(4 P^{2}-10 P+6\right) \times\left(2 P^{2}-3 P\right)$ matrix the entries of which are linear functions of the coefficients of $H(x)$ and which is referred to as the Ruppert matrix of $H(x)$; and the vector $\mathbf{u}$ is obtained by concatenating the coefficient vectors of $r(y, z)$ and $s(y, z)$. Equation (3.16) implies that the existence of $r(y, z)$ and $s(y, z)$ that are not identically zero is equivalent to the Ruppert matrix $\mathbf{R}$ being rank deficient. More specifically, if $\mathbf{R}$ is rank deficient, then $\phi_{H}(y, z)$ is factorable and $H(x)$ is decomposable. The reverse statement is also true since all relationships are both necessary and sufficient.

The full-rank Ruppert matrix of a non-decomposable polynomial can provide additional information in addition to its non-decomposability. If $H(x)$ is a nondecomposable polynomial of order $P$, and if $\tilde{H}(x)$ is a decomposable polynomial with order at most $P$ and $H(0)=\tilde{H}(0)$, then

$$
\begin{equation*}
\|H-\tilde{H}\|_{2} \geq \frac{\sigma_{\min , \mathbf{R}}}{P^{2} \sqrt{2 P^{2}-P}} \tag{3.17}
\end{equation*}
$$

i.e., a decomposable polynomial $\hat{H}(x)$ has to be at least at a certain distance from a non-decomposable polynomial $H(x)$, where this distance is determined by the smallest singular value $\sigma_{\min , \mathbf{R}}$ of the Ruppert matrix [24,28]. This associates a radius of nondecomposability with every non-decomposable polynomial $H(x)$, meaning that all polynomials within this distance to $H(x)$ are also non-decomposable.

The linearity of equation (3.15) in the coefficients of $\phi_{H}(y, z)$ allows rewriting the Ruppert matrix as the linear combination of a basis for Ruppert matrices [24]. More specifically, by defining a linear operator $\mathcal{R}_{P}$ that takes a univariate polynomial of order $P$ as an argument and returns its Ruppert matrix, the computation of the

Ruppert matrix for $H(x)$ can be performed as

$$
\begin{equation*}
\mathbf{R}=\mathcal{R}_{P}\{H(x)\}=\mathcal{R}_{P}\left\{\sum_{i=0}^{P} h_{i} x^{i}\right\}=\sum_{i=1}^{P} h_{i} \mathcal{R}_{P}\left\{x^{i}\right\} \triangleq \sum_{i=1}^{P} h_{i} \mathbf{R}_{\mathbf{i}}, \tag{3.18}
\end{equation*}
$$

where the matrices $\mathbf{R}_{\mathbf{i}}, i=1 \ldots P$ are the Ruppert matrices for the monomials $x^{i}$ computed by treating them as a $P$-th order polynomial $0 x^{P}+x^{i}$ to yield the same size as $\mathbf{R} . \mathbf{R}_{\mathbf{i}}, i=1 \ldots P$ can be considered to be a basis for Ruppert matrices of all polynomials of order $P$, where the weight of each basis matrix is the corresponding polynomial coefficient $h_{i}$. The Ruppert matrix corresponding to the constant term in a polynomial consists of only zeros and thus it is not required in the basis. The formulation of the Ruppert matrix as in equation (3.18) will provide a basis for the approximate polynomial decomposition technique discussed in Section 3.3.4.

### 3.3.2 Iterative Approximate Decomposition

Corless et al [16] proposed an approximate decomposition method that starts from an initial guess for the decomposition factors $F(x)$ and $G(x)$, which are obtained using Kozen-Landau algorithm in Section 3.2, and iteratively obtain a nearby decomposable polynomial, where proximity is given in $l_{2}$ norm. The algorithm determines $\Delta G(x)$ at each iteration to minimize

$$
\begin{align*}
& \left\|H(x)-F_{k}\left(G_{k}(x)+\Delta G(x)\right)\right\| \\
& \approx\left\|H(x)-F_{k}\left(G_{k}(x)\right)-F_{k}^{\prime}\left(G_{k}(x)\right) \Delta G(x)\right\|, \tag{3.19}
\end{align*}
$$

where the subscript $k$ represents the current iteration step, $\|\cdot\|$ denotes the $l_{2}$ norm of polynomial coefficient vectors and only the first term in the Taylor series is taken into account since the coefficients of $\Delta G$ are assumed to be small at each iteration. Until the change $\Delta G(x)$ is below a certain threshold, $G_{k+1}(x)$ is obtained by updating $G_{k}(x)$ with $\Delta G(x)$ and $F_{k+1}(x)$ is evaluated by solving equation (3.5). This algorithm approximates a nonlinear optimization problem with a simpler one and if it converges, the convergence rate is linear. They also proposed a second algorithm that
attempts to solve the nonlinear problem of minimizing $\|H(x)-F(G(x))\|$ directly using Newton iterations where $F(x)$ and $G(x)$ are perturbed together and convergence is quadratic at the expense of increased computational complexity. The quality of the decomposition obtained by these algorithms is highly dependent on the validity of the assumption that there is a decomposable polynomial close to $H(x)$ since the initial guess for $G(x)$ is obtained through an exact decomposition algorithm, namely the Kozen-Landau algorithm. Moreover, the quality of the initial guess is highly sensitive to the perturbation on the $N$ highest order terms in $H(x)$ since Kozen-Landau algorithm uses these coefficients.

### 3.3.3 Decomposition by Approximate Factorization

Giesbrecht and May [24] exploited the relationship between the decomposability of a univariate polynomial $H(x)$ and factorability of the associated bivariate polynomial $\phi_{H}(y, z)$ as discussed in Section 3.3.1 in order to extend Barton and Zippel's exact decomposition algorithm to the case of approximate decomposition. In the case where $H(x)$ is not decomposable, $\phi_{H}(y, z)$ is not factorable and there is no guarantee of obtaining an approximate factor of the form $\phi_{G}(y, z)$ to find an approximate decomposition factor $G(x)$. Therefore an approximate factorization for $\phi_{H}(y, z)$ is obtained by the method described in [22] using the Ruppert matrix of $H(x)$. Each approximate factor of $\phi_{H}(y, z)$ is examined to determine the one closest to the form of a polynomial $\phi_{G}(y, z)$, namely a bivariate polynomial in which the terms with equal total order for $y$ and $z$ have the same coefficients. This is accomplished by computing the standard deviation of terms with the same total order, setting the maximum of these as the distance to a candidate $\phi_{G}(y, z)$ and choosing the factor with smallest distance. $G(x)$ and $F(x)$ can be obtained easily as before once $\phi_{G}(y, z)$ is known. A disadvantage of this algorithm is that it uses the result of the approximate factorization step and performs another approximation to find $\phi_{G}(y, z)$, which complicates the estimation of the quality of the obtained decomposition.

### 3.3.4 Decomposition by Riemannian SVD

As an alternative method for approximate decomposition of a polynomial $H(x)$, Botting [11] proposed a solution to the problem of finding a rank deficient Ruppert matrix the corresponding polynomial of which is close to $H(x)$, where distance is quantified as the $l_{2}$ norm of coefficient vector differences. The equivalence of decomposability of a polynomial and rank deficiency of its Ruppert matrix was established in Section 3.3.1. Specifically, the approximate decomposition problem was reduced to the optimization problem [17] specified as

$$
\begin{array}{ll}
\underset{\tilde{h}_{i}, \mathbf{w}}{ } & \sum_{i=1}^{P}\left(\tilde{h}_{i}-h_{i}\right)^{2}  \tag{3.20}\\
\text { subject to } & \tilde{\mathbf{R}} \mathbf{w}=0 \text { and } \mathbf{w}^{\mathrm{T}} \mathbf{w}=1
\end{array}
$$

where $\tilde{h}_{i}, i=1, \ldots, P$, are the coefficients of a decomposable polynomial $\tilde{H}(x)$ and $\tilde{\mathbf{R}}$ is its Ruppert matrix given by

$$
\begin{equation*}
\tilde{\mathbf{R}}=\sum_{i=1}^{P} \tilde{h}_{i} \mathbf{R}_{\mathbf{i}} \tag{3.21}
\end{equation*}
$$

as defined in equation (3.18). The first constraint corresponds to rank deficiency of $\tilde{\mathbf{R}}$ and the second constraint ensures that $\mathbf{w}$ is not identically zero preventing $\tilde{\mathbf{R}}$ from having a nontrivial null space. The optimization problem (3.20) is shown to be equivalent to a nonlinear generalized singular value decomposition referred to as Riemannian SVD in [17]. This corresponds to finding the triplet ( $\mathbf{u}, \tau, \mathbf{v}$ ) corresponding to the smallest scalar $\tau$ that satisfies

$$
\begin{array}{ll}
\mathbf{R} \mathbf{v}=\mathbf{D}_{\mathbf{v}} \mathbf{u} \tau, & \mathbf{u}^{\mathbf{T}} \mathbf{D}_{\mathbf{v}} \mathbf{u}=1 \\
\mathbf{R}^{\mathbf{T}} \mathbf{u}=\mathbf{D}_{\mathbf{u}} \mathbf{v} \tau, & \mathbf{v}^{\mathbf{T}} \mathbf{D}_{\mathbf{u}} \mathbf{v}=1 \tag{3.22}
\end{array}
$$

where $\mathbf{D}_{\mathbf{u}}$ and $\mathbf{D}_{\mathbf{v}}$ are matrices with entries quadratic in the vectors $\mathbf{u}$ and $\mathbf{v}$; and also a heuristic iterative solution is provided leading to a polynomial with a rank deficient Ruppert matrix and coefficients $\tilde{h}_{i}=h_{i}-\mathbf{u}^{\mathbf{T}} \mathbf{R}_{\mathbf{i}} \mathbf{v} \tau$. The iterations end when
the smallest singular value of $\tilde{\mathbf{R}}$ becomes smaller than a given threshold, however no theoretical guarantee for convergence exists.

### 3.4 Approximate Decomposition based on STLN

In this section, a new approximate polynomial decomposition algorithm will be formulated. This algorithm will also exploit the Ruppert matrices in order to find a decomposable approximation to a non-decomposable polynomial by approximating its full rank Ruppert matrix with a rank-deficient one. The structure of a Ruppert matrix must be preserved while finding an approximation, hence the Structured Total Least Norm (STLN) method will be used [45].

In Section 3.4.1, the definition of STLN will be given as an extension to the total least squares (TLS) formulations. Section 3.4.2 develops the approximate polynomial decomposition based on STLN. This is followed by the comparison of certain approximate decomposition methods in Section 3.4.3.

### 3.4.1 Structured Total Least Norm

Given an overdetermined and nonconsistent set of linear equations

$$
\begin{equation*}
A \mathbf{x} \approx b \tag{3.23}
\end{equation*}
$$

the solution that minimizes $\|\mathbf{A x}-\mathbf{b}\|_{2}^{2}$ is given by the well known least squares solution. This solution leads to $\mathbf{A x}=\mathrm{b}+\Delta \mathrm{b}$, i.e. only the entries of b are altered to satisfy the equation and $\mathbf{A}$ remains intact. Total least squares (TLS) is a generalization of this problem where the entries of $\mathbf{A}$ are also subject to possible change. More specifically the Frobenius norm of the matrix $[\Delta \mathbf{A} \mid \boldsymbol{\Delta} \mathbf{b}]$ is minimized such that

$$
\begin{equation*}
(\mathbf{A}+\Delta \mathbf{A}) \mathbf{x}=\mathbf{b}+\Delta \mathbf{b} \tag{3.24}
\end{equation*}
$$

This is equivalent to finding the closest rank deficient matrix $[\mathbf{A}+\Delta \mathbf{A} \mid \mathrm{b}+\Delta \mathrm{b}]$ to [A|b] since equation (3.24) can be expressed as

$$
\begin{equation*}
[\mathbf{A}+\Delta \mathbf{A} \mid \mathbf{b}+\Delta \mathbf{b}] \mathbf{y}=0 \tag{3.25}
\end{equation*}
$$

where $\mathbf{y}=\left[\mathbf{x}^{\mathbf{T}},-1\right]^{T}$. The solution is obtained by suppressing the smallest singular value of the matrix $[\mathbf{A} \mid \mathbf{b}]$, however in general $\mathbf{A}$ and $[\mathbf{A} \mid \mathbf{b}]$ do not retain any of their previous structures such as sparsity, the structure of a Hankel or Toeplitz matrix or the special structure of a Ruppert matrix.

Imposing a structure preserving constraint to equation (3.25) to approximately solve equation (3.23) is the basis for the collective algorithms referred to as Structured Total Least Square Norm (STLN) algorithms for a general norm [45], and reduces to Structured Total Least Squares (STLS) for the choice of $l_{2}$ norm for which a solution was proposed in [17]. In fact, the approximate decomposition algorithm proposed by Botting [11] in Section 3.3.4 is an example of an STLS problem since it formulates the optimization problem in a way to preserve the Ruppert matrix structure while minimizing an $l_{2}$ norm, however it utilizes the specialized Riemann SVD solution developed in [17]. A more general solution for structure-preserving methods using the STLN framework was provided in [45], including the $l_{2}$ norm case, which will be explored in this section for a new approximate polynomial decomposition algorithm.

### 3.4.2 Algorithm Development

The exploitation of structure preserving low rank approximation formulations such as STLN as described in [45] for finding a rank deficient Ruppert matrix has been suggested as a potentially useful method ([29], Remark 6), however no implementations or results were reported. In this section, the approximate polynomial decomposition problem of $H(x)$ will be expressed in terms of approximate rank deficiency of its Ruppert matrix $\mathbf{R}$, which in turn will be expressed as the problem in equation (3.25) with $\mathbf{A}$ and $\mathbf{b}$ obtained from columns of $\mathbf{R}$ appropriately. $\Delta \mathbf{A}$ and $\Delta \mathbf{b}$ obtained this way will yield the required perturbation to $\mathbf{R}$ to render it rank deficient while preserving
its Ruppert matrix structure. This will also yield the perturbations required for the coefficients of the polynomial $H(x)$ to make it decomposable. The developed algorithm will require solving a simple quadratic optimization problem at each iteration step. The matrices used in the iterative algorithm given in [45] are also modified here in order to minimize the perturbation on the polynomial coefficients as opposed to unnecessarily minimizing the total perturbation on the entries of its Ruppert matrix, which are not necessarily equivalent.

The rank deficiency of the Ruppert matrix can be imposed by setting one of its columns as a linear combination of other columns. In order to formulate this problem as in equation (3.25), the column vector $\mathbf{b}$ is chosen as one of the columns of the Ruppert matrix $\mathbf{R}$; and $\mathbf{A}$ is defined to be equal to $\mathbf{R}$ excluding the column vector b. This specific column can be chosen as the one that minimizes the residual when expressed in terms of other columns, i.e.

$$
\begin{equation*}
\mathbf{b}=\arg \min _{\mathbf{b}}\left(\min _{\mathbf{x}}\|\mathbf{A} \mathbf{x}-\mathbf{b}\|_{2}\right) \tag{3.26}
\end{equation*}
$$

where $\mathbf{x}$ represents a column of $\mathbf{R}$. The minimum value inside the parenthesis is ideally zero, which would correspond to an already rank deficient Ruppert matrix. Assuming $\mathbf{b}$ is chosen to be the $k^{\text {th }}$ column in $\mathbf{R}$, one can define the vectors $\mathbf{b}_{\mathbf{i}}$ as the $k^{\text {th }}$ column vector of the basis Ruppert matrices $\mathbf{R}_{\mathbf{i}}$ for $i=1, \ldots, P$, where the basis Ruppert matrices $\mathbf{R}_{\mathbf{i}}$ were defined in equation (3.18). Similarly the matrices $\mathbf{A}_{\mathbf{i}}$ can be defined to be equal to $R_{i}$ excluding the column $b_{i}$. If $[\Delta A \mid \Delta b]$ is constrained to be of the form

$$
\begin{equation*}
\sum_{i=0}^{P} \alpha_{i}\left[\mathbf{A}_{\mathbf{i}} \mid \mathbf{b}_{\mathbf{i}}\right] \tag{3.27}
\end{equation*}
$$

for real scalars $\alpha_{i}, i=1 \ldots P$, the resulting matrix

$$
[\mathrm{A}+\Delta \mathrm{A} \mid \mathrm{b}+\Delta \mathrm{b}]
$$

in equation (3.25) will retain the same matrix structure as $[\mathbf{A} \mid \mathbf{b}]$ due to the linear relationship given in equation (3.18). The scalars $\alpha_{i}$ correspond to the perturbation in
the coofficients $h_{i}$ of the polynomial $H(x)$. The approvimate decomposition algorithm can be formulated as an optimization problem in which the change in the coefficients of the polynomial to be decomposed are minimized subject to the rank deficiency constraint in equation (3.25), i.e.

$$
\begin{array}{ll}
\underset{\alpha_{i}, \mathbf{y}}{\operatorname{minimize}} & \sum_{i=1}^{P} \alpha_{i}^{2}  \tag{3.28}\\
\text { subject to } & {[\mathbf{A}+\Delta \mathbf{A} \mid \mathbf{b}+\Delta \mathbf{b}] \mathbf{y}=0 .}
\end{array}
$$

The similarity of the optimization problems given in equations (3.20) and (3.28) is obvious since we chose to minimize the $l_{2}$ norm of the coefficient perturbation vector $\boldsymbol{\alpha}=\left[\begin{array}{llll}\alpha_{1} & \alpha_{2} & \ldots & \alpha_{P}\end{array}\right]^{T}$. An explicit constraint for $\mathbf{y}$ to be nonzero is not required in equation (3.28) since it is already restricted to be of the form $\mathbf{y}=\left[\mathbf{x}^{\mathbf{T}},-1\right]^{T}$ with this formulation, which cannot be identically zero.

In order to solve the nonlinear and nonconvex optimization problem in equation (3.28), the following relaxation is considered,

$$
\begin{equation*}
\underset{\alpha_{i}, \mathbf{y}}{\operatorname{minimize}} \boldsymbol{\alpha}^{\boldsymbol{T}} \boldsymbol{\alpha}+\lambda^{2} \hat{\mathbf{r}}^{\mathrm{T}} \hat{\mathbf{r}} \tag{3.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\mathbf{r}} \triangleq[\mathrm{A}+\Delta \mathrm{A} \mid \mathrm{b}+\Delta \mathrm{b}] \mathbf{y} \tag{3.30}
\end{equation*}
$$

and $\lambda$ is the penalty parameter for any nonzero residual $\hat{\mathbf{r}}$ and is required to be chosen appropriately large for a good approximation to the original problem. An iterative algorithm for the solution of a nonlinear optimization problem of the form (3.29) is given in [45]. Setting $\mathbf{y}=\left[\mathbf{x}^{T},-1\right]^{T}$ in equation (3.30) yields

$$
\begin{align*}
\hat{\mathrm{r}} & =\mathrm{Ax}+\Delta \mathrm{Ax}-\mathrm{b}-\Delta \mathrm{b}  \tag{3.31}\\
& =\mathrm{Ax}+\mathrm{X} \alpha-\mathrm{b}-\mathrm{Q} \alpha=\mathrm{Ax}+\mathrm{K} \alpha-\mathrm{b}
\end{align*}
$$

where the matrix $\mathbf{K}=\mathbf{X}-\mathbf{Q}$ and the matrix $\mathbf{X}$ is defined by

$$
\begin{equation*}
\Delta \mathbf{A} \mathbf{x}=\sum_{\mathbf{i}=1}^{\mathbf{P}} \alpha_{\mathbf{i}} \mathbf{A}_{\mathbf{i}} \mathbf{x}=\sum_{\mathrm{i}=1}^{\mathbf{P}}\left(\mathbf{A}_{\mathbf{i}} \mathbf{x}\right) \alpha_{\mathbf{i}} \triangleq \mathbf{X} \boldsymbol{\alpha} \tag{3.32}
\end{equation*}
$$

More specifically the $i^{\text {th }}$ column of $\mathbf{X}$ consists of $\mathbf{A}_{\mathbf{i}} \mathbf{x}$. Similarly, $i^{\text {th }}$ column of $\mathbf{Q}$ consists of $\mathbf{b}_{\mathbf{i}}$. A heuristic value for the penalty parameter $\lambda$ that proved to yield reasonable results was the reciprocal of the minimum singular value of $K$, namely $\frac{1}{\sigma_{K, m i n}}$. The steps of the iteration are summarized in Algorithm 1.

## ALGORITHM 1

Input: $H(x)$ with coefficients $h_{i}, i=1, \ldots, P$.
Output: A rank deficient Ruppert matrix $\tilde{\mathbf{R}}$ corresponding
to a polynomial $\tilde{H}(x)$ with coefficients $\tilde{h}_{i}$ close to that of $H(x)$.
Begin
Set $\mathbf{k}=1$. Specify $\mathbf{A}, \mathbf{b}$ from $\mathbf{R}$ as in (3.26).
Set $\mathbf{x}^{[\mathbf{k}]}=\arg \min _{x}\|\mathbf{A x}-\mathbf{b}\|_{2}$ and $\boldsymbol{\alpha}^{[\mathbf{k}]}=\mathbf{0}$.
$\operatorname{Obtain} \mathbf{A}_{\mathbf{i}}, \mathbf{b}_{\mathbf{i}}$ from $\mathbf{R}_{\mathbf{i}}, i=1, \ldots, P$.
Set $\mathbf{Q}=\left[\mathbf{b}_{1}|\ldots| \mathbf{b}_{\mathbf{P}}\right]$.

1. Set $X^{[k]}=\left[\mathbf{A}_{1} \mathbf{X}^{[k]}|\ldots| \mathbf{A}_{\mathbf{P}} \mathbf{X}^{[k]}\right], \mathbf{K}^{[k]}=X^{[k]}-\mathbf{Q}, \hat{\mathbf{r}}^{[k]}=\mathbf{A} \mathbf{x}^{[\mathbf{k}]}+\mathbf{K}^{[\mathbf{k}]} \boldsymbol{\alpha}^{[\mathbf{k}]}-\mathbf{b}$

If $\mathrm{k}=1$, set $\lambda=\frac{1}{\sigma_{\mathrm{K}^{[\mathrm{k}], \text { min }}}}$.
2. Solve the following quadratic program:

$$
\underset{\Delta \alpha, \Delta \mathbf{x}}{\operatorname{minimize}}\left\|\left[\begin{array}{cc}
\lambda \mathbf{K}^{[k]} & \lambda \mathbf{A} \\
\mathbf{I} & 0
\end{array}\right]\binom{\Delta \alpha}{\Delta \mathbf{x}}+\binom{\lambda \hat{\mathbf{r}}^{[\mathrm{k}]}}{\boldsymbol{\alpha}^{[\mathbf{k}]}}\right\|_{2}
$$

3. Set $\mathbf{x}^{[\mathbf{k}+\mathbf{1}]} \leftarrow \mathbf{x}^{[\mathbf{k}]}+\Delta \mathbf{x}, \alpha^{[\mathbf{k}+\mathbf{1}]} \leftarrow \alpha^{[\mathbf{k}]}+\Delta \alpha, \mathbf{k} \leftarrow \mathbf{k}+1$.
4. If $\tilde{\mathbf{R}}^{[\mathbf{k}]}=\mathbf{R}+\sum_{i=1}^{P} \boldsymbol{\alpha}_{i}^{[\mathbf{k}]} \mathbf{R}_{\mathbf{i}}$ is rank deficient, then $\tilde{h}_{i}=h_{i}+\boldsymbol{\alpha}_{i}^{[\mathbf{k}]}$ for $i=1, \ldots, P$, exit. If not, go to Step 1.

End

### 3.4.3 Comparison of Approximate Decomposition Methods

In this section, the performance of the two most recent approximate decomposition methods based on the use of Ruppert matrices are compared first, namely the Riemann SVD (RiSVD) formulation summarized in Section 3.3.4 and the Structured Total Least Norm (STLN) formulation proposed in Section 3.4.2. Afterwards, they are both compared to the iterative approximate decomposition method discussed in Section 3.3.2, which will also be referred to as Corless' method.

One hundred decomposable polynomials $H(x)$ were obtained by composing an $M^{t h}$-order random polynomial $F(x)$ with an $N^{t h}$-order random polynomial $G(x)$, the coefficients of both of which were selected from a standard normal distribution except the highest order terms that are fixed to be unity to avoid degenerate compositions. The coefficient vector $\mathbf{h}$ of each polynomial $H(x)$ is then perturbed by an error vector e to obtain a nondecomposable polynomial $\hat{H}(x)$, where the coefficients of e are also obtained from a standard normal distribution and scaled so that $\|\mathbf{e}\|_{2}=10^{-2}\|\mathbf{h}\|_{2}$, i.e. the SNR is 40 dB .

The iterations in both RiSVD and STLN methods were stopped when the Ruppert matrix is considered numerically rank deficient, where this is defined as the existence of a significantly large ratio between any two consecutive singular values among the smallest twenty singular values of the Ruppert matrix. More specifically, the Ruppert matrix is considered to be rank deficient when the maximum ratio between consecutive singular values are greater than one hundred times that of the original Ruppert matrix or $10^{4}$, whichever is smaller.

Table 3.1 summarizes the results of the simulations for the STLN and RiSVD methods tested against non-decomposable polynomials of different orders. The decomposition success rates are calculated as the ratio of the number of cases where the ending criterion was met before one hundred iterations to the total number of polynomials that did not have numerically rank deficient Ruppert matrices at the initial stage. For the set of polynomials and the stopping criteria chosen, the STLN method proves to be more successful than the RiSVD method for all orders.

Table 3.1: Success Rates for RiSVD and STLN based Approximate Decomposition Methods (\%)

| $\operatorname{deg}(F)$ | $\operatorname{deg}(G)$ | $\operatorname{deg}(F \circ G)$ | STLN | RiSVD |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 4 | 100.0 | 73.0 |
| 2 | 3 | 6 | 97.0 | 2.0 |
| 3 | 2 | 6 | 96.0 | 9.0 |
| 2 | 4 | 8 | 92.0 | 5.0 |
| 4 | 2 | 8 | 94.8 | 7.3 |
| 3 | 3 | 9 | 86.0 | 5.0 |
| 2 | 5 | 10 | 81.0 | 1.0 |
| 5 | 2 | 10 | 90.0 | 10.0 |
| 2 | 6 | 12 | 79.0 | 2.0 |
| 3 | 4 | 12 | 83.7 | 12.2 |
| 4 | 3 | 12 | 82.2 | 10.0 |
| 6 | 2 | 12 | 95.0 | 11.3 |

Consider, for example, adding noise to the coefficients of the decomposable polynomial $H(x)$ in equation (3.14) to obtain a non-decomposable polynomial $\hat{H}(x)$ such that the SNR is 40 dB . The application of STLN and RiSVD algorithms to $\hat{H}(x)$ yields the approximations given in the third and fourth columns in Table 3.2. Both of these polynomials are very close to each other as well as to $\hat{H}(x)$ in their coefficients. Figure 3-2 is the plot of the twenty smallest singular values of the three Ruppert matrices corresponding to the nondecomposable polynomial $\hat{H}(x)$ and its approximations obtained using RiSVD and STLN, where the singular values are depicted in the decreasing order for each matrix. Although the coefficient vectors of all three polynomials are very close with respect to the $l_{2}$ norm, only the polynomial that is the output of the STLN leads to a numerically rank deficient matrix in this example as the ratio between its two smallest singular values is large, more specifically $3.5 \times 10^{4}$.

The polynomials obtained by STLN and RiSVD methods that are numerically deemed as a decomposable approximation to $\hat{H}(x)$ may not always lead to a faithful decomposition when they are used as the input to an exact decomposition algorithm, such as the Kozen-Landau algorithm, to actually find a decomposition $F(G(x))$. This is indeed the case for $H_{S T L N}$ in this example. The fact that the radius of non-

Table 3.2: Coefficients of $H$ in (3.14) in increasing order from top to bottom, $\hat{H}$ obtained by porturbing them with $40 d B$ noise, and the resulting coofficionts after the application of RiSVD, STLN and Corless' methods to $\hat{H}$.

| $H$ | $\hat{H}$ | $H_{\text {RiSVD }}$ | $H_{\text {STLN }}$ | $H_{\text {Corless }}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.19372869 | 0.17480287 | 0.17480287 | 0.17480287 | 0.17567301 |
| 0.28302078 | 0.29436839 | 0.29246959 | 0.29477573 | 0.29724135 |
| 0.43414745 | 0.45491202 | 0.38919792 | 0.43389074 | 0.42877466 |
| -0.11975589 | -0.10554232 | -0.17286798 | -0.10524759 | -0.09980779 |
| 1.40982439 | 1.39074151 | 1.39984861 | 1.40067728 | 1.38490538 |
| -2.64965555 | -2.6362043 | -2.64909473 | -2.65041201 | -2.64146584 |
| 1.87902027 | 1.86431271 | 1.77910056 | 1.86102616 | 1.84951314 |
| -4.07645854 | -4.07629235 | -4.06771098 | -4.06253602 | -4.04778661 |
| 2.36218459 | 2.34961771 | 2.3642983 | 2.33975812 | 2.34035946 |
| -1.95636998 | -1.9324207 | -2.01021235 | -1.94051827 | -1.93297813 |
| 2.59948389 | 2.55459276 | 2.61287623 | 2.56956633 | 2.56956643 |
| 0.10442734 | 0.10923451 | 0.1423575 | 0.10494564 | 0.10494761 |
| 1.00000000 | 0.99627832 | 0.99627832 | 0.98489721 | 0.98489877 |

decomposability associated with every non-decomposable polynomial as specified in equation (3.17) is only a lower bound partially accounts for this observation. Other possible reasons are that the rank of the Ruppert matrix may itself be very sensitive to the polynomial coefficients, or the performance of the exact decomposition methods are extremely sensitive to the exactness of the coefficients of the polynomial to be decomposed.

The iterative approximate decomposition method introduced by Corless et al [16] and summarized in Section 3.3.2 suggests a decomposable approximation to a given polynomial at each step of the iteration. Therefore a decomposable approximation was obtained for all the examples shown here using Corless' algorithm. However a direct performance comparison cannot be made between this method and the STLN or RiSVD methods since Corless' method is not based on approximating Ruppert matrices. The initial guess in this algorithm is obtained using the Kozen-Landau exact decomposition algorithm that utilizes high order coefficients in $\hat{H}(x)$. For the example in Table 3.2, the last column corresponds to the decomposable approximation obtained by Corless' method, for which the approximate decomposition factors are


Figure 3-2: The smallest twenty singular values of the Ruppert matrices corresponding to the perturbed and nondecomposable polynomial $\hat{H}$, its approximation $H_{R i S V D}$ as the output of the RiSVD algorithm and $H_{S T L N}$ as the output of the STLN algorithm, all shown in decreasing order. Only the Ruppert matrix of the polynomial obtained by the STLN method exhibits a large gap between its consecutive singular values, corresponding to a numerical rank deficiency.
obtained as

$$
\begin{equation*}
\hat{F}(x)=0.3456+0.5829 x-0.3811 x^{2}-0.9950 x^{3}+0.9849 x^{4} \tag{3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{G}(x)=-0.2902+0.6512 x+0.0266 x^{2}+1.0000 x^{3} \tag{3.34}
\end{equation*}
$$

These polynomials constitute a very good approximation to those in equations (3.12) and (3.13). In all the examples shown in this section, the noise was evenly distributed on all coefficients of the polynomial and Corless' method yielded successful approximate decompositions with high SNR. However, the approximation is likely to be poor in cases where the highest order terms of the polynomial $\hat{H}(x)$ experience relatively more perturbation as these are used to find an initial guess as the first step of Corless' algorithm.

Approximate polynomial decomposition has in fact proved to be a very difficult nonlinear problem in both mathematics and computer science and it has been only considered for cases in which the coefficients of a given polynomial is known to be
close to that of a decomposable one. Fwen in those cases, it remains to lack a solution which is consistently satisfactory for high polynomial orders and large or nonuniform perturbations on the coefficients. In cases where the polynomial is not known to be in the neighborhood of a decomposable polynomial, these algorithms summarized or developed in this chapter do not have any guarantees to yield an acceptable approximate decomposition. This stems from the non-convex nature of the approximate polynomial decomposition problem and the fact that the set of decomposable polynomials constitutes a relatively small subset of the space of polynomials.

### 3.5 Sensitivity Analysis

The focus of this section is the sensitivity of the polynomial composition and the decomposition operations. This is useful in understanding the types of signal processing applications in which these operations can be used and the extent to which they remain reliable. For example, such an analysis can suggest when a decomposable signal can be faithfully represented in terms of its components in the presence of quantization noise. Similarly, this analysis can quantify the performance of a filter designed as a generalized tapped delay line in the presence of error in the tap coefficients or the subfilters, where the generalized tapped delay lines will be described in Chapter 6.

### 3.5.1 Composition Sensitivity

The sensitivity of composition for a given decomposable polynomial $H(x)$ can be defined as the maximum magnification of an infitesmall perturbation $\Delta u$ in its composing polynomials, i.e.

$$
\begin{equation*}
S_{U \rightarrow H}=\max _{\Delta \mathbf{u}} \frac{E_{\Delta \mathbf{h}} / E_{\mathbf{h}}}{E_{\Delta \mathbf{u}} / E_{\mathbf{u}}} \tag{3.35}
\end{equation*}
$$

where $U$ is either $F$ or $G$ depending on which is being perturbed, $E_{\mathbf{h}}=\|\mathbf{h}\|_{2}^{2}$ is the energy of the coefficient vector $\mathbf{h}, E_{\mathbf{u}}=\|\mathbf{u}\|_{2}^{2}$ is the energy of the coefficient vector $\mathbf{u}$ and $\|\cdot\|_{2}^{2}$ is the square of the two norm of a vector. The relative magnification in
perturbation depends on the direction of the perturbation vector $\Delta \mathbf{u}$; and sensitivity is defined at the direction of maximum magnification.

## Formulation of $S_{F \rightarrow H}$

Due to the linear relationship given in equation (3.5), a perturbation $\Delta \mathbf{f}$ in the coefficient vector of $F(x)$ will result in a change in the coefficients of $H(x)$ given by

$$
\begin{equation*}
\Delta \mathbf{h}=\mathbf{C} \Delta \mathbf{f} \tag{3.36}
\end{equation*}
$$

The sensitivity of composition with respect to $F(x)$ becomes, by equation (3.5), (3.35) and (3.36)

$$
\begin{equation*}
S_{F \rightarrow H}=\max _{\Delta \mathbf{f}} \frac{\|\mathbf{C} \Delta \mathbf{f}\|_{2}^{2}}{\|\Delta \mathbf{f}\|_{2}^{2}} \frac{\|\mathbf{f}\|_{2}^{2}}{\|\mathbf{C f}\|_{2}^{2}} \tag{3.37}
\end{equation*}
$$

For a given decomposition of a polynomial $H(x)$ as $F \circ G(x)$, the factor $\frac{\|f\|_{2}^{2}}{\|\mathrm{Cf}\|_{2}^{2}}$ is constant. The maximum value of $\frac{\|\mathbf{C} \Delta f\|_{2}^{2}}{\|\Delta f\|_{2}^{2}}$ is equal to $\sigma_{\mathbf{C}, \text { max }}^{2}$, where $\sigma_{\mathbf{C}, \text { max }}$ is the maximum singular value of $\mathbf{C}$. Therefore equation (3.37) becomes

$$
\begin{equation*}
S_{F \rightarrow H}=\sigma_{\mathbf{C}, \max }^{2} \frac{\|\mathbf{f}\|_{2}^{2}}{\|\mathbf{C f}\|_{2}^{2}} \tag{3.38}
\end{equation*}
$$

Furthermore, $\frac{\|\mathbf{f}\|_{2}^{2}}{\|\mathbf{C f}\|_{2}^{2}}$ is bounded above by $\sigma_{\mathbf{C}, \text { min }}^{-2}$ and bounded below by $\sigma_{\mathbf{C}, \text { max }}^{-2}$ for any f. Hence, regardless of $F(x)$, the sensitivity $S_{F \rightarrow H}$ satisfies

$$
\begin{equation*}
1 \leq S_{F \rightarrow H} \leq \frac{\sigma_{\mathbf{C}, \max }^{2}}{\sigma_{\mathbf{C}, \min }^{2}} \tag{3.39}
\end{equation*}
$$

where $\frac{\sigma_{\mathrm{C}, \text { max }}^{2}}{\sigma_{\mathrm{C}, \text { min }}^{2}}$ is the square of the condition number of $\mathbf{C}$.

## Formulation of $S_{G \rightarrow H}$

A perturbation $\Delta g_{k}$ to $g_{k}$, namely the coefficient of $x^{k}$ in $G(x)$, does not affect the coefficient of $x^{n}$ in $H(x)$ for $k>n$. Such a perturbation results in the composition

$$
\begin{equation*}
\tilde{H}(x)=F\left(G(x)+\Delta g_{k} x^{k}\right)=H(x)+\Delta H(x) \tag{3.40}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta H(x) \approx F^{\prime}(G(x)) \Delta g_{k} x^{k} \tag{3.41}
\end{equation*}
$$

assuming $\Delta g_{k}$ is small and only the first term in the Taylor series for equation (3.40) is considered. For $k \leq n$, equation (3.41) implies that the corresponding perturbation in $h_{n}$ becomes

$$
\begin{equation*}
\Delta h_{n}=\Delta g_{k} d_{n-k} \tag{3.42}
\end{equation*}
$$

where $d_{n-k}$ is the coefficient of $x^{n-k}$ in the polynomial $D(x)$ defined as

$$
\begin{equation*}
D(x)=F^{\prime}(G(x)) . \tag{3.43}
\end{equation*}
$$

Perturbation of all the coefficients $g_{k}, k=0,1, \ldots, N$ results in the addition of error terms in equation (3.42), i.e.

$$
\begin{equation*}
\Delta h_{n}=\sum_{0 \leq k \leq \min (N, n)} \Delta g_{k} d_{n-k} \tag{3.44}
\end{equation*}
$$

Equivalently,

$$
\begin{equation*}
\Delta \mathrm{h}=\mathrm{D} \Delta \mathrm{~g} \tag{3.45}
\end{equation*}
$$

where $\mathbf{D}$ is an $(M N+1) \times(N+1)$ Toeplitz matrix the first column of which consists of the coefficients of the polynomial $D(x)$, namely $\left[d_{0} d_{1} d_{2} \ldots d_{M N+1-N}\right]^{T}$, with zero padding of length $N$. The sensitivity of composition with respect to $G(x)$ becomes, by equations (3.35) and (3.45),

$$
\begin{equation*}
S_{G \rightarrow H}=\max _{\Delta \mathbf{g}} \frac{\|\mathbf{D} \Delta \mathbf{g}\|_{2}^{2}}{\|\Delta \mathbf{g}\|_{2}^{2}} \frac{\|\mathbf{g}\|_{2}^{2}}{\|\mathbf{h}\|_{2}^{2}} \tag{3.46}
\end{equation*}
$$

As in the previous section, for a given decomposition of $H(x)$ as $F \circ G(x), \frac{\|\operatorname{li}\|_{2}^{2}}{\|\mathbf{h}\|_{2}^{2}}$ is constant. The maximum value of $\frac{\|\mathrm{D} \Delta \mathrm{g}\|_{2}^{2}}{\|\Delta \mathrm{~g}\|_{2}^{2}}$ is $\sigma_{\mathbf{D}, \text { max }}^{2}$, where $\sigma_{\mathrm{D}, \text { max }}$ is the maximum singular value of $\mathbf{D}$. Therefore equation (3.46) becomes

$$
\begin{equation*}
S_{G \rightarrow H}=\sigma_{\mathbf{D}, \max }^{2} \frac{\|\mathbf{g}\|_{2}^{2}}{\|\mathbf{h}\|_{2}^{2}} \tag{3.47}
\end{equation*}
$$

An upper bound for $S_{G \rightarrow H}$ can be obtained by an alternative representation of the coefficient vector of $D(x)$ given in equation (3.43) in the form of equation (3.5), i.e.

$$
\begin{equation*}
d=C \tilde{f}=C V f \tag{3.48}
\end{equation*}
$$

where $\tilde{\mathbf{f}}$ is the coefficient vector of $F^{\prime}(x)$ and $\mathbf{V}$ is the $(M+1) \times(M+1)$ matrix with superdiagonal elements $1,2, \ldots M$ and zeros elsewhere, corresponding to the derivative operator. Due to the derivative operation, the order of the polynomial decreases by one, therefore the last element of $\tilde{f}$ as well the last $N$ elements of $\mathbf{d}$ are zero, but these are not discarded for the consistency of the sizes among matrices and multiplying vectors. For vectors $\mathbf{d}, \Delta \mathbf{h}$ and $\Delta \mathbf{g}$, which are related through equation (3.44), it can be shown that

$$
\begin{equation*}
\frac{E_{\Delta \mathbf{h}}}{E_{\Delta \mathbf{g}}} \leq(N+1) E_{\mathbf{d}} \tag{3.49}
\end{equation*}
$$

where the proof is given in Appendix A for the convolution of general sequences. Therefore, from the definition in equation (3.35), $S_{G \rightarrow H}$ can be bounded as

$$
\begin{equation*}
S_{G \rightarrow H} \leq(N+1) E_{\mathbf{d}} \frac{E_{\mathbf{g}}}{E_{\mathbf{h}}}=(N+1)\|\mathbf{g}\|_{2} \frac{\|\mathbf{C V f}\|_{2}^{2}}{\|\mathbf{C f}\|_{2}^{2}} \tag{3.50}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\mathbf{w}=\mathbf{C f}, \tag{3.51}
\end{equation*}
$$

it can be shown $\mathbf{f}=\left(\mathbf{C}^{\mathbf{T}} \mathbf{C}\right)^{-1} \mathbf{C}^{\mathbf{T}} \mathbf{w}$ since $\mathbf{C}$ is full rank. Therefore equation (3.50) becomes

$$
\begin{align*}
S_{G \rightarrow H} & \leq(N+1)\|\mathbf{g}\|_{2}^{2} \frac{\left\|\mathbf{C V}\left(\mathbf{C}^{\mathbf{T}} \mathbf{C}\right)^{-1} \mathbf{C}^{\mathbf{T}} \mathbf{w}\right\|_{2}^{2}}{\|\mathbf{w}\|_{2}^{2}}  \tag{3.52}\\
& \leq(N+1)\|\mathbf{g}\|_{2}^{2} \sigma_{\mathbf{T}, \max }^{2}
\end{align*}
$$

where the matrix $\mathbf{T}=\mathbf{C V}\left(\mathbf{C}^{\mathbf{T}} \mathbf{C}\right)^{-1} \mathbf{C}^{\mathbf{T}}$ and $\sigma_{\mathbf{T}, \text { max }}$ is the maximum singular value of $\mathbf{T}$.

### 3.5.2 Decomposition Sensitivity

Defining the sensitivity of decomposition directly as the relative magnification of perturbation in the components $F(x)$ and $G(x)$ when $H(x)$ is perturbed is not meaningful since a small perturbation $\Delta \mathrm{h}$ will render it nondecomposable in general. In other cases, $H(x)$ may remain decomposable but the new components $\hat{F}(x)$ and $\hat{G}(x)$ may have different orders than $F(x)$ and $G(x)$, respectively. These cases are excluded from a discussion regarding their sensitivity here as well since the decomposition process may be regarded as having failed by not predicting the orders of the components correctly. Consequently, the definition for sensitivity of the decomposition will be restricted to cases in which the perturbation preserves decomposability with components of the same order.

Perturbations in polynomials $F(x)$ and $G(x)$ may lead to much smaller perturbations in the coefficients of $H(x)$. For the inverse operation, this implies that decomposition under this specific perturbation in $H(x)$ will yield larger relative perturbations in $F(x)$ and $G(x)$. The sensitivity of decomposition hence can reasonably be defined as

$$
\begin{equation*}
S_{H \rightarrow U}=\max _{\Delta \mathbf{u}}\left(\frac{E_{\Delta \mathbf{h}} / E_{\mathrm{h}}}{E_{\Delta \mathbf{u}} / E_{\mathbf{u}}}\right)^{-1} \tag{3.53}
\end{equation*}
$$

where again $U$ is either $F$ or $G$. $S_{H \rightarrow U}$ corresponds to the case where the perturbation on the components results in the direction of maximum attenuation.

## Formulation of $S_{H \rightarrow F}$

The sensitivity associated with obtaining $F(x)$ from a decomposable polynomial $H(x)$ becomes, by equations (3.5), (3.53) and (3.36)

$$
\begin{equation*}
S_{H \rightarrow F}=\left(\min _{\Delta \mathbf{f}} \frac{\|\mathbf{C} \Delta \mathbf{f}\|_{2}^{2}}{\|\Delta \mathbf{f}\|_{2}^{2}} \frac{\|\mathbf{f}\|_{2}^{2}}{\|\mathbf{C f}\|_{2}^{2}}\right)^{-1}=\left(\sigma_{\mathbf{C}, \text { min }}^{2} \frac{\|\mathbf{f}\|_{2}^{2}}{\|\mathbf{C f}\|_{2}^{2}}\right)^{-1} \tag{3.54}
\end{equation*}
$$

Furthermore, $\left(\frac{\|f\|_{2}^{2}}{\|\mathbf{C f}\|_{2}^{2}}\right)^{-1}$ is bounded above by $\sigma_{\mathbf{C}, \text { max }}^{2}$ and bounded below by $\sigma_{\mathbf{C}, \text { min }}^{2}$. Hence similar to equation (3.39), for any $F(x)$, the sensitivity $S_{H \rightarrow F}$ is bounded by
the square of the condition number of $\mathbf{C}$, which only depends on $G(x)$, i.e.

$$
\begin{equation*}
1 \leq S_{H \rightarrow F} \leq \frac{\sigma_{\mathbf{C}, \max }^{2}}{\sigma_{\mathbf{C}, \min }^{2}} \tag{3.55}
\end{equation*}
$$

## Formulation of $S_{H \rightarrow G}$

The sensitivity associated with obtaining $G(x)$ from a decomposable polynomial $H(x)$ becomes, by equations (3.53) and (3.45),

$$
\begin{equation*}
S_{H \rightarrow G}=\left(\min _{\Delta \mathbf{g}} \frac{\|\mathbf{D} \Delta \mathbf{g}\|_{2}^{2}}{\|\Delta \mathbf{g}\|_{2}^{2}} \frac{\|\mathbf{g}\|_{2}^{2}}{\|\mathbf{h}\|_{2}^{2}}\right)^{-1}=\left(\sigma_{\mathbf{D}, m i n}^{2} \frac{\|\mathbf{g}\|_{2}^{2}}{\|\mathbf{h}\|_{2}^{2}}\right)^{-1} \tag{3.56}
\end{equation*}
$$

### 3.5.3 Simulations

In the following subsections, several simulation results are provided to illustrate the sensitivity of the polynomial composition and decomposition operations. The coefficient vectors of the polynomials $F(x)$ and $G(x)$ were selected from the standard normal distribution by the randn function of MATLAB and were normalized to have unit energy. The effect of normalization and scaling will be discussed in Section 3.5.4.

## Simulations for composition sensitivity

## Evaluation of $S_{F \rightarrow H}$

In Section 3.5.1, $S_{F \rightarrow H}$ was shown to be bounded by the square of the condition number of $\mathbf{C}$ as given in equation (3.39) regardless of the specific value of $F(x)$. This bound is in fact attained if $\mathbf{f}$ is aligned with the right singular vector of $\mathbf{C}$ that corresponds to its smallest singular value, however for an average case the sensitivity is orders of magnitude lower than the square of the condition number as the simulations in this section suggests.

The sensitivity $S_{F \rightarrow H}$, as defined in equation (3.38), is shown in Fig. 3-3 as a function of the degree of $F(x)$. In Fig. 3-3, each point shows the median value of $S_{F \rightarrow H}$ obtained from composing one hundred instances of $F(x)$ of the corresponding order with each one of one hundred instances of $G(x)$ of order seven. The vertical


Figure 3-3: Sensitivity of the coefficients of $H(x)$ with respect to the coefficients of $F(x)$. The order of $G(x)$ is seven in all compositions. Each point is the median of $S_{F \rightarrow H}$ obtained from ten thousand compositions, where the vertical bars indicate the range from the maximum to the minimum values attained.
bars show the maximum and minimum sensitivities attained in these ten thousand compositions. For consistency, the same set of $G(x)$ were used for each degree of $F(x)$. The simulation results are consistent with the lower and upper bounds given in equation (3.39), namely 1 and the square of the condition number of $\mathbf{C}$, respectively. However the upper bound has been omitted from this figure due to very large values that exceed the display scale by multiple orders.

## Evaluation of $S_{G \rightarrow H}$

The sensitivity $S_{G \rightarrow H}$, as defined in equation (3.47), is shown in Fig. 3-4 as a function of the degree of $G(x)$. In Fig. 3-4, each point indicates the median value of $S_{G \rightarrow H}$ obtained from composing one hundred instances of $G(x)$ of the corresponding order with each one of one hundred instances of $F(x)$ of order seven. The dashed line indicates the upper bound given in equation (3.52) where $\|\mathrm{g}\|_{2}^{2}=1$ and $\sigma_{\mathrm{T}, \max }$ is evaluated for the $G(x)$ that attains the maximum value of $S_{G \rightarrow H}$ in the simulations for each degree.


Figure 3-4: Sensitivity of the coefficients of $H(x)$ with respect to the coefficients of $G(x)$. The order of $F(x)$ is seven in all compositions. Each point is the median of $S_{G \rightarrow H}$ obtained from ten thousand compositions, where the vertical bars indicate the range from the maximum to the minimum values attained. The dashed line indicates the upper bound given in equation (3.52).


Figure 3-5: Sensitivity of the coefficients of $F(x)$ with respect to the coefficients of $H(x)$. The order of $G(x)$ is seven in all compositions. Each point is the median of $S_{H \rightarrow F}$ obtained from ten thousand compositions, where the vertical bars indicate the range from the maximum to the minimum values attained.


Figure 3-6: Sensitivity of the coefficients of $G(x)$ with respect to the coefficients of $H(x)$. The order of $F(x)$ is seven in all compositions. Each point is the median of $S_{H \rightarrow G}$ obtained from ten thousand compositions, where the vertical bars indicate the range from the maximum to the minimum values attained.

## Simulations for decomposition sensitivity

## Evaluation of $S_{H \rightarrow F}$

Fig. 3-5 illustrates the sensitivity of the coefficients of $F(x)$ with respect to the perturbations in $H(x)$, namely $S_{H \rightarrow F}$ as described in equation (3.54). The values are extracted from the experiments illustrated in Figure 3-3.

## Evaluation of $S_{H \rightarrow G}$

$S_{H \rightarrow G}$, as described in equation (3.56) the sensitivity of the coefficients of $G(x)$ with respect to the perturbations in $H(x)$ is illustrated in Fig. 3-6. The values are extracted from the experiments performed in Figure 3-4.

### 3.5.4 Equivalent Decompositions

For a decomposable polynomial $H(x)=F(G(x))$, there exists infinitely many other pairs of polynomials that yields the same composition. This provides an opportunity to choose a decomposition that has a lower sensitivity than a given decomposition. This section discusses different ways of obtaining equivalent decompositions to be exploited in order to lower sensitivity in the sequel.

One way to obtain equivalent decompositions of a polynomial $H(x)$ is through compositions with first order polynomials. More specifically, given any first order polynomial $\lambda(x)=a x+b$ with $a \neq 0$ and with its inverse with respect to composition

$$
\begin{equation*}
\lambda^{-1}(x)=\frac{1}{a} x-\frac{b}{a}, \tag{3.57}
\end{equation*}
$$

it is clear that

$$
\begin{equation*}
H(x)=F(G(x))=\left(F \circ \lambda^{-1}\right) \circ(\lambda \circ G)(x)=\bar{F}(\bar{G}(x)) . \tag{3.58}
\end{equation*}
$$

Coefficients of $\bar{F}$ and $\bar{G}$ will be different in general yielding different sensitivities with respect to these coefficients.

Another way to obtain equivalent compositions is to exploit commutative polynomials [9], namely polynomial pairs that satisfy $F(G(x))=G(F(x))$. One such class is the monomials, namely the polynomials of the form $x^{n}$ where $n$ is a positive integer. Another class of commutative polynomials is the Chebyshev polynomials which can be conveniently defined through trigonometric functions as

$$
\begin{equation*}
T_{n}(x)=\cos \left(n \cos ^{-1}(x)\right) . \tag{3.59}
\end{equation*}
$$

Commutativity of the Chebyshev polynomials follows easily since

$$
\begin{align*}
T_{m} \circ T_{n}(x) & =\cos \left(m \cos ^{-1}\left(\cos \left(n \cos ^{-1}(x)\right)\right)\right) \\
& =\cos \left(m n \cos ^{-1}(x)\right)  \tag{3.60}\\
& =\cos \left(n \cos ^{-1}\left(\cos \left(m \cos ^{-1}(x)\right)\right)\right) \\
& =T_{n} \circ T_{m}(x) .
\end{align*}
$$

Formalizing the work in [44], an entire set of commutative polynomials is defined in [9] as a set of polynomials which contains at least one of each positive degree, and in which any two members commute with each other. Furthermore, it is shown that only two such sets exist, which are the polynomials of the form $\lambda^{-1} \circ P_{n} \circ \lambda(x)$ where $P_{n}(x)$ is a
monomial or a Chebyshev polynomial and $\lambda(x)$ is any first order polynomial. Both of these classes correspond to a rather restricted form of decomposability, and therefore they are relatively less useful in exploiting the existence of equivalent decompositions for lower sensitivity.

Similar to equation (3.5), equation (3.58) corresponds to the matrix equation

$$
\begin{equation*}
\mathbf{h}=\mathbf{C f}=(\mathbf{C A})\left(\mathbf{A}^{-1} \mathbf{f}\right) \tag{3.61}
\end{equation*}
$$

where $\mathbf{A}$ is a square, upper triangular and invertible matrix $k$ th column of which consists of $k-1$ self convolutions of the sequence $\{b, a\}$ or equivalently the coefficients of $(a x+b)^{k-1}$ in the ascending order. From equation (3.37), the sensitivity $S_{\bar{F} \rightarrow H}$ becomes

$$
\begin{equation*}
S_{\bar{F} \rightarrow H}=\max _{\Delta \mathbf{f}} \frac{\|\mathbf{C A} \Delta \mathbf{f}\|_{2}^{2}}{\|\Delta \mathbf{f}\|_{2}^{2}} \frac{\left\|\mathbf{A}^{-1} \mathbf{f}\right\|_{2}^{2}}{\|\mathbf{C f}\|_{2}^{2}} \tag{3.62}
\end{equation*}
$$

Although matrix A can be further factored as a product of two simpler matrices that depend only on $a$ and $b$, respectively, it is not obvious how $S_{\bar{F} \rightarrow H}$ will behave as a joint function of $a$ and $b$ in general. The effect of pure scaling, which corresponds to the case $a>0, b=0$ and $A$ is diagonal, can be inferred by examining the extremal values of $a$. More specifically, as $a$ tends to infinity, the term $\max _{\Delta f} \frac{\|\mathbf{C A} A f\|_{2}^{2}}{\|\Delta f\|_{2}^{2}}$ also tends to infinity whereas the term $\frac{\left\|\mathbf{A}^{-1} \mathbf{f}\right\|_{2}^{2}}{\|\mathbf{C f}\|_{2}^{2}}$ tends to a finite constant number if the constant term of $F(x)$ is nonzero. The roles of these two terms are reversed as $a$ tends to zero, which suggests the existence of a minimum at a finite value of $a>0$.

Fig. 3-7 illustrates the effectiveness of choosing different values for $a$ and $b$ in order to reduce $S_{F \rightarrow H}$. Here, $F(x)$ and $G(x)$ are chosen to be the pair of polynomials that attained the largest sensitivity of $6.3 \times 10^{4}$ in Fig. 3-3 with $F(x)$ of order fourteen and $G(x)$ of order seven. The simulation results in Fig. 3-7 were obtained through an exhaustive search and indicate that $S_{\vec{F} \rightarrow H}$ gets larger as $b$ tends to infinity in either direction for this pair of $F(x)$ and $G(x) . S_{\bar{F} \rightarrow H}$ attains its minimum at $a^{*}=0.73$ and $b^{*}=0.57$. Table 3.3 displays the values of all four sensitivities associated with this composition before and after composition with $\lambda(x)=0.73 x+0.57$ and its inverse.

The effect of compositions with first order polynomials on $S_{G \rightarrow H}$ is relatively


Figure 3-7: $S_{\bar{F} \rightarrow H}$ as a function of $a$ and $b . F(x)$ and $G(x)$ are chosen to be the pair of polynomials that attained the largest sensitivity in Fig. 3-3 with $F(x)$ of order fourteen and $G(x)$ of order seven.
more straightforward. The matrix D in the definition of $S_{G \rightarrow H}$ will be modified for the definition of $S_{\bar{G} \rightarrow H}$. More specifically,

$$
\begin{equation*}
H(x)=\bar{F} \circ \bar{G}(x), \tag{3.63}
\end{equation*}
$$

therefore the columns of the modified matrix $\overline{\mathbf{D}}$ will consist of the coefficients of the polynomial $\bar{F}^{\prime} \circ \bar{G}(x)$ instead of $F^{\prime} \circ G(x)$. Since

$$
\begin{align*}
\bar{F}^{\prime} \circ \bar{G}(x) & =\left(F \circ \lambda^{-1}\right)^{\prime} \circ(\lambda \circ G(x)) \\
& =\left(\left(\lambda^{-1}\right)^{\prime} F^{\prime} \circ \lambda^{-1}\right) \circ \lambda \circ G(x)=\frac{1}{a} D(x), \tag{3.64}
\end{align*}
$$

Table 3.3: Sensitivity before and after composition with $a^{*} x+b^{*}$

| Sensitivity | Original | at $\left(a^{*}, b^{*}\right)$ |
| :---: | :---: | :---: |
| $S_{F \rightarrow H}$ | $6.3 \times 10^{4}$ | $2.2 \times 10^{0}$ |
| $S_{G \rightarrow H}$ | $1.7 \times 10^{2}$ | $1.5 \times 10^{2}$ |
| $S_{H \rightarrow F}$ | $1.1 \times 10^{8}$ | $3.5 \times 10^{1}$ |
| $S_{H \rightarrow G}$ | $1.5 \times 10^{4}$ | $1.7 \times 10^{4}$ |





Figure 3-8: The behavior of $S_{\bar{G} \rightarrow H}, S_{H \rightarrow \bar{F}}$ and $S_{H \rightarrow \bar{G}}$ as a function of $a$ and $b$ for same pair of polynomials $F(x)$ and $G(x)$ as in Fig. 3-7.
the matrix $\overline{\mathbf{D}}$ is simply equal to $\mathbf{D}$ scaled with $\frac{1}{a}$. From equation (3.46), the sensitivity $S_{\bar{G} \rightarrow H}$ becomes,

$$
\begin{equation*}
S_{\bar{G} \rightarrow H}=\max _{\Delta \mathbf{g}} \frac{\left\|\frac{1}{a} \mathbf{D} \Delta \mathbf{g}\right\|_{2}^{2}}{\|\Delta \mathbf{g}\|_{2}^{2}} \frac{\|a \mathbf{g}+b \mathbf{e}\|_{2}^{2}}{\|\mathbf{h}\|_{2}^{2}}=\frac{\left\|\mathbf{g}+\frac{b}{a} \mathbf{e}\right\|_{2}^{2}}{\|\mathbf{g}\|_{2}^{2}} S_{G \rightarrow H} \tag{3.65}
\end{equation*}
$$

where $\mathbf{e}=[1,0, \ldots, 0]^{T}$ and it is the same size as $\mathbf{g}$. This implies that if $\left|g_{0}+\frac{b}{a}\right|<\left|g_{0}\right|$ where $g_{0}$ is the constant term in $G(x), S_{G \rightarrow H}$ will also be improved. This is indeed the case for the optimal point in Fig. 3-7 and introducing a linear composition to improve $S_{F \rightarrow H}$ has decreased $S_{G \rightarrow H}$. Due to its relationship with $S_{G \rightarrow H}$, the effect is reversed on $S_{H \rightarrow G}$ in such a way that their product remains the same. On the other hand, the effect on $S_{H \rightarrow \bar{F}}$ can be described at extreme values of $a$ and $b$ similarly to the case of $S_{\bar{F} \rightarrow H}$. Fig. 3-8 illustrates the behavior of all of these sensitivities as a function of $a$ and $b$ for same pair of polynomials $F(x)$ and $G(x)$. Since the optimal points are not the same for all sensitivities, $a^{*}$ and $b^{*}$ can be chosen depending on the application.

### 3.6 Chapter Conclusions

Polynomial composition and decomposition methods are an important part of a signal processing framework in which functional composition and decomposition are to be exploited. Although composing polynomials is a straightforward operation in terms of algebraic operations, their decomposition is not an easy task. In mathematics and
computer science, decomposition methods have been developed to decompose polynomials that are known to have a decomposition, yielding one of the infinitely many choices for such a decomposition. A much more difficult problem involves approximating nondecomposable polynomials with those that are decomposable. Existing approximate decomposition methods as well as the new method introduced in this chapter yield satisfactory results only for low order polynomials that are fairly close to a decomposable polynomial, therefore approximate polynomial decomposition persists as an interesting and challenging problem.

The sensitivities of composition and decomposition were also discussed in this chapter, where natrix representation of composition is utilized to obtain closed form expressions for sensitivity measures. The existence of equivalent decompositions using first order polynomials and their inverses were also exploited to reduce sensitivity with respect to perturbations in the polynomial coefficients.

## Chapter 4

## Frequency Response Composition and Decomposition

Frequency response representations of signals and systems are central to signal processing. Therefore, identification and development of techniques for composing and decomposing frequency responses as well as formulating new and interesting applications using them are important parts of a framework that will be exploited in the context of signal processing.

The composition and decomposition of transfer functions that represent discrete time FIR sequences, i.e. $z$-transforms, were related to polynomial composition and decomposition as discussed in Chapter 3. The relationship between the $z$-transform and the Fourier transform suggests a straightforward extension of the techniques in Chapter 3 to the frequency response composition and decomposition. However, this would restrict its applications to finite sequences and FIR systems. Moreover, approximating the transfer function with a decomposable one with respect to a particular norm involving coefficients does not always guarantee a satisfactory approximation to the corresponding frequency response. An independent treatment of frequency response composition and decomposition from that of the transfer functions will provide flexibility for specifying more relevant approximation constraints as well as the ability to extend benefits of the framework to a wider class of signals including IIR systems and continuous time signals that cannot be represented by polynomials.

This chapter develops the mathematical methods that yield a decomposition of any desired frequency response $H\left(e^{j \omega}\right)$ continuous in $\omega$ into two frequency responses $G\left(e^{j \omega}\right)$ and $F\left(e^{j \omega}\right)$, where $F$, but not necessarily $G$, is a polynomial in $e^{-j \omega}$, i.e.,

$$
\begin{equation*}
H\left(e^{j \omega}\right) \approx F\left(G\left(e^{j \omega}\right)\right)=\sum_{k=0}^{M} f_{k} G^{k}\left(e^{j \omega}\right) . \tag{4.1}
\end{equation*}
$$

$G\left(e^{j \omega}\right)$ will be assumed to be continuous and pre-specified, which is the case in certain signal processing applications that can potentially exploit this procedure. In cases for which $G\left(e^{j \omega}\right)$ is not specified, it can, for example, be designed to approximate $H\left(e^{j \omega}\right)$ with a low order rational frequency response before the decomposition so that the composition itself has a rational form. In the current approach, the coefficients $f_{k}$ will be chosen to minimize the Chebyshev or $l_{\infty}$ norm of the approximation error, the commonly preferred norm in several signal processing applications,

$$
\begin{array}{ll}
\underset{\mathbf{f}}{\operatorname{minimize}} & \Delta \\
\text { subject to } & \left\|H\left(e^{j \omega}\right)-\sum_{k=0}^{K} f_{k} G^{k}\left(e^{j \omega}\right)\right\|_{\infty} \leq \Delta . \tag{4.2}
\end{array}
$$

This problem can be solved easily for any finite set of points. However solving it on a continuum of frequency points requires specialized techniques. It is currently unclear how to extend the mathematical tools developed in this chapter to decompositions where $F\left(e^{j \omega}\right)$ is a more general function than a polynomial. Therefore these cases are excluded from the current discussion.

In Section 4.1, the composition of a polynomial $F(\cdot)$ and a frequency response $G\left(e^{j \omega}\right)$ will be treated as a special case of generalized polynomials, which is simply a linear combination of continuous functions. This point of view will allow borrowing two techniques from the existing mathematics literature with which optimal weights for a generalized polynomial can be computed, and therefore can be recast as a frequency response decomposition algorithm. The frequency response decomposition algorithm that is developed for the frequency responses of discrete time signals and systems will be extended to continuous time signals in a straightforward manner
implying its generality.
Section 4.2 will present extensions to the decomposition algorithm where the decomposition quality is improved when the phase of the target response $H\left(e^{j \omega}\right)$ is not required to be matched and there is an emphasis on its magnitude instead, another case that often arises in the context of signal processing applications.

### 4.1 Frequency Response Decomposition

The problem stated in (4.2) is a special case of the semi-infinite optimization problem

$$
\begin{array}{ll}
\underset{\mathbf{f}}{\operatorname{minimize}} & \Delta \\
\text { subject to } & \left\|D(\omega)-\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right\|_{\infty} \leq \Delta \tag{4.3}
\end{array}
$$

where $U_{k}(\omega), k=0,1, \ldots, K$, and $D(\omega)$ are general continuous functions of $\omega$. Following Cheney [13], a linear combination of continuous functions $U_{k}(\omega)$ will be referred to as a generalized polynomial in this thesis. The interpretation of the decomposition of a desired response $D(\omega)=H\left(e^{j \omega}\right)$ as an approximation using a generalized polynomial with $U_{k}(\omega)=G^{k}\left(e^{j \omega}\right)$ will be the central theme when developing and extending the frequency response decomposition algorithm. More specifically, the techniques from the mathematical literature that will yield the optimal weights $f_{k}$ in (4.3) will constitute the basis for the frequency response decomposition algorithm.

Two such mathematical techniques will be discussed in this section. The first one is an efficient algorithm called the Remez Exchange Algorithm that will be discussed in Section 4.1.2. However this works only under very restrictive conditions one of which is called the Haar condition. The other is a less efficient algorithm called the First Algorithm of Remez, which is not limited by the constraints of the previous algorithm. This algorithm will be described in Section 4.1.3. Although the Haar condition is not required for the First Algorithm of Remez, its existence implies uniqueness of the optimal choice of weights. Since the Haar condition is central to the discussion of both algorithms, this section starts with its description.

### 4.1.1 Haar Condition and Best Approximations

A set of real or complex valued basis functions, $U_{k}(\omega), k=0,1,2, \ldots, K$, is said to satisfy the Haar condition on a compact set $\mathcal{S}$ if each $U_{k}(\omega)$ is continuous and any function in their span,

$$
\begin{equation*}
\sum_{k=0}^{K} f_{k} U_{k}(\omega), \tag{4.4}
\end{equation*}
$$

has at most $K$ roots in $\mathcal{S}$ [34]. This is equivalent to the constraint on the $(K+1) \times$ ( $K+1$ ) matrix

$$
\mathbf{V}=\left[\begin{array}{ccccc}
U_{0}\left(\omega_{0}\right) & U_{1}\left(\omega_{0}\right) & U_{2}\left(\omega_{0}\right) & \ldots & U_{K}\left(\omega_{0}\right)  \tag{4.5}\\
U_{0}\left(\omega_{1}\right) & U_{1}\left(\omega_{1}\right) & U_{2}\left(\omega_{1}\right) & \ldots & U_{K}\left(\omega_{1}\right) \\
U_{0}\left(\omega_{2}\right) & U_{1}\left(\omega_{2}\right) & U_{2}\left(\omega_{2}\right) & \ldots & U_{K}\left(\omega_{2}\right) \\
& & \vdots & & \\
U_{0}\left(\omega_{K}\right) & U_{1}\left(\omega_{K}\right) & U_{2}\left(\omega_{K}\right) & \ldots & U_{K}\left(\omega_{K}\right)
\end{array}\right]
$$

to be full rank for every set of distinct frequencies $\left\{\omega_{k} \in \mathcal{S}, k=0,1,2, \ldots, K\right\}$ [13].

An optimal approximation with respect to the Chebyshev norm to any continuous function $D(\omega)$ as a linear combination of $U_{k}(\omega)$ as in (4.3) exists, i.e. a set of weights $\left\{f_{k}\right\}$ can be found to achieve the optimal approximation [13]. The existence of the Haar condition within the basis functions is a necessary and sufficient condition for the uniqueness of this optimal approximation and the set of coefficients $\left\{f_{k}\right\}$ leading to it (Theorem 19 in [34], [13]). For example, the optimal approximation to any continuous function on a compact set $\mathcal{S}$ with an ordinary polynomial is unique since the set of monomials $\omega^{k}, k=0,1, \ldots, K$, satisfies the Haar condition on any compact set. This can be verified by the fact that the matrix $V$ is a Vandermonde matrix for $U_{k}(\omega)=\omega^{k}$, which is guaranteed to be full rank if all $\omega_{k}$ are distinct.

### 4.1.2 Alternation Theorem and the Remez Exchange Algorithm

In cases where the basis functions $U_{k}(\omega)$ satisfy the Haar condition and both these and $D(\omega)$ are real valued, the problem stated in (4.3) accepts an efficient solution using the algorithm called the Remez Exchange Algorithm [13]. This algorithm exploits a characterization of the unique optimal approximation given by the alternation theorem [13,34], where uniqueness of the optimal solution follows from the Haar condition:

Theorem 4.1. Alternation theorem: The function

$$
\begin{equation*}
\tilde{D}(\omega)=\sum_{k=0}^{K} f_{k} U_{k}(\omega) \tag{4.6}
\end{equation*}
$$

is the unique optimal approximation to $D(\omega)$ that is in the span of $\left\{U_{k}(\omega), k=\right.$ $0,1, \ldots, K\}$ if and only if the error function

$$
\begin{equation*}
E(\omega)=D(\omega)-\sum_{k=0}^{K} f_{k} U_{k}(\omega) \tag{4.7}
\end{equation*}
$$

exhibits at least $K+2$ alternations, i.e., there are at least $K+2$ alternation points $\omega_{i} \in \mathcal{S}$ such that

$$
\omega_{1}<\omega_{2}<\cdots<\omega_{K+1}<\omega_{K+2}
$$

and

$$
E\left(\omega_{i}\right)=-E\left(\omega_{i+1}\right)= \pm \max _{\omega \in \mathcal{S}}|E(\omega)|
$$

for $i=1,2, \ldots, K+1$. In other words, for the unique optimal approximation $\tilde{D}(\omega)$, the absolute value of the error function attains its maximum value at the points $\omega_{i}$ where the sign of the error alternates from one alternation point to the next.

The Remez Exchange Algorithm [13, 42] is an iterative algorithm which exploits the existence of at least $K+2$ alternation points and the behavior of the error function $E(\omega)$ at these points to find the unique optimal set of weights $f_{k}$ in (4.3). It starts
with an initial guess for the alternation points, and at each iteration the coefficients $f_{k}$ are updated so that the maximum error on the discrete set of candidate alternation points is minimized. For the next iteration, the candidate points are exchanged with another set of $K+2$ points including the point of maximum error on $\mathcal{S}$. The iterations are continued until the change in the maximum error does not improve beyond a prespecified threshold. This procedure is guaranteed to converge where the convergence is quadratic [13]. A given frequency response $D(\omega)$ can be decomposed by using the Remez Exchange Algorithm by setting $U_{k}(\omega)=G^{k}\left(e^{j \omega}\right)$.

The set of basis functions $(\cos \omega)^{k}, k=0,1, \ldots, L$, satisfy the Haar condition and are real valued. The well-known Parks-McClellan filter design algorithm [42] exploits the alternation theorem and the Remez Exchange Algorithm to design, for example, an even symmetric FIR filter for which the frequency response can be represented as

$$
\begin{equation*}
H\left(e^{j \omega}\right)=\sum_{k=0}^{L} f_{k}(\cos \omega)^{k} \tag{4.8}
\end{equation*}
$$

This implies that Parks-McClellan filter design algorithm can be re-interpreted as the decomposition of an ideal filter response $D(\omega)$ as $F\left(G\left(e^{j \omega}\right)\right)$ with $G\left(e^{j \omega}\right)=\cos \omega$. This also suggests that the frequency response decomposition of the ideal filter response with more general real-valued functions $G^{k}\left(e^{j \omega}\right)$ satisfying the Haar condition can be viewed as a generalization of the Parks-McClellan filter design algorithm.

A positive and continuous weight $W(\omega)$ can be imposed on the error function $E(\omega)$ in equation (4.7) in order to regulate the relative approximation quality on subsets of $\mathcal{S}$. In that case, the alternation theorem and Remez exchange algorithm can be re-expressed with respect to the weighted error

$$
\begin{equation*}
E_{W}(\omega)=W(\omega)\left[D(\omega)-\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right] . \tag{4.9}
\end{equation*}
$$

The weighted approximation problem becomes equivalent to approximating the target function $W(\omega) D(\omega)$ with a generalized polynomial where the basis functions are $\left\{W(\omega) U_{k}(\omega), k=0,1, \ldots, K\right\}$. This adjusted set of basis functions also satisfies the

Haar condition since the matrix

$$
\left[\begin{array}{ccccc}
W\left(\omega_{0}\right) U_{0}\left(\omega_{0}\right) & W\left(\omega_{0}\right) U_{1}\left(\omega_{0}\right) & W\left(\omega_{0}\right) U_{2}\left(\omega_{0}\right) & \ldots & W\left(\omega_{0}\right) U_{K}\left(\omega_{0}\right)  \tag{4.10}\\
W\left(\omega_{1}\right) U_{0}\left(\omega_{1}\right) & W\left(\omega_{1}\right) U_{1}\left(\omega_{1}\right) & W\left(\omega_{1}\right) U_{2}\left(\omega_{1}\right) & \ldots & W\left(\omega_{1}\right) U_{K}\left(\omega_{1}\right) \\
W\left(\omega_{2}\right) U_{0}\left(\omega_{2}\right) & W\left(\omega_{2}\right) U_{1}\left(\omega_{2}\right) & W\left(\omega_{2}\right) U_{2}\left(\omega_{2}\right) & \ldots & W\left(\omega_{2}\right) U_{K}\left(\omega_{2}\right) \\
& \vdots & & \\
W\left(\omega_{K}\right) U_{0}\left(\omega_{K}\right) & W\left(\omega_{K}\right) U_{1}\left(\omega_{K}\right) & W\left(\omega_{K}\right) U_{2}\left(\omega_{K}\right) & \ldots & W\left(\omega_{K}\right) U_{K}\left(\omega_{K}\right)
\end{array}\right]
$$

is full rank for every set of distinct frequencies $\left\{\omega_{k} \in \mathcal{S}, k=0,1,2, \ldots, K\right\}$. That the matrix in (4.10) is full rank can be shown by expressing it as the product of two full rank matrices, namely the diagonal matrix $\mathbf{W}$ with diagonal entries $W\left(\omega_{k}\right)$ and $\mathbf{V}$ in equation (4.5).

Although the Remez exchange algorithm is an efficient algorithm to solve the frequency response decomposition as described, the requirements on $H\left(e^{j \omega}\right)$ to be real and on $G^{k}\left(e^{j \omega}\right), k=0,1, \ldots, K$, to be both real and to satisfy the Haar condition are quite restricting on its applicability. This can be seen from the fact that the matrix V given in (4.5) is a Vandermonde matrix for this basis, and it is full rank if and only if $G\left(e^{j \omega}\right)$ attains distinct values for each frequency $\omega \in \mathcal{S}$, i.e. if $G\left(e^{j \omega}\right)$ is monotonic. It is desirable to depart to possibly less efficient algorithms that work for complex valued frequency responses and for basis functions that do not satisfy the Haar condition such as the First Algorithm of Remez described next.

### 4.1.3 The First Algorithm of Remez

An algorithm that yields a solution to problem (4.3) and hence the frequency response decomposition problem is the First Algorithm of Remez [13], which requires only the function $D(\omega)$ and the basis functions $U_{k}(\omega)$ to be continuous on the compact set $\mathcal{S}$. Therefore, the algorithm is applicable to cases where these functions are complex valued and where the Haar condition is not satisfied, two scenarios that very often appear in a signal processing setting. The steps of the First Algorithm of Remez are given in Algorithm 2.

## ALGORITHM 2

Input: $U_{k}(\omega), k=0,1, \ldots, K$ and $D(\omega)$,
Output: $\mathbf{f}^{*}=\arg \min _{\mathbf{f}}\left\|D(\omega)-\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right\|_{\infty}$.
$\operatorname{Begin}(i=1)$
0. Choose $\mathcal{S}^{[i]}=\left\{\omega_{0}, \omega_{1}, \ldots, \omega_{m}\right\} \subset \mathcal{S}$ such that $m \geq K$ and the matrix $\left[U_{k}\left(\omega_{n}\right)\right]_{k, n}, k=0,1, \ldots, K ;$
$n=0,1, \ldots, m$ has column rank $K+1$.

1. Set $\mathbf{f}^{[\mathrm{i}]}=\arg \min _{\mathbf{f}}\left\{\max _{\omega \in \mathcal{S}^{(i)}}\left|D(\omega)-\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right|\right\}$.
2. Find $\omega^{[i]}=\arg \max _{\omega \in \mathcal{S}}\left|D(\omega)-\sum_{k=0}^{K} f_{k}^{(i)} U_{k}(\omega)\right|$.
3. Set $\mathcal{S}^{[i+1]} \leftarrow \mathcal{S}^{[i]} \cup\left\{\omega^{[i]}\right\}$ and $i \leftarrow i+1$, go to Step 1 .

The First Algorithm of Remez starts with a discrete set of frequencies $\left\{\omega_{i}, i=\right.$ $0,1, \ldots, m\}$ in $\mathcal{S}$, where $m$ is at least $K$. Although the Haar condition is not required to be satisfied by the basis functions, this initial set of frequency points must be chosen such that they yield a full-column-rank matrix

$$
\mathbf{V}_{i n i t}=\left[\begin{array}{ccccc}
U_{0}\left(\omega_{0}\right) & U_{1}\left(\omega_{0}\right) & U_{2}\left(\omega_{0}\right) & \ldots & U_{K}\left(\omega_{0}\right)  \tag{4.11}\\
U_{0}\left(\omega_{1}\right) & U_{1}\left(\omega_{1}\right) & U_{2}\left(\omega_{1}\right) & \ldots & U_{K}\left(\omega_{1}\right) \\
U_{0}\left(\omega_{2}\right) & U_{1}\left(\omega_{2}\right) & U_{2}\left(\omega_{2}\right) & \ldots & U_{K}\left(\omega_{2}\right) \\
& & \vdots & & \\
U_{0}\left(\omega_{K}\right) & U_{1}\left(\omega_{K}\right) & U_{2}\left(\omega_{K}\right) & \ldots & U_{K}\left(\omega_{K}\right) \\
& & \vdots & & \\
U_{0}\left(\omega_{m}\right) & U_{1}\left(\omega_{m}\right) & U_{2}\left(\omega_{m}\right) & \ldots & U_{K}\left(\omega_{m}\right)
\end{array}\right] .
$$

The lack of such a discrete set of points indicates that the basis is degenerate, i.e., some of the basis functions $U_{k}(\omega)$ are linearly dependent on others, in which case they are excluded from the basis. The optimization problem (4.3) is solved only for this discrete


Figure 4-1: The First Algorithm of Remez computes the optimal approximation for a discrete set of points, and locates the maximum error point to include in the next iteration. In this example, the compact set $\mathcal{S}$ on which the approximation is performed is $[0, \pi]$.
set of points. The coefficients $f_{k}$ obtained are used to evaluate the approximation on $\mathcal{S}$ and to locate the frequency at which the maximum approximation error occurs as illustrated in Figure 4-1. This frequency is added to the set of points for which the optimization problem will be solved in the next iteration, and the procedure is repeated until the minimax error at each iteration does not deviate by more than a pre-specified threshold.

Unlike the Remez exchange algorithm, the number of points for which an optimization problem is solved increases by one at each iteration in the First Algorithm of Remez. However, this does not present a serious computational concern as the optimization problem (4.3) is linear when the functions involved are real-valued, and is convex when they are complex-valued for a discrete set of frequencies, both cases of which can be solved efficiently, and the required number of iterations are quite few as will be shown in applications in Chapter 6. Moreover, it is shown in [19] that the exact computation of the location of the maximum error on $\mathcal{S}$ at each iteration is not required, and the algorithm has the same convergence guarantees when approximation error is computed on a "dense enough" and possibly irregular grid in $\mathcal{S}$.

At each iteration $i$, the minimax error on $\mathcal{S}$ increases as new points are added to the discrete set of points $\mathcal{S}^{(i)}$. The vector of optimal coefficients $\mathbf{f}^{(\mathbf{i})}$ obtained at each iteration is guaranteed to be in a bounded subset of $\mathcal{R}^{K+1}$, therefore the sequence of vectors $\mathbf{f}^{(\mathbf{i})}$ is guaranteed to have at least one clustering point [46]. Moreover, any of these clustering points will be an optimal choice for the coefficients $f_{k}$ with the same maximum approximation error as the other cluster points. This implies that the coefficient vector sequence $f^{(i)}$ does not necessarily converge, but the sequence of minimax error on $\mathcal{S}$ converges. The Haar condition for $\left\{U_{k}(\omega)\right\}$ is not required for the convergence of minimax error sequence, however its existence guarantees the uniqueness of the optimal choice for coefficients $f_{k}$ [13]. These facts are proved in [13] and the proof is included in Appendix B with the notation of this chapter for convenience.

For the frequency response decomposition problem stated in (4.2), the matrix in equation (4.5) will take the form of a complex-valued Vandermonde matrix which is full rank if and only if $G\left(e^{j \omega}\right)$ has distinct values for each $\omega \in \mathcal{S}$. When the Haar condition is not satisfied, there are multiple optimal choices including any clustering point of the coefficient vector sequence $\mathbf{f}^{(\mathbf{i})}$ obtained in Algorithm 2. In fact, any coefficient vector in the convex hull of the identified optimal coefficient vectors can be shown to be an optimal choice itself. In order to see this, consider two optimal coefficent vectors $\mathbf{a}$ and $\mathbf{b}$ that satisfy

$$
\begin{equation*}
\left\|D(\omega)-\sum_{k=0}^{K} a_{k} U_{k}(\omega)\right\|_{\infty}=\Delta_{o p t} \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|D(\omega)-\sum_{k=0}^{K} b_{k} U_{k}(\omega)\right\|_{\infty}=\Delta_{o p t} \tag{4.13}
\end{equation*}
$$

where $\Delta_{\text {opt }}$ is the minimum attainable error among all choices of coefficients. It suffices
to show that the coefficient vector in the midpoint $\frac{\mathbf{a}+\mathbf{b}}{2}$ is also an optimal choice as in

$$
\begin{align*}
& \left|D(\omega)-\sum_{k=0}^{K+1} \frac{a_{k}+b_{k}}{2} U_{k}(\omega)\right| \\
& =\frac{1}{2}\left|\left(D(\omega)-\sum_{k=0}^{K+1} a_{k} U_{k}(\omega)\right)+\left(D(\omega)-\sum_{k=0}^{K+1} b_{k} U_{k}(\omega)\right)\right|  \tag{4.14}\\
& \leq \frac{1}{2}\left(\mid\left(D(\omega)-\sum_{k=0}^{K+1} a_{k} U_{k}(\omega)|+|\left(D(\omega)-\sum_{k=0}^{K+1} b_{k} U_{k}(\omega) \mid\right)\right.\right. \\
& \leq \Delta_{\text {opt }}
\end{align*}
$$

where the triangular inequality was used in the first inequality. However, since no coefficient set can achieve a smaller error than $\Delta_{o p t}$, the incquality becomes an equality proving the optimality of $\frac{\mathbf{a + b}}{2}$.

### 4.1.4 The Frequency Response Decomposition Algorithm

Since the frequency response decomposition of a desired function $D(\omega)$ is a special case of the optimization problem (4.3) with $U_{k}(\omega)=G^{k}\left(e^{j \omega}\right)$, its solution consists of one of the two algorithms developed in this section.

Frequency Response Decomposition Algorithm. Given a desired function $D(\omega)$, the basis functions $G^{k}\left(e^{j \omega}\right), k=0,1, \ldots, K$, and the compact set $\mathcal{S}$ on which the decomposition is to be performed, invoke the Remez Exchange Algorithm with $\left.U_{k}(\omega)=G^{k}\left(e^{j \omega}\right)\right)$ if $D(\omega)$ and $G\left(e^{j \omega}\right)$ are real valued and the functions $G^{k}\left(e^{j \omega}\right), k=0,1, \ldots, K$, satisfy the Haar condition. Otherwise, invoke the First Algorithm of Remez given in Algorithm 2.

Although the First Algorithm of Remez provides a slightly less efficient algorithm to solve the optimization problem (4.3) than the Remez Exchange Algorithm due to an increasing number of frequency points at each iteration for which the error is optimized, it will be adapted as the main choice to solve this problem in the rest of this chapter and for the applications in Chapter 6 since it applies to a much wider class of applications where the functions are complex valued and the Haar condition is not necessarily satisfied.

### 4.1.5 Decomposition on infinite intervals: Continuous time

The frequency response decomposition algorithm applies to problems defined only on compact sets. Continuous time signals and filters have frequency response representations that are defined on the entire real line as opposed to discrete time signals and systems which need to be specified only on the compact interval $[-\pi, \pi]$. Therefore, one way to perform the decomposition of such frequency responses defined on $(-\infty, \infty)$ is to transform the problem to a compact interval, for example through a frequency warping, before applying the decomposition algorithm developed in this section. In this case, such a transformation must also preserve the minimax approximation error profile in both the original domain and the warped domain. The bilinear transformation satisfies both of these properties and applications exploiting this transformation will be shown in Chapter 6.

### 4.2 Frequency Response Decomposition by Magnitude

Although the First Algorithm of Remez is able to locate the optimal solution by solving problem (4.3) efficiently even when $D(\omega)$ and $U_{k}(\omega)$ are complex valued functions, a general disadvantage of approximating complex valued functions when compared to those that are real valued is the additional requirement to match the phase of the approximating generalized polynomial $\sum_{k} f_{k} U_{k}(\omega)$ to that of $D(\omega)$, which are always matched when both are real regardless of the choice of coefficients $f_{k}$. The attained minimax error $\Delta_{\text {opt }}$ may not be satisfactory in cases where the phases of $D(\omega)$ and the basis functions $U_{k}(\omega)$ are arbitrary due to this additional burden on the approximation algorithm. The approximation quality may improve significantly if only the magnitude of a complex-valued function is desired to be approximated with that of a composition in an application. For example, the specification of continuous time LTI filters are provided as constraints on the magnitude of the frequency response. These applications can potentially benefit from an extension of the frequency response de-
composition algorithm to the case where the approximation quality is specified with respect to the difference between $\left|H\left(e^{j \omega}\right)\right|$ and $\left|F\left(G\left(e^{j \omega}\right)\right)\right|$.

This section extends the frequency response decomposition algorithm given in Section 4.1.4 to the case of decomposition by magnitude. Since the functions of interest are in general complex valued, only the first Algorithm of Remez will be considered. In this case, the error to be minimized is given in terms of the difference of magnitudes of the target function $H\left(e^{j \omega}\right)$ and its decomposition $\sum_{k} f_{k} G^{k}\left(e^{j \omega}\right)$, and the problem of decomposition by magnitude,

$$
\begin{array}{ll}
\underset{\mathbf{f}}{\operatorname{minimize}} & \Delta \\
\text { subject to } & \left\|\left|H\left(e^{j \omega}\right)\right|-\left|\sum_{k=0}^{K} f_{k} G^{k}\left(e^{j \omega}\right)\right|\right\|_{\infty} \leq \Delta, \tag{4.15}
\end{array}
$$

becomes a special case of the semi-infinite optimization problem

$$
\begin{array}{ll}
\underset{\mathbf{f}}{\operatorname{minimize}} & \Delta \\
\text { subject to } & \left.\left|M(\omega)-\left|\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right|\right|\right|_{\infty} \leq \Delta \tag{4.16}
\end{array}
$$

with $M(\omega)=\left|H\left(e^{j \omega}\right)\right|$ and $U_{k}(\omega)=G^{k}\left(e^{j \omega}\right)$.

The frequency response decomposition algorithm described in Section 4.1.4 exploited the similarity of problems (4.2) and (4.3), where the latter was efficiently solved by the First Algorithm of Remez for complex valued functions. However, the decomposition problem by magnitude in (4.15) cannot directly exploit its similarity to (4.16) as the First Algorithm of Remez does not apply to problems of the latter form. Moreover, these problems are not convex with respect to the coefficients $f_{k}$ unlike in the frequency response decomposition problem. In this section, an equivalent problem to that of (4.16) will be formulated that allows the utilization of the First Algorithm of Remez in an iterative algorithm for its solution.

### 4.2.1 An Alternating Projections Algorithm

The optimal solution for the optimization problem (4.16) does not change if its constraint is replaced by

$$
\begin{equation*}
\left\|\left|M(\omega) e^{j \Theta(\omega)}\right|-\left|\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right|\right\|_{\infty} \leq \Delta \tag{4.17}
\end{equation*}
$$

where $\Theta(\omega)$ is an arbitrary phase function since $e^{j \Theta(\omega)}$ has unit magnitude. In (4.17), specifying $\Theta(\omega)=\Theta_{\mathbf{f}}(\omega)$, the phase of the generalized polynomial $\sum_{k} f_{k} U_{k}(\omega)$ such that

$$
\begin{equation*}
\sum_{k=0}^{K} f_{k} U_{k}(\omega)=\left|\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right| e^{j \theta_{\mathfrak{f}}(\omega)} \tag{4.18}
\end{equation*}
$$

renders the absolute value operations redundant since both complex terms have the same phase. Removing the absolute values yields an equivalent problem to (4.16),

$$
\begin{array}{ll}
\underset{\mathbf{f}}{\operatorname{minimize}} & \Delta \\
\text { subject to } & \left\|M(\omega) e^{j \theta_{\mathbf{f}}(\omega)}-\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right\|_{\infty} \leq \Delta . \tag{4.19}
\end{array}
$$

The subscript $\mathbf{f}$ in $\Theta_{\mathbf{f}}(\omega)$ represents the dependency of the specified phase on the coefficients of the generalized polynomial.

The optimization problem (4.19) is not convex and cannot be solved exactly. Although (4.19) is equivalent to (4.16), its explicit dependence on $\mathbf{f}$ in two different terms in its constraint suggests an iterative algorithm each step of which is much easier to perform than solving (4.16) directly. In the $i$-th iteration of this iterative algorithm, the optimal coefficients $f^{[i]}$ are obtained given the phase $\Theta^{[i-1]}(\omega)$ from the $(i-1)$-st iteration. This phase is updated for the next iteration with the optimal choice of $\Theta^{[i]}(\omega)$ given $f^{[i]}$. This procedure is outlined in Algorithm 3.

## ALGORITHM 3

Input: $U_{k}(\omega), k=0,1, \ldots, K ; M(\omega)$; an arbitrary $\Theta^{[0]}(\omega)$
Output: A local optimum for $\mathbf{f}^{*}=\arg \min _{\mathbf{f}}\left\|M(\omega) e^{j \theta_{\mathbf{f}}(\omega)}-\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right\|_{\infty}$.
Set $i=1$.

1. $\operatorname{Set} \mathbf{f}^{[\mathrm{i}]}=\arg \min _{\mathbf{f}}\left\|M(\omega) e^{j \ominus^{[i-1]}(\omega)}-\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right\|_{\infty}$.
2. Set $\Theta^{[i]}(\omega)=\arg \min _{\Theta(\cdot)}\left\|M(\omega) e^{j \Theta(\omega)}-\sum_{k=0}^{K} f_{k}^{[i]} U_{k}(\omega)\right\|_{\infty}$
3. Set $i \leftarrow i+1$, go to Step 1 .

Given the phase $\Theta^{[i-1]}(\omega)$ from the previous iteration, finding the optimal coefficient vector $\mathbf{f}^{[i]}$ to minimize the error in Step 1 of Algorithm 3 is an instance of an approximation problem by a generalized polynomial which can be solved easily using the First Algorithm of Remez. This step can be viewed as the projection of the function $M(\omega) e^{j \theta^{[i-1]}(\omega)}$ onto the space of functions spanned by the basis functions $U_{k}(\omega), k=0,1, \ldots, K$, i.e.,

$$
\begin{equation*}
\mathcal{U}=\left\{P(\omega) \text { s.t. } P(\omega)=\sum_{k=0}^{K} a_{k} U_{k}(\omega) \text { for } a_{k} \in \mathcal{R}\right\} \tag{4.20}
\end{equation*}
$$

Choosing the same set of frequency points in the initial step each time the first algorithm of Remez is invoked guarantees the sequence $f^{[i]}$ to be bounded in magnitude by the same number not only within one call of the algorithm but also throughout the iterations in Algorithm 3.

Once $f^{[i]}$ is determined in Step 1, the optimal phase $\Theta^{[i]}(\omega)$ to attach to $M(\omega)$ can be determined by interpreting Step 2 as the projection of the generalized polynomial $\sum_{k} f_{k}^{[i]} U_{k}(\omega)$ onto the set of complex valued functions with magnitude $M(\omega)$, i.e.,

$$
\begin{equation*}
\mathcal{M}=\left\{R(\omega) \text { s.t. } R(\omega)=M(\omega) e^{j \Theta(\omega)} \text { for arbitrary } \Theta(\omega)\right\} \tag{4.21}
\end{equation*}
$$

This set does not correspond to a vector space and it is not even convex, however projections onto this set can be performed in a very straightforward manner. More specifically, for every $\omega$,

$$
\begin{align*}
& \left|M(\omega) e^{j \Theta(\omega)}-\sum_{k=0}^{K} f_{k}^{[i]} U_{k}(\omega)\right|=\left|M(\omega) e^{j \Theta(\omega)}-\left|\sum_{k=0}^{K} f_{k}^{[i]} U_{k}(\omega)\right| e^{j \Theta_{f}^{[i]}(\omega)}\right| \\
& =|M(\omega)|^{2}+\left|\sum_{k=0}^{K} f_{k}^{[i]} U_{k}(\omega)\right|^{2}-2|M(\omega)|\left|\sum_{k=0}^{K} f_{k}^{[i]} U_{k}(\omega)\right| \cos \left(\Theta(\omega)-\Theta_{f}^{[i]}(\omega)\right) \tag{4.22}
\end{align*}
$$

where the first equality follows from equation (4.18) for the definition of $\Theta_{f}^{[i]}(\omega)$ and the second equality follows from the cosine theorem. The same optimal choice of $\Theta(\omega)=\Theta_{f}^{[i]}(\omega)$ minimizes equation (4.22) for every frequency $\omega$, hence it is the solution of Step 2 of Algorithm 3.

The two steps of Algorithm 3 correspond to alternating projections of a desired magnitude function $M(\omega)$ between the sets $\mathcal{U}$ defined in equation (4.20) and $\mathcal{M}$ defined in equation (4.21) as depicted in Figure 4-2. It is well known that if the two sets were both convex witn non-empty intersection, the sequence of functions obtained during this iterative procedure would converge to a function in $\mathcal{U} \cap \mathcal{M}$ yielding $\Delta=0$, or, if the intersection is empty, converge to the closest point of $\mathcal{U}$ to $\mathcal{M}$ attaining the global minimum of $\Delta$. Although the lack of convexity in $\mathcal{M}$ prevents from establishing such guarantees in the magnitude response decomposition problem, the maximum error $\Delta^{[i]}$ at each iteration can be shown to be a non-increasing sequence. More specifically, for any $i>0$,

$$
\begin{align*}
\Delta^{[i]} & =\left\|M(\omega) e^{j \Theta^{[i]}(\omega)}-\sum_{k=0}^{K} f_{k}^{[i]} U_{k}(\omega)\right\|_{\infty} \\
& \geq\left\|M(\omega) e^{j \Theta^{[i]}(\omega)}-\sum_{k=0}^{K} f_{k}^{[i+1]} U_{k}(\omega)\right\|_{\infty}  \tag{4.23}\\
& \geq\left\|M(\omega) e^{j \Theta^{[i+1]}(\omega)}-\sum_{k=0}^{K} f_{k}^{[i+1]} U_{k}(\omega)\right\|_{\infty} \\
& =\Delta^{[i+1]}
\end{align*}
$$



Figure 4-2: The illustration of alternating projections of a function between two sets $\mathcal{U}$ defined in equation (4.20) and $\mathcal{M}$ defined in equation (4.21).
where the first inequality follows from the minimization at Step 1 and the second inequality follows from the minimization from Step 2 of Algorithm 3. Since $\Delta^{[i]}$ is bounded below by zero, it is going to converge and possibly to a positive value $\Delta_{\text {opt }}$.

### 4.3 Chapter Conclusions

In this chapter, frequency response decomposition was treated as a special case of approximations with generalized polynomials in order to develop the decomposition algorithms in a more general setting and to utilize the mathematical tools available for generalized polynomials from the literature. The Remez Exchange Algorithm was shown to be an important tool that can be exploited to decompose real valued frequency responses when the basis functions $G^{k}\left(e^{j \omega}\right), k=0,1, \ldots, K$ are both realvalued and satisfy the Haar condition on the frequency intervals of interest. Although computationally efficient, such restrictions of the Remez Exchange algorithm motivated an alternative algorithm again due to Remez, the First Algorithm of Remez, to be extended for decomposing frequency responses which does not have these restrictions. This latter algorithm was extended to cases where only the magnitude of the composition approximates the magnitude of a desired function. An iterative algorithm was proposed for the solution of the decomposition problem by magnitude, where, although the non-convex problem is not solved exactly, the approximation error was shown to be monotonically non-increasing at each iteration step.

## Chapter 5

## Discrete Multivariate Function Composition and Decomposition

In the previous chapters, the focus has been on the composition and decomposition of one dimensional functions. In a signal processing framework in which functional composition and decomposition are to be exploited, it may be potentially useful to extend the discussion to multivariate functions as well.

Applications that are characterized by their requirement of taking summations, i.e. marginalizations, over multivariate functions constitute a large class of problems that can potentially benefit from the composition and the decomposition of multivariate functions. Some well-known examples that require marginalizations are nonlinear filtering, projections, computing expectations and messages in message passing algorithms in statistical inference problems. This chapter will develop a multivariate function decomposition algorithm in order to benefit from its potential computational efficiencies for this large set of problems. The computational benefits for the case of factorable functions in these applications are well known and several efficient algorithms have already been developed to exploit factorability. The decomposition algorithm which will be developed in this chapter will be formulated in a way to extend the benefits of factorability to decomposability and to exploit the algorithms previously developed in this new context. This will be accomplished by introducing latent variables to a given decomposable function and representing it as a product of
functions each of which have fewer variables, in which case the efficient algorithms for the factorable functions can be invoked. This is done at the expense of artificially increasing the dimensionality of the given function. However a careful choice of an alphabet size for the latent variable will be shown to ensure this approach remains efficient. Moreover, if a given function is not exactly decomposable, it will be approximated by a decomposable representation as an alternative to approximate factorization in order to benefit from the same efficiencies.

In this thesis, attention will be restricted to discrete functions as the methods developed will exploit mathematical methods that assume discrete and finite alphabet sizes. However this will be sufficient to illustrate the feasibility and benefits of introducing decomposition in certain signal processing applications and provide a motivation for exploring decomposition algorithms for multivariate continuous functions in a future study.

In Section 5.1, the computational difficulties in the context of marginalization problems will be discussed with an emphasis on why factorability into functions with fewer variables have been widely considered as desirable. The class of applications known in the literature as marginalize-a-product-function (MPF) problems will be introduced [1], and a new class of applications will be defined as marginalize-a-decomposable-function (MDF) problems for which the computational benefits are to be extended.

In Section 5.2, multidimensional matrices are introduced as a natural and straightforward tool to represent discrete multivariate functions. Moreover, a basic form for a decomposable multivariate function, adapted from a stream of work in machine learning for its convenience, will be introduced. It will be shown that once a decomposition algorithm is developed for this basic form, other forms of decompositions can also be obtained by repeatedly invoking this algorithm on the subfunctions.

In Section 5.3, methods will be developed to represent decomposable functions as factorable functions at a higher dimension by introducing latent variables. The conditions under which such an operation will remain efficient will be discussed, and the decomposable representations will be manipulated to show that a decomposable func-
tion can be represented as a product of matrices. Moreover, although factor graphs can successfully capture the structure of factorable functions and not decomposable functions, the techniques developed in this section will lead to a factor graph representation that can capture the decomposability structure and lend itself to efficient computations.

The matrix representations of multivariate functions as well as the matrix product view of decomposition developed in Section 5.3 will constitute the basis of decomposition algorithms that will be developed in Section 5.4. More specifically, having reduced the decomposition problem to a matrix factorization problem, techniques such as singular value decomposition (SVD) and nonnegative matrix factorization (NMF) algorithms will be borrowed from the literature for developing the machinery for decomposition.

### 5.1 Efficient Marginalization

The problems that require marginalizing multivariate functions over some or all of their variables can be computationally intractable since the dimensionality over which the summation is performed increases exponentially with the number of variables. These problems become instances of marginalize-a-product-function (MPF) problems formally defined in $[1,41]$, for which well-known efficient algorithms exist, when the multivariate functions to be marginalized are factorable into local functions that depend only on subsets of variables. The efficiency of factorability stems from the possibility of distributing the summation over local functions hence reducing the dimensionality over which these operations are performed. For example, consider a 5th order Volterra kernel of a nonlinear time invariant system which has a factorization of the form

$$
\begin{equation*}
h\left[n_{1}, n_{2}, n_{3}, n_{4}, n_{5}\right]=\psi_{A}\left[n_{1}, n_{4}, n_{5}\right] \psi_{B}\left[n_{2}, n_{3}, n_{4}\right], \tag{5.1}
\end{equation*}
$$

where $\psi_{A}$ and $\psi_{B}$ are both multivariate functions themselves. In order to compute the corresponding 5 -th Volterra term $y_{5}[n]$ in the series expansion for the output when the input is $x[n]$, the marginalization can be distributed over the two local functions
$\psi_{A}$ and $\psi_{B}$ instead of performing the marginalization over all possible five-tuples $\left\{n_{1}, \ldots, n_{5}\right\}$ at once,

$$
\begin{align*}
& y_{5}[n]=\sum_{n_{1}} \sum_{n_{2}} \sum_{n_{3}} \sum_{n_{4}} \sum_{n_{5}} \psi_{A}\left[n_{1}, n_{4}, n_{5}\right] \psi_{B}\left[n_{2}, n_{3}, n_{4}\right] \prod_{k=1}^{5} x\left[n-n_{k}\right] \\
& =\sum_{n_{4}} x\left[n-n_{4}\right]\left(\sum_{n_{1}} \sum_{n_{5}} \psi_{A}\left[n_{1}, n_{4}, n_{5}\right] x\left[n-n_{1}\right] x\left[n-n_{5}\right]\right)\left(\sum_{n_{2}} \sum_{n_{3}} \psi_{B}\left[n_{2}, n_{3}, n_{4}\right] x\left[n-n_{2}\right] x\left[n-n_{3}\right]\right) \tag{5.2}
\end{align*}
$$

where each local sum will be performed on a subset of variables, in which case much fewer computations will be required. Although the computational savings depend highly on the form of the actual factorization, the number of variables in the factors and their alphabet sizes, performing computations by exploiting the factorization will increase efficiency in general.

Following a naming convention similar to MPF, marginalizations over decomposable functions will be referred to as marginalize-a-decomposable-function (MDF) in this thesis. In order to benefit from the existing algorithms for MPF problems exploiting factorability, decompositions will be formulated as a generalization of factorization when the function is artificially and temporarily carried to higher dimensions through the introduction of latent variables. This will allow re-expressing MDF problems as MPF problems and apply the same efficient algorithms with little overhead due to the introduction of the latent variables.

### 5.2 Decomposable Representations of Discrete Multivariate Functions

A bivariate signal $F(\cdot, \cdot)$ of two variables $\{x, y\}$ can be represented either analytically in terms of $x$ and $y$ or specified for each and every value of the pair $(x, y)$ if the alphabets of these variables are finite and discrete, i.e., they can only take finitely many distinct values. In many circumstances, an analytic expression for $F(x, y)$ is undefined, unknown or not meaningful such as with a natural image consisting
of pixel values where the variations between pixel values cannot be modeled by an analytic function of the pixel coordinates. In such an image, the variables $x$ and $y$ correspond to coordinates of the pixels and they both take a finite number of discrete values, consecutive integers in this case. In other cases, there may be an analytic representation of $F(x, y)$ or the alphabets of the variables may be continuous. In an application where computations are to be performed or data to be stored, a common practice is to take the range of interest for the variables and discretize them, in which case the function values can be recorded as a matrix $\mathbf{M}_{\mathbf{F}}$.

The matrix representation of bivariate discrete functions can be extended similarly to a multidimensional matrix, i.e. tensor, representation for discrete multivariate functions $H(\mathbf{X})$, where

$$
\begin{equation*}
\mathbf{X}=\left\{x_{1}, x_{2}, \ldots, x_{K}\right\} \tag{5.3}
\end{equation*}
$$

is the set of $K$ discrete variables with finite alphabets. The multidimensional matrix $\mathbf{T}_{\mathbf{H}}$ has $K$ dimensions. The size of $\mathbf{T}_{\mathbf{H}}$ along its $k$-th dimension is $D_{x_{k}}$, namely the alphabet size of $x_{k}$, since it is indexed by $x_{k}$. The total number of entries in $\mathbf{T}_{\mathbf{H}}$ is thus

$$
\begin{equation*}
D_{\mathbf{X}}=\prod_{k=1}^{K} D_{x_{k}} \tag{5.4}
\end{equation*}
$$

i.e., it is equal to the joint alphabet size of the $K$-tuple $\left(x_{1}, \ldots, x_{K}\right)$. Given an instantiation of $\mathbf{X}$, namely a set of values for $\left(x_{1}, x_{2}, \ldots\right)$, the value of a multivariate function $H(\mathbf{X})$ can be obtained by a look-up procedure from the multidimensional matrix $\mathbf{T}_{\mathbf{H}}$ that represents it.

### 5.2.1 A Basic Decomposable Representation

A basic form that represents a function of a function in the context of multivariate functions is

$$
\begin{equation*}
F\left(x_{(f, 1)}, \ldots, x_{(f, M)}, G\left(x_{(g, 1)}, \ldots, x_{(g, N)}\right)\right) \tag{5.5}
\end{equation*}
$$

where the variable subindices $f$ and $g$ imply correspondence to $F$ and $G$, respectively. In other words, in this basic decomposable form, $G$ is a multivariate function evalu-
ating to a single value and $F$ is a function of this value along with other variables. The variables are all distinct, i.e., the set of variables of $F$ and that of $G$ are disjoint. This basic form was exploited in the context of machine learning due to its simplicity, in which intermediate meanings for a subset of variables were developed and referred to as concepts [57]. In that stream of work, this decomposition was not considered for its potential computational efficiency but rather to obtain groups of variables related to each other through a concept. In this thesis, this basic form will be adapted as the simplest form of decomposability which can be repeated for subfunctions as desired to obtain more sophisticated decompositions for the purposes of computational and representational efficiencies using multivariate functions in MDF problems. This requires obtaining decompositions of this form as the first step.

For any disjoint partitioning $\mathbf{X}_{\mathbf{A}}$ and $\mathbf{X}_{\mathbf{B}}$ of $\mathbf{X}$ satisfying $\mathbf{X}_{\mathbf{A}} \cup \mathbf{X}_{\mathbf{B}}=\mathbf{X}$ and $\mathbf{X}_{\mathbf{A}} \cap \mathbf{X}_{\mathbf{B}}=\emptyset, H(\mathbf{X})$ can always be obtained by a two-step tensor look-up procedure by introducing a latent variable $c$. The first tensor $\mathbf{T}_{\mathbf{G}}$ of dimensionality $N$ corresponds to a sub-function $c=G\left(\mathbf{X}_{\mathbf{B}}\right)$ and the second tensor $\mathrm{T}_{\mathbf{F}}$ of dimensionality $M+1$ corresponds to a function $F\left(\mathbf{X}_{\mathbf{A}}, c\right)$. Here, $M$ and $N$ are the number of elements in $\mathbf{X}_{\mathbf{A}}$ and $\mathbf{X}_{\mathbf{B}}$, respectively. The result will be a decomposable representation in the form

$$
\begin{equation*}
H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right)=F\left(\mathbf{X}_{\mathbf{A}}, G\left(\mathbf{X}_{\mathbf{B}}\right)\right) \tag{5.6}
\end{equation*}
$$

$\mathbf{T}_{\mathbf{G}}$ can be obtained by defining any one-to-one function $G: \prod_{x_{i} \in \mathbf{X}_{\mathrm{B}}} X_{i} \longrightarrow \mathcal{R}_{G}$, where $X_{i}$ denotes the alphabet of the variable $x_{i}$ and $\mathcal{R}_{G}$ denotes the alphabet of $c$, i.e. the set of all possible values that $G$ takes over the alphabet of $\mathbf{X}_{\mathbf{B}}$. Once $G$ is chosen freely, $F$ must be specified, for consistency, by

$$
\begin{equation*}
F\left(\mathbf{X}_{\mathbf{A}}, G\left(\mathbf{X}_{\mathbf{B}}\right)\right) \triangleq H(\mathbf{X}) \tag{5.7}
\end{equation*}
$$

which constitute the entries of $\mathbf{T}_{\mathbf{F}}$. In this representation, $G$ evaluates to a unique value $c$ for each different instantiation of $\mathbf{X}_{\mathbf{B}}$ since it is a one-to-one mapping, and that unique value along with the rest of the variables in $\mathbf{X}_{\mathbf{A}}$ unambiguously determines the value of $F$, which is by definition set to $H(\mathbf{X})$.

### 5.2.2 Constraints on the size of $\mathcal{R}_{G}$

The decomposable representation of $H$, or equivalently of $\mathbf{T}_{\mathbf{H}}$, as in equation (5.6) using a one-to-one function for $G$ does not directly lead to a more compact or efficient representation. This can be seen from the fact that $\mathbf{T}_{\mathbf{H}}$ has been replaced by a comparably large tensor $\mathbf{T}_{\mathbf{F}}$ in addition to $\mathbf{T}_{\mathbf{G}}$. The size of $\mathbf{T}_{\mathbf{F}}$ is the same as that of $\mathbf{T}_{\mathbf{H}}$ despite having smaller dimensionality of $M+1$ since the dimension of $\mathbf{T}_{\mathbf{F}}$ that is indexed by the latent variable $c$ is the same size as the number of different configurations that $X_{B}$ can have.

For a more efficient and compact representation, $G\left(\mathbf{X}_{\mathbf{B}}\right)$ has to reveal degeneracies in $H(\mathbf{X})$ with respect to $\mathbf{X}_{\mathbf{B}}$, i.e., when $H(\mathbf{X})=H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right)$ takes the same values for different instantiations of $\mathbf{X}_{\mathbf{B}}, G\left(\mathbf{X}_{\mathbf{B}}\right)$ should be specified in a way to reflect this by taking on the same value for those instantiations rather than being specified as a one-to-one mapping.

To illustrate this observation, consider the discrete multivariate function example

$$
\begin{equation*}
H\left(x_{1}, x_{2}, x_{3}\right)=\max \left(x_{1}, \min \left(x_{2}, x_{3}\right)\right) \tag{5.8}
\end{equation*}
$$

given in [57]. The variables $x_{1}, x_{2} \in\{l o, m e d, h i\}$, and $x_{3} \in\{l o, h i\}$ index a three dimensional tensor $\mathbf{T}_{\mathbf{H}}$ of dimensions $3 \times 3 \times 2$. For clarity and the sake of numerical manipulations, the values $\{l o, m e d, h i\}$ will be replaced by $\{-5,0,5\}$, which corresponds to the voltages in a bipolar signaling scheme with $h i=5 \mathrm{~V}$. For illustration, $\mathbf{T}_{\mathbf{H}}$ has been unfolded into a partition matrix in Table 5.1 where the partition sets are $\mathbf{X}_{\mathbf{A}}=\left\{x_{1}\right\}$ and $\mathbf{X}_{\mathbf{B}}=\left\{x_{2}, x_{3}\right\}$, i.e., it is shown as a matrix where the rows are indexed by different values of $x_{1}$ and the columns are indexed by different values of the pair $\left\{x_{2}, x_{3}\right\}$. This representation conveniently reveals the degeneracies in $H$ with respect to the variables $\left\{x_{2}, x_{3}\right\}$ in that for six different values of the pair, there are only three distinct columns in this specific tabular representation. This observation would have suggested defining a sub-function $c=G\left(x_{2}, x_{3}\right)$ that only takes three distinct values for all values of $\left\{x_{2}, x_{3}\right\}$ as shown at the bottom of Table 5.1, for example to choose $\mathcal{R}_{G}=\{1,2,3\}$. The new representation of $H\left(x_{1}, x_{2}, x_{3}\right)$ consists of two

Table 5.1: Partition matrix for $\mathbf{X}_{\mathbf{A}}=\left\{x_{1}\right\}$ and $\mathbf{X}_{\mathbf{B}}=\left\{x_{2}, x_{3}\right\}$

|  | $x_{2}$ | -5 | -5 | 0 | 0 | 5 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $x_{1}$ | $x_{3}$ | -5 | 5 | -5 | 5 | -5 | 5 |
| -5 |  | -5 | -5 | -5 | 0 | -5 | 5 |
| 0 |  | 0 | 0 | 0 | 0 | 0 | 5 |
| 5 |  | 5 | 5 | 5 | 5 | 5 | 5 |
| $G\left(x_{2}, x_{3}\right)$ | 1 | 1 | 1 | 2 | 1 | 3 |  |

Table 5.2: Decomposed representation for $H\left(x_{1}, x_{2}, x_{3}\right)$ in Table 5.1. (a) Values for $G\left(x_{2}, x_{3}\right)(\mathrm{b})$ Values for $F\left(x_{1}, G\right)=H\left(x_{1}, x_{2}, x_{3}\right)$.

| $(\mathrm{a})$ |  |  |
| :---: | :---: | :---: |
| $\left(x_{2}, x_{3}\right)$ | -5 | 5 |
| -5 | 1 | 1 |
| 0 | 1 | 2 |
| 5 | 1 | 3 |


| $(\mathrm{b})$ |  |  |  |
| :---: | :--- | :--- | :--- |
| $\left(x_{1}, G\right)$ | 1 | 2 | 3 |
| -5 | -5 | 0 | 5 |
| 0 | 0 | 0 | 5 |
| 5 | 5 | 5 | 5 |

smaller tensors $\mathbf{T}_{\mathbf{G}}$ and $\mathbf{T}_{\mathbf{F}}$, in fact matrices since they are two dimensional as they are shown in Table 5.2.

In the specific example of equation (5.8), the total number of parameters or tensor entries to represent $H$ has changed from 18 to 15 . For larger alphabets and numbers of variables, the savings can be substantial. The limit on the alphabet size of $c$ may be different for efficient representations of the multivariate function than the limit for efficient computations using the function in MDF problems as discussed in later sections.

### 5.2.3 Other Decomposable Representations

The basic decomposition of a multivariate function $H(\mathbf{X})$ into functions of a disjoint partition $\left\{\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right\}$ as in equation (5.6) is only one of the possible forms for a decomposition. Nevertheless, in this section, developing a basic one-step decomposition algorithm to yield this form will be shown to suffice to obtain many other more structured decomposition forms when it is applied iteratively. For example, a decomposition of the form

$$
\begin{equation*}
H(\mathbf{X})=F\left(\mathbf{X}_{\mathbf{A}^{\prime}}, G_{1}\left(\mathbf{X}_{\mathbf{B}^{\prime}}, G_{2}\left(\mathbf{X}_{\mathbf{C}^{\prime}}\right)\right)\right) \tag{5.9}
\end{equation*}
$$

where $\left\{\mathbf{X}_{\mathbf{A}^{\prime}}, \mathbf{X}_{\mathbf{B}^{\prime}}, \mathbf{X}_{\mathbf{C}^{\prime}}\right\}$ is a disjoint partition of $\mathbf{X}$, can be obtained by applying the one-step decomposition algorithm to $H(\mathbf{X})$ with $\mathbf{X}_{\mathbf{A}}=\mathbf{X}_{\mathbf{A}^{\prime}}$ and $\mathbf{X}_{\mathbf{B}}=\mathbf{X}_{\mathbf{B}^{\prime}} \cup \mathbf{X}_{\mathbf{C}^{\prime}}$ to obtain the intermediate decomposition

$$
\begin{equation*}
H(\mathbf{X})=F\left(\mathbf{X}_{\mathbf{A}^{\prime}}, G_{i n t}\left(\mathbf{X}_{\mathbf{B}^{\prime}} \cup \mathbf{X}_{\mathbf{C}^{\prime}}\right)\right), \tag{5.10}
\end{equation*}
$$

and re-applying the algorithm to $G_{i n t}\left(\mathbf{X}_{\mathbf{B}^{\prime}} \cup \mathbf{X}_{\mathbf{C}^{\prime}}\right)$ to obtain the final decomposition in equation (5.9). Similarly, a decomposition of the form

$$
\begin{equation*}
H(\mathbf{X})=F\left(G_{A}\left(\mathbf{X}_{\mathbf{A}^{\prime}}\right), G_{B}\left(\mathbf{X}_{\mathbf{B}^{\prime}}\right), \mathbf{X}_{\mathbf{C}^{\prime}}\right), \tag{5.11}
\end{equation*}
$$

can be obtained by first applying the one-step decomposition algorithm to $H(\mathbf{X})$ with $\mathbf{X}_{\mathbf{A}}=\mathbf{X}_{\mathbf{A}^{\prime}} \cup \mathbf{X}_{\mathbf{C}^{\prime}}$ and $\mathbf{X}_{\mathbf{B}}=\mathbf{X}_{\mathbf{B}^{\prime}}$ to get an intermediate decomposition

$$
\begin{equation*}
H(\mathbf{X})=F_{i n t}\left(\mathbf{X}_{\mathbf{A}^{\prime}} \cup \mathbf{X}_{\mathbf{C}^{\prime}}, G_{B}\left(\mathbf{X}_{\mathbf{B}^{\prime}}\right)\right) \tag{5.12}
\end{equation*}
$$

In the second step, defining a new variable " $g_{B}$ " with an alphabet that is the same as possible values for $G_{B}\left(\mathbf{X}_{\mathbf{B}^{\prime}}\right)$ allows the application of the same decomposition algorithm to $F_{\text {int }}$ with $\mathbf{X}_{\mathbf{A}}=\mathbf{X}_{\mathbf{C}^{\prime}} \cup\left\{g_{B}\right\}$ and $\mathbf{X}_{\mathbf{B}}=\mathbf{X}_{\mathbf{A}^{\prime}}$ to obtain the decomposition in equation (5.11).

Decompositions into functions of non-disjoint partitions $\left\{\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right\}$ are not going to be considered in this thesis as they deteriorate the efficiency of operations that will be performed in an MDF problem. This stems from the fact that non-empty intersections between variable sets implies dependency of sub-functions in the decomposition and not a complete separation of the computation into easier local computations as will be discussed in the next section where decomposability will be formulated as a generalization of factorability.

### 5.3 Decomposition as a Generalization of Factorization

In this section, decomposable multivariate functions will be artificially carried to a higher dimension by introducing latent variables, where they can be represented as the marginalization of a factorable function over the latent variable. This procedure, which will be referred to as $\delta$-decomposition since it involves the $\delta$-function, will be shown to lead to representational and computational efficiencies if this function is to be used in a marginalize-a-decomposable-function (MDF) problem. Moreover, this decomposition will be extended to involve more general functions than the $\delta$ function and make it possible to reduce the problem of functional decomposition to matrix factorization. This will establish a relationship between decomposability of a multivariate function and the factorability of a higher dimensional related function, a theme which also appeared in the case of polynomial decomposition, suggesting a more general relationship between these two operations for possibly larger classes of functions. Finally, the equivalence between decomposability and factorability at a higher dimensionality will be exploited to facilitate a factor graph representation of decomposable functions on which algorithms such as the sum-product algorithm can be run efficiently.

### 5.3.1 $\delta$-Decomposition

A multivariate function with a basic decomposable representation of the form in equation (5.6) over a disjoint partition $\left\{\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right\}$ can be equivalently expressed as

$$
\begin{align*}
H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right) & =F\left(\mathbf{X}_{\mathbf{A}}, G\left(\mathbf{X}_{\mathbf{B}}\right)\right) \\
& =\sum_{c \in \mathcal{R}_{G}} F\left(\mathbf{X}_{\mathbf{A}}, c\right) \cdot \delta\left(c, G\left(\mathbf{X}_{\mathbf{B}}\right)\right) \tag{5.13}
\end{align*}
$$

where $c$ is a latent variable with the alphabet $\mathcal{R}_{G}$, i.e., it represents all different possible values that $G\left(\mathbf{X}_{\mathbf{B}}\right)$ can take, and

$$
\delta(x, y)=\left\{\begin{array}{ll}
1 & x=y \\
0 & x \neq y
\end{array} .\right.
$$

Equation (5.13) is a direct application of the sifting property of the $\delta(\cdot, \cdot)$ function -the summand will be nonzero only when $c=G\left(\mathbf{X}_{\mathrm{B}}\right)$, in which case it will yield $F\left(\mathbf{X}_{\mathbf{A}}, c\right)$ establishing the desired equality. This representation of $H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right)$ is in fact equivalent to the marginalization of a multivariate function $\hat{H}\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}, c\right)$ over the latent variable $c$ where

$$
\begin{equation*}
\hat{H}\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}, c\right)=F\left(\mathbf{X}_{\mathbf{A}}, c\right) \cdot \delta\left(c, G\left(\mathbf{X}_{\mathbf{B}}\right)\right) \tag{5.14}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right)=\sum_{c \in \mathcal{R}_{G}} \hat{H}\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}, c\right) \tag{5.15}
\end{equation*}
$$

The representation of $H(\mathbf{X})$ using $\delta(\cdot, \cdot)$ function as in equation (5.13) will be referred to as $\delta$-decomposition in the sequel.

### 5.3.2 Representational Efficiency Using $\delta$-Decomposition

In order to compare the total tensor sizes required to represent a multivariate function $H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right)$ in its original form and using its $\delta$-decomposition as in equation (5.13), consider the joint alphabet size $D_{\mathbf{X}}$ of the variables in $\mathbf{X}=\left\{x_{k}\right\}_{k=1}^{K}$ as defined in equation (5.4). $D_{\mathbf{X}}$ simply denotes the number of different configurations that a $K$ tuple $\left(x_{1}, \ldots, x_{K}\right)$ can take. A direct representation of $H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right)$ would require a tensor of $\operatorname{size}\left(D_{\mathbf{X}_{\mathbf{A}}} \cdot D_{\mathbf{X}_{\mathbf{B}}}\right)$, which is equal to the joint alphabet size of all the variables in $\mathbf{X}$. On the other hand, a tensor of the size $D_{\mathbf{X}_{\mathbf{B}}}$ to represent $G\left(\mathbf{X}_{\mathbf{B}}\right)$ and a tensor of size $D_{\mathbf{X}_{\mathbf{A}}} \cdot\left|\mathcal{R}_{G}\right|$ to represent $F\left(\mathbf{X}_{\mathbf{A}}, c\right)$ will suffice to represent its $\delta$-decomposition. Therefore, a $\delta$-decomposition with a disjoint partition $\left\{\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right\}$ is considered efficient if the total size of these two tensors is smaller than that required
for the direct representation, i.e.,

$$
\begin{equation*}
\left|\mathcal{R}_{G}\right|<\frac{D_{\mathbf{x}_{\mathbf{A}}} \cdot D_{\mathbf{x}_{\mathrm{B}}}-D_{\mathbf{x}_{\mathrm{B}}}}{D_{\mathbf{x}_{\mathrm{A}}}} \tag{5.16}
\end{equation*}
$$

This comparison emphasizes the importance of having a small alphabet size for $c$ for an efficient representation, which is consistent with the discussion in Section 5.2.2. The constraints for efficient representation versus efficient MDF computations are closely related by not identical as will be shown in Section 5.3.3, however $\left|\mathcal{R}_{G}\right|$ plays an important role for both kinds of efficiencies introduced by decomposition.

### 5.3.3 Computational Efficiency Using $\delta$-Decomposition

$\hat{H}$ in equation (5.14) is a multivariate function that is factorable into local multivariate functions $F$ and $\delta$ each depending only on a subset of its variables at the expense of increasing the dimensionality of $H$ by one through the introduction of the latent variable $c$. In MDF problems, using its representation through $\hat{H}$ as in equation (5.15) instead of $H$ directly will lead to more efficient computations due to the factorability of $\hat{H}$ if the alphabet of $c$ is below a certain size, effectively transforming the problem into an equivalent MPF problem. More specifically, the marginalization of $H$ over all of its variables cannot be distributed over local summations since it is not directly factorable

$$
\begin{equation*}
\sum_{\mathbf{X}_{\mathbf{A}}} \sum_{\mathbf{X}_{\mathbf{B}}} H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right), \tag{5.17}
\end{equation*}
$$

whereas the summation over $\hat{H}$ can be obtained using the combination of local summations over smaller sets of variables

$$
\begin{align*}
& \sum_{\mathbf{X}_{\mathbf{A}}} \sum_{\mathbf{X}_{\mathbf{B}}}\left(\sum_{c} \hat{H}\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}, c\right)\right) \\
& =\sum_{c}\left(\sum_{\mathbf{X}_{\mathbf{A}}} F\left(\mathbf{X}_{\mathbf{A}}, c\right)\right)\left(\sum_{\mathbf{X}_{\mathbf{B}}} \delta\left(c, G\left(\mathbf{X}_{\mathbf{B}}\right)\right)\right) . \tag{5.18}
\end{align*}
$$

The marginalization directly performed over $H$ as in equation (5.17) spans an
alphabet size of $\left(D_{\mathbf{X}_{\mathbf{A}}} \cdot D_{\mathbf{X}_{\mathrm{B}}}\right)$. On the other hand, factorability of $\hat{H}$ allows the summation to be performed in two smaller sub-summations as in equation (5.18) repeated as many times as $\left|\mathcal{R}_{G}\right|$ for each different value of $c$, resulting in $\left|\mathcal{R}_{G}\right| \cdot\left(D_{\mathbf{x}_{\mathbf{A}}}+\right.$ $D_{\mathbf{X}_{\mathrm{B}}}$ ) additions. More specifically, computations using $\hat{H}$ will be more preferable if

$$
\begin{equation*}
\left|\mathcal{R}_{G}\right|<\frac{D_{\mathbf{x}_{\mathbf{A}}} \cdot D_{\mathbf{x}_{\mathbf{B}}}}{D_{\mathbf{x}_{\mathbf{A}}}+D_{\mathbf{x}_{\mathbf{B}}}} \tag{5.19}
\end{equation*}
$$

which is usually a very easy constraint to satisfy as the right hand side of inequality (5.19) increases exponentially with the number of variables.

The separation of the marginalization into local summations in equation (5.18) would not be possible if the partition sets $\mathbf{X}_{\mathbf{A}}$ and $\mathbf{X}_{\mathbf{B}}$ were non-disjoint since neither $F$ nor $\delta$ could be factored out from the local summations over $\mathbf{X}_{\mathbf{A}}$ or $\mathbf{X}_{\mathbf{B}}$. In such a case, the summation over the variables in $\mathbf{X}_{\mathbf{A}} \cap \mathbf{X}_{\mathbf{B}}$ needs to be performed separately, similar to the summation over $c$, which therefore causes the number of required computations to multiply by their joint alphabet sizes. In order to avoid this reduction in efficiency, decompositions over non-disjoint partitions will be avoided.

### 5.3.4 General Decomposition

The efficiency of the computations using $\hat{H}$ in the equivalent MPF problem stems from its factorability as in equation (5.14). In fact, the computational efficiency is preserved if $\delta\left(c, G\left(\mathbf{X}_{\mathbf{B}}\right)\right)$ is replaced by a more general function $\tilde{G}\left(c, \mathbf{X}_{\mathbf{B}}\right)$ which can take values other than $\{0,1\}$,

$$
\begin{equation*}
\hat{H}\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}, c\right)=F\left(\mathbf{X}_{\mathbf{A}}, c\right) \cdot \tilde{G}\left(c, \mathbf{X}_{\mathbf{B}}\right) \tag{5.20}
\end{equation*}
$$

since computations similar to equation (5.18) can still be performed over local summations. This leads to a more general representation of $H$ than in equation (5.13),

$$
\begin{equation*}
H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right)=\sum_{c \in \mathcal{R}_{G}} F\left(\mathbf{X}_{\mathbf{A}}, c\right) \cdot \tilde{G}\left(c, \mathbf{X}_{\mathbf{B}}\right) \tag{5.21}
\end{equation*}
$$

Therefore, $\delta$-decomposition becomes a special case of the general decomposition with

$$
\begin{equation*}
\tilde{G}\left(c, \mathbf{X}_{\mathbf{B}}\right)=\delta\left(c, G\left(\mathbf{X}_{\mathbf{B}}\right)\right) \tag{5.22}
\end{equation*}
$$

Although computational efficiency is preserved when $\delta$-decomposition is generalized as in equation (5.21), representational efficiency is not preserved as representing a general function $\tilde{G}\left(c, \mathbf{X}_{\mathbf{B}}\right)$ requires a larger tensor than the one required to represent $G\left(\mathbf{X}_{\mathbf{B}}\right)$ by a factor of $\left|\mathcal{R}_{G}\right|$. Therefore, the constraint on the alphabet size of $c$ takes the same form of equation (5.19) for both efficient representation and computation using general decomposition.

### 5.3.5 Decomposition as a Matrix Factorization

The relationship in equations (5.13) and (5.21) can be viewed as matrix equations involving three matrices $\mathbf{M}_{\mathbf{F}}, \mathbf{M}_{\tilde{\mathbf{G}}}$ and $\mathbf{M}_{\mathbf{H}}$, the entries of which consist of $F, \tilde{G}$ and H;

$$
\begin{equation*}
\mathbf{M}_{\mathbf{H}} \triangleq \mathbf{M}_{\mathbf{F}} \cdot \mathrm{M}_{\tilde{\mathbf{G}}} \tag{5.23}
\end{equation*}
$$

where the rows and columns of $\mathbf{M}_{\mathbf{F}}$ are indexed by different values of $\mathbf{X}_{\mathbf{A}}$ and $c$, respectively; and the rows and columns of $\mathrm{M}_{\overline{\mathbf{G}}}$ are indexed by different values of $c$ and $\mathbf{X}_{\mathbf{B}}$, respectively. Similarly, rows and columns of $\mathbf{M}_{\mathbf{H}}$ are indexed by $\mathbf{X}_{\mathbf{A}}$ and $\mathbf{X}_{\mathbf{B}}$. In $\delta$-decomposition where $\tilde{G}\left(c, \mathbf{X}_{\mathbf{B}}\right)=\delta\left(c, G\left(\mathbf{X}_{\mathbf{B}}\right)\right)$, the entries of $\mathbf{M}_{\overline{\mathbf{G}}}$ equal 1 wherever $c=G\left(\mathbf{X}_{\mathbf{B}}\right)$ and 0 elsewhere, while they can take any real value for the general decomposition. The constraint that $c$ has a small alphabet size corresponds to $\mathbf{M F}_{\mathbf{F}}$ having few columns and $\mathbf{M}_{\tilde{\mathbf{G}}}$ few rows. Since the columns of $\mathbf{M}_{\mathbf{H}}$ are a linear combination of the columns of $\mathbf{M}_{\mathbf{F}}$, the rank of $H$ is at most $c$ and the representation of equation (5.23) reveals the degeneracy in $\mathbf{M}_{\mathbf{H}}$, the original representation of $H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right)$. This observation will be used to obtain general decomposition algorithms in the following sections.

### 5.3.6 Factor Graph Representation of Decomposable Multivariate Functions

Factorable multivariate functions are conveniently expressed using a factor graph, a bipartite graph with variable nodes and factor nodes in which each factor node is connected to the variable nodes that it takes as a variable [31]. This representation of the function leads to a visualization of dependencies of factors on variables and more importantly suggests an order for computations that is the basis for several efficient message passing algorithms for MPF problems including the sum-product algorithm. The messages that are passed from factor nodes to variable nodes are usually the computational bottleneck as they require marginalization over the joint alphabets of all but one of their variables. The overall complexity increases exponentially with the maximum number of variables that are connected to the same factor, therefore it is important to be able to break factors into those which depend on only few variables.

Although factorability of a multivariate function can be directly represented by factor graphs, decomposability of a function $H(\mathbf{X})$ cannot be summarized and visualized using a factor graph in its original form, and the efficient message passing algorithms cannot be used directly. However, the factorable function $\hat{H}(\mathbf{X}, c)$ can be viewed as a factorable representative of $H(\mathbf{X})$ with a higher dimensionality since the result of any marginalization on $\hat{H}$ that includes the marginalization over $c$ will be indistinguishable from those obtained using $H$ directly. Therefore, the factor graph representation of $\hat{H}$ can be treated as that of $H$ allowing the use of efficient message passing algorithms. As an example, Figure 5-1a illustrates the factor graph representation of a decomposable function

$$
\begin{equation*}
H\left(x_{1}, \ldots, x_{6}\right)=F\left(x_{1}, x_{3}, x_{5}, G\left(x_{2}, x_{4}, x_{6}\right)\right) \tag{5.24}
\end{equation*}
$$

in its original form which fails in reflecting the structure it has, whereas Figure 5-1b illustrates the representation of this function in terms of its factorable representative

$$
\begin{equation*}
\hat{H}\left(x_{1}, \ldots, x_{6}, c\right)=F\left(x_{1}, x_{3}, x_{5}, c\right) \cdot \tilde{G}\left(c, x_{2}, x_{4}, x_{6}\right) \tag{5.25}
\end{equation*}
$$



Figure 5-1: An example of a factor graph (a) before decomposition (b) after decomposition.

Both $\delta$-decomposition and general decomposition allow increasing the dimensionality of a decomposable function by introducing a latent variable $c$ to obtain a factorable representative on which efficient algorithms can be employed for MDF computations under reasonable constraints on the alphabet size of $c$. From this perspective, decomposability can be interpreted as the generalization of factorability and can exploit the computational efficiencies that factorability offers.

### 5.4 Decomposition Methods

A concept central to the multivariate function decomposition is a partition matrix, a convenient tool that was originally described in [57]. For a multivariate function $H(\mathbf{X})$ and a disjoint partition of its variables $\left\{\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right\}$, the partition matrix is a matrix representation of the function where the rows are indexed by $\mathbf{X}_{\mathbf{A}}$ and the columns are indexed by $\mathbf{X}_{\mathbf{B}}$. The partition matrix can be viewed as unfolding the high dimensional tensor $\mathbf{T}_{\mathbf{H}}$ that represents $H(\mathbf{X})$ into a matrix form. An example of a partition matrix was given in Table 5.1 for the function in equation (5.8) with the partition sets $\mathbf{X}_{\mathbf{A}}=\left\{x_{1}\right\}$ and $\mathbf{X}_{\mathbf{B}}=\left\{x_{2}, x_{3}\right\}$.

In [57], partition matrices were used to decompose multi-valued functions in the context of machine learning. However, decomposition using partition matrices was not exploited for representational or computational efficiency. Rather, it was used as a tool for inferring missing observations and for obtaining meaningful intermediate
concepts, i.e., functions that can be interpreted as the summary of the state of a subset of variables. In the sequel, multivariate functions are assumed to be known or observed for all possible configurations of the variables in $\mathbf{X}$ and decomposition methods will be developed to serve a different and more general purpose, namely to allow efficient representation and computation using decomposable multivariate functions in MDF problems. Once a decomposition is obtained, it will be checked whether the constraint in equation (5.16) or (5.19) is satisfied to declare a decomposition efficient for representational or computational purposes whereas approximate decomposition algorithms can impose these constraints if they are not readily met at the expense of a less accurate representation.

### 5.4.1 Exact $\delta$-Decomposition Algorithm

## Obtaining the Matrices for Sub-Functions $F$ and $G$

In Section 5.3, an efficient decomposition for a multivariate function $H(\mathbf{X})$ was argued to be one of the form $F\left(\mathbf{X}_{\mathbf{A}}, G\left(\mathbf{X}_{\mathbf{B}}\right)\right)$ with a disjoint partition $\left\{\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right\}$ and a small alphabet size for $\mathcal{R}_{G}$, i.e., the set of possible values for $G\left(\mathbf{X}_{\mathbf{B}}\right)$. Given a disjoint partition $\left\{\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right\}$ and the corresponding partition matrix $\mathbf{M}_{\mathbf{H}}$ of $H(\mathbf{X})$, the identical columns in the partition matrix imply that for any of their column indices $\mathbf{X}_{\mathbf{B}}$, the value of $F\left(\mathbf{X}_{\mathbf{A}}, G\left(\mathbf{X}_{\mathbf{B}}\right)\right)$ will be the same for a given $\mathbf{X}_{\mathbf{A}}$, therefore $G$ can be specified in way to yield the same value of $c=G\left(\mathbf{X}_{\mathbf{B}}\right)$ for all these column indices. In this approach, the number of distinct columns in the partition matrix corresponds to the alphabet size for $\mathcal{R}_{G}$. In the example given in Table 5.1, all columns except the ones indexed by $\mathbf{X}_{\mathbf{B}}=\{0,5\}$ and $\mathbf{X}_{\mathbf{B}}=\{5,5\}$ are identical, therefore all of these column indices $\mathbf{X}_{\mathbf{B}}$ were assigned the same value under $G$,

$$
\begin{equation*}
G(-5,-5)=G(-5,5)=G(0,-5)=G(5,-5) \triangleq 1 \tag{5.26}
\end{equation*}
$$

The column indices of the other two columns were assigned values of 2 and 3 under the function $G$. The exact values that column indices $\mathbf{X}_{\mathbf{B}}$ are assigned under $G$, i.e., the alphabet values of the latent variable $c$, are arbitrary as along as they are distinct
for distinct columns since $c$ will be marginalized in all computations and these values will be merely used as the index for the columns of matrix $\mathbf{M}_{\mathbf{F}}$ and the rows of matrix $\mathbf{M}_{\tilde{\mathbf{G}}}$ as discussed in Section 5.3.5.

The first step of the exact $\delta$-Decomposition algorithm given a disjoint partition $\left\{\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right\}$ is the construction of the partition matrix and assigning distinct values of $c$ to $G\left(\mathbf{X}_{\mathbf{B}}\right)$ for the values of $\mathbf{X}_{\mathbf{B}}$ that index distinct columns. These distinct columns construct the matrix $\mathbf{M}_{\mathbf{F}}$, or equivalently, specify the function $F\left(\mathbf{X}_{\mathbf{A}}, c\right)$. The row of the matrix $\mathbf{M}_{\tilde{\mathbf{G}}}$ that corresponds to a particular value of $c$ consists of all zeros except when $c=G\left(\mathbf{X}_{\mathbf{B}}\right)$, which represents the function $\delta\left(c, G\left(\mathbf{X}_{\mathbf{B}}\right)\right)$. For the specific example of the partition matrix given in Table 5.1,

$$
\mathbf{M}_{\mathbf{F}}=\begin{array}{|l|ccc|}
\hline x_{1}, c & 1 & 2 & 3  \tag{5.27}\\
\hline-5 & -5 & 0 & 5 \\
0 & 0 & 0 & 5 \\
5 & 5 & 5 & 5 \\
\hline
\end{array}
$$

and

$\mathbf{M}_{\tilde{\mathbf{G}}}=$|  | $x_{2}$ | -5 | -5 | 0 | 0 | 5 | 5 |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$, | $x_{3}$ | -5 | 5 | -5 | 5 | -5 | 5 |
| 1 |  | 1 | 1 | 1 | 0 | 1 | 0 |
| 2 |  | 0 | 0 | 0 | 1 | 0 | 0 |
| 3 |  | 0 | 0 | 0 | 0 | 0 | 1 |

where the indices for the rows and columns are included and highlighted for clarity. The product of these two matrices as in equation (5.23) yields the partition matrix, $\mathbf{M}_{\mathbf{H}}$, that is given in Table 5.1.

Once a $\delta$-decomposition is obtained, the constraints in equations (5.16) and (5.19) can be checked to declare whether it is efficient for representing $H$ or performing MDF computations using it. For the specific example in equation (5.8), the associated alphabet sizes are $D_{\mathbf{x}_{\mathrm{A}}}=3, D_{\mathbf{x}_{\mathrm{B}}}=6$ and $\mathcal{R}_{G}=3$, therefore the constraint for efficient representation in equation (5.16) holds whereas the one for computations in (5.19) does not hold. In cases where the obtained decomposition is declared inefficient for
a specific purpose, either another decomposition is explored using different partition sets or approximate decomposition algorithms are explored with the same partition sets that can impose a pre-specified alphabet size for the latent variable $c$.

## Determining a Disjoint Partition $\left\{\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right\}$

In the construction of the decomposition in Table 5.2, a suitable partition was easily chosen to illustrate the inherent degeneracy in $H$ as its canonical form in equation (5.8) is known. However, $H$ may be specified by its corresponding tensor $\mathbf{T}_{\mathbf{H}}$ and a canonical form is not always given a priori. In such cases, it may be necessary to exhaust all possible variable partitions to obtain an efficient decomposition. The number of such partitions grow exponentially with the number of variables and it is usually formidable to exhaust all possible partitions for many variables. In [10], considering partitions where $\mathbf{X}_{\mathbf{B}}$ consists of only two or three closely related variables was proposed as it may be possible to associate an intermediate concept, i.e., meaning, to $G\left(\mathbf{X}_{\mathbf{B}}\right)$, in which case the number of possible partitions increase as a polynomial in the number of variables rather than exponentially. In an example given in [10], housing loan applicants are prioritized into five categories depending on twelve variables. A supervised decomposition with at most three variable partition sets yielded sub-functions $G\left(\mathbf{X}_{\mathbf{B}}\right)$ where, for instance, $\mathbf{X}_{\mathbf{B}}$ includes the number of children, employment status and earnings, and the sub-function $G\left(\mathbf{X}_{\mathbf{B}}\right)$ can be interpreted as financial status. In other applications, a natural partitioning is implied from the context and this helps eliminate a great portion of irrelevant partitions or even directly suggests the most efficient partitioning. For example, in Bayesian inference problems, the joint distribution of unobserved parameters and observed variables can be decomposed as a function of observed variables and a sub-function of unobserved parameters.

### 5.4.2 Approximate $\delta$-Decomposition Algorithms

$\delta$-decomposition is efficient when the alphabet size of the latent variable $c$ is small, or equivalently when there are few distinct columns in the partition matrix, as discussed in the previous section. However expecting few distinct columns in a partition matrix is not realistic for most multivariate functions and most variable partitions, especially when the function $H(\mathbf{X})$ takes values from a large range set such as the set of real numbers. In other cases, the function $H$ may have been contaminated by noise causing identical columns to seem distinct. For example, the function in equation (5.8) may be observed through a non-ideal system yielding noisy values for $H(\mathbf{X})$,

|  | $x_{2}$ | -5 | -5 | 0 | 0 | 5 | 5 |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{3}$ | -5 | 5 | -5 | 5 | -5 | 5 |
| -5 |  | -4.73 | -5.00 | -5.12 | 0.11 | -5.01 | 4.86 |
| 0 |  | -0.04 | 0.07 | 0.13 | 0.01 | 0.19 | 5.02 |
| 5 |  | 5.20 | 4.92 | 5.01 | 5.01 | 4.79 | 5.14 |

In such cases, one approach for efficient decomposition is to cluster columns into a few classes and then replace each member in a class with a single representative column for that class. This can be viewed as a form of vector quantization. For example, a simple and straightforward scheme is to group similar columns and replace them with their vector average within each group. This leads to an approximate functional decomposition as the function values are modified to expose near-degeneracies.

In approximate $\delta$-decomposition, the number of clusters for column vectors of the partition matrix and the clustering method can be chosen in the application context. The number of clusters corresponds to the number of distinct columns after the decomposition is completed, hence it also corresponds to the alphabet size of the latent variable $c$. The constraints in equations (5.16) and (5.19) can be used to determine an upper bound for the number of clusters for an efficient decomposition. Using $k$-means algorithm to cluster the column vectors in the partition table given in equation (5.29) into three groups minimizing the $l_{2}$ norm of the clustering error
results in the approximate function values

|  | $x_{2}$ | -5 | -5 | 0 | 0 | 5 | 5 |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{3}$ | -5 | 5 | -5 | 5 | -5 | 5 |
| -5 |  | -4.97 | -4.97 | -4.97 | 0.11 | -4.97 | 4.86 |
| 0 |  | 0.09 | 0.09 | 0.09 | 0.01 | 0.09 | 5.02 |
| 5 |  | 4.98 | 4.98 | 4.98 | 5.01 | 4.98 | 5.14 |

The matrix $\mathbf{M}_{\mathbf{F}}$, which represents $F\left(\mathbf{X}_{\mathbf{A}}, c\right)$ and includes distinct columns in the partition matrix becomes

$\mathbf{M}_{\mathbf{F}}=$| $x_{1}, c$ | 1 | 2 | 3 |
| :--- | :---: | :---: | :---: |
| -5 | -4.97 | 0.11 | 4.86 |
| 0 | 0.09 | 0.01 | 5.02 |
| 5 | 4.98 | 5.01 | 5.14 |

and $\mathbf{M}_{\tilde{\mathbf{G}}}$ that represents $\delta\left(c, G\left(\mathbf{X}_{\mathbf{B}}\right)\right)$ remains the same as that given in equation (5.28).

For different applications, other clustering algorithms such as $k$-medoids or affinity propagation can be used, which also perform the clustering by minimizing other error norms or dissimilarity measures. This may be beneficial when $l_{2}$ norm is not a suitable choice such as approximating probability density function values, where KLdivergence may be more appropriate.

### 5.4.3 Exact General Decomposition Algorithm

In $\delta$-decomposition, the matrix $\mathbf{M}_{\tilde{\mathbf{G}}}$ consists of only the values $\{0,1\}$, where the row and column indices of nonzero entries can be interpreted as pointers to which column in the partition matrix $\mathbf{M}_{\mathbf{H}}$ is identical to which column in $\mathbf{M}_{\mathbf{F}}$ since $\mathbf{M}_{\mathbf{H}}=\mathbf{M}_{\mathbf{F}} \cdot \mathbf{M}_{\tilde{\mathbf{G}}}$. On the other hand, in general decomposition, the columns of $\mathbf{M}_{\mathbf{F}}$ can be viewed as basis vectors the linear combinations of which constitutes the columns of the partition matrix $\mathbf{M}_{\mathbf{H}}$, where the linear combination coefficients are given as the columns of $\mathbf{M}_{\tilde{\mathbf{G}}}$.

The number of basis vectors that are required is the same as the column rank of the partition matrix, which also corresponds to the alphabet size of the latent variable c. A partition matrix where all the columns are distinct will not yield an efficient $\delta$-decomposition since the alphabet size of $c$ equals the actual number of columns in the partition matrix $\mathrm{M}_{\mathbf{H}}$, whereas general decomposition can exploit the low rank of the partition matrix and requires only an alphabet size equal to the rank of $\mathbf{M}_{\mathbf{H}}$. The resulting matrix $\mathbf{M}_{\mathbf{F}}$ for general decomposition will have fewer columns than that for a $\delta$-decomposition and the matrix $\mathbf{M}_{\overline{\mathbf{G}}}$ will consist of more general values other than $\{0,1\}$.

Given a disjoint partition $\left\{\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right\}$ for a function $H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right)$, the exact general decomposition consists of obtaining the corresponding partition matrix $\mathbf{M}_{\mathbf{H}}$, determining its rank $r$ and expressing it as the product $\mathbf{M}_{\mathbf{F}} \cdot \mathbf{M}_{\tilde{\mathbf{G}}}$, where $\mathbf{M}_{\mathbf{F}}$ has $r$ columns and $\mathbf{M}_{\tilde{\mathbf{G}}}$ has $r$ rows. These matrices represent $F\left(\mathbf{X}_{\mathbf{A}}, c\right)$ and $\tilde{G}\left(c, \mathbf{X}_{\mathbf{B}}\right)$, respectively, and their product corresponds to the representation of $H(\mathbf{X})$ as given in equation (5.21).

There are many matrix factorization algorithms available in the literature that will yield the so called rank factorization of the partition matrix $\mathbf{M}_{\mathbf{H}}$. Although it is not the most computationally efficient method, singular value decomposition suggests a factorization in terms of its singular values and left and right singular vectors. The singular value decomposition of $\mathbf{M}_{\mathbf{H}}$ is given by

$$
\begin{equation*}
\mathbf{M}_{\mathbf{H}}=U \cdot \Sigma \cdot V^{T} \tag{5.32}
\end{equation*}
$$

where the columns of $U$ are the left singular vectors, the columns of $V$ are the right singular vectors and diagonal elements of $\Sigma$ are the singular values of $\mathbf{M}_{\mathbf{H}}$. An equivalent representation is

$$
\begin{equation*}
\mathbf{M}_{\mathbf{H}}=\sum_{i=1}^{r} u_{i} \sigma_{i} v_{i}^{T} \tag{5.33}
\end{equation*}
$$

where $u_{i}$ and $v_{i}$ are left and right singular vectors corresponding to the singular value $\sigma_{i}$. With this representation of $\mathbf{M}_{\mathbf{H}}$, the matrix $\mathbf{M}_{\mathbf{F}}$ can be chosen to consist of columns $\left\{u_{1} \sigma_{1}, \ldots, u_{r} \sigma_{r}\right\}$ and $\mathbf{M}_{\overline{\mathbf{G}}}$ to consist of rows $\left\{v_{1}^{T} ; \ldots ; v_{r}^{T}\right\}$. This choice of the
matrix pair $\mathbf{M}_{\mathbf{F}}$ and $\mathrm{M}_{\tilde{\mathbf{G}}}$ suggested by singular value decomposition is by no means unique as any invertible matrix $A$ of the correct size will yield another valid pair,

$$
\begin{equation*}
\mathbf{M}_{\mathbf{H}}=\left(\mathbf{M}_{\mathbf{F}} \mathbf{A}\right) \cdot\left(\mathbf{A}^{-1} \mathbf{M}_{\tilde{\mathbf{G}}}\right) \triangleq \mathbf{M}_{\mathbf{F}}^{\prime} \cdot \mathbf{M}_{\tilde{\mathbf{G}}}^{\prime} . \tag{5.34}
\end{equation*}
$$

A perturbation of $\Delta \mathbf{M}_{\mathbf{F}}$ on $\mathbf{M}_{\mathbf{F}}$ leads to an error $\Delta \mathrm{M}_{\mathbf{H}}=\Delta \mathrm{M}_{\mathbf{F}} \cdot \mathbf{M}_{\overline{\mathbf{G}}}$. Similarly, a perturbation of $\Delta \mathbf{M}_{\tilde{\mathbf{G}}}$ on $\mathbf{M}_{\tilde{\mathbf{G}}}$ leads to an error $\Delta \mathbf{M}_{\mathbf{H}}=\mathbf{M}_{\mathbf{F}} \cdot \Delta \mathbf{M}_{\tilde{\mathbf{G}}}$. For multivariate functions, the sensitivity analysis for polynomials in Chapter 3 where compositions were also expressed in terms of matrix equations can be extended from the product of a matrix and a vector to a product of matrices. Different choices of an invertible matrix $\mathbf{A}$ in equation (5.34) parallels the method of obtaining equivalent polynomial compositions, which possibly leads to lower sensitivities.

### 5.4.4 Approximate General Decomposition Algorithms

General decomposition of a multivariate function $H(\mathbf{X})$ relaxes the constraint on the partition matrix to have few distinct columns and rather requires it to be a low rank matrix for an efficient decomposition. In certain cases, the partition matrix may not be rank deficient or its rank $r$ may not be low enough to yield a desirable alphabet size for $c$ that will meet the efficiency requirement given in equation (5.19). In an approximate general decomposition scheme, an alphabet size for $c$, or equivalently a rank for the partition matrix, $\hat{r}<r$ can be imposed by modifying the function values in the partition matrix. Similar to the development of the exact general decomposition algorithm, singular value decomposition in equation (5.33) suggests an approximate partition matrix $\hat{\mathbf{M}}_{\mathbf{H}}$ that is of lower rank and a corresponding approximate general decomposition where $\hat{\mathrm{M}}_{\mathbf{H}}$ is an optimal approximation to $\mathbf{M}_{\mathbf{H}}$ with respect to the Frobenius norm. More specifically, for a pre-specified rank $\hat{r}<r$,

$$
\begin{equation*}
\hat{\mathrm{M}}_{\mathrm{H}}=\sum_{i=1}^{\hat{r}} u_{i} \sigma_{i} v_{i}^{T} \tag{5.35}
\end{equation*}
$$

where $\sigma_{1}, \ldots, \sigma_{\hat{r}}$ are the largest $\hat{r}$ singular values. One particular choice for the matrix $\mathbf{M}_{\mathbf{F}}$ consists of columns $\left\{u_{1} \sigma_{1}, \ldots, u_{\hat{r}} \sigma_{\hat{r}}\right\}$ and for $\mathbf{M}_{\tilde{\mathbf{G}}}$ consists of rows $\left\{v_{1}^{T} ; \ldots ; v_{\hat{r}}^{T}\right\}$ while other choices can be obtained as in equation (5.34). This is closely related to the principal component analysis method that treats the columns of $\mathbf{M}_{\mathrm{H}}$ as data [8].

### 5.4.5 Approximate Decomposition of Probability Density Functions

A multivariate function $H(\mathbf{X})$ to be decomposed may correspond to a probability density function involving the variables in $\mathbf{X}$. For an approximate decomposition to be also used as a probability density, the resulting component function values may be required to be nonnegative as well since certain inference methods rely explicitly on their nonnegativity. Therefore, a natural approach to decompose probability densities is to find an element-wise nonnegative approximation $\hat{\mathbf{M}}_{\mathbf{H}}$ to $\mathbf{M}_{\mathbf{H}}$ that has the desired rank $\hat{r}$ and use an exact general decomposition algorithm to obtain element-wise nonnegative $\mathbf{M}_{\mathbf{F}}$ and $\mathbf{M}_{\overline{\mathbf{G}}}$ as in Section 5.4.3. Using singular value decomposition or principal component analysis approaches as in Section 5.4 .4 will in general fail to meet these nonnegativity constraints.

The procedure to find a nonnegative approximation $\hat{\mathbf{M}}_{\mathbf{H}}$ to $\mathbf{M}_{\mathbf{H}}$ with low rank is not trivial in general as it is not a convex problem. A set of algorithms for the so called nonnegative matrix factorization (NMF) have been developed to find locally optimal lower rank approximations [32,33]. The nonnegativity of $\hat{\mathbf{M}}_{\mathbf{H}}$ allows to find an approximation to minimize the KL-divergence from the true distribution, which is a preferred dissimilarity measure for probability distributions and is not defined for negative valued functions.

### 5.5 Chapter Conclusions

In this chapter, exact and approximate discrete multivariate function decomposition algorithms were developed for efficient representations and computations in the
context of marginalize-a-decomposable-function" (MDF) problems. Several signal processing and machine learning applications require marginalization of multivariate functions and factorable multivariate functions have previously proved useful to make these computations efficient by the algorithms developed for marginalize-a-productfunction (MPF) problems. Re-formulating decomposability as a generalization of factorability at a higher dimension allowed using well-known mathematical tools to decompose multivariate functions, and reducing MDF problems to MPF problems which can benefit from the algorithms developed for this latter class as an application will be shown in Chapter 6.

## Chapter 6

## Applications of Composition and Decomposition

In the previous chapters, functional composition and decomposition methods were developed for certain classes of functions as parts of a framework in which these two operations can be exploited more fully and in a more systematic way than it has been traditionally done. As discussed in Chapter 1, some of the benefits of incorporating functional composition and decomposition into signal processing are the possibility to design and analyze modular systems, separate computations into more manageable subcomputations and represent signals more compactly. This chapter illustrates several applications that constitute examples for each of these cases, and how the machinery developed in the previous chapters can be exploited in their development and analysis.

In Section 6.1, modularity in designing filters is explored. As an example for modular filter design, the section will start with revisiting the filter sharpening and re-interpreting it as a form of functional composition. This interpretation will be shown to lead to a more systematic way of sharpening filters as well as improved results compared to the traditional methods. Moreover, the developed framework will allow extending the modularity approach from sharpening a limited class of filters, namely those with a real valued frequency response, to designing modular filters as generalized tapped delay lines using filters with complex-valued frequency responses
or even continuous time filters.
Another application that will be introduced within the decomposition framework involves marginalizations over multivariate functions which appear in many contexts in signal processing and machine learning as discussed in Chapter 5 . Section 6.2 will illustrate the computational benefits of decomposing a multivariate function in the context of a marginalization problem, namely within the sum-product algorithm in the context of an image denoising example. First, the sum-product algorithm will be reviewed in the context of a factorable probability density function to illustrate how the separation of variables lead to a reduced computational burden. Then, a high dimensional multivariate function that represents a joint probability density of a group of pixels will be decomposed approximately to separate the variables similar to a factorable density in order to carry out the sum-product algorithm more efficiently in a binary text image denoising problem. Approximate decomposition of multivariate functions obtained this way will also suggest a more compact representation.

In Section 6.3, examples of using polynomial composition and decomposition will be given in which compact representations for discrete time sequences are obtained, and modular FIR filters are designed without requiring the pre-specification of a subfilter unlike in the case of filter sharpening. However, the low performance of approximate polynomial decomposition algorithms for general polynomials reduces the practicality of these applications.

### 6.1 Modular Filter Design

An interesting and useful application for which functional composition and decomposition provide a convenient framework is the design of modular filter structures. VLSI designers are increasingly advocating modularity in their designs, for example by dividing the overall system into either identical or few distinct sub-systems, and they have reduced the emphasis on the number of multipliers and the number of delay elements [36]. Modularity has the advantage of requiring a reduced number of different designs as well as the possibility of independent and efficient verification of
sub-systems $[36,54]$.
A particular example of modular filters are those that are obtained by sharpening FIR filters with real valued frequency responses $[26,38,48]$. Filter sharpening emphasizes a useful aspect of modular filters as it allows obtaining sophisticated filter responses that can be reconfigured to adapt to changes in the specifications in the context of an application using a number of relatively simple and coarse subfilters. These subfilters may be designed offline with great precision and desired complexity. This approach provides a flexible alternative to designing a high order sharp filter for cvery set of specifications, for which each design takes valuable time in the context of an application.

In this section, the functional composition and decomposition view of filter sharpening will suggest a systematic method for its solution and yield improved results as compared to traditional ad hoc approaches. Filter sharpening will be extended to cases for which a subfilter to be sharpened is not prescribed a priori, i.e. when there is freedom to choose a subfilter to use in a modular structure. In addition, it will be shown that the composition point of view and the tools developed in that framework will allow using more general filters than real valued or linear phase FIR filters for designing modular filters, including the possibility to use continuous time subfilters. Finally, the sensitivity and stability of modular filters will be investigated.

### 6.1.1 Revisiting Filter Sharpening

Filter sharpening, as already discussed in Section 2.2.7, is the technique of reducing deviations from unity in the passband and from zero in the stopband of the frequency response of a particular filter $G(z)$ with a real frequency response by multiple passes through this filter. In the same section, a sharpening method proposed by Kaiser and Hamming [26] was also presented, which performs the weighting and the ordering of these passes as dictated by an amplitude change function $A(x)$, a polynomial with vanishing derivatives at $x=0$ and $x=1$. In this approach, the suppression of deviations from an ideal filter behavior improves with increasing number of derivatives vanishing at these two points.

The approach in [26] fails in suppressing large ripples since it is developed with a small deviation assumption from ideal filter response characteristics. Moreover, although this approach successfully suppresses small deviations, it does not provide any optimality guarantees with respect to norms such as $l_{2}$ or $l_{\infty}$. A more systematic approach to obtaining a better amplitude change function $A(x)$ with the same order is possible by reinterpreting filter sharpening within the framework developed in this thesis for which optimality guarantees can be established with respect to the norms of interest. More specifically, the resulting filter $H(z)$ is the composition of the amplitude change function $A(x)$ and the filter to be sharpened, namely $G(z)$,

$$
\begin{equation*}
H(z)=A(G(z))=\sum_{k=0}^{K} a_{k} G^{k}(z) \tag{6.1}
\end{equation*}
$$

where $K$ is the maximum number of passes allowed through $G(z)$, and $a_{k}$ is the weight for the result of the $k$-th pass of an input sequence through it. Formulating the filter sharpening problem as

$$
\begin{array}{ll}
\underset{\mathbf{a}}{\operatorname{minimize}} & \Delta \\
\text { subject to } & \left\|D\left(e^{j \omega}\right)-\sum_{k=0}^{K} a_{k} G^{k}\left(e^{j \omega}\right)\right\|_{\infty} \leq \Delta . \tag{6.2}
\end{array}
$$

and solving for the coefficients of the amplitude change function $a_{k}, k=0,1, \ldots, K$ provide an optimality guarantee with respect to the Chebyshev norm, which lacks in the traditional formulation by Kaiser and Hamming [26]. This is an instance of a frequency response decomposition problem for which methods were developed in Chapter 4, i.e. decomposing a desired frequency response

$$
D\left(e^{j \omega}\right)= \begin{cases}1, & \omega \in \Omega_{P}  \tag{6.3}\\ 0, & \omega \in \Omega_{S}\end{cases}
$$

into a polynomial $A(\cdot)$, corresponding to the amplitude change function in the filter sharpening context, and the filter to be sharpened $G\left(e^{j \omega}\right) . \Omega_{P}$ and $\Omega_{S}$ correspond


Figure 6-1: The frequency response of a $10^{\text {th }}$-order filter $G\left(e^{j \omega}\right)$ before and after sharpening with two different $7^{\text {th }}$-order transformation polynomials. The polynomials were obtained using Kaiser and Hamming's proposed method in [26] and using frequency response decomposition method developed in Chapter 4.
to passband and stopband frequencies of the desired filter, respectively. The ParksMcClellan filter design becomes a special case of the filter sharpening problem with the subfilter $G\left(e^{j \omega}\right)=\cos \omega$. The solution is much easier for $l_{2}$ norm and does not require the methods developed in Chapter 4. However this is usually not a preferred optimality criterion in approximating filter responses.

Figure 6-1 illustrates the comparison of frequency responses of a $10^{\text {th }}$ order lowpass filter $G\left(e^{j \omega}\right)$ obtained using the Parks-McClellan filter design algorithm with $\Omega_{P}=[0,0.35 \pi]$ and $\Omega_{S}=[0.45 \pi, \pi]$, the response of the sharpened filter with a $7^{\text {th }}$ order transformation using Kaiser and Hamming's method [26] and the sharpened filter with the optimal $7^{\text {th }}$ order polynomial obtained using freqeuncy response decomposition of the ideal filter response to minimize Chebyshev error. This example clearly shows that the proposed approach in the decomposition framework to the filter sharpening problem yields a better frequency response over the entire interval especially where the sub-filter exhibits large ripples.

In an off-line filtering application where an input signal $x[n]$ has been previously


Figure 6-2: The time domain illustration of obtaining the impulse response in a filter sharpening context after determining the amplitude change function $F(\cdot)$ with coefficients $f_{k}$. The filter that was sharpened has the frequency response shown in Figure 6-1.
recorded, the implementation of filter sharpening can be performed with a single filter $G(z)$ in a rather straightforward manner if memory for caching a limited amount of intermediate signals is available. The result $y[n]$ is the weighted summation of the outputs of multiple passes through $G(z)$, where at each step this output is fed back to the filter for the next step. The weights in the summation are the coefficients of the amplitude change function $A(z)$. Since multiple stages of filtering through the filter $G(z)$ corresponds to an impulse response that is obtained by self convolutions of the sequence $g[n]$, the equivalent operation can be viewed as that in Figure 6-2, which illustrates the implementation of sharpening for the example filter given in Figure 6-1.

The method proposed for off-line applications does not apply to on-line applications where the output needs to be computed as the input arrives. The successive filtering of the entire input sequence by using a single filter is not desirable in this case


Figure 6-3: Tapped cascaded interconnection of identical subfilters $G(z)$ with appropriate time shifts after each tap to preserve causality [48].
as this introduces undesirable latency since the output cannot be computed until the entire input sequence is recorded. Therefore, one dedicated subfilter $G(z)$ is required to replace each of the $K$ successive filtering operations; and the output of each such filter should be time delayed by half the order of the subfilter to preserve causality. For example, the implementation in Figure 6-3 was proposed in [48] to accomplish this for subfilters $G(z)$ of order $2 N$, where it was referred to as a tapped cascaded interconnection of identical subfilters $G(z)$.

### 6.1.2 Two-Step Modular FIR Filter Design

For a real valued FIR subfilter $G\left(e^{j \omega}\right)$ with an even order, the frequency response can be shown to be a polynomial $\tilde{G}(\cos \omega)$ in $\cos \omega$. Sharpening it with a polynomial $F(\cdot)$ leads to a filter with a frequency response

$$
\begin{equation*}
H\left(e^{j \omega}\right)=F\left(G\left(e^{j \omega}\right)\right)=F(\tilde{G}(\cos \omega)) . \tag{6.4}
\end{equation*}
$$

In cases where a subfilter $G\left(e^{j \omega}\right)$ is not pre-specified, it may still be desirable to design a high order filter in a modular form, which also requires choosing a suitable subfilter as a first step. Applying the transformation $x=\cos (\omega)$ on the interval $\omega \in[-\pi, \pi]$ to both $H\left(e^{j \omega}\right)$ and the desired filter response $D\left(e^{j \omega}\right)$ given in equation (6.3) yielding $\tilde{D}(x)$, the modular filter can be designed by finding the optimal pair of polynomials $F$ and $\tilde{G}$ to approximate $\tilde{D}(x)$ on the interval $x \in[-1,1]$ as $F(\tilde{G}(x))$. This is a different polynomial decomposition problem than those discussed in Chapter 3 where
the approximation error was defined with respect to the coefficients of polynomials. In [51], it was shown that an optimal approximation with respect to the Chebsyhev norm of the form $F(\tilde{G}(x))$ with specified polynomial orders exists on a closed set $x \in[a, b]$. However such an optimal approximation does not have a characterization involving counting alternations unlike the alternation theorem for approximating by ordinary polynomials. Finding an optimal approximation is more formidable when the desired orders of the composing polynomials are not pre-specified.

A heuristic and greedy two-step approach to obtain such modular filter structures consists of obtaining a sub-filter $G$ and then an optimal polynomial $F$ to sharpen it rather than jointly optimizing them. This method starts with splitting the order $P$ of $H\left(e^{j \omega}\right)$ between these two components, where $P$ can be viewed as the number of available distinct multipliers or degrees of freedom to design $H\left(e^{j \omega}\right)$. The sub-filter is designed as the optimal zero-phase FIR filter with its $N$ allocated degrees of freedom, and the remaining $M=P-N$ degrees of freedom are used to choose the coefficients of $F$ to improve the frequency response characteristics of $G\left(e^{j \omega}\right)$ by sharpening it. The best results using this heuristic algorithm seem to be obtained when the degrees of freedom for $F$ and $G\left(e^{j \omega}\right)$ are chosen close to each other for low-pass and high-pass linear phase FIR filters.

In Figure 6-4, a $24^{\text {th }}$-order zero-phase Parks-McClellan low-pass filter with passband $[0,0.30 \pi]$ and stopband $[0.34 \pi, \pi]$ is compared to a composition of a $7^{\text {th }}$ order polynomial $F$ and a $10^{\text {th }}$ order sub-filter $G\left(e^{j \omega}\right)$, where $G\left(e^{j \omega}\right)$ is also a ParksMcClellan filter with the same passband and stopband edge frequencies as the $24^{\text {th }}$ order filter. Even-order Parks-McClellan filters can be implemented using distinct coefficients as many as one plus half of their order due to their coefficient symmetry, therefore both of these designs can be shown to be implemented using the same number of distinct multipliers. The compositional design yields a considerably superior frequency response characteristics. In general, the total number of multiplications per input sample in a compositional design, $M(N+1)+(M+1)$, is greater than a direct form implementation with the same number of distinct multipliers, which requires $M+N+1$ multiplications. However, the increase in the number of multipli-


Figure 6-4: The comparison of a $24^{\text {th }}$-order Parks-McClellan filter and a modular filter obtained using the two-step filter design algorithm with a $7^{\text {th }}$-order polynomial and a $10^{\text {th }}$-order Parks-McClellan filter. Both designs can be shown to have the same number of distinct multipliers while the modular design has superior frequency response characteristics although the number of multiplications per input sample is higher.
cations may be regarded as a negligible side effect compared to the potential benefits of the modularity it provides, especially if the filters are to be designed using VLSI technology.

As an example of the convenience of modularity that results from designing filters using the proposed two-step design procedure, consider the case in which a low order low pass filter $G\left(e^{j \omega}\right)$ is obtained in the first step. A sharper low pass filter with the same passband and stopband edges can be obtained by choosing appropriate coefficients $f_{k}, k=0,1, \ldots, M$ that will minimize the maximum deviation from the desired response. If the need to have sharper characteristics in one of the bands than the other band arises during an application or equivalently, if an explicit weight function $W(\omega)$ is specified, it will suffice to re-compute the coefficients $f_{k}$ consistent with the weight function without altering the filter $G\left(e^{j \omega}\right)$. This can be done by modifying the desired response as $W(\omega) D\left(e^{j \omega}\right)$ and the basis functions as $W(\omega) G^{k}\left(e^{j \omega}\right)$ in the frequency decomposition algorithm. If even sharper characteristics are desired in both


Figure 6-5: The approximation errors to an ideal low pass filter with passband and stopband edge frequencies $0.40 \pi$ and $0.45 \pi$, respectively. A $10^{\text {th }}$-order ParksMcClellan filter $G\left(e^{j \omega}\right)$ with the same passband and stopband edges is used repetitively in tapped line with tap coefficients $f_{k}, k=0,1, \ldots, M$ : (a) $M=4$ with uniform weight. (b) $M=4$ with relative passband error weight of three. (c) $M=6$ with uniform weight. (b) $M=6$ with relative passband error weight of three.
bands, then new blocks of $G\left(e^{j \omega}\right)$ and their corresponding coefficients $f_{k}$ can simply be appended to the structure in Figure 6-3 to increase the overall filter order.

Figure 6-5 illustrates several different error profiles resulting from approximating an ideal low pass filter with a passband edge $0.40 \pi$ and a stopband edge of $0.45 \pi$. In Figure 6-5a, the tap coefficients $f_{k}, k=0, \ldots, 4$ are chosen to minimize the maximum error using four blocks of $G\left(e^{j \omega}\right)$, where $G\left(e^{j \omega}\right)$ is a $10^{\text {th }}$ order low pass filter with a passband edge $0.40 \pi$ and a stopband edge of $0.45 \pi$. In the case where the passband error is assigned to have a weight of three times that of the error in the stopband, the tap coefficients $f_{k}, k=0,1 \ldots, 4$ can be changed to obtain the error profile given in Figure 6-5b. By allowing the use of two more blocks of $G\left(e^{j \omega}\right)$, the coefficients $f_{k}, k=0,1, \ldots, 6$ can be chosen to obtain smaller errors with similar weight functions as illustrated in Figure 6-5c and 6-5d. Although in these examples the weighted errors have equi-oscillatory behavior, this is not necessarily the case for general frequency responses since, as already discussed, optimal approximation by polynomial composition is not in general characterizable by equi-oscillations [51].

### 6.1.3 Modular Filters with Complex-Valued Subfilter Responses

In the discussion of modular filters as an extension of filter sharpening in Sections 6.1.1 and 6.1.2, the subfilters were either specified or designed to have real valued frequency responses. Since FIR filters with real valued frequency responses are non-causal, they were shifted appropriately in time for real time applications by using multiple delays as illustrated in Figure 6-3. The restriction to real-valued responses was due to the original sharpening problem definition and solution by Kaiser and Hamming [26] since the proposed method relied on the subfilter having a real-valued frequency response. Authors who extended this work $[12,38,48]$ also used the same assumption, and in fact some restricted the coefficient sequence of the amplitude change function to be even-symmetric around an integer $[12,48]$ so that it corresponds to a "prototype filter" with a real valued frequency response. However, the frequency response decomposi-
tion methods developed in Chapter 4 are not restricted by such constraints, therefore it allows modular filter design using subfilters $G(z)$ with complex valued responses and a straightforward performance analysis within the functional composition framework. More specifically, the frequency decomposition algorithms can be applied to the problem (6.2) for any continuous real or complex valued desired function $D\left(e^{j \omega}\right)$ and subfilter frequency response $G\left(e^{j \omega}\right)$. FIR filter design becomes a special case of this approach with the subfilter $G\left(e^{j \omega}\right)=e^{-j \omega}$.

For obtaining modular filters, an alternative view that is more general than filter sharpening is to compose two filters, i.e, to replace every delay element in the implementation of $F(z)$ with $G(z)$ as depicted in Figure 6-6. The resulting structure is similar to that in Figure 6-3 with the exception of not requiring extra delays after each tap to preserve linear phase or causality as all the filters will be assumed to be causal, and having real valued or linear phase FIR subfilters is not required for the analysis in this generalized case. Figure 6-6a depicts the direct form implementation of an FIR filter $F(z)$ achieved by cascading delay units $z^{-1}$ and tapping the output of each delay using a branch gain, where the gains correspond to the coefficients of the filter. This structure has traditionally been referred to as a tapped delay line. Substituting a subfilter $G(z)$ for the delay units in such structures leads to topologies as in Figure 6-6b, in which case the structure can be referred to as a generalized tapped delay line.

One caveat with using subfilters with complex valued frequency responses, as was also mentioned in Section 4.1.5, is the additional requirement of matching the phase of the desired filter $D\left(e^{j \omega}\right)$ in addition to its magnitude, which was not a problem when both $D\left(e^{j \omega}\right)$ and $G\left(e^{j \omega}\right)$ are real valued functions. This is illustrated in Figure 6-7, which depicts the complex numbers $D\left(e^{j \omega_{0}}\right)$ and $G^{k}\left(e^{j \omega_{0}}\right), k=0,1, \ldots, K$ at a particular frequency $\omega=\omega_{0}$ as vectors in the complex plane. In Figure 6-7a, the vector that corresponds to the desired real function to be matched is always aligned with those of the basis functions for every frequency as they are all real, a property that facilitates the approximation of $D\left(e^{j \omega}\right)$ as a linear combination of the basis functions. On the other hand, in Figure 6-7b, the vectors for the basis functions have phases


Figure 6-6: (a) The direct form implementation of an FIR filter $F(z)$ using a tapped delay line. (b) A generalized tapped delay line where the delays are replaced by another filter $G(z)$.

(a)

(b)

Figure 6-7: (a) Vectors corresponding to real values of the desired frequency response and the basis functions are always aligned (b) Vectors corresponding to complex values of the desired response and basis functions are not necessarily aligned, and for the case of integer powers of $G\left(e^{j \omega}\right)$, the phases are integer multiples of the same angle at a given frequency. The figure illustrates an example alignment of vectors corresponding to real and complex numbers at a specific frequency $\omega_{0}$.
that are different integer multiples of the same angle and even this angle changes for different frequency values. In cases where approximating a frequency response with complex valued basis functions is difficult and where it suffices to only approximate the magnitude instead, techniques developed in Section 4.2 can be used.

## Continuous Time Modular Filters

Both the development of frequency response decomposition algorithms and its application to designing modular filters have so far been carried out in the context of discrete time filters. The same discussion and methods apply to designing continuous time filters by mapping the frequency response defined on $(-\infty, \infty)$ to the compact interval $[-\pi, \pi]$ as described in Section 4.1.5. This allows designing continuous time modular filters using low order filters similar to designing discrete time modular filters.

Common types of continuous time filters are Butterworth, Chebyshev and elliptic filters all of which have infinite impulse responses and complex valued frequency responses. Moreover, filter specifications for continuous filters are usually given as constraints on the magnitude response rather than on the frequency response as the phase is uniquely determined in these minimum phase filters. Although there is no guarantee that a modular continuous time filter obtained using a generalized tapped delay line with a continuous time subfilter $G(s)$ will remain minimum phase, it may be still desirable to approximate the desired filter response in magnitude only due to the additional phase matching requirement illustrated in Figure 6-7. An additional benefit that the functional composition framework introduces is that both passband and stopband edge frequencies can be specified for continuous time modular filters whereas traditionally only one of them is provided depending on the type of the filter as their design methods cannot accommodate constraints on the other band edges.

Figure 6-8 illustrates the comparison of a 4-th order elliptic bandpass filter $G(s)$ designed to approximate in magnitude the desired function

$$
D(\Omega)=\left\{\begin{array}{lr}
1, & 2 \pi \times 6 \cdot 10^{3} \leq \Omega \leq 2 \pi \times 1 \cdot 10^{4}  \tag{6.5}\\
0, & 0 \leq \Omega \leq 2 \pi \times 5 \cdot 10^{3} \text { and } 1.1 \cdot 10^{4} \leq \Omega
\end{array}\right.
$$



Figure 6-8: A 4-th order elliptic bandpass filter magnitude response, the magnitude response of its sharpened version obtained by simply cascading ten blocks and the magnitude response of the same order modular filter obtained within the decomposition framework.

More specifically, the maximum passband ripples were constrained to be 1 dB and the minimum attenuation in the stopband was constrained to be 40 dB . The same figure also illustrates the response of a filter obtained by cascading ten identical blocks of $G(s)$ to improve its response as well as its composition with a 10 -th order polynomial $F(s)$, where $F(s)$ is obtained by decomposing $D(\Omega)$ using the magnitude decomposition algorithm developed in Chapter 4. It is clear that the magnitude response decomposition of $D(\Omega)$ yields a much better response than simple cascading.

Figure 6-9 illustrates the errors at each iteration during the computation of the optimal coefficients for $f_{k}$ for the magnitude decomposition of $D(\Omega)$. Starting at two different initial guess points for the coefficient vector $\mathbf{f}$, both curves have a nonincreasing trend consistent with the discussion in Section 4.2.1. This figure also shows that different initial guess points lead to different initial errors as well as final error levels. Therefore, in such problems, different initial guesses may be tried until a satisfactory error level is achieved with increasing number of iterations. The coefficients for $F$ in Figure 6-8 were chosen as those corresponding to the smaller error curve in


Figure 6-9: The resulting error values in the magnitude decomposition performed to obtain the modular filter in Figure 6-8 as they evolve with the number of iterations for two different initial guesses for $F(s)$.

Figure 6-9.

### 6.1.4 Sensitivity and Stability

The sensitivity of modular filters with respect to perturbations in the coefficients $\mathbf{f}$ of the polynomial $F(\cdot)$ can be seen to be quite low. Hence it is robust with respect to imperfections in the tap coefficients within the generalized tapped delay line. An error $\Delta \mathbf{f}$ in these coefficients result in a change in the modular filter response by $\Delta H\left(e^{j \omega}\right)$ which satisfies

$$
\begin{align*}
\left|\Delta H\left(e^{j \omega}\right)\right| & =\left|\sum_{k=0}^{K} \Delta f_{k} G^{k}\left(e^{j \omega}\right)\right| \\
& \leq \sum_{k=0}^{K}\left|f_{k}\right|\left|G^{k}\left(e^{j \omega}\right)\right|  \tag{6.6}\\
& \leq M_{G} \sum_{k=0}^{K}\left|f_{k}\right| \\
& =M_{G}\|\Delta \mathbf{f}\|_{1},
\end{align*}
$$

where $M_{G}$ is the maximum absolute value that the basis functions $G^{k}\left(e^{j \omega}\right)$ can take. The magnification of the $l_{1}$ norm of the perturbation $\Delta \mathbf{f}$ is therefore bounded by $M_{G}$,

$$
\begin{equation*}
S_{F \rightarrow H}=\frac{\mid \Delta H\left(e^{j \omega} \mid\right)}{\|\Delta \mathbf{f}\|_{1}} \leq M_{G} \tag{6.7}
\end{equation*}
$$

which in turn is rather low because $\left|G\left(e^{j \omega}\right)\right|$ takes values close to unity in the passbands and zero in the stopbands.

The sensitivity with respect to imperfections in $G\left(e^{j \omega}\right)$ is slightly more complicated and the upper bound on the magnification is larger than that with respect to coefficients of $F(\cdot)$. A perturbation $\Delta G\left(e^{j \omega}\right)$ results in $\left|\Delta H\left(e^{j \omega}\right)\right|$ bounded as

$$
\begin{align*}
\left|\Delta H\left(e^{j \omega}\right)\right| & =\left|\sum_{k=0}^{K} f_{k}\left[\left(G\left(e^{j \omega}\right)+\Delta G\left(e^{j \omega}\right)\right)^{k}-G^{k}\left(e^{j \omega}\right)\right]\right| \\
& \approx\left|\sum_{k=1}^{K} f_{k} k G^{k-1}\left(e^{j \omega}\right) \Delta G\left(e^{j \omega}\right)\right|  \tag{6.8}\\
& \leq\left|\Delta G\left(e^{j \omega}\right)\right| M_{G} \sum_{k=1}^{K}\left|f_{k}\right| k \\
& \leq\left|\Delta G\left(e^{j \omega}\right)\right| M_{G} K\|\mathbf{f}\|_{1}
\end{align*}
$$

which leads to an upper bound on the magnification of $\Delta G\left(e^{j \omega}\right)$ by

$$
\begin{equation*}
S_{G \rightarrow H}=\frac{\mid \Delta H\left(e^{j \omega} \mid\right)}{\left|\Delta G\left(e^{j \omega}\right)\right|} \leq M_{G} K\|\mathbf{f}\|_{1} \tag{6.9}
\end{equation*}
$$

For low order $F$ with small coefficients, this sensitivity will also be small, however this analysis implies the worst case sensitivities can be much higher with respect to the perturbations in the subfilter. This issue can be circumvented by designing the subfilters with greater precision as they are usually simple structures and can be designed off-line due to the flexibility of modular designs.

Another notable benefit of designing modular filters as generalized tapped delay lines is the fact that they do not compromise stability as the overall order of filter increases unlike the traditional designs of recursive filters which may become unstable with even the smallest perturbations in the coefficients, coefficient quantization
errors or component imperfection in continuous time filters. For example, this can be analytically illustrated in a context of continuous time filters by first expressing the polynomial $F(s)$ using its roots $s_{k}$

$$
\begin{equation*}
F(s)=\prod_{k=1}^{K}\left(s-s_{k}\right) \tag{6.10}
\end{equation*}
$$

and then expressing its composition with $G(s)=\frac{N(s)}{Q(s)}$ as

$$
\begin{equation*}
F(G(s))=\prod_{k=1}^{K}\left(G(s)-s_{k}\right)=\prod_{k=1}^{K}\left(\frac{N(s)-s_{k} Q(s)}{Q(s)}\right) \tag{6.11}
\end{equation*}
$$

which implies that no additional poles are introduced by the composition. In other words, since $G(s)$ is already stable, the resulting modular filter will be stable regardless of the order of the polynomial $F(s)$ as no poles at new locations are introduced and simply the multiplicities of the existing ones are increased to $K$. Cascading the subfilter $K$ times results in making the multiplicity of all the poles and zeros to be $K$ whereas composition places the new zeros in a way to attain minimax optimality instead of just increasing their multiplicity. Figure 6-10 depicts the pole-zero diagrams of the filters $G(s), G^{10}(s)$ and $F(G(s))$ the magnitude responses of which were given in Figure 6-8. Designing a higher order filter with sharper characteristics without using the modular structure may lead to poles that are close to the imaginary axis, which can compromise stability in case of perturbations.

### 6.2 Efficient Marginalization and Representation of Decomposable Functions

The sum-product algorithm used in inference problems is already known to be implemented efficiently if the corresponding joint probability density is factorable. This section starts with a brief review of the sum-product algorithm in the context of factorable functions, i.e., in the original context it was formulated. The computational


Figure 6-10: The pole-zero diagrams of the filters (a) $G(s),(b) G^{10}(s)$ and (c) $F(G(s)$ ), the magnitude responses of which were given in Figure 6-8, respectively. The scale of the plots are relatively large, therefore zeros with relatively smaller magnitudes are not visible. The multiplicities of poles are zeros are marked by an integer next to them if it is greater than one.
efficiency obtained when the joint probability density function is factorable stems from the separation of its variables, which is visually captured by a factor graph, leading to local and more manageable computations.

The sum-product algorithm on factor graphs that represent a decomposable multivariate function cannot directly be carried out efficiently. However, the techniques developed in Chapter 5 will be used to approximately decompose a joint probability density function in Section 6.2.2 such that the corresponding factor graph lends itself to an efficient implementation of the sum-product algorithm due to the separation of the variables similar to the case of factorable functions.

### 6.2.1 Sum-Product Algorithm

As discussed in Section 5.3.6, factor graphs provide a visually convenient representation of multivariate functions that are product of functions of a smaller subset of variables where these are referred to as local functions [31]. In addition, when computing the marginal for a subset of variables, they also facilitate the interpretation of the results of intermediate summations as messages passed between nodes. Such an interpretation as well as an efficient way for bookkeeping the intermediate results are offered by the sum product algorithm. In this section, the sum-product algorithm will be defined and briefly reviewed following the notation in [31] in the context of a simple example to highlight its key aspects that will allow exploiting the decomposable functions similarly in Section 6.2.2.

The sum product algorithm provides a systematic and efficient framework for the computation of marginal functions on a factor graph by defining and computing messages to and from each node. More specifically, the marginal for a variable is the product of the incoming message to and the outgoing message from this variable on any of the edges that is incident on it in the factor graph. In order to illustrate how this algorithm works, consider the factor graph in Figure 6-11, which represents the joint probability distribution function of five random variables and given by

$$
\begin{equation*}
P\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)=P_{A}\left(x_{1}, x_{3}, x_{5}\right) P_{B}\left(x_{2}, x_{3}, x_{4}\right) \tag{6.12}
\end{equation*}
$$



Figure 6-11: The factor graph representation of the joint distribution of five random variables as given in equation (6.12).

The marginal for $x_{2}$, for example, is given by the product

$$
\begin{equation*}
M\left(x_{2}\right)=\mu_{P_{B} \rightarrow x_{2}} \mu_{x_{2} \rightarrow P_{B}} \tag{6.13}
\end{equation*}
$$

where $\mu_{P_{B} \rightarrow x_{2}}$ is the message function that is sent from the factor node $P_{B}$ to the variable node $x_{2}$, and $\mu_{x_{2} \rightarrow P_{B}}$ is the message function in the opposite direction. Both of these messages are functions of $x_{2}$ since, within this algorithm, each message is only a function of the variable connected to the edge on which it is computed.

The computation of each message is as follows. Each variable node computes the message that it will send to a factor simply by taking the product of all the incoming messages except the one from its destination node. For example,

$$
\begin{equation*}
\mu_{x_{3} \rightarrow P_{B}}=\mu_{P_{A} \rightarrow x_{3}} \tag{6.14}
\end{equation*}
$$

since this is the only incoming message from other nodes, whereas

$$
\begin{equation*}
\mu_{x_{2} \rightarrow P_{B}}=1 \tag{6.15}
\end{equation*}
$$

since there are no incoming messages other than from the destination $P_{B}$. The computation of messages from a factor node to a variable node is slightly more complicated and requires a marginalization. More specifically, all the incoming messages to the factor node as well as the factor itself are multiplied and then this product is summed or marginalized over all the variables except the destination variable, giving the sumproduct algorithm its name. For example, the message going from $P_{B}$ to $x_{2}$ is given
by

$$
\begin{equation*}
\mu_{P_{B} \rightarrow x_{2}}=\sum_{x_{3}} \sum_{x_{4}} P_{B}\left(x_{2}, x_{3}, x_{4}\right) \mu_{x_{3} \rightarrow P_{B}} \mu_{x_{4} \rightarrow P_{B}} \tag{6.16}
\end{equation*}
$$

These marginalizations always lead to a function of a single variable, namely the destination variable, consistent with the fact that messages can only be the function of the variable connected to the corresponding edge. Computing all the messages starting from leaves of the factor graph allows to evaluate the marginal function for each variable. Equations (6.13), (6.15) and (6.16) yield the marginal for $x_{2}$ as

$$
\begin{align*}
M\left(x_{2}\right) & =\sum_{x_{3}} \sum_{x_{4}}\left(P_{B}\left(x_{2}, x_{3}, x_{4}\right)\left(\sum_{x_{1}} \sum_{x_{5}} P_{A}\left(x_{1}, x_{3}, x_{5}\right)\right)\right)  \tag{6.17}\\
& =\sum_{\left\{x_{1}, x_{3}, x_{4}, x_{5}\right\}} P\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)
\end{align*}
$$

as expected.

### 6.2.2 Inference with Decomposable Density Functions

The benefits of the sum-product formulation are the systematic manner in which local and thus simpler computations are combined as well as its ability to render the marginals for all the variables once the messages are computed and cached. The simplicity of the local computations stems from the fact that the local marginalizations are computed over a smaller subset of variables when the joint probability distribution is factorable. It also implies that the efficiency will be greater if the maximum number of variables connected to each factor is small. This observation underlies the benefit of decomposability as discussed in Chapter 5, where decomposition was related to factorization and consequently to the separation of variable nodes between local functions at the expense of increasing the dimensionality of the multivariate function.

In order to illustrate the computational efficiency of decomposing joint probability density functions in the context of an inference problem, the running times of two instances of the sum-product algorithm will be compared for the same problem in


Figure 6-12: Clean binary text image.


Figure 6-13: Noisy text image obtained by adding independent and identically distributed white Gaussian noise with zero mean and unit variance to the binary text image in Figure 6-12. The figure is displayed using imagesc function in MATLAB, which scales the image data to the full range of the colormap.
this section, one using a high dimensional joint probability density function and the other using its approximation as a decomposition into lower dimensional functions as described in Chapter 5.

Consider a binary image denoising application in which a text snippet is treated as a binary image with values +1 for white pixels and -1 for black pixels. An example of a clean image is given in Figure 6-12 and it consists of $100 \times 100$ pixels. This image is then contaminated by independent and identically distributed white Gaussian noise with mean $\mu=0$ and variance $\sigma^{2}=1$, which is rather high as it is comparable to the absolute pixel values. The noisy image is given in Figure 6-13.

The noisy image is denoised by determining for each pixel which of the two values, +1 or -1 , is more likely. This is performed by running the sum-product algorithm on the entire image by treating each pixel as a binary random variable, and providing a


Figure 6-14: The factor graph corresponding to the joint probability density function for a block of $4 \times 4$ pixels in its original form, i,e., before decomposition.
joint probability density $H$ for every $4 \times 4$ pixel block, where

$$
\begin{equation*}
H\left(x_{1}, x_{2}, \ldots, x_{16}\right) \tag{6.18}
\end{equation*}
$$

is a 16 dimensional discrete multivariate function and is learned previously from training on a large set of binary text images. The algorithm also takes as input the likelihood for each pixel of having a value of +1 given by

$$
\begin{equation*}
P(+1 \mid y)=\frac{e^{(y-1)^{2} / \sigma^{2}}}{e^{(y-1)^{2} / \sigma^{2}}+e^{(y-(-1))^{2} / \sigma^{2}}} \tag{6.19}
\end{equation*}
$$

where $y$ is the observed pixel value. The factor graph for each $4 \times 4$ block is depicted in Figure 6-14. In this setup, each pixel will be a part of several neighboring $4 \times 4$ blocks. Therefore the factor graph corresponding to the entire image will lack the property of a tree and will have loops, therefore the sum-product algorithm will be an approximate solution and will need more than one iteration for a satisfactory result. The result of denoising using $H\left(x_{1}, x_{2}, \ldots, x_{16}\right)$ in its original form in the sum-product algorithm with ten iteration yields the denoised image given in Figure 6-15 and the solution was obtained in 2561 seconds using Dimple, the open source probabilistic graphical model manipulation tool [25].

For computation time comparison, the joint probability density function $H$ was decomposed using approximate general decomposition by introducing a latent variable


Figure 6-15: The denoised image obtained by running the sum-product algorithm with the joint density function in its original form $H\left(x_{1}, x_{2}, \ldots, x_{16}\right)$.
$c$ as discussed in Section 5.4.5 using nonnegative matrix factorization to obtain

$$
\begin{align*}
H\left(x_{1}, x_{2}, \ldots, x_{16}\right) & =\sum_{c} \hat{H}\left(x_{1}, x_{2}, \ldots, x_{16}, c\right) \\
& =\sum_{c} F\left(x_{1}, x_{2}, \ldots, x_{8}, c\right) \tilde{G}\left(c, x_{9}, \ldots, x_{16}\right) \tag{6.20}
\end{align*}
$$

where the alphabet size of $c$ is restricted for efficiency by

$$
\begin{equation*}
D_{c}<\frac{D_{\left\{x_{1}, \ldots, x_{8}\right\}} D_{\left\{x_{9}, \ldots, x_{16}\right\}}}{D_{\left\{x_{1}, \ldots, x_{8}\right\}}+D_{\left\{x_{9}, \ldots, x_{16}\right\}}}=\frac{2^{8} 2^{8}}{2 \cdot 2^{8}}=128 \tag{6.21}
\end{equation*}
$$

as dictated by equation (5.19). More specifically, the alphabet size for $c$ was chosen as 32 and supplied as a parameter to the nonnegative matrix factorization, where the Kullback-Leibler divergence was minimized for the approximation, a commonly preferred metric when working with probability distributions. The corresponding factor graph for a $4 \times 4$ pixel block after the decomposition is depicted in Figure 6-16. The sum-product algorithm with ten iterations on this factor graph yielded the denoised image given in Figure 6-17 and the computation was completed in 189 seconds suggesting an important improvement in the computation time using decomposition without compromising visual quality significantly.


Figure 6-16: The factor graph corresponding to $\hat{H}$ given in equation (6.20).


Figure 6-17: The denoised image obtained by running the sum-product algorithm using the decomposed joint density function $\hat{H}$ in equation (6.20).

### 6.2.3 Compact Representations of Multivariate Functions

In addition to reducing the dimensionality over which marginalizations are performed and leading to a computational efficiency for MDF problems, the decomposition of a multivariate function $H\left(\mathbf{X}_{\mathbf{A}}, \mathbf{X}_{\mathbf{B}}\right)$ as in equation (5.21), either exact or approximate, leads to its representation in terms of the functions $F$ and $\tilde{G}$ in which the total number of parameters are less than that of $H$ itself. Equivalently, the partition table $\mathbf{M}_{\mathbf{H}}$ corresponding to $H$ can be represented with fewer entries as a product of the matrices $\mathbf{M}_{\mathbf{F}}$ and $\mathbf{M}_{\tilde{\mathbf{G}}}$. This can be regarded as a more compact representation of $H$ as a result of its decomposability.

### 6.3 Polynomial Decomposition for Compact Representations and Modularity

### 6.3.1 Decomposable Finite Sequences

A discrete sequence or a filter impulse response is typically considered to be sparse if it has few nonzero samples, i.e. if it can be represented with few parameters. Polynomial decomposition can also be considered useful in a signal processing context in which decomposability is exploited to reduce the number of required parameters to represent a signal. A finite length discrete time signal $h[n]$ the $z$-Transform $H(z)$ of which can be represented as the composition of two smaller order polynomials $F(z)$ and $G(z)$, i.e. $H(z)=F(G(z))$, has a length greater than the number of parameters required to represent it. Consider

$$
\begin{align*}
& F(z)=f_{0}+f_{1} z^{-1}+f_{2} z^{-2}+\cdots+f_{M} z^{-M}  \tag{6.22}\\
& G(z)=g_{0}+g_{1} z^{-1}+g_{2} z^{-2}+\cdots+g_{N} z^{-N}
\end{align*}
$$

The relationship between the degrees of these polynomials is $P=M N$ where $P, M$ and $N$ are the degrees of $H(z), F(z)$ and $G(z)$, respectively. This implies that $h[n]$ can be represented indirectly by $F$ and $G$ using $(M+1)+(N+1)$ coefficients instead
of being directly represented by $H$ using $M N+1$ coefficients. In this case, $h[n]$ is a sparse signal, where sparsity corresponds to having a decomposable structure that can be represented with few parameters rather than having few nonzero coefficients. The sensitivity analysis in Section 3.5 illustrates how a perturbation on the coefficients of $F$ and $G$ affect the coefficients of $H$, and compositions with linear polynomials are shown as a means to reduce sensitivity with respect to these coefficients.

In the case where $H(z)$ is not an exact composition, approximate decomposition techniques can be used to decompose the signal $h[n]$. An example was given in Section 3.4.3, where a 12 -th order decomposable polynomial was decomposed using the iterative approximate decomposition method due to Corless [16] and represented as the approximate composition of a 4 -th order polynomial and a 3 -rd order polynomial. This reduced the number of parameters required to represent this polynomial from 13 to 9 . The savings increase with increasing polynomial orders. However, as already mentioned in Section 3.4.3, the approximate decomposition techniques are successful only for small orders. Moreover, an approximate decomposition that is satisfactorily close to the original polynomial does not always exist due to the radius of non-decomposability given in equation (3.17). In other words, there is always a high dimensional ball centered at a given non-decomposable polynomial with nonzero radius within which all the polynomials are also non-decomposable. This makes the problem of finding approximate decompositions difficult and often non-practical.

### 6.3.2 Modular Filter Design by Approximate Polynomial Decomposition

Modular filter design as a generalization of filter sharpening was discussed in Section 6.1, where a subfilter was either pre-specified or pre-selected at the first step of a two step modular filter design algorithm to approximate the overall filter specifications. An alternative to the latter approach is to use polynomial decomposition techniques to approximate the impulse response of FIR filters as the composition of two smaller order sequences without the requirement of a pre-specified subfilter. For example the
$z$-transform of an FIR filter $H(z)$ can be decomposed as $F(G(z))$ and the resulting filter structure can be implemented as a generalized tapped delay line given in Figure 6-6 leading to a modular design.

Consider a 30 -th order Parks-McClellan low-pass filter with the passband and stopband edges of $0.20 \pi$ and $0.24 \pi$, respectively. Figure $6-18$ a shows the impulse responses of the original filter and its approximate decomposition $F(G(z))$ obtained by Corless' method where
$F(z)=-0.0526+0.0649 z^{-1}-0.0359 z^{-2}-0.0021 z^{-3}+0.1160 z^{-4}-0.0226 z^{-5}+0.0049 z^{-6}$
and

$$
\begin{equation*}
G(z)=-0.1037+0.1759 z^{-1}+0.2667 z^{-2}+0.3432 z^{-3}+0.4321 z^{-4}+0.7834 z^{-5} \tag{6.24}
\end{equation*}
$$

Figure 6-18b depicts the corresponding magnitude responses. Although the approximate polynomial decomposition method optimizes the approximation with respect to the $l_{2}$ norm and the impulse responses differ significantly, the magnitude response of the approximation still exhibits the general characteristics of the original low-pass filter magnitude response. However, due to the difficulty of finding nearby decomposable polynomials in general, this similarity does not always hold. Moreover, the approximation does not have the symmetry in the coefficients losing the desirable linear phase property.

One approach to approximate FIR filters that are symmetric around an integer point consists of first expressing the original frequency response as a polynomial in $\cos \omega$ and then decompose this polynomial rather than decomposing the $z$-transform directly. More specifically, as given in equation 2.15, the Fourier transform of an even symmetric filter $H\left(e^{j \omega}\right)$ with order $2 L$ and symmetric around $n=L$ can be represented as

$$
\begin{equation*}
H_{\text {shifted }}\left(e^{j \omega}\right)=\sum_{n=-L}^{L} h[n] e^{-j \omega}=\sum_{n=0}^{L} h[n] \cos n \omega \tag{6.25}
\end{equation*}
$$

after a time shift of $L$ samples, where the time shift can be reversed once the fil-


Figure 6-18: The comparison of a 30-th order low-pass Parks-McClellan filter $H(z)$ with the passband and stopband edges of $0.20 \pi$ and $0.24 \pi$, respectively, with its approximate decomposition $F(G(z))$ : (a) the impulse responses (b) the magnitude responses.
ter is designed. Expanding each term using the Chebyshev polynomials leads to a polynomial in $\cos \omega$ as in equation (2.16), and provided here for convenience,

$$
\begin{equation*}
H_{\text {shifted }}\left(e^{j \omega}\right)=\sum_{n=0}^{L} b_{n}(\cos \omega)^{n} \tag{6.26}
\end{equation*}
$$

In other words, the frequency response of the time shifted filter becomes $B(\cos \omega)$, where $B$ is a polynomial of order $L$. An approximate decomposition given by

$$
\begin{equation*}
B(x) \approx \hat{B}(x)=F(G(x)) \tag{6.27}
\end{equation*}
$$

suggests a modular representation of the FIR filters as a generalized tapped delay line where coefficients of $F$ are the tap coefficients and $G(\cos \omega)$ corresponds to an even symmetric subfilter. The frequency responses $B(\cos \omega)$ and $\hat{B}(\cos \omega)$ were significantly different in simulations even in cases where the coefficients of $\hat{B}(x)$ were a good approximation to those of $B(x)$. This is expected since, in general, the proximity of the coefficients of two polynomials with respect to the $l_{2}$ norm has implications only for their values on the unit circle due to Parseval's theorem, and not necessarily on the interval $[-1,1]$ from which $\cos \omega$ assumes values.

In cases where the symmetry of a given filter is required to be preserved by the approximation, a third approach to perform the decomposition that also yields an acceptable approximation to the frequency response can be to split the impulse response before the decomposition into two subsequences which are related to each other through time reversal. More specifically, the $z$-transform of the time shifted filter can be expressed as

$$
\begin{equation*}
H_{s h i f t e d}(z)=C(z)+C\left(z^{-1}\right) \tag{6.28}
\end{equation*}
$$

where coefficients of $C(z)$ are those of $h_{\text {shifted }}[n]$ for $n \geq 0$ with the exception that its constant term is $\frac{h_{\text {shifted }}[0]}{2}$. An approximate decomposition of $C(z)$ as in

$$
\begin{equation*}
C(z) \approx F(G(z)) \tag{6.29}
\end{equation*}
$$



Figure 6-19: The implementation of an even symmetric FIR filter using the approximate decomposition given in equation 6.30.
yields

$$
\begin{equation*}
H_{\text {shifted }}(z) \approx F(G(z))+F\left(G\left(z^{-1}\right)\right) \tag{6.30}
\end{equation*}
$$

the coefficients of which are guaranteed to be symmetric. The implementation of this decomposable approximation leads to the modular structure given in Figure 6-19. Although this implementation requires two different subfilters, namely $G(z)$ and $G\left(z^{-1}\right)$, they are related through a time reversal which does not require the design of an additional subfilter. For on-line applications, this design can be used by introducing a buffer stage at the input to reinstate causality.

The method of symmetric decomposition in equation (6.30) was applied to the Parks-McClellan filter given in Figure 6-18. The polynomial $C(z)$ corresponding to
this polynomial is given by

$$
\begin{align*}
C(z) & =0.1105+0.2039 z^{-1}+0.1572 z^{-2}+0.0939 z^{-3}+0.0307 z^{-4}-0.0173 z^{-5} \\
& -0.0412 z^{-6}-0.0402 z^{-7}-0.0215 z^{-8}+0.0042 z^{-9}+0.0260 z^{-10} \\
& +0.0370 z^{-11}+0.0364 z^{-12}+0.0281 z^{-13}+0.0192 z^{-14}-0.0597 z^{-15} \tag{6.31}
\end{align*}
$$

which was approximated as the composition of

$$
\begin{equation*}
F(z)=0.1862+0.2261 z^{-1}+0.0020 z^{-2}-0.0068 z^{-3}-0.0132 z^{-5}+0.0097 z^{-6} \tag{6.32}
\end{equation*}
$$

and

$$
\begin{equation*}
G(z)=-0.3359+0.8847 z^{-1}+0.7099 z^{-2}+0.4192 z^{-3} \tag{6.33}
\end{equation*}
$$

Figure 6-20a illustrates the original response and its approximation obtained using this approach. The symmetry around $n=15$ was preserved as desired. As seen in Figure 6-20b which depicts the corresponding magnitude responses, the low-pass characteristics of the original filter were also preserved in this example with a slight widening of the transition region.

### 6.4 Chapter Conclusions

In this chapter, examples illustrating the benefits of the functional composition and decomposition framework were discussed. Composition of frequency responses was shown to suggest modular design topologies that are desirable for filters as well as provide a systematic framework for an existing signal processing application, namely filter sharpening, in which improved results can be obtained as compared to the traditional ad hoc approaches. Moreover, this was shown to be easily extended to complex valued frequency responses such as causal IIR filters or continuous time filters, which was not possible using the previous methods.

Decomposability of multivariate functions proved to lead to efficient marginaliza-


Figure 6-20: The comparison of the 30 -th order low-pass Parks-McClellan filter $H(z)$ with the passband and stopband edges of $0.20 \pi$ and $0.24 \pi$, respectively, with its approximate decomposition $F(G(z))+F\left(G\left(z^{-1}\right)\right)$ : (a) the impulse responses (b) the magnitude responses.
tions and an example was given in the context of the sum-product algorithm that was used to denoise a binary text image. Decomposable representations of multivariate functions and polynomials suggested an alternative way to represent multivariate signals and finite sequences with fewer parameters either exactly or approximately. Approximate polynomial decomposition was also shown to be possibly used as a means of designing discrete time modular FIR filters.

## Chapter 7

## Conclusions

In this thesis, the potential benefits of approaching signal processing applications from a functional composition and decomposition viewpoint were explored. The composition and decomposition methods for functions that are common in signal processing were identified from the current literature, implemented and compared. For certain classes of functions, new decomposition methods were proposed. Several signal processing contexts were revisited, re-interpreted and generalized in a systematic way within this framework equipped with these decomposition techniques. Moreover, new and interesting signal processing applications and approaches were developed.

The signal processing applications in the current literature that can be re-interpreted as a form of functional composition and decomposition as reviewed in Chapter 2 provides evidence that embedding signals and systems to form compositions has been recognized as to have benefits in different contexts. However, the breadth of these applications and the extent to which these operations were utilized were seen to be rather limited with an emphasis on time and frequency transformations. Other applications such as filter sharpening and filter design as a tapped cascaded interconnection of identical subfilters can be viewed as to have the potential to extend these benefits by reusing subfilters to build better filters. However, the general approach in these applications was rather ad hoc and their formulation was also confined within the frequency transformation viewpoint. These motivated the development of a more systematic and unified composition framework for signal processing within
which further benefits can be recognized and exploited more conveniently. Such additional benefits that were explored in this thesis can be summarized as modularity, compactness and separability.

As one aspect of such a composition framework, certain composition and decomposition methods were reviewed from the current math literature and extended for an important class of functions for signal processing, namely polynomials, since polynomials often appear in the form of $z$-transforms when manipulating discrete time FIR signals and systems. The exact decomposition methods for the case in which a polynomial is known to be decomposable were overviewed and compared, which revealed that the results remain very accurate for low orders and deteriorate for higher orders, usually due to numerical issues. Approximate polynomial decomposition methods, including the one developed in this thesis based on Structured Total Least Norm (STLN) method, seemed to suffer from both this limitation as well as the difficult nature of the approximate polynomial decomposition problem. More specifically, the set of decomposable polynomials constitute only a small subset of the space of polynomials which makes the problem of finding a satisfactorily close decomposable approximation difficult even in cases where numerical problems were not an issue. Nevertheless, for the low orders that the methods remained viable, the examples of exact and approximate decompositions were shown to suggest more compact representations of discrete time FIR sequences and an opportunity to design modular filter structures without the requirement of specifying subfilters unlike in the case for filter sharpening. The sensitivity of polynomial composition and decomposition operations were also investigated and a method to decrease sensitivity using compositions with first order polynomials was introduced.

Modular filter design constituted an important class of applications that were identified to benefit from a functional composition and decomposition viewpoint. Development of a functional decomposition algorithm for frequency responses into a polynomial and a rational pre-specified frequency response allowed revisiting filter sharpening within the composition framework and extending its applicability to subfilters with complex valued frequency responses as special cases of modular filters.

This algorithm utilized the fact that the composition of a polynomial and a frequency response is a special case of approximating a target function using a linear combination of continuous subfunctions on a compact set, which accepts solutions from the mathematics literature such as the First Algorithm of Remez. The frequency response decomposition algorithm was further modified to accommodate approximation specifications given only for the magnitude of the frequency responses. The modular filters obtained this way were shown to have the same poles as the subfilter with increased multiplicities, which guaranteed stability even in the presence of perturbations in the coefficients of the composing polynomial.

The decomposition of multivariate discrete functions was explored in the context of applications that require marginalization over all or a subset of the variables of a multivariate function. These applications often arise in signal processing and machine learning, where factorability of the involved multivariate functions is already known to lead to efficient marginalizations. Decomposability was shown to be equivalent to factorability at a higher dimension. This was accomplished by introducing latent variables to the multivariate functions. An upper limit on the alphabet size of these latent variables were given to ensure decomposition indeed led to efficient computations. In cases where the alphabet size of the latent variables were large, approximate decompositions were obtained by enforcing this limit in the decomposition process. Mathematical methods such as nonnegative matrix factorization (NMF) and singular value decomposition (SVD) were utilized in the decomposition process as the decomposition problem was reduced to a form that is equivalent to a matrix factorization. More specifically, the multivariate function to be decomposed was unfolded into a matrix representation for which a rank deficient factorable approximation was found, sometimes referred to as rank factorization in the literature. The same approach also suggested a more compact representation for a given multivariate function, when it was either exactly or approximately decomposable.

The applications either formulated or revisited in this thesis are by no means a complete list as many others can possibly be formulated within the richness of signal processing. For example, one possible further application is a generalization of
modular filter design, which in turn was shown to be a generalization of filter sharpening in Section 6.1.1. In that section, the subfilters used in the modular filters were assumed to be identical and the tap coefficients in the generalized tapped delay line were optimized by decomposing an ideal filter response using the frequency response decomposition algorithm developed in Chapter 4. Since this decomposition algorithm utilized the First Algorithm of Remez, which optimally solves the problem of approximation to a continuous function with a generalized polynomial, the method can be extended in a straightforward way to cases for which subfilters are non-identical. For example, consider non-identical subfilters $A_{1}\left(e^{j \omega}\right), \ldots, A_{K}\left(e^{j \omega}\right)$. One way to design a filter the characteristics of which is sharper than any of these subfilters is to use them in a configuration as in Figure 7-1 and optimize the branch gains $f_{k}, k=1, \ldots, K$ to approximate the ideal filter response $D(\omega)$ in the optimization problem

$$
\begin{array}{ll}
\underset{\mathbf{f}}{\operatorname{minimize}} & \Delta \\
\text { subject to } & \left\|D(\omega)-\sum_{k=1}^{K} f_{k} A_{k}\left(e^{j \omega}\right)\right\|_{\infty} \leq \Delta \tag{7.1}
\end{array}
$$

The resulting filter will have either identical to or smaller minimax errors than that of each one of these subfilters since, otherwise, the optimal branch gain could be chosen to be unity for a filter that has a smaller approximation error and zero for others. Another approach to obtain such a modular filter using multiple non-identical subfilters $A_{k}\left(e^{j \omega}\right)$ is to use them in a generalized tapped delay line as in Figure 72 , in which case the basis functions to approximate the ideal filter response are the products of the subfilter responses along the tapped line. The order of the subfilters were chosen consistent with their indices in Figure 7-2 leading to the optimization problem

$$
\begin{array}{ll}
\underset{\mathrm{f}}{\operatorname{minimize}} & \Delta \\
\text { subject to } & \left\|D(\omega)-\sum_{k=0}^{K} f_{k}\left(\prod_{k^{\prime}=1}^{k} A_{k^{\prime}}\left(e^{j \omega}\right)\right)\right\|_{\infty} \leq \Delta \tag{7.2}
\end{array}
$$

The quality of the approximation is likely to be different for distinct orderings of the subfilters along the tapped line. This imposes a difficulty on the decision as to which


Figure 7-1: A modular filter structure formed with non-identical subfilters, where the branch gains $f_{k}$ are optimized as in (7.1).
ordering yields a better approximation after the tap coefficients are optimized since there are $K$ ! possible orderings. However, this also implies there are many other options to order them if a particular ordering did not yield a satisfactory approximation, a flexibility which was lacking in the case of identical subfilters.

The decomposition techniques that were developed or extended in this thesis were also limited to a few classes of functions that are ubiquitous in signal processing constituting only a part of a complete framework. For example, the decomposition of rational functions was excluded, which has already been explored in the mathematics literature to a certain extent $[3,56]$, and can be an important future addition to this framework. The exploration of rational function composition and decomposition may allow building modular filters that are not limited to embedding subfilters into FIR filters. More specifically, modular structures can be obtained by replacing delay elements in recursive filters by other subfilters. However, such an implementation requires extra care to avoid delay free loops. Another possible advantage of having rational function decomposition algorithms would be the ability to generalize the operations of decimation and expansion of discrete sequences by integers, which in turn may lead to the generalization of the polyphase representations. For example, the expansion of a discrete sequence $f[n]$ by an integer $M$, i.e. inserting $M-1$


Figure 7-2: A modular filter structure formed with non-identical subfilters, where the branch gains $f_{k}$ are optimized as in (7.2).
zeros after every sample of this sequence, corresponds to changing its $z$-Transform $F(z)$ to $F\left(z^{M}\right)$. This can be viewed as the composition of $F(z)$ with the $M$-th order polynomial $G(z)=z^{-M}$ in $z^{-1}$. The composition of a rational $z$-transform $F(z)$ of a discrete time sequence with another rational $z$-transform $G(z)$ can be viewed as a generalization of an expander. Conversely, the decimation of a sequence can be associated with the decomposition of its $z$-transform with more general rational functions $G(z)$ than the polynomial $z^{-M}$. However, the generalization in this latter case is less straightforward since not every sequence has a decomposable $z$-transform, which requires the definition of an approximate generalized decimation.

In Chapter 4, the approximation of frequency responses as a composition of functions more general than a polynomial and a rational function was not explored as it was currently unclear how to extend the methods developed in that chapter. The development of more general frequency response decomposition techniques is a promising future direction to explore as it suggests an alternative way to design recursive modular structures where the approximation specifications can be imposed directly on the frequency responses rather than discrete time samples. Similarly to the current frequency response decomposition algorithm, that can be extended to cases where specifications are given based on the magnitude responses.

The computational and representational efficiencies of multivariate discrete functions arise the question as to whether developing decomposition techniques for continuous multivariate functions leads to efficiency as well. Indeed, this would provide an extension of the computational efficiency in computing marginalizations of multivariate continuous functions, which motivates investigating such decomposition techniques as a future direction. Moreover, decomposability can potentially be utilized in a similar way to factorability for efficiently sampling both continuous and discrete joint probability density functions in the context of computationally intractable inference problems, for example when taking samples of high dimensional probability densities to compute approximate expectations.

## Appendix A

## A Convolution Inequality

Lemma: Denote $s_{3}[n]$ as the convolution of the finite length signals $s_{1}[n]$ which is non-zero only for $0 \leq n \leq L_{1}$ and $s_{2}[n]$ which is non-zero only for $0 \leq n \leq L_{2}$. Assume $L_{1} \geq L_{2}$, then the energy of these signals satisfy

$$
E_{s_{3}} \leq\left(L_{2}+1\right) E_{s_{1}} E_{s_{2}},
$$

where the energy is given by $E_{s_{i}}=\sum_{n=-\infty}^{\infty} s_{i}^{2}[n], i=1,2,3$.

Proof: For $0 \leq n \leq L_{1}+L_{2}$, Cauchy-Schwarz inequality implies

$$
\begin{aligned}
s_{3}^{2}[n] & =\left(\sum_{m=\max \left(0, n-L_{2}\right)}^{\min \left(L_{1}, n\right)} s_{1}[m] s_{2}[n-m]\right)^{2} \\
& \leq\left(\sum_{m=\max \left(0, n-L_{2}\right)}^{\min \left(L_{1}, n\right)} s_{1}^{2}[m]\right)\left(\sum_{m=\max \left(0, n-L_{2}\right)}^{\min \left(L_{1}, n\right)} s_{2}^{2}[n-m]\right) \\
& \leq\left(\sum_{m=\max \left(0, n-L_{2}\right)}^{\min \left(L_{1}, n\right)} s_{1}^{2}[m]\right) E_{s_{2}} .
\end{aligned}
$$

Summing for $n=0,1, \ldots,\left(L_{1}+L_{2}\right)$ yields

$$
\begin{aligned}
E_{s_{3}} & \leq \sum_{n=0}^{L_{1}+L_{2}}\left(\sum_{m=\max \left(0, n-L_{2}\right)}^{\min \left(L_{1}, n\right)} s_{1}^{2}[m]\right) E_{s_{2}} \\
& =\sum_{m=0}^{L_{1}}\left(\sum_{n=m}^{m+L_{2}} s_{1}^{2}[m]\right) E_{s_{2}}=\left(L_{2}+1\right) E_{s_{1}} E_{s_{2}}
\end{aligned}
$$

where the first equality is obtained through re-parametrization of the double summation bounds.

## Appendix B

## First Algorithm of Remez: Convergence and Optimality

In the first algorithm of Remez outlined in Algorithm 2, certain guarantees exist for the clustering points of the coefficients vectors and their optimality as well as the monotonicity of the the minimax approximation error on $\mathcal{S}$ at each iteration. Their proof by Cheney [13] is restated here with the notation of Chapter 4. Several definitions are given here for the formal statement of the theorem and its proof.

For a given coefficient vector $\mathbf{f}=\left[f_{0}, f_{1}, \ldots, f_{K}\right]^{T}$, the approximation error on $\mathcal{S}$ is given by

$$
\begin{equation*}
E(\mathbf{f}, \omega)=D(\omega)-\sum_{k=0}^{K} f_{k} U_{k}(\omega) \tag{B.1}
\end{equation*}
$$

and the maximum approximation error is denoted by $\Delta(\mathrm{f})$,

$$
\begin{equation*}
\Delta(\mathbf{f})=\|E(\mathbf{f}, \omega)\|_{\infty}=\max _{\omega \in \mathcal{S}}\left|D(\omega)-\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right| . \tag{B.2}
\end{equation*}
$$

The minimax error $\Delta_{\text {opt }}$ is defined as the minimum value of $\Delta(\mathbf{f})$ over all possible choices of $\mathbf{f}$,

$$
\begin{equation*}
\Delta_{\text {opt }}=\inf _{\mathbf{f} \in \mathcal{R}^{K+1}} \Delta(\mathbf{f}) . \tag{B.3}
\end{equation*}
$$

The discrete set of frequencies on which the optimization problem (4.3) will be solved
at the $i$-th iteration is denoted as $\mathcal{S}^{[i]}$. For any $\mathbf{f}$, the maximum error on this set can be defined as

$$
\begin{equation*}
\Delta^{[i]}(\mathbf{f})=\max _{\omega \in \mathcal{S}^{[i]}}|E(\mathbf{f}, \omega)| \tag{B.4}
\end{equation*}
$$

which is minimized by $\mathbf{f}^{[i]}$, i.e.,

$$
\begin{equation*}
\mathbf{f}^{[i]}=\arg \min _{\mathbf{f} \in \mathcal{R}^{K+1}} \Delta^{[i]}(\mathbf{f}) . \tag{B.5}
\end{equation*}
$$

Since this is the minimizer for $\Delta^{[i]}(\mathbf{f})$, it satisfies

$$
\begin{equation*}
\Delta^{[i]}\left(\mathbf{f}^{[i]}\right) \leq \Delta^{[i]}(\mathbf{f}) \tag{B.6}
\end{equation*}
$$

for every $\mathbf{f} \in \mathcal{R}^{K+1}$, where $\Delta^{[i]}\left(\mathbf{f}^{[i]}\right.$ can be viewed as the minimax error at the $i$-th iteration. Once $\mathbf{f}^{[i]}$ is computed at the first step of Algorithm 2, the frequency $\omega^{[i]}$ at which the maximum approximation error on $\mathcal{S}$ occurs is determined at the second step as

$$
\begin{equation*}
\omega^{[i]}=\arg \max _{\omega \in \mathcal{S}} E\left(\mathbf{f}^{[i]}, \omega\right) \tag{B.7}
\end{equation*}
$$

From the definition of $\Delta(\mathbf{f})$ in equation (B.2),

$$
\begin{equation*}
\Delta\left(\mathbf{f}^{[i]}\right)=\left|E\left(\mathbf{f}^{[i]}, \omega^{[i]}\right)\right|=\Delta^{[i]}\left(\mathbf{f}^{[i]}\right) . \tag{B.8}
\end{equation*}
$$

Finally, $\omega^{[i]}$ is added to the set of points for which problem (4.3) will be solved at the next iteration,

$$
\begin{equation*}
\mathcal{S}^{[i+1]}=\mathcal{S}^{[i]} \cup\left\{\omega^{[i]}\right\} . \tag{B.9}
\end{equation*}
$$

Theorem B.1. [13]. The minimax error at the $i$-th iteration, $\Delta^{[i]}\left(\mathbf{f}^{[i]}\right)$, approaches $\Delta_{\text {opt }}$ as the iterations continue, i.e.,

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \Delta^{[i]}\left(\mathrm{f}^{[i]}\right)=\Delta_{o p t} . \tag{B.10}
\end{equation*}
$$

Moreover, the sequence $\mathbf{f}^{[i]}$ is bounded and its cluster points all minimize the error.
Proof. First, the sequence $f^{[i]}$ is shown to be bounded. Since the initial set of points
$\mathcal{S}^{[1]}$ are chosen such that the matrix $\mathbf{V}_{\text {init }}$ in equation (4.11) has full column rank, the number $\theta$ defined as

$$
\begin{equation*}
\gamma=\min _{\| \mathbb{F}_{1}=1} \max _{\omega \in \mathcal{S}^{[1]}}\left|\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right| \tag{B.11}
\end{equation*}
$$

is strictly positive, where $\|\cdot\|_{1}$ denotes $l_{1}$ norm of a vector. Therefore,

$$
\begin{aligned}
\Delta^{[1]}(\mathbf{f}) & =\max _{\omega \in \mathcal{S}^{[1]}}\left|\sum_{k=0}^{K} f_{k} U_{k}(\omega)-D(\omega)\right| \\
& \geq \max _{\omega \in \mathcal{S}^{[1]}}\left|\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right|-\max _{\omega \in \mathcal{S}^{[1]}}|D(\omega)| \\
& \geq \max _{\omega \in \mathcal{S}^{11]}}\left|\sum_{k=0}^{K} f_{k} U_{k}(\omega)\right|-\|D(\omega)\|_{\infty} \\
& \geq\|\mathbf{f}\|_{1}\left(\max _{\omega \in \mathcal{S}^{[1]}}\left|\sum_{k=0}^{K} \frac{f_{k}}{\|\mathbf{f}\|_{1}} U_{k}(\omega)\right|\right)-\|D(\omega)\|_{\infty} \\
& \geq \gamma\|\mathbf{f}\|_{1}-\|D(\omega)\|_{\infty}
\end{aligned}
$$

where the first inequality is due to the triangular inequality for norms and the last inequality follows from the definition of $\gamma$. For any coefficient vector $\mathbf{f}$ with $\|\mathbf{f}\|_{1}>$ $\frac{2\|D(\omega)\|_{\infty}}{\gamma}$ and for any $i>1$,

$$
\Delta^{[i]}(\mathbf{f}) \geq \Delta^{[1]}(\mathbf{f})>\|D(\omega)\|_{\infty} \geq \Delta^{[i]}(\mathbf{0})
$$

therefore such a vector $\mathbf{f}$ cannot be the minimizer of $\Delta^{[i]}(\mathbf{f})$, i.e., coefficient vectors with $l_{1}$ norms greater than $\frac{2\|D(\omega)\|_{\infty}}{\gamma}$ are never considered and the sequence $f^{[i]} \in \mathcal{R}^{K+1}$ is bounded, which implies it has least one clustering point [46].

Second, it is shown that the minimax error $\Delta^{[i]}\left(\mathbf{f}^{[i]}\right)$ approaches $\Delta_{\text {opt }}$ as iterations continue and the clustering points attain $\Delta_{\text {opt }}$. Since for any $i$ the inclusion $\mathcal{S}^{[i]} \subset$ $\mathcal{S}^{[i+1]} \subset \mathcal{S}$ holds, the maximum errors on these sets for a given $\mathbf{f}$ satisfy

$$
\Delta^{[i]}(\mathbf{f}) \leq \Delta^{[i+1]}(\mathbf{f}) \leq \Delta(\mathbf{f})
$$

Minimizing each error term with respect to $\mathbf{f}$ yields

$$
\begin{equation*}
\Delta^{[i]}\left(\mathbf{f}^{[i]}\right) \leq \Delta^{[i+1]}\left(\mathbf{f}^{[i+1]}\right) \leq \Delta_{o p t} \tag{B.12}
\end{equation*}
$$

since $\mathbf{f}^{[i]}$ is the minimizer of $\Delta^{[i]}(\mathbf{f})$ as defined in equation (B.5). This implies that $\Delta^{[i]}\left(\mathbf{f}^{[i]}\right)$ is a monotonically non-decreasing sequence that is bounded above by $\Delta_{\text {opt }}$, i.e.,

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \Delta^{[i]}\left(\mathbf{f}^{[i]}\right)=\Delta_{o p t}-\epsilon \tag{B.13}
\end{equation*}
$$

for some nonnegative $\epsilon$. It can be shown that $\epsilon=0$ as follows. For any two coefficient vectors $\mathbf{a}$ and $\mathbf{b}$,

$$
\begin{align*}
|E(\mathbf{a}, \omega)-E(\mathbf{b}, \omega)| & =\left|\sum_{k=0}^{K}\left(a_{k}-b_{k}\right) U_{k}(\omega)\right| \\
& \leq \sum_{k=0}^{K}\left|\left(a_{k}-b_{k}\right)\right| \cdot\left|U_{k}(\omega)\right|  \tag{B.14}\\
& \leq M \sum_{k=0}^{K}\left|\left(a_{k}-b_{k}\right)\right| \\
& =M\|\mathbf{a}-\mathbf{b}\|_{1},
\end{align*}
$$

where $M$ is maximum value attained by any of the basis functions $U_{k}(\omega)$ and is finite since the basis functions are all continous on the compact set $\mathcal{S}$ [46]. Triangular inequality can be applied to equation (B.14) to obtain

$$
\begin{equation*}
|E(\mathbf{a}, \omega)| \leq|E(\mathbf{b}, \omega)|+M\|\mathbf{a}-\mathbf{b}\|_{1} . \tag{B.15}
\end{equation*}
$$

Furthermore, maximization of both sides of this inequality over $\omega$ yields

$$
\begin{equation*}
\Delta(\mathbf{a}) \leq \Delta(\mathbf{b})+M\|\mathbf{a}-\mathbf{b}\|_{1} . \tag{B.16}
\end{equation*}
$$

In order to show $\epsilon>0$ leads to a contradiction, let $\mathbf{c}$ denote any clustering point of the sequence $\mathbf{f}^{[i]}$. For any $\delta>0$, there exists an index $i$ such that $\left\|\mathbf{c}-\mathbf{f}^{[i]}\right\|_{1}<\delta$ and
another index $j>i$ such that $\left\|\mathbf{c}-\mathbf{f}^{[j]}\right\|_{1}<\delta$. Therefore

$$
\begin{equation*}
\left\|\mathbf{f}^{[j]}-\mathbf{f}^{[i]}\right\|_{1} \leq 2 \delta \tag{B.17}
\end{equation*}
$$

and

$$
\begin{align*}
\Delta_{\text {opt }} & \leq \Delta(\mathbf{c}) \\
& \leq \Delta\left(\mathbf{f}^{[i]}\right)+M \delta \\
& =\left|E\left(\mathbf{f}^{[i]}, \omega^{[i]}\right)\right|+M \delta \\
& \leq\left|E\left(\mathbf{f}^{[j]}, \omega^{[i]}\right)\right|+3 M \delta  \tag{B.18}\\
& \leq\left|E\left(\mathbf{f}^{[j]}, \omega^{[j]}\right)\right|+3 M \delta \\
& =\Delta^{[j]}\left(\mathbf{f}^{[j]}\right)+3 M \delta \\
& \leq \Delta_{\text {opt }}-\epsilon+3 M \delta
\end{align*}
$$

where the first inequality follows from the definition of $\Delta_{o p t}$ in equation (B.3), the second inequality follows from equation (B.16) for $\mathbf{c}$ and $\mathbf{f}^{[i]}$, the first equality follows from the definition of $\Delta\left(\mathbf{f}^{[i]}\right)$ in equation (B.8), the third inequality follows from equation (B.15), the fourth inequality follows from the definition of $\omega^{[i]}$ in equation (B.7), the second equality follows from equation (B.8) and the last inequality follows from the monotonic convergence of $\Delta^{[i]}\left(\mathbf{f}^{[i]}\right)$ to $\Delta_{\text {opt }}$ as implied by equations (B.12) and (B.13).

Since the relationships in (B.18) hold for any choice of $\delta$, it leads to a contradiction if $\delta<\frac{\epsilon}{3 M}$. Therefore, the initial hypothesis $\epsilon>0$ is not true, i.e. $\epsilon=0$. Moreover, the same relationships imply the clustering point $\mathbf{c}$ attains $\Delta_{\text {opt }}$, i.e, $\Delta \mathbf{c}=\Delta_{\text {opt }}$.

Theorem B. 1 does not imply the coefficient vector sequence $f^{[i]}$ converges. It only states the minimax error sequence will converge and the clustering points of $\mathbf{f}^{[i]}$ will attain the minimax error.

Theorem B.2. [13]. If the basis functions $U_{k}(\omega)$ also satisfy the Haar condition, the coefficient vector sequence $\mathbf{f}^{[i]}$ will also converge to the unique optimum.

Proof. The Haar condition implies there is a unique optimum $\mathbf{f}_{\text {opt }}$ suuch that $\Delta\left(\mathbf{f}_{\text {opt }}\right)=$ $\Delta_{\text {opt }}$. The sequence $f^{[i]}$ must have at least one clustering point since it is bounded in $\mathcal{R}^{K+1}$, and it cannot have more than one since that would imply the existence of more than one optimum. Since it is the only clustering point, $\mathbf{f}^{[i]}$ converges to this point.
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## Epilogue

An ever increasing part of the research being performed in the Digital Signal Processing Group (DSPG) is initiated by the question "What can this inspire about signal processing?", which usually inquires about other fields, tools and concepts such as biology, circuits, quantum physics, conservation, solitons, fractals and chaos theory among many others. Asking this question as a first step is an early sign that the research and the thesis will probably not be traditional as in identifying a problem, searching for tools to solve it and conclude the job done at the end. Rather, it is an exciting warning to prepare yourself for and be open-minded about the inspirations that follow as you almost meditate into this question. These ideas and inspirations, as they arise, may and in most cases do present alternative and creative approaches for different signal processing applications. This approach aligns well with Al Oppenheim's semi-formal research group mission statement: having fun, chasing ideas, to find solutions in search of problems. I think my research has been a very typical example of this atypical approach and it investigated the inspirations from functional composition and decomposition operations for signal processing applications. With this inverse research approach, the development of tools and ideas emerged seemingly independent of each other. However, at later stages of the thesis development and especially in the writing phase, these pieces came together very nicely as parts of a bigger pattern. This unifying theme almost gives the impression that the whole encounter was planned as the thesis started, but in fact it evolved into what it is. This exciting process and the final product that unified the little pieces of research into one consistent story was described accurately and concisely by Al as being similar to making a "patchwork quilt". In this epilogue, I am hoping to tell the story of
my patchwork quilt, i.e. the actual order of ideas and how they emerged, how they seemed to be independent or unrelated and how the whole unifying picture came together towards the end.

One great thing that made me click with DSPG after my master's degree in a totally unrelated area, the reliability of Gallium Nitride transistors, was that I had no idea about what would make a good thesis in signal processing. This was surprisingly a good thing in this group: you have freedom and actually are encouraged to explore things until you find something that is interesting as opposed to bringing along an ordinary problem to solve under the roof of DSPG. A few weeks after joining the group in the spring of 2010, I found myself in the group library going through old DSPG theses to see "which thesis I would have liked to be my own", per Al's suggestion, as the first stage of the exploration phase. Until the end of Spring 2011 semester, I read and thought about many small projects including zeros of random polynomials, Volterra series expansion, time-frequency analysis and Fractional Fourier Transform.

One thesis that particularly intrigued me was the SM thesis by Dennis Wei. He explored the idea of local bandwidth and efficient sampling of signals that were obtained by time-warping another bandlimited signal. I found the idea of time-warping interesting in itself, and wanted to understand whether the original bandlimited signal and the warping function are unique up to a linear scaling for a given signal, and how to recover them in such a case. Among the many keywords I used to locate previous work on this approach was functional decomposition, since time warping is the composition of a signal with another function of time. This is when I realized functional decomposition is a difficult but very interesting problem in mathematics. The ignition for my thesis topic was one of the regular research discussions with Al probably in early Fall 2011 during which he said the idea of functional composition was rather unheard of in signal processing contexts, and it would be interesting to see "what we can learn from functional composition and decomposition for signal processing".

I was not sure how to approach this question and even which classes of functions to consider. As a first cut, I decided to start looking into polynomials. The reason
was two fold. First, there is an abundance of literature on their decomposition starting from early 1900s that I was aware of. Second, polynomials arise in many contexts in signal processing in the form of $z$-transforms. My first attempt was to understand which applications could exploit decomposable polynomials, which in turn required investigating the decomposition techniques for them. I was convinced that there is at least one possible application whether decomposition has a straightforward or difficult solution. It can be used to encrypt sequences and data if it is a hard problem. If an easy solution existed, it would provide opportunities for representing sequences with fewer degrees of freedom corresponding to sparsity from the perspective of parametric representations. I also explored the current literature to see which of the existing applications in signal processing can be viewed as a form of functional composition, whether or not they involved polynomials. I found quite a few examples, which constituted Chapter 2 of this thesis, and realized that they were usually in the context of time and frequency warping. These observations, the literature search and own efforts to understand opportunities presented by functional composition and decomposition constituted the promising pieces of my PhD thesis proposal at the end of Fall 2011.

I had plenty of material which was getting a handful, so I took Al's advice in Spring 2012 to target a conference paper on polynomial composition and decomposition to organize some of the thinking. I was still trying to understand the extent to which composition and decomposition remain reliable. Therefore, I started developing analytic expressions for the sensitivities of polynomial composition and decomposition operations. This turned into a conference paper with the simulations that we did with my great tireless officemate and colleague Guolong Su, which also eventually became the last part of Chapter 3 of my thesis. In the mean time, I found polynomial decomposition techniques from the mathematics and computer science literature, which became a part of Chapter 3 along with comparisons that we performed with Guolong. By the end of Spring 2012 and after the extensive literature search, development of own techniques, very useful discussions with Prof. Bjorn Poonen from the MIT Mathematics Department, several research meetings with Al and Guolong and Prof. Pablo Parrilo's semidefinite programming class including an intense discussion
on polynomials, I could more or less frame the opportunities and the limitations of polynomial decomposition techniques. As this was already promising, I also started pondering on how to model nondecomposable polynomials as decomposable to extend the possible applications to these cases as well.

Just as I was thinking that I was spending way too much time on polynomials and was wondering decomposition of what other functions could be exploited, I received a very interesting question by Ben Vigoda in Summer 2012 during my internship interview talk at Analog Devices Lyric Labs. I was talking about how polynomial decomposition led to more compact and efficient representations for discrete sequences when he asked whether this could be applied to functions that are given as a lookup table for several different variables. Obviously, this would have helped them do certain operations efficiently in inference problems. It took me almost half a summer internship and several useful discussions with my colleague Theo Weber at Lyric to decrypt this question into a mathematical representation besides a few other small projects. I was convinced that I found a new class of functions that I could play with, namely multivariate functions consisting of discrete variables as they also appeared in many contexts in signal processing and machine learning. Theo proposed the idea to use the $\delta$-functions to connect variables of subfunctions in factor graphs if the multivariate function is decomposable, which we later extended to functions more general than $\delta()$. The idea was neat and simple, yet I was not sure how to place this piece of insight into the composition framework and generalize to other applications not necessarily using factor graphs. Totally independent from this stream of work, starting from early stages of my $\mathrm{PhD}, \mathrm{Al}$ and I occasionally discussed how raising problems to a higher dimensionality and solving it there could be easier or more useful. Although this seemed counter-intuitive, he gave the example where a one dimensional signal is raised to a higher dimensionality by taking an outer product by itself before multiplying a Volterra kernel and being projected back to its original dimension through integration. It was not until Fall 2013 that I realized introducing $\delta$-functions with latent variables into decomposable multivariate functions was a great example of what we have been discussing with Al : raising the dimensionality of the
function to make it factorable, a property known for its efficiencies in representations and computations. This manipulation allowed me to borrow matrix factorization algorithms from the literature to decompose multivariate functions, which turned into Chapter 5 of this thesis. Using an image denoising algorithm which was previously explored at Lyric, I was able to show the approach actually led to computational efficiency as discussed in Chapter 6.

In Fall 2012, I worked to finish what I started before the summer, namely the approximate decomposition of polynomials. I came across a very interesting set of papers which established a one-to-one relationship between the decomposability of a univariate polynomial and the factorability of an associated bivariate polynomial. The connection between decomposability of a lower dimensional function and the factorability of a higher dimensional associated function surprisingly manifested itself in the context of polynomials as well as the multivariate functions. Although I had been working on them for about one year, this parallel behavior between two very different functional forms did not become so clear until I was trying to build my "patchwork quilt" at the late stages of my thesis writing and defense preparation. Certain approximate polynomial decomposition methods based on this relationship that I found intriguing were formulated in terms of Ruppert matrices, which involved coefficients of the polynomial under question. I formulated a new approximate polynomial decomposition algorithm following other examples in the literature which utilized Ruppert matrices but using a different algorithm based on Structured Total Least Norm algorithm. This method as well as the review of the existing exact and approximate polynomial decomposition methods turned into a conference paper and the rest of Chapter 3.

In one of the conferences where I presented a poster, a professor was intrigued by the idea of obtaining equivalent compositions with lower sensitivities that were discussed in Chapter 3. He asked whether compositions with polynomials of order more than unity can be used to obtain equivalent compositions. As I tried to explain that only first order polynomials are invertible, he insisted that inversions over finite intervals can be considered. Although his suggestion eventually did not fit into our
analyses and purposes, this gave me a new perspective to consider decomposability. More specifically, I started thinking for ways to exploit approximate decompositions of continuous functions only on intervals of interest rather than requiring the approximate decomposition to be close on the entire range of definition or with respect to their parameters such as coefficients in polynomials. After all, approximating functions on finite intervals had already proved useful in signal processing in the context of Parks-McClellan filters. I started inquiring whether the Remez Exchange Algorithm can be extended to approximations with compositions on intervals. In Spring 2013, my search led me to a 1970 PhD thesis from Boston University Mathematics Department, which I ended up printing using a microfilm viewer in the basement of MIT Hayden Library. This was a nice experience in itself, but also helpful in that this thesis saved me valuable research time. It had counterexamples that implied minimax approximations using polynomial compositions lacked a characterization in terms of alternations for which the Remez Exchange Algorithm would not apply. However, I found another algorithm due to Remez in Cheney's book on approximation theory that would allow me decompose a continuous function as a composition of a polynomial and any other pre-specified continuous function. I was able to, for example, specify a target frequency response and approximate it as the weighted sum of powers of another frequency response. This evolved into what I called as the decomposition of frequency responses discussed in Chapter 4. I had a solution, which was now "searching a problem". It turned out that filter sharpening, an application which I encountered two years before exploring this, was a perfect example that could exploit this approach, and extend itself to more general modular structures. This was one of the main applications in Chapter 6.

The seemingly independent pieces of this research had proved to bear signs of a story in the background such as the relationship between decomposability and factorability. However I had to zoom out and take a 30000 -feet look to frame my work as an answer to the original question that got us into this path. What had we learned from functional composition and decomposition for signal processing? As an eye-candy for several posters and a simple visual to help introduce functional
composition and decomposition to different audiences, we used Russian dolls. The idea of nesting dolls was similar to what we meant by functional composition, namely nesting functions. As I was starting to write my thesis, I stopped staring at the pile of work I had done so far and tried to answer for myself the implications of nesting signals and systems virtually as Russian dolls. Three implications came to me almost as a flash: compactness, separability and modularity. The Russian dolls took much less space when they were nested, implying a more compact form just like how decomposable polynomials required much fewer parameters to be represented. Moreover, separating or de-nesting dolls would make it easier to work on each of them individually, for example to dye them in a different color, which is similar to computations on functions becoming more manageable when they are separated. Finally, the dolls resembled each other and looked nicer when displayed side by side similar to better and more sophisticated structures obtained by reusing identical simpler modules as in modular filter design. I remembered my confusion when the research question was first raised, with no clue that it would lead here although it seems in this thesis that the goals were set on day one to exploit these three themes. It was both inspiring, exciting and rewarding to see how the little pieces naturally found their correct place on the patchwork quilt while I was busy with the details and technicalities.

Al suggested that every graduate of DSPG have a short story describing their thesis and research experience consisting of only six words, similar to what is commonly referred to as a "six-word novel". I feel like my six words should reflect the nature of the process in which my thesis topic emerged and evolved into a quilt in this rather unanticipated manner while I was investigating different directions. Therefore, I chose them as "Search for it, it finds you".


[^0]:    ${ }^{1}$ In different disciplines, the $z$-transform is defined with $x=z$. Although this thesis adopts the common notation in the signal processing contexts with $x=z^{-1}, z$-transforms will still be referred to as polynomials representing finite length sequences in the context of this thesis.

