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#### Abstract

With large and growing datasets and complex models, there is an increasing nced for scalable Bayesian inference. We describe two lines of work to address this need.

In the first part, we develop new algorithms for inference in hierarchical Bayesian time series models based on the hidden Markov model (HMM), hidden semi-Markov model (HSMM), and their Bayesian nonparametric extensions. The HMM is ubiquitous in Bayesian time serics models, and it and its Bayesian nonparametric extension, the hierarchical Dirichlet process hidden Markov model (HDP-HMM), have been applied in many settings. HSMMs and HDP-HSMMs extend these dynamical models to provide state-specific duration modeling, but at the cost of increased computational complexity for inference, limiting their general applicability. A challenge with all such models is scaling inference to large datasets.

We address these challenges in several ways. First, we develop classes of duration models for which HSMM message passing complexity scales only linearly in the observation sequence length. Second, we apply the stochastic variational inference (SVI) framework to develop scalable inference for the HMM, HSMM, and their nonparametric extensions. Third, we build on these ideas to define a new Bayesian nonparametric model that can capture dynamics at multiple timescales while still allowing efficient and scalable inference.

In the second part of this thesis, we develop a theoretical framework to analyze a special case of a highly parallelizable sampling strategy we refer to as Hogwild Gibbs sampling. Thorough empirical work has shown that Hogwild Gibbs sampling works very well for inference in large latent Dirichlet allocation models (LDA), but there is little theory to understand when it may be effective in general. By studying Hogwild Gibbs applied to sampling from Gaussian distributions we develop analytical results as well as a deeper understanding of its behavior, including its convergence and correctness in some regimes.
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## Chapter 1

## Introduction

As datasets grow both in size and in complexity, there is an increasing need for rich, flexible models that provide interpretable structure, useful prior controls, and explicit modeling of uncertainty. The Bayesian paradigm provides a powerful framework for approaching such modeling tasks, and in recent years there has been an explosion of new hierarchical Bayesian models and applications. However, efficient and scalable inference in Bayesian models is a fundamental challenge. In the context of large datasets and increasingly rich hierarchical models, this inference challenge is of central importance to the Bayesian framework, creating a demand both for models that admit powerful inference algorithms and for novel inference strategies.

This thesis addresses some aspects of the Baycsian inference challenge in two parts. In the first part, we study Bayesian models and inference algorithms for time series analysis. We develop new efficient and scalable inference algorithms for Bayesian and Bayesian nonparametric time series models and we discuss new model generalizations which retain both effective algorithms and interpretable structure. In the second part, we study a highly parallelizable variation on the Gibbs sampling inference algorithm. While this algorithm has limited theoretical support and does not provide accurate results or even converge in general, it has achieved considerable empirical success when applied to some Bayesian models of interest, and its easy scalability suggests that it would be of significant practical interest to develop a theoretical understanding for when such algorithms are effective. We develop a theoretical analysis of this sampling inference algorithm in the case of Gaussian models and analyze some of its key properties.

## - 1.1 Efficient models and algorithms for Bayesian time series analysis

Bayesian modeling is a natural fit for tasks in unsupervised time series analysis. In such a setting, given time series or other sequential data, one often aims to infor meaningful states or modes which describe the dynamical behavior in the data, along with statistical patterns that can describe and distinguish those states. Hierarchical Bayesian modeling provides a powerful framework for constructing rich, flexible models based
on this fundamental idea. Such models have been developed for and applied to complex data in many domains, including speech $[30,68,18]$ behavior and motion $[32,33$, 51], physiological signals [69], single-molecule biophysics [71], brain-machine interfaces [54], handwritten characters [67], and natural language and text [44, 70]. At their core, these models are built on a Bayesian treatment of the ubiquitous Hidden Markov Model (HMM), a model structure which provides both a coherent treatment of the notion of state and temporal dynamics as well as efficient inference algorithms based on dynamic programming and message passing.

A significant advancement for such general-purpose models was the development of the Bayesian nonparametric hierarchical Dirichlet process hidden Markov model (HDPHMM) [106]. The HDP-HMM allows the complcxity of the model to be learned flexibly from the data, and indeed allows the complexity of the representation to grow with the amount of data. However, in the case of the HDP-HMM the flcxibility of the Bayesian nonparametric prior can lead to models with undesirably rapid switching dynamics, to the detriment of model interprotability and parsimony. The first work to address this issuc was the development of the Sticky HDP-HMM, which introduced a global bias to encourage state persistence [31, 30]. In Johnson and Willsky [60] we generalized the Sticky HDP-HMM to the hicrarchical Dirichlet process hidden semi-Markov model (HDP-HSMM), integrating work on HSMMs to allow arbitrary state-specific duration distributions in the Bayesian nonparametric setting. However, as with other HSMM models, explicit duration modeling increases the computational cost of inference, scaling quadratically with the observation sequence length while the cost of HMM infcrence scales only linearly. This increased computational complexity can limit the applicability of both the HDP-HSMM and the Bayesian HSMM even when non-geometric duration distributions provide a better model.

An additional challenge for all such Bayesian time scrics models is scaling inference to large datasets. In particular, the Gibbs sampling and mean ficld algorithms developed for the HMM and HSMM, as well as their nonparametric extensions, require a complete pass over the dataset in each iteration and thus do not scale well. In contrast, recent advances in scalable mean field methods require only a small number of passes over large datasets, often producing model fits in just, a single pass. However, while such mothods have been studied extensively for text topic models [53, 115, 17, 114, 92, 52], they have not been developed for or applied to time scries models.

In this thesis we address these inference challenges in several ways. To address the challenge of expensive HSMM inference, in Chapter 4 we develop a framework for computing HSMM messages efficiently for some duration distributions. In particular, we derive mcssage passing recursions for HSMMs with durations that are modeled as negative binomials or mixtures of negative binomials for which the computational
complexity scales only linearly with the observation sequence length. We also give an HSMM Gibbs sampling algorithm which exploits this efficient structure.

To address the challenge of scaling inference to large datasets, in Chapter 5 we develop stochastic variational inference (SVI) algorithms for the Bayesian HMM, HSMM, and their nonparametric extensions. In addition, we build on the framework of Chapter 4 to develop fast approximate updates for HSMMs with negative binomial durations. We show that, as with SVI for topic models, the resulting algorithms provide speedups of several orders of magnitude for large datasets.

In Chapter 6 we build on these ideas to develop a Bayesian nonparametric time series model that can capture dynamics at multiple timescales while maintaining efficient and scalable inference. This model is applicable to settings in which the states of complex dynamical behavior can be decomposed further into substates with their own dynamics. Such behavior arises naturally in the context of specch analysis, where we may wish to model dynamics within individual phonemes as well as the dynamics across phonemes $[68,18]$, and in the context of behavior analysis, where complex movements can be decomposed into component parts [51, 32]. While this model is significantly more complex than the HDP-HMM or HDP-HSMM alone, we show how to compose the ideas developed in Chapters 3, 4, and 5 to develop both efficient Gibbs sampling and scalable SVI inference.

## ■1.2 Analyzing Hogwild Gaussian Gibbs sampling

Taking a broader perspective on scaling Bayesian inference, it is clear that some of the workhorse Bayesian inference algorithms cannot scale to large datasets for general models. Sampling methods in particular have proven to be hard to scale, and while there is considerable ongoing work on scalable sampling inference [116, 42], new strategies must be developed and analyzed.

Some lines of work aim to parallelize the computation of sampling updates by exploiting conditional independence and graphical model structure [42]. Though this strategy can be effective for some settings, there are many models and collapsed samplers in which there are no exact conditional independencies and hence no opportunities for such parallelization. However, in some cases dependence may be weak enough so that some degree of independent computation can be tolerated, at least to produce good approximate updates. In particular, thorough empirical work has shown that an extremely simple and highly parallelizable strategy can be effective, at least for one one popular hierarchical Bayesian model: by simply running Gibbs updates in parallel on multiple processors and only communicating those updates to other processors periodically, one can effectively sample from the latent. Dirichlet allocation (LDA) model [ 83 , $82,73,7,55]$.

While the empirical success in the case of LDA is well-documented, there is little theory to support this stratcgy. As a result, it is unclear for which other models or datasets this strategy may be cffective, or how the organization of the computation, such as the frequency of synchronization and the number of parallel processors, may affect the results. However, developing a gencral theory may be difficult: even standard sampling algorithms for general Bayesian models arc notoriously resistant to theoretical analysis, and the parallel dynamics add another layer of difficulty.

Therefore to begin to develop such a theoretical analysis we consider the case of using this parallel strategy to sample from Gaussian distributions. Gaussian distributions and algorithms are tractable for analysis because of their deep connection with linear algebra, and we exploit this connection to dcvelop an analysis framework that provides an understanding of several key properties of the algorithm. We call this strategy Hogwild Gaussian Gibbs sampling, and in Chapter 7 we describe our analysis framework and prove several salient results concerning the convergence and correctness of Gaussian Hogwild Gibbs sampling.

### 1.3 Organization and summary of contributions

In this section we provide an outline of the rest of the thesis and a summary of our main contributions.

## Chapter 2: Background

In Chapter 2 we provide a brief overview of the foundations for the work in this thesis, including probabilistic graphical models, exponential family distributions and conjugate Bayesian analysis, hidden Markov models, and Bayesian nonparametric models constructed using the Dirichlet process.

## Chapter 3: The Hierarchical Dirichlet Process Hidden semi-Markov Model

We originally developed the HDP-HSMM in Johnson [59], and we include its development here because Chapters 4, 5, and 6 build on it. There are new contributions in this chapter as well; in particular, in Chapter 3 and Appendix B we provide a thorough numerical study of the Gibbs sampler we proposed for the HDP-HSMM. The power disaggregation application is also new, in addition to the factorial HDP-HSMM model. Finally, the derivations of the Gibbs sampling algorithms are significantly improved.

## Chapter 4: Faster HSMM Inference with Efficient Representations

HSMM message passing is much more computationally expensive than HMM message passing, scaling as $\mathcal{O}\left(T^{2} N+T N^{2}\right)$ compared to just $\mathcal{O}\left(T N^{2}\right)$ for a model with $N$ states
and an observation sequence of length $T$. This computational cost can severely limit the applicability of models based on the HSMM, especially for larger datasets.

In Chapter 4 we develop a general framework for computing HSMM messages efficiently for specific duration models, so that the computational complexity scales only linearly with $T$. The main practical result, which we use extensively in Chapters 5 and 6 , is an cfficient message passing recursion for HSMMs with durations that are modeled as negative binomial distributions or mixtures of negative binomial distributions. We also develop a Gibbs sampling algorithm for HSMMs with negative binomial durations using these ideas.

The framework we develop is much more general, and includes new connections to the theory of linear time-invariant (LTI) systems, which could yield efficient mcssage passing recursions for more duration models as well as new approximation schemes.

## Chapter 5: SVI for HMMs, HSMMs, and Nonparametric Extensions

Since scalable inference is a fundamental challenge for Bayesian time series models, in Chapter 5 we apply the stochastic variational inference (SVI) framowork to develop new algorithms for Bayesian HMMs, HSMMs, and their nonparametric extensions, the HDP-HMM and HDP-HSMM. We show that these SVI algorithms can fit such time series models with just a single pass over large datasets.

In addition, because the computational complexity of general HSMM message passing inference can be limiting even in the minibatch setting of SVI, we build on the ideas developed in Chapter 4 to develop an approximate SVI update for models with durations that are modeled as negative binomial distributions or mixtures of negative binomial distributions. We demonstrate that this approximate update can effectively fit HSMM models with time complexity that scales only linearly with the observation sequence length.

## Chapter 6: Scalable Inference in Models with Multiple Timescales

In many settings we may wish to learn time series models that represent dynamics at multiple time scales, such as speech models which capture both the dynamics within individual phonemes and the dynamics across phonemes. It is crucial for such models to admit efficient and scalable inference algorithms, since such complex dynamics require larger datasets to be learned effectively.

In Chapter 6 we develop a Bayesian nonparametric rnodel for learning such dynamics. We build on the HDP-HSMM developed in Chapter 3 so that explicit duration modeling can be used to identify dynamics at the different timescales. Using the ideas from Chapters 4 and 5 we also develop an efficient Gibbs sampler and a scalable SVI algorithm. We demonstrate the effectiveness of both the model and the proposed infer-
ence algorithms on an application to unsupervised phoneme discovery.

## Chapter 7: Analyzing Hogwild Parallel Gaussian Gibbs Sampling

Scaling sampling inference algorithms to large datascts is a fundamental challenge for Bayesian inference, and now algorithms and strategies are required. One highly parallelizable strategy, which we call Hogwild Gibbs sampling, has been shown through empirical work to be very effective for sampling from LDA models. However, there is limited theoretical analysis for Hogwild Gibbs sampling and so it is difficult to understand for which models it may be helpful or how algorithm parameters may affect convergence or correctness. Furthermore, sampling algorithms for general models are notoriously difficult to analyze.

In Chapter 7 we develop a theoretical framework for Hogwild Gibbs sampling applied to Gaussian models. By leveraging the Gaussian's deep connection to linear algebra, we are able to understand several properties of the Hogwild Gibbs algorithm, and our framework provides simple linear algebraic proofs. In particular, we give sufficient conditions on the Gaussian precision matrix for the Hogwild Gibbs algorithm to be stable and have the correct process means, we provide an analysis of the accuracy of the process covariances in a low-order analysis rcgime when cross-processor interactions are small, and we provide a detailed understanding of convergence and accuracy of the process covariance, as well as a way to produce unbiased estimates of the exact. covariance, when the number of processor-local Gibbs iterations is large.

## Chapter 8: Conclusions and Recommendations

In Chapter 8 we provide concluding remarks as well as some potential avenues for future research.

## Chapter 2

## Background

In this chapter we provide a brief overview of the foundations on which this thesis builds, particularly probabilistic graphical models, exponential family distributions, hidden Markov models, and Bayesian nonparametric models constructed using the Dirichlet process.

### 2.1 Graphical models

In this section we overview the key definitions and results for directed and undirected probabilistic graphical models, which we use both for defining models and constructing algorithms in this thesis. For a more thorough treatment of probabilistic graphical models, see Koller and Friedman [65].

### 2.1.1 Directed graphical models

Directed graphical models, also called Bayes nets, naturally encode generative model parameterizations, where a model is specified via a sequence of conditional distributions. They are particularly useful for the hierarchical Bayesian models and algorithms developed in this thesis.

First, we give a definition of directed graphs and a notion of directed separation of nodes. Next, we connect these definitions to conditional independence structure for collections of random variables and factorization of joint densities.

Definition 2.1.1 (Directed graph). For some $n \in \mathbb{N}$, a directed graph on $n$ nodes is a pair $(V, E)$ where $V=[n] \triangleq\{1,2, \ldots, n\}$ and $E \subseteq(V \times V) \backslash\{(i, i): i \in V\}$. We call the elements of $V$ the (labeled) nodes or vertices and the elements of $E$ the edges, and we say $(i, j) \in E$ is an edge from $i$ to $j$.

Given a graph $(V, E)$, for distinct $i, j \in V$ we write $i \rightarrow j$ or $j \leftarrow i$ if $(i, j) \in E$ and write $i \quad j$ if $(i, j) \in E$ or $(j, i) \in E$. We say there is a directed path from $i_{1}$ to $i_{n}$ of length $n-1$ if for some $i_{2}, i_{3}, \ldots, i_{n-1} \in V$ we have $i_{1} \rightarrow i_{2} \rightarrow \cdots \rightarrow i_{n}$, and an undirected path if we have $i_{1}-i_{2}-\cdots-i_{n}$. We say node $j$ is a descendant of node $i$

(a)

(b)


(c)

Figure 2.1: An illustration of the cases in Definition 2.1.2. Shaded nodes are in the set $C$.
if there is a directed path from $i$ to $j$, and we say $j$ is a child of $i$ if there is a directed path of length 1 . Similarly, we say $i$ is an ancestor of $j$ if $j$ is a descendant of $i$, and we say $i$ is a parent of $j$ if $j$ is a child of $i$. We use $\pi_{G}(i)$ to denote the set of parents of node $i$ and $c_{G}(i)$ to denote its children.

We say a directed graph is cyclic if there is a node $i \in V$ that is its own ancestor, and we say a graph is acyclic if it is not cyclic. For directed graphical models, and all of the directed graphs in this thesis, we use directed acyclic graphs (DAGs).

Using these notions we can define the main idea of directed separation.
Definition 2.1.2 (Blocked/unblocked triples). Given a $D A G G=(V, E)$, let $a-b-c$ be an undirected path with $a, b, c \in V$, and let $C \subset V$ be a subset of nodes with $C \cap$ $\{a, c\}=\varnothing$. We call $a-b-c a$ triple, and we say it is blocked by $C$ in two cases:

1. if the structure is not $a \rightarrow b \leftarrow c$, then $b \in C$
2. if the structure is $a \rightarrow b \leftarrow c$, and for all descendants $b^{\prime} \in V$ of $b$ we have $b^{\prime} \notin C$.

We say a triple is unblocked by $C$ if it is not blocked by $C$.
We illustrate the cases in Definition 2.1.2 in Figure 2.1, which shows six triples of nodes, where nodes in the set $C$ are shaded. In each of (a) and (b), the top triple is unblocked while the bottom triple is blocked, corresponding to case 1 in the definition. However, in (c) the reverse is true: the top triple is blocked while the bottom triple is unblocked, corresponding to case 2 in the definition.

Definition 2.1.3 (Blocked/unblocked path). Given a $D A G G=(V, E)$ and a set $C \subset V$, let $i_{1}-i_{2}-\cdots-i_{n}$ be a path with $C \cap\left\{i_{1}, i_{n}\right\}=\varnothing$. We call the path unblocked by $C$ if every triple in the path is unblocked by $C$. We call the path blocked by $C$ if it is not unblocked.

Note that Koller and Friedman [65] uses the term active trail for our definition of unblocked path.

Definition 2.1.4 (d-separation). Given a $D A G G=(V, E)$, for distinct $i, j \in V$ and a subset $C \subset V$ with $C \cap\{i, j\}=\varnothing$, we say $i$ and $j$ are d-separated in $G$ by $C$
if there is no undirected path between $i$ and $j$ that is unblocked by $C$, and we write
 write $\mathrm{d}-\operatorname{sep}_{G}(A, B \mid C)$ if we have $\mathrm{d}-\operatorname{sep}_{G}(i, j \mid C)$ for all $i \in A$ and $j \in B$.

In words, $i, j \in V$ may not be d-separated in $G$ given $C$ if there exists an undirected path between $i$ and $j$ in $G$. However, the path must be unblocked, where if a node on the path belongs to $C$ it gencrally blocks the path except when there is a " V " structure $a \rightarrow b \leftarrow c$ on the path, in which case $b$ blocks the path unless it or one of its descendants is in $C$. This special rule is useful when defining probabilistic structure in terms of the graph because it models how independent random variables can become dependent when they are competing explanations for the same observation.

Next, we give a definition of conditional independence structure in collections of random variables that uses graphical d-separation.

Dcfinition 2.1.5 (Markovianity on dirccted graphs). Given a DAG $C=(V, E)$ and a collection of random variables $X=\left\{X_{i}: i \in V\right\}$ indexed by labeled nodes in the graph, we say $X$ is Markov on $G$ if for disjoint subsets $A, B, C \subset V$ we have

$$
\begin{equation*}
d-\operatorname{sep}_{G}(A, B \mid C) \Longrightarrow X_{A} \Perp X_{B} \mid X_{C} \tag{2.1.1}
\end{equation*}
$$

where for $S \subseteq V$ we define $X_{S} \triangleq\left\{X_{i}: i \in S\right\}$.
Note that this definition does not require that the graph capture all of the conditional independencies present in the collection of random variables. Indeed, a collection of random variables can be Markov on many distinct graphs, and every collection is Markov on the complete graph. Graphs that capture more structure in the collection of random variables are generally more useful.

Conditional independence structure can be used in designing inference algorithms, and a graphical representation can make clear the appropriate notion of local information when designing an algorithm with local updates. A particularly useful notion of local information is captured by the Markou blanket.

Definition 2.1.6 (Directed Markov blanket). Given a $D A G G=(V, E)$, the Markov blanket for node $i \in V$, denoted $\operatorname{MB}_{G}(i)$, is the set of its parents, children, and childrens' parents:

$$
\begin{equation*}
\operatorname{MB}_{G}(i) \triangleq\{j \in V: j \rightarrow i\} \cup\{j \in V: i \rightarrow j\} \cup\{j \in V: \exists k . i \rightarrow k \leftarrow j\} \tag{2.1.2}
\end{equation*}
$$

The Markov blanket for a set of nodes $A \subseteq V$ contains the Markov blankets for all nodes in A except the nodes in A itself:

$$
\begin{equation*}
\mathrm{MB}_{G}(A) \triangleq \bigcup_{i \in A} \mathrm{MB}_{G}(i) \backslash A \tag{2.1.3}
\end{equation*}
$$



Figure 2.2: An illustration of the directed Markov blanket defined in Definition 2.1.6. Nodes in the Markov blanket of node $i$ are shaded gray.

We illustrate Definition 2.1.6 in Figure 2.2. The nodes in the Markov blanket of node $i$ are shaded gray.

Proposition 2.1.1. Given a collection of random variables $\left\{X_{i}: i \in V\right\}$ that is Markov with respect to a $D A G G=(V, E)$, we have

$$
\begin{equation*}
X_{i} \Perp X_{S} \mid X_{\mathrm{MB}_{G}(i)} \tag{2.1.4}
\end{equation*}
$$

where $S \triangleq V \backslash\left(\mathrm{MB}_{G}(i) \cup\{i\}\right)$.
Proof. By conditioning on the parents of node $i$, all paths of the form $a \rightarrow b \rightarrow i$ are blocked. By conditioning on its children, all paths of the form $i \rightarrow b \rightarrow c$ are blocked. By conditioning on the childrens' parents, all paths of the form $i \rightarrow b \leftarrow c$, which may have been unblocked by conditioning on $b$ or one of its descendants via case 2 of Definition 2.1.4, are blocked.

Another common and convenient notion of probabilistic graphical structure is a density's factorization with respect to a DAG.

Definition 2.1.7 (Factoring on directed graphs). Given a $D A G G=(V, E)$ on n nodes and a collection of random variables $X=\left\{X_{i}: i \in V\right\}$ with density $p_{X}$ with respect to some base measure, we say $p_{X}$ factorizes according to $G$ if we can write

$$
\begin{equation*}
p_{X}\left(x_{1}, \ldots, x_{n}\right)=\prod_{i \in V} p\left(x_{i} \mid x_{\pi_{G}(i)}\right) \tag{2.1.5}
\end{equation*}
$$

where $\pi_{G}(i) \triangleq\{j \in V: j \rightarrow i\}$ denotes the set of parents of node $i$ in $G$.

Theorem 2.1.1. A collection of random variables $\left\{X_{i}: i \in V\right\}$ with a joint density (with respect to some base measure) is Markov on a DAG $G$ if and only if the joint density factorizes as in Eq. (2.1.5).

Proof. The proof is straightforward. In Koller and Friedman [ 65 ], Theorem 3.1 shows Markovianity implies the densities factor and Theorem 3.2 shows the reverse.

## - 2.1.2 Undirected graphical models

Undirected graphical models, also called Markov random fields, do not easily encode gencrative model specifications. However, they can be more useful for encoding soft constraints or local partial correlations. We use an undirected graphical model perspective in our analysis of Hogwild Gibbs Sampling in Chapter 7.

As with directed graphical models, we first define undirected graphs and a notion of separation of nodes, then give definitions that link the graphical structure to both conditional independence structure in a collection of random variables and factorization structure in the joint density for those variables.

Definition 2.1.8 (Undirected graph). For some $n \in \mathbb{N}$, an undirected graph on $n$ nodes is a pair $(V, E)$ where $V=[n]$ and $E \subseteq\{\{i, j\}: i, j \in V, i \neq j\}$.

Analogous to the definition in the previous section, there is a natural notion of an undirected path between nodes. Given a graph $(V, E)$, for distinct $i, j \in V$ we write $i-j$ if $\{i, j\} \in E$, and we say there is an (undirected) path from $i_{1}$ to $i_{n}$ of length $n-1$ if for some $i_{2}, i_{3}, \ldots, i_{n-1} \in V$ we have $i_{1}-i_{2}-\cdots-i_{n}$. We say $i$ is a neighbor of $j$ if $\{i, j\} \in E$ and denote the set of neighbors of node $i$ as $n_{G}(i) \triangleq\{j \in V:\{i, j\} \in E\}$. We say a pair of nodes is connected if there exists an (undirected) path from $i$ to $j$.

The notion of undirected separation and corresponding notion of Markovianity on undirected graphs is simpler than those for directed graphs.

Definition 2.1.9 (Undirected separation). Given an undirected graph $G=(V, E)$, for distinct $i, j \in V$ and a subset $C \subset V$ with $C \cap\{i, j\}=\varnothing$, we say $i$ and $j$ are scparated in $G$ given $C$ and write $\operatorname{sep}_{G}(i, j \mid C)$ if there is no path from $i$ to $j$ that avoids $C$. For disjoint subsets $A, B, C \subset V$ with $A$ and $B$ nonempty we write $\operatorname{sep}_{G}(A, B \mid C)$ if we have $\operatorname{sep}_{G}(i, j \mid C)$ for all $i \in A$ and $j \in B$.

Definition 2.1.10 (Markovianity on undirected graphs). Given an undirected graph $G=(V, E)$ and a collection of random variables $X=\left\{X_{i}: i \in V\right\}$ indexed by labelcd nodes in the graph, we say $X$ is Markov on $G$ if for disjoint subsets $A, B, C \subset V$ we have.

$$
\begin{equation*}
\operatorname{sep}_{G}(A, B \mid C) \Longrightarrow X_{A} \Perp X_{B} \mid X_{C} . \tag{2.1.6}
\end{equation*}
$$

As with Markovianity with respect to directed graphs, an undirected graph may not encode all the conditional independence statements possible for a given collection of random variables.

The notion of Markov blanket for an undirected graph is also simpler.
Definition 2.1.11 (Undirected Markov blanket). Given an undirected graph $G=$ $(V, E)$, the Markov blanket for each node $i \in V$, denoted $\mathrm{MB}_{G}(i)$, is the set of neighbors of node $i$ :

$$
\begin{equation*}
\operatorname{MB}_{G}(i) \triangleq n_{G}(i)=\{j \in V:\{i, j\} \in E\} \tag{2.1.7}
\end{equation*}
$$

The Markov blanket for a set of nodes $A \subseteq V$ is the set of all neighbors to nodes in $A$ excluding those in $A$ :

$$
\begin{equation*}
\mathrm{MB}_{G}(A) \triangleq \bigcup_{i \in A} \mathrm{MB}_{G}(i) \backslash A \tag{2.1.8}
\end{equation*}
$$

We can use this definition for an undirected analog of Proposition 2.1.1.
Proposition 2.1.2. Given a collection of random variables $\left\{X_{i}: i \in V\right\}$ that is Markov with respect to an undirected graph $G=(V, E)$, we have

$$
\begin{equation*}
X_{i} \Perp X_{S} \mid X_{\mathrm{MB}_{\left.G^{( }\right)}} \tag{2.1.9}
\end{equation*}
$$

where $S \triangleq V \backslash\left(\mathrm{MB}_{G}(i) \cup\{i\}\right)$.
Proof. Because all the neighbors of $i$ are in $\mathrm{MB}_{G}(i)$, for any $j \in S$ there can be no undirected path from $j$ to $i$ that avoids $\mathrm{MB}_{C}(i)$.

We can also define a density factorization with respect to an undirected graph, though we must first define the notion of a clique. A clique in a graph $(V, E)$ is a nonempty subset of fully-connected nodes; that is, a nonempty set $C \subseteq V$ is a clique if for every distinct $i, j \in C$ we have $\{i, j\} \in E$.

Definition 2.1.12 (Factoring on undirccted graphs). Given an undirected graph $G=$ $(V, E)$ and a collection of random variables $X=\left\{X_{i}: i \in V\right\}$ with density $p_{X}$ with respect to some base measure, we say $p_{X}$ factorizes according to $G$ if we can write

$$
\begin{equation*}
p_{X}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{Z} \prod_{C \in \mathcal{C}} \psi_{C}\left(x_{C}\right) \tag{2.1.10}
\end{equation*}
$$

for a collection of cliques $\mathcal{C}$ of $G$ and nonnegative potentials or factors $\left\{\psi_{C}: C \in \mathcal{C}\right\}$ indexed by those cliques, where

$$
\begin{equation*}
Z \triangleq \int \prod_{C \in \mathcal{C}} \psi_{C}\left(x_{C}\right) \nu(d x) \tag{2.1.11}
\end{equation*}
$$

is a normalizing constant.
Note that cliques typically overlap; that is, we may have $C_{i} \cap C_{j} \neq \varnothing$ for distinct $C_{i}, C_{j} \in \mathcal{C}$. To remove many possible redundancies, without loss of generality one can assume that $\mathcal{C}$ includes only maximal cliques, where a maximal clique camot have any other node added to it and remain a (fully-connected) clique.

The correspondence between a collection of random variables being Markov on an undirected graph and its joint density factorizing as Eq. (2.1.10) is not quite as simple as that for directed graphs because deterministic relationships among the random variables can prevent factoring the density, as shown in the next example.

Example 2.1.1. Using Example 4.4 from Koller and Friedman [65], consider four binary random variables $X=\left\{X_{i}: i=1,2,3,4\right\}$ with a PMF that takes value $1 / 8$ on the configurations of $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ given by

$$
\begin{array}{llll}
(0,0,0,0) & (1,0,0,0) & (1,1,0,0) & (1,1,1,0) \\
(0,0,0,1) & (0,0,1,1) & (0,1,1,1) & (1,1,1,1)
\end{array}
$$

and 0 elsewhere. Then $X$ is Markov on the graph $1-2-3-1 \cdots 1$ but the density cannot be factorized into pairwise potentials.

This issue cannot arise when we restrict our attention to strictly positive densities.
Theorem 2.1.2. Given a collection of random variables $X=\left\{X_{i}: i \in V\right\}$ with a joint density $p_{X}$ (with respect to some base measure) and an undirected graph $G$, we have

1. If $p_{X}$ factorizes according to $G$, then $X$ is Markov on $G$.
2. If $X$ is Markov on $G$ and $p_{X}$ is strictly positive, then $p_{X}$ factors according to $G$.

Proof. The proof for 1 is straightforward and is given as the proof of Theorem 4.1 in Koller and Friedman [65]. The proof for 2 is the proof of the Hammersley-Clifford theorem, given as Theorem 4.8 in Koller and Friedman [65].

### 2.1.3 Exact Inference and Graph Structure

Given some specification of a probability distribution, inference for that distribution means computing quantities of interest such as marginals, conditionals, or expectations. In the graphical model framework we can be precise about the computations required to perform inference and their complexity, as we overview in this subsection. For concreteness, we focus on undirected models with densities.

Consider an undirected graphical model specified by an undirected graph $G=(V, E)$ and a set of potentials $\left\{\psi_{C}: C \in \mathcal{C}\right\}$ on a set $\mathcal{C}$ of cliques of $G$. The joint density is
proportional to the product of the clique potentials $p(x) \propto \prod_{C \in \mathcal{C}} \psi_{C}\left(x_{C}\right)$. We can represent an arbitrary inference query in terms of a subset of nodes on which we condition, a subset of nodes which we marginalize out, and a subset over which we want, to represent the resulting density; that is, we partition the set of nodes $V$ into three disjoint (possibly empty) subsets $A_{1}, A_{2}, A_{3}$ with $A_{1} \cup A_{2} \cup A_{3}=V$ and write

$$
\begin{equation*}
p\left(x_{A_{1}} \mid x_{A_{3}}\right)=\int p\left(x_{A_{1}}, x_{A_{2}} \mid x_{A_{3}}\right) \nu\left(d x_{A_{2}}\right)=\frac{\int \prod_{C \in \mathcal{C}} \psi_{C}\left(x_{C}\right) \nu\left(d x_{A_{2}}\right)}{\int \prod_{C \in \mathcal{C}} \psi_{C}\left(x_{C}\right) \nu\left(d x_{A_{1} \cup A_{2}}\right)} . \tag{2.1.12}
\end{equation*}
$$

Therefore to compute an arbitrary inference query we need only to compute integrals of products of the factors in the density. To simplify notation, we write such computations in the form

$$
\begin{equation*}
\int \prod_{C \in \mathcal{C}} \psi_{C}\left(x_{C}\right) \nu\left(d x_{A}\right) \tag{2.1.13}
\end{equation*}
$$

for some subset $A \subseteq V$.
Graph structure affects how we can organize a computation of the form (2.1.13) and thus its computational complexity. Consider the special case of integrating out a single variable $x_{j}$ by partitioning the sct of cliques into those which contain node $j$ and those which do not, $\mathcal{C}_{j} \triangleq\{C \in \mathcal{C}: j \in C\}$ and $\mathcal{C}_{\backslash j} \triangleq\{C \in \mathcal{C}: j \notin C\}$, and writing

$$
\begin{align*}
\int \prod_{C \in \mathcal{C}} \psi_{C}\left(x_{C}\right) \nu\left(d x_{j}\right) & =\prod_{C_{\backslash, \in} \in \mathcal{C}_{\backslash j}} \psi_{C_{\backslash j}}\left(x_{C_{\backslash j}}\right) \int \prod_{C_{j} \in \mathcal{C}_{j}} \psi_{C_{j}}\left(x_{C_{j}}\right) \nu\left(d x_{j}\right)  \tag{2.1.14}\\
& =\prod_{C_{\backslash i} \in \mathcal{C}_{\backslash j}} \psi_{C_{\backslash j}}\left(x_{C_{\backslash j}}\right) \psi_{B}\left(x_{B}\right) \tag{2.1.15}
\end{align*}
$$

where $B \triangleq\left\{i \in C_{j}: C_{j} \in \mathcal{C}_{j}\right\} \backslash\{j\}$ is the set of all indices that share a clique with node $j$ in $G$ and $\psi_{B}$ is a new factor on the clique $B$ resulting from the integral over $x_{j}$. Thus as a result of the integral there is an induced graph on $V \backslash\{j\}$ formed by eliminating $j$ by fully connecting its neighbors and deleting it from the graph.

When integrating over multiple variables, the process repeats: given an elimination order, nodes arc climinated one by one from the graph, and each elimination introduccs a new clique in the graph and a corresponding new potential term in the density over the remaining variables. The computational complexity of the process is determined by the size of the largest clique encountered. In the case of PMFs with finite support, the number of entries in the table encoding the new potential formed in (2.1.15) is typically exponential in the size of the new clique; in the case of PDFs, the complexity dcpends on the complexity of integrating over factors on cliques, where the clique size determines the number of dimensions in the domain of the integrand, and the complexity
of representing the result. The optimal elimination order is itself NP hard to find for general graphs.

Some classes of graphs have straightforward elimination orderings that avoid the growth in clique size, and inference in distributions that are Markov on such graphs avoids the corrcsponding growth in complexity.

Definition 2.1.13 (Tree graph). A directed or undirected graph $G=(V, E)$ is a tree if for each pair distinct nodes $i, j \in V$ there is a unique undirected path from i to $j$ in $G$.

In an undirected tree $G$, we refer to the nodes $i$ with only single neighbors $\left|n_{G}(i)\right|=1$ as leaves. In a directed tree, we refer to the nodes with no children as leaves.

Proposition 2.1.3 (Markov on trces). A density $p$ that factors on an undirected tree $(V, E)$ can be written in terms of pairwise factors $\left\{\psi_{i j}:\{i, j\} \in E\right\}$ as

$$
\begin{equation*}
p(x)=\frac{1}{Z} \prod_{\{i, j\} \in E} \psi_{i j}\left(x_{i}, x_{j}\right) . \tag{2.1.16}
\end{equation*}
$$

Proof. All of the maximal cliques in an undirected tree are of size at most 2.
Note that because the edges are undirected, $\psi_{i j}$ and $\psi_{j i}$ denote the same object.
Given a density that factors according to an undirected tree specified in terms of its pairwise factors $\left\{\psi_{i j}:\{i, j\} \in E\right\}$ we can convert it to a directed specification by local normalization, i.e. by choosing a direction for each edge and computing

$$
\begin{equation*}
p\left(x_{i} \mid x_{j}\right)=\frac{\psi_{i j}\left(x_{i}, x_{j}\right)}{\int \psi_{i j}\left(x_{i}, x_{j^{\prime}}\right) \nu\left(d x_{j^{\prime}}\right)} . \tag{2.1.17}
\end{equation*}
$$

Note that a density that factors on a directed tree may not in general be written purely in terms of conditional probability factors that depend only on pairs of nodes, as shown in the next example.

Example 2.1.2. A density that factors according to the directed tree $G=(V, E)$ with $V=\{1,2,3\}$ and edges $1 \rightarrow 2 \leftarrow 3$ may include a factor $p\left(x_{2} \mid x_{1}, x_{3}\right)$. Such a density is not Markov on the undirected tree $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ with $V^{\prime}=V$ and edges $1-2-3$, and instead only factors on the complete undirected graph with edges $1-2-3 \quad 1$.

Directed trees in which each node has at most one parent avoid this issue, and we can convert frecly between directed and undirected tree parameterizations for such models.

Proposition 2.1.4. A density $p$ that factors on a directed tree $G=(V, E)$ in which each node only has one parent, i.e. $\left|\pi_{G}(i)\right| \leq 1$ for $i \in V$, also factors with respect to
the undirected tree $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ formed by dropping the directions on the edges of $G$, i.e. $V^{\prime}=V$ and $E^{\prime}=\{\{i, j\}:(i, j) \in E\}$

Proof. Set $\psi_{i j}\left(x_{i}, x_{j}\right)=p\left(x_{i} \mid x_{j}\right)$.
With undirected trees and directed trees in which each node has at most one parent we can perform elimination without introducing larger factors by using an elimination order that recursively eliminates leaves. Furthermore, the corresponding partial sums for all such climination orderings can be computed simultaneously with an efficient dynamic programming algorithm, as shown in the next theorem.

For an undirected graph $G=(V, E)$ and a subset of nodes $A \subseteq V$, we define $G \backslash A$ to be the graph formed by deleting the nodes $A$ and the edges incident on nodes in $A$, i.c. the graph ( $V^{\prime}, E^{\prime}$ ) where $V^{\prime}=V \backslash A$ and $E^{\prime}=\{\{i, j\} \in E: i, j \notin A\}$. We say a pair of nodes is connected if there exists an undirected path from $i$ to $j$, and we say subsets $A, B \subset V$ are connected if there exists an $i \in A$ and $j \in B$ that are connected.
Definition 2.1.14 (Tree messages). Given a density with respect to a base measure $\nu$ that factorizes on an undirected tree $G=(V, E)$ of the form (2.1.16), we define the message from node $i$ to node $j$ with $\{i, j\} \in E$ to be

$$
\begin{equation*}
m_{j \rightarrow i}\left(x_{i}\right) \triangleq \int \prod_{\left\{i^{\prime}, j^{\prime}\right\} \in E^{\prime}} \psi_{i^{\prime} j^{\prime}}\left(x_{i^{\prime}}, x_{j^{\prime}}\right) \psi_{i j}\left(x_{i}, x_{j}\right) \nu\left(d x_{V^{\prime}}\right) \tag{2.1.18}
\end{equation*}
$$

where $\left(V^{\prime}, E^{\prime}\right)$ is the subtree of $G$ that is disconnected from node $i$ in $G \backslash\{j\}$.
Theorem 2.1.3 (Tree message passing). For a density that factorizes on an undirected tree $G=(V, E)$ of the form (2.1.16), the result of any computation of the form (2.1.13) can be written in terms of messages as

$$
\begin{equation*}
\int \prod_{\{i, j\} \in E} \psi_{i j}\left(x_{i}, x_{j}\right) \nu\left(d x_{A}\right)=\prod_{\{i, j\} \in E^{\prime}} \psi_{i j}\left(x_{i}, x_{j}\right) \prod_{k \in B} m_{j \rightarrow k}\left(x_{k}\right) \tag{2.1.19}
\end{equation*}
$$

where $\left(V^{\prime}, E^{\prime}\right)=G \backslash A$ is the graph over the the nodes that are not integrated out and $B$ is the set of nodes in $V^{\prime}$ that have edges to $A$ in $G$, i.e. $B=\left\{k \in V^{\prime}:\{k, j\} \in E, j \in\right.$ $A\}$. Furthermore, all messages can be computed efficiently and simultaneously via the recursions

$$
\begin{equation*}
m_{i \rightarrow j}\left(x_{i}\right)=\int \psi_{i j}\left(x_{i}, x_{j}\right) \prod_{k \in n_{G}(j) \backslash\{i\}} m_{j \rightarrow k}\left(x_{j}\right) \nu\left(d x_{j}\right) . \tag{2.1.20}
\end{equation*}
$$

Therefore all inference queries in undirected trees can be computed in time linear in the length of the longest path in the tree.

Proof. The theorem follows from applying climination to trecs and expressing every partial elimination result as (2.1.20).

We refer to an implementation of the recursion (2.1.20) as a tree message-passing algorithm. We use tree message passing algorithms extensively as subroutines in the inference algorithms for the time scrics models that we develop in the sequel.

## - 2.2 Exponential families and conjugacy

In this section, we define exponential families and give some of the properties that wc use in this thesis.

## - 2.2.1 Definition and Basic Properties

Definition 2.2.1 (Exponential family). We say a family of densities $p$ with respect to a base measure $\nu$ indexed by a parameter vector $\theta$ is an exponential family of densities if it can be written as

$$
\begin{equation*}
p(x \mid \theta)=h(x) \exp \{\langle\eta(\theta), t(x)\rangle-Z(\eta(\theta))\} \tag{2.2.1}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is an inner product on real vector spaces. We call $\eta(\theta)$ the natural parameter vector, $t(x)$ the (sufficient) statistic vector, $h(x)$ the base density, and

$$
\begin{equation*}
Z(\eta) \triangleq \ln \int e^{\langle\eta, t(x)\rangle} h(x) \nu(d x) \tag{2.2.2}
\end{equation*}
$$

the $\log$ partition function.
It is often useful to parameterize the family directly in terms of $\eta$, in which case we simply write the density as $p(x \mid \eta)$. Note that marginalizing over part of the support of an exponential family, such as marginalizing over one coordinate of $x$ or of $t(x)$, does not in general yield another exponential family.

Given an exponential family of the form (2.2.1) we define the set of natural parameters that yield valid normalizable probability densities as $\Theta$, where

$$
\begin{equation*}
\Theta \triangleq\{\eta: Z(\eta)<\infty\} \tag{2.2.3}
\end{equation*}
$$

and the set of realizable expected statistics as

$$
\begin{equation*}
\mathcal{M} \triangleq\left\{\mathbb{E}_{X \sim p(\cdot \eta)}[t(X)]: \eta \in \Theta\right\} \tag{2.2.4}
\end{equation*}
$$

where $X \sim p(\cdot \mid \eta)$ denotes that $X$ is distributed with density $p(\cdot \mid \eta)$. We say a family is regular if $\Theta$ is open, and minimal if there is no nonzero $a$ such that $\langle a, t(x)\rangle$ is equal to a constant ( $\nu$-a.e.). Minimality ensures that there is a unique natural parameter for each possible density (up to values on sets of $\nu$-measure 0 ). We say a family is tractable
if for any $\eta$ we can cvaluate $Z(\eta)$ efficiently ${ }^{\prime}$ and when $X \sim p(\cdot \mid \eta)$ we can compute $\mathbb{E}[t(X)]$ and simulate samples of $X$ efficiently.

For a regular exponential family, derivatives of $Z$ are related to expectcd statistics.
Proposition 2.2.1 (Mean mapping and cumulants). For a regular exponential family of densities of the form (2.2.1) with $X \sim p(\cdot \mid \eta)$, we have $\nabla Z: \Theta \rightarrow \mathcal{M}$ and

$$
\begin{equation*}
\nabla Z(\eta)=\mathbb{E}[t(X)] \tag{2.2.5}
\end{equation*}
$$

and writing $\mu \triangleq \mathbb{E}[t(X)]$ we have

$$
\begin{equation*}
\nabla^{2} Z(\eta)=\mathbb{E}\left[t(X) t(X)^{\mathrm{\top}}\right]-\mu \mu^{\mathrm{T}} \tag{2.2.6}
\end{equation*}
$$

More generally, the moment generating function can be written

$$
\begin{equation*}
\mathbf{M}_{X}(s) \triangleq \mathbb{E}\left[e^{\langle s, X\rangle}\right]=e^{Z(\eta+s)-Z(\eta)} \tag{2.2.7}
\end{equation*}
$$

and so derivatives of $Z$ generate cumulants of $X$, where the first cumulant is the mean and the second and third cumulants are the second and third central moments, respectively.

Proof. Note that we require the family to be regular even to define $\nabla Z$. To show 2.2.5, using $\nu$ as the base measure for the density we write

$$
\begin{align*}
\nabla_{\eta} Z(\eta) & =\nabla_{\eta} \ln \int e^{\langle\eta, t(x)\rangle} h(x) \nu(d x)  \tag{2.2.8}\\
& =\frac{1}{\int e^{\langle\eta, t(x)\rangle} h(x) \nu(d x)} \int t(x) e^{\langle\eta, t(x)\rangle} h(x) \nu(d x)  \tag{2.2.9}\\
& =\int t(x) p(x \mid \eta) \nu(d x)  \tag{2.2.10}\\
& =\mathbb{E}[t(X)] . \tag{2.2.11}
\end{align*}
$$

To derive the form of the moment generating function, we write

$$
\begin{align*}
\mathbb{E}\left[e^{\langle s, X\rangle}\right] & =\int e^{\langle s, x\rangle} p(x) \nu(d x)  \tag{2.2.12}\\
& =\int e^{\langle s, x\rangle} e^{(\eta, t(x)\rangle-Z(\eta)} h(x) \nu(d x)  \tag{2.2.13}\\
& =e^{Z(\eta+s)-Z(\eta)} . \tag{2.2.14}
\end{align*}
$$

[^1]The cumulant generating function for $X$ is then $\ln \mathrm{M}_{X}(s)=Z(\eta+s)-Z(\eta)$.
When a specific set of expected statistics can only arise from one member of an exponential family, we say the family is identifiable and we can use the moments as an alternative way to parameterize the family.

Theorem 2.2.1 (Exponential family identifiability). For a regular, minimal exponential farnily of the form (2.2.1), $\nabla Z: \Theta \rightarrow \mathcal{M}$ is injective, and $\nabla Z: \Theta \rightarrow \mathcal{M}^{\circ}$ is surjective, where $\mathcal{M}^{\circ}$ denotes the interior of $\mathcal{M}$. Therefore $\nabla Z: \Theta \rightarrow \mathcal{M}^{0}$ is a bijection.

Proof. Sce Wainwright and Jordan [113, Theorem 3.3].
When parameterizing a regular, minimal exponential family in torms of expected statistics $\mu \in \mathcal{M}^{\circ}$, we say it is written with mean parameters, and we have $\eta(\mu)=$ $(\nabla Z)^{-1}(\mu)$ using Theorem 2.2.1. Given a set of moments, the corresponding minimal exponential family member has a natural interpretation as the density (relative to $\nu$ ) with maximum entropy subject to those moment constraints [113, Section 3.1].

For members of an exponential family, many quantities can be expressed generically in terms of the natural parameter, expected statistics under that parameter, and the $\log$ partition function.

Proposition 2.2.2 (Entropy, score, and Fisher information). For a regular exponential family of densitics of the form (2.2.1) parameterized in terms of its natural parameter $\eta$, with $X \sim p(\cdot \mid \eta)$ and $\mu(\eta) \triangleq \mathbb{E}[t(X)]$ we have

1. The (differential) entropy is

$$
\begin{equation*}
\mathbb{H}[p] \triangleq-\mathbb{E}[\ln p(X \mid \eta)]=-\langle\eta, \mu(\eta)\rangle+Z(\eta) . \tag{2.2.15}
\end{equation*}
$$

2. When the family is regular, the score with respect to the natural parameter is

$$
\begin{equation*}
v(x, \eta) \triangleq \nabla_{\eta} \ln p(x \mid \eta)=t(x)-\mu(\eta) \tag{2.2.16}
\end{equation*}
$$

3. When the family is regular, the Fisher information with respect to the natural parameter is

$$
\begin{equation*}
\mathcal{I}(\eta) \triangleq \mathbb{E}\left[v(X, \eta) v(X, \eta)^{\top}\right]=\nabla^{2} Z(\eta) . \tag{2.2.17}
\end{equation*}
$$

Proof. Each follows from (2.2.1), where 2.2.16 and 2.2.17 use Proposition 2.2.1.
When the family is parameterized in terms of some other parameter $\theta$ so that $\eta=\eta(\theta)$, the properties in Proposition 2.2.2 include Jacobian terms of the form $\partial \eta / \partial \theta$.

When the alternative parameter is the mean parameter $\mu$, since $\eta(\mu)=(\nabla Z)^{-1}(\mu)$ the relevant Jacobian is $\left(\nabla^{2} Z\right)^{-1}$. We use the Fisher information expression (2.2.17) in the development of a stochastic variational inference (SVI) algorithm in Chapter 5.

We conclude this subsection with two examples of exponential families of densities.
Example 2.2.1 (Gaussian). The Gaussian PDF can be parameterized in terms of its mean and covariance $(\mu, \Sigma)$, where $\mu \in \mathbb{R}^{d}$ and $\Sigma \in \mathbb{R}^{d \times d}$ with $\Sigma \succ 0$, and can be written

$$
\begin{aligned}
p(x \mid \mu, \Sigma) & =(2 \pi)^{-d / 2}|\Sigma|^{-1 / 2} \exp \left\{-\frac{1}{2}(x-\mu)^{\top} \Sigma^{-1}(x-\mu)\right\} \\
& =\underbrace{(2 \pi)^{-d / 2}}_{h_{\mathrm{N}}(x)} \exp \{\langle\underbrace{\left(-\frac{1}{2} \Sigma^{-1}, \Sigma^{-1} \mu,-\frac{1}{2} \mu^{\top} \Sigma^{-1} \mu\right)}_{\eta_{\mathrm{N}}(\mu, \Sigma)}, \underbrace{\left(x x^{\top}, x, 1\right)}_{t_{\mathrm{N}}(x)}\rangle-\underbrace{\frac{1}{2} \ln |\Sigma|}_{Z_{\mathrm{N}}\left(\eta_{\mathrm{N}}(\mu, \Sigma)\right)}\} .
\end{aligned}
$$

where $\langle(A, b, c),(D, e, f)\rangle=\operatorname{tr}\left(A^{\top} D\right)+b^{\top} e+c f$. Therefore it is an exponential family of densities, and further it is a regular exponential family since $\Theta=\{(\Sigma, \mu): \Sigma \succ 0, \mu \in$ $\left.R^{d}\right\}$ is open (in the standard product topology for Euclidean spaces). The family is minimal because there is no nonzero $(A, b, c)$ such that $\left\langle(A, b, c), t_{\mathrm{N}}(x)\right\rangle=x^{\top} A x+b^{\top} x+c$ equal to a constant ( $\nu$-a.e.).

Example 2.2.2 (Categorical). Consider drawing a sample $X$ from a finite distribution with support on $[K]=\{1,2, \ldots, K\}$, where $p(x=k \mid \pi)=\pi_{k}$ for $K \in[K]$ and $\pi$ satisfies $\sum_{i} \pi_{i}=1$ and $\pi>0$ element-wise. We can write the PMF for $X$ as

$$
\begin{equation*}
p(x \mid \bar{\pi})=\prod_{k=1}^{K} \pi_{k}^{\mathbb{\Pi}[x=k]}=\operatorname{cxp}\left\{\sum_{k=1}^{K} \ln \pi_{k} \mathbb{I}[x=k]\right\}=\exp \left\{\left\langle\ln \pi, \mathbb{1}_{x}\right\rangle\right\} \tag{2.2.18}
\end{equation*}
$$

where the $\log$ is taken element-wise, $\mathbb{I}[\cdot]$ is an indicator function that takes value 1 when its argument is true and 0 otherwise, and $\mathbb{1}_{k}$ is an indicator vector with its ith entry $\mathbb{I}[k=i]$. We call this family of densities the categorical family, and it is an exponential family of densities with natural parameter $\eta(\pi)=\ln \pi$ and statistic $t(x)=\mathbb{1}_{x}$. (A closely related family is the multinomial family, where we consider drawing a set of $n$ independent samples from the same process, $x=\left\{x_{i}: i \in[n]\right\}$, and defining the statistic to be the counts of each occurrence, i.e. the $k$ th entry of $t(x)$ is $\left|\left\{x_{i}: x_{i}=k\right\}\right|$.)

Note that $Z(\pi)=0$. The categorical family as uritten in (2.2.18) is not a regular exponential family because $\Theta=\left\{\pi \in \mathbb{R}^{K}: \sum_{i} \pi_{i}=1, \pi>0\right\}$ is not open. Since the family is not regular, (2.2.16) does not apply. We can instead write the family of densities as

$$
\begin{equation*}
p(x \mid \pi)=\exp \left\{\left\langle\ln \bar{\pi}, \mathbb{1}_{x}\right\rangle-\ln \sum_{i=1}^{K} \bar{\pi}_{i}\right\} \tag{2.2.19}
\end{equation*}
$$

where $Z(\eta(\bar{\pi}))=\ln \sum_{i=1}^{K} \bar{\pi}_{i}$ so that $\Theta=\left\{\bar{\pi} \in \mathbb{R}^{K}: \pi>0\right\}$ is open. However, neither
(2.2.18) or (2.2.19) is a minimal exponential family, since the statistic satisfies $\left\langle 1, \mathbb{1}_{x}\right\rangle=$ 1. for any $x \in[K]$. As is clear from the renormalization in (2.2.19), the parameter is not identifiable, so Theorem 2.2.1 does not apply.

While it is possible to write the categorical as a regular minimal exponential family by removing one component from the parameterization, it is often easiest to work with the categorical (and multinomial) in the form (2.2.18).

## - 2.2.2 Conjugacy

In this subsection, we define a notion of conjugacy for pairs of families of distributions. Conjugate families are especially useful for Bayesian analysis and algorithms.

Definition 2.2.2. Given two (not necessarily exponential) families of densities $p_{1}(\theta \mid \alpha)$ and $p_{2}(x \mid \theta)$ indexed by parameters $\alpha$ and $\theta$, respectively, we say the pair $\left(p_{1}, p_{2}\right)$ are a conjugate pair of densitics if for all $\alpha, x$, and $\theta$ we have

$$
\begin{equation*}
p_{1}(\theta \mid \alpha) p_{2}(x \mid \theta) \propto p_{1}\left(\theta \mid \alpha^{\prime}\right) \tag{2.2.20}
\end{equation*}
$$

for some $\alpha^{\prime}=\alpha^{\prime}(x, \alpha)$ that may depend on $x$ and $\alpha$.
We can extend this definition to distributions without densities by considering instead indexed families of laws [88, Definition 2].

Conjugate pairs are particularly useful in Bayesian analysis because if we have a prior family $p(\theta \mid \alpha)$ and we observe data generated according to a likelihood $p(x \mid \theta)$ then the posterior $p(\theta \mid x, \alpha)$ is in the same family as the prior. In the context of Bayesian updating, we call $\alpha$ the hyperparameter and $\alpha^{\prime}$ the posterior hyperparameter.

Given a regular exponential family likelihood, we can always define a conjugate prior, as shown in the next proposition.

Proposition 2.2.3. Given a regular exponential family

$$
\begin{align*}
p_{X \mid \theta}(x \mid \theta) & =h_{X}(x) \operatorname{cxp}\left\{\left\langle\eta_{X}(\theta), t_{X}(x)\right\rangle-Z_{X}\left(\eta_{X}(\theta)\right)\right.  \tag{2.2.21}\\
& =h_{X}(x) \exp \left\{\left\langle\left(\eta_{X}(\theta),-Z_{X}(\eta(\theta))\right),\left(t_{X}(x), 1\right)\right\rangle\right\} \tag{2.2.22}
\end{align*}
$$

then if we define the statistic $t_{\theta}(\theta) \triangleq\left(\eta_{X}(\theta),-Z_{X}(\eta(\theta))\right)$ and an exponential family of densities with respect to that statistic as

$$
\begin{equation*}
p_{\theta \mid \alpha}(\theta \mid \alpha)=h_{\theta}(\theta) \exp \left\{\left\langle\eta_{\theta}(\alpha), t_{\theta}(\theta)\right\rangle-Z_{\theta}\left(\eta_{\theta}(\alpha)\right)\right\} \tag{2.2.23}
\end{equation*}
$$

then the pair $\left(p_{\theta \mid \infty}, p_{X \mid \theta}\right)$ is a conjugate pair of families with

$$
\begin{equation*}
p(\theta \mid \alpha) p(x \mid \theta) \propto h_{\theta}(\theta) \exp \left\{\left\langle\eta_{\theta}(\alpha)+\left(t_{X}(x), 1\right), t_{\theta}(\theta)\right\rangle\right\} \tag{2.2.24}
\end{equation*}
$$

and hence we can write the posterior hyperparameter as $\alpha^{\prime}=\eta_{\theta}^{-1}\left(\eta_{\theta}(\alpha)+\left(t_{X}(x), 1\right)\right)$. When the prior family is parameterized with its natural parameter, we have $\eta^{\prime}=\eta+$ $\left(t_{X}(x), 1\right)$.

As a consequence of Proposition 2.2 .3 , if the prior family is written with natural parameters and we generate data $\left\{x_{i}\right\}_{i=1}^{n}$ according to the model

$$
\begin{align*}
\theta & \sim p_{\theta \mid \eta}(\cdot \mid \eta)  \tag{2.2.25}\\
x_{i} \mid \theta & \stackrel{\mathrm{iidd}}{\sim} p_{X \mid \theta}(\cdot \mid \theta) \quad i=1,2, \ldots, n \tag{2.2.26}
\end{align*}
$$

where the notation $x_{i} \stackrel{\mathrm{iid}}{\sim} p(\cdot)$ denotes that the random variables $x_{i}$ are independently and identically distributed, then $p\left(\theta \mid\left\{x_{i}\right\}_{i=1}^{n}, \eta\right)$ has posterior hyperparameter $\eta^{\prime}=\eta+$ ( $\sum_{i=1}^{n} t\left(x_{i}\right), n$ ). Therefore if a prior family $p(\cdot \mid \eta)$ is tractable then the posterior under the conjugate likelihood is tractable.

We conclude this subsection with two examples of conjugate pairs of exponential families. A list of conjugate pairs can be found in Gelman et al. [38].

Example 2.2.3 (NIW-Gaussian conjugacy). Here we show that the normal-inverseWishart (NIW) is a conjugate prior family for the Gaussian likelihood of Example 2.2.1. The NIW density with parameter $\alpha=\left(\Lambda_{0}, \mu_{0}, \kappa_{0}, \nu_{0}\right)$ and $\Lambda_{0} \succ 0, \kappa_{0}>0, \nu_{0}>d$ is

$$
\begin{aligned}
& p(\mu, \Sigma \mid \alpha) \propto|\Sigma|^{-\left(\left(\nu_{0}+d\right) / 2+1\right)} \exp \left\{-\frac{1}{2} \operatorname{tr}\left(\Lambda_{0} \Sigma^{-1}\right)-\frac{\kappa_{0}}{2}\left(\mu-\mu_{0}\right)^{\top} \Sigma^{-1}\left(\mu-\mu_{0}\right)\right\} \\
& =\underbrace{|\Sigma|^{-d / 2+1}}_{h_{\mathrm{NIW}}(\mu, \Sigma)} \operatorname{cxp}\{\langle\underbrace{\left(\Lambda_{0}+\kappa_{0} \mu_{0} \mu_{0}^{\top}, \kappa_{0} \mu_{0}, \kappa_{0}, \nu_{0}\right)}_{\eta_{\mathrm{NIW}}\left(\Lambda_{0}, \mu_{0}, \kappa_{0}, \nu_{0}\right)}, \underbrace{\left(-\frac{1}{2} \Sigma^{-1}, \Sigma^{-1} \mu,-\frac{1}{2} \mu^{\top} \Sigma^{-1} \mu,-\frac{1}{2} \ln |\Sigma|\right)}_{t_{\mathrm{NIW}}(\mu, \Sigma)}\rangle\}
\end{aligned}
$$

where proportionality is over $(\mu, \Sigma)$ and $\langle(A, b, c, d),(E, f, g, h)\rangle=\operatorname{tr}\left(A^{\top} E\right)+b^{\top} f+c g+$ $d h$.

The normal density from Example 2.2.1 is

$$
\begin{aligned}
p(x \mid \mu, \Sigma) & =\underbrace{(2 \pi)^{-d / 2}}_{h_{\mathrm{N}}(x)} \exp \{\langle\underbrace{\left(-\frac{1}{2} \Sigma^{-1}, \Sigma^{-1} \mu,-\frac{1}{2} \mu^{\top} \Sigma^{-1} \mu\right)}_{\eta_{\mathrm{N}}(\mu, \Sigma)}, \underbrace{\left(x x^{\top}, x, 1\right)}_{t_{\mathrm{N}}(x)}\rangle-\underbrace{\frac{1}{2} \ln |\Sigma|}_{Z_{\mathrm{N}}\left(\eta_{\mathrm{N}}(\mu, \Sigma)\right)}\} \\
& =\underbrace{(2 \pi)^{-d / 2}}_{h_{\mathrm{N}}(x)} \exp \{\langle\underbrace{\left(-\frac{1}{2} \Sigma^{-1}, \Sigma^{-1} \mu,-\frac{1}{2} \mu^{\top} \Sigma^{-1} \mu,-\frac{1}{2} \ln |\Sigma|\right)}_{\left(\eta_{\mathrm{N}}(\mu, \Sigma),-Z_{\mathrm{N}}\left(\eta_{\mathrm{N}}(\mu, \Sigma)\right)\right)}, \underbrace{\left(x x^{\top}, x, 1,1\right)}_{\left(t_{\mathrm{N}}(x), 1\right)}\rangle\}
\end{aligned}
$$

The joint likelihood of $n$ independent samples $\left\{x_{i} \stackrel{\text { iid }}{\sim} \mathcal{N}(\mu, \Sigma): i \in[n]\right\}$ is

$$
\begin{aligned}
p\left(\{x\}_{i=1}^{n} \mid \mu, \Sigma\right) & =\prod_{i=1}^{n} p\left(x_{i} \mid \mu, \Sigma\right) \\
& =(2 \pi)^{-n d / 2} \exp \left\{-\frac{1}{2}\left\langle\left(\eta_{\mathrm{N}}(\mu, \Sigma),-Z_{\mathrm{N}}\left(\eta_{\mathrm{N}}(\mu, \Sigma)\right)\right), \sum_{i=1}^{n}\left(t_{\mathrm{N}}\left(x_{i}\right), 1\right)\right\rangle\right\}
\end{aligned}
$$

so we see that $p\left(\mu, \Sigma \mid\{x\}_{i=1}^{n}, \alpha\right)$ is in the NIW family with a new natural parameter

$$
\begin{aligned}
\eta_{\mathrm{NIW}}\left(\Lambda_{n}, \mu_{n}, \kappa_{n}, \nu_{n}\right) & =\eta_{\mathrm{NIW}}\left(\Lambda_{0}, \mu_{0}, \kappa_{0}, \nu_{0}\right)+\sum_{i=1}^{n}\left(t_{\mathrm{N}}\left(x_{i}\right), 1\right) \\
& =\left(\Lambda_{0}+\kappa_{0} \mu_{0} \mu_{0}^{\top}, \kappa_{0} \mu_{0}, \kappa_{0}, \nu_{0}\right)+\left(\sum_{i} x_{i} x_{i}^{\top}, \sum_{i} x_{i}, n, n\right)
\end{aligned}
$$

where it can be checked by writing $\eta_{\text {NIW }}^{-1}$ that

$$
\begin{aligned}
\kappa_{n} & =\kappa_{0}+n \\
\nu_{n} & =\nu_{0}+n \\
\mu_{n} & =\frac{\kappa_{0}}{\kappa_{0}+n}+\frac{n}{\kappa_{0}+n} \bar{x} \\
\Lambda_{n} & =\Lambda_{0}+S+\frac{\kappa_{0} n}{\kappa_{0}+n}\left(\bar{x}-\mu_{0}\right)\left(\bar{x}-\mu_{0}\right)^{\top}
\end{aligned}
$$

with $\bar{x}=\frac{1}{n} \sum_{i} x_{i}$ and $S=\sum_{i}\left(x_{i}-\bar{x}\right)\left(x_{i}-\bar{x}\right)^{\top}$ as in Gelman et al. [38].
Example 2.2.4 (Dirichlet-categorical conjugacy). Here we show that the Dirichlet is a conjugate prior family for the categorical likelihood of Example 2.2.2.

The $K$-dimensional Dirichlet density with parameter $\alpha \in \mathbb{R}_{+}^{K}$ where $\alpha>0$ can be written

$$
\begin{align*}
p(\pi \mid \alpha) & =\operatorname{Dir}(\alpha)=\frac{\Gamma\left(\sum_{i=1}^{K} \alpha_{i}\right)}{\prod_{i=1}^{K} \Gamma\left(\alpha_{i}\right)} \prod_{i=1}^{K} x_{i}^{\alpha_{i}-1}  \tag{2.2.27}\\
& \propto \exp \{\langle\alpha-1, \ln \pi\rangle\} . \tag{2.2.28}
\end{align*}
$$

Using the categorical density we have

$$
\begin{align*}
p(\pi \mid x, \alpha) & \propto p(\pi \mid \alpha) p(x \mid \pi)  \tag{2.2.29}\\
& \propto \exp \{\langle\alpha-1, \ln \pi\rangle\} \exp \left\{\left\langle\ln \pi, \mathbb{1}_{x}\right\rangle\right\}  \tag{2.2.30}\\
& \propto \exp \left\{\left\langle\alpha-1+\mathbb{1}_{x}, \ln \pi\right\rangle\right\} \tag{2.2.31}
\end{align*}
$$

where, as in Example 2.2.2, $\mathbb{1}_{x}$ is an indicator vector with its $x$ th entry set to 1 and its other entries 0 . Therefore the posterior $p(\pi \mid x, \alpha)$ is in the Dirichlet family with

```
Algorithm 2.1 Gibbs sampling
Input: distribution \(X\) on graph \(G\) with \(N\) nodes, conditionals \(p_{X_{i} \mid X_{\mathrm{MB}_{G}(i)}}\left(x_{i} \mid x_{\mathrm{MB}_{G}(i)}\right)\)
Output: samples \(\left\{\hat{x}^{(t)}\right\}\)
    Initialize \(x=\left(x_{1}, x_{2}, \ldots, x_{N}\right)\)
    for \(t=1,2, \ldots\) do
        for \(i=1,2, \ldots, N\) do
            \(x_{i} \sim p_{X_{i} \mid X_{\mathrm{MB}_{G}(i)}}\left(\cdot \mid x_{\mathrm{MB}_{G}(i)}\right)\)
        \(\hat{x}^{(t)} \leftarrow\left(x_{1}, x_{2}, \ldots, x_{N}\right)\)
```

parameter $\alpha+\mathbb{1}_{x}$. Similarly, for the Multinomial likelihood

$$
\begin{equation*}
p(x \mid \pi)=\exp \left\{\left\langle\ln \pi, n_{x}\right\rangle\right\} \tag{2.2.32}
\end{equation*}
$$

where $n_{x}=\sum_{i} \mathbb{1}_{x_{i}}$ so that the $j$ th component is the number of occurences of outcome $j$, the posterior $p(\pi \mid x, \alpha)$ is in the Dirichlet family with parameter $\alpha+n_{x}$.

## - 2.3 Bayesian inference algorithms in graphical models

Here wo outline the standard Bayesian inference algorithms and how they relate to the graphical model structure described in Section 2.1 as well as the exponential family conjugacy structure described in Section 2.2. In particular, we describe algorithms that are compositional in terms of graphical model structure and that have particularly efficient updatcs when the graphical model is itself composed of tractable exponential family distributions.

## - 2.3.1 Gibbs sampling

In Gibbs sampling, and sampling mothods more generally, the task is to generate samples from a distribution of interest so that any probability or statistic can be estimated using the sample population. For a Markov Chain Monte Carlo (MCMC) method such as Gibbs sampling, to gencrate samples for some collection of random variables $X$ the algorithm simulates a Markov chain on the range of $X$ such that the limiting distribution or stationary distribution of the chain is the target distribution of $X$. In the Bayesian context, the distribution of interest is typically an intractable posterior.

Given a collection of $n$ random variables $X=\left\{X_{i}: i \in[n]\right\}$, the Gibbs sampling algorithm iteratively samples each variable conditioned on the sampled values of the others. When the random variables are Markov on a graph $G=(V, E)$, the conditioning can be reduced to each variable's respective Markov blanket, as in Algorithm 2.1.

A variant of the systematic scan of Algorithm 2.1, in which nodes are traversed in
a fixed order for each outer iteration, is the random scan, in which nodes are traversed according to a random permutation sampled for each outer iteration. An advantage of the random scan (and other variants) is that the chain becomes reversible and therefore simpler to analyze [94, Section 10.1.2]. With the conditional independencies implied by a graph, some sampling steps may be performed in parallel.

A Markov chain is called ergodic if has a unique steady-state distribution for any initial state; see Robert and Casella [91, Section 6.6.1] for a definition for countable state spaces and Meyn and Tweedie [76, Chapter 13] for a definition for general state spaces. If the Markov chain produced by a Gibbs sampling algorithm is ergodic, then the stationary distribution is the target distribution of $X[94$, Theorem 10.6]. The Markov chain for a Gibbs sampler can fail to be ergodic if, for example, the support of the target distribution is disconnected [94, Example 10.7]. Many of the Gibbs samplers we develop result in ergodic chains because all of the conditional densities exist and are positive [94, Theorem 10.8]. The main performance criterion of an MCMC sampler is its mixing time [94, Chapter 12], which measures the rate at which the distribution of the chain's state reaches the target distribution.

For a more detailed treatment of Gibbs sampling theory, see Robert and Casella [94, Chapter 6, Chapter 10]. For a detailed treatment of Markov chain ergodic theory for general state spaces, as required in precise treatments of Gibbs samplers for the Dirichlet process, see Meyn and Tweedie [76].

## - 2.3.2 Mean field variational inference

In mean field, and variational inference more generally, the task is to approximate an intractable distribution, such as a complex posterior, with a distribution from a tractable family in which inference can be performed efficiently. In this section we define the mean field optimization problem and derive the standard coordinate optimization algorithm. We also give some basic results on the relationship between mean field and both graphical model and exponential family structure. For concreteness and simpler notation, we work mostly with undirected graphical models; the results extend immediately to directed models.

Mean field inference makes use of several densities and distributions, and so we use a subscript notation for expectations to clarify the measure used in the integration when it cannot easily be inferred from context. Given a function $f$ and a random variable $X$ with range $\mathcal{X}$ and density $p$ with respect to a base measure $\nu$, we write the expectation of $f$ as

$$
\begin{equation*}
\mathbb{E}_{p(X)}[f(X)]=\int_{\mathcal{X}} f(x) p(x) \nu(d x) \tag{2.3.1}
\end{equation*}
$$

Proposition 2.3.1 (Variational inequality). For a density $p$ with respect to a base
measure $\nu$ of the form

$$
\begin{equation*}
p(x)=\frac{1}{Z} \bar{p}(x) \quad \text { with } \quad Z \triangleq \int \bar{p}(x) \nu(d x) \tag{2.3.2}
\end{equation*}
$$

for all densities $q$ with respect to $\nu$ we have

$$
\begin{equation*}
\ln Z=\mathcal{L}[q]+\mathrm{KL}(q \| p) \geq \mathcal{L}[q] \tag{2.3.3}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{L}[q] \triangleq \mathbb{E}_{q(X)}\left[\ln \frac{\bar{p}(X)}{q(X)}\right]=\mathbb{E}_{q(X)}[\ln \bar{p}(X)]+\mathbb{H}[q]  \tag{2.3.4}\\
\mathrm{KL}(q \| p) \triangleq \mathbb{E}_{q(X)}\left[\ln \frac{q(X)}{p(X)}\right] . \tag{2.3.5}
\end{align*}
$$

Proof. To show the equality, with $X \sim q$ we write

$$
\begin{align*}
\mathcal{L}[q]+\mathrm{KL}(q \| p) & =\mathbb{E}_{q(X)}\left[\frac{\bar{p}(X)}{q(X)}\right]+\mathbb{E}_{q(X)}\left[\ln \frac{q(X)}{p(X)}\right]  \tag{2.3.6}\\
& =\mathbb{E}_{q(X)}\left[\ln \frac{\bar{p}(X)}{p(X)}\right]  \tag{2.3.7}\\
& =\ln Z . \tag{2.3.8}
\end{align*}
$$

The inequality follows from the property $\mathrm{KL}(q \| p) \geq 0$, known as Gibbs's inequality, which follows from Jensen's inequality and the fact that the logarithm is concave:

$$
\begin{equation*}
-\mathrm{KL}(q \| p)=\mathbb{E}_{q(X)}\left[\ln \frac{q(X)}{\bar{p}(X)}\right] \leq \ln \int q(x) \frac{\bar{p}(x)}{q(x)} \nu(d x)=0 \tag{2.3.9}
\end{equation*}
$$

with equality if and only if $q=p$ ( $\nu$-a.e.).
We call the $\log$ of $\bar{p}$ in (2.3.2) the energy and $\mathcal{L}[q]$ the variational lower bound, and say $\mathcal{L}[q]$ decomposes into the average energy plus entropy as in (2.3.4). For two densities $q$ and $p$ with respect to the same base measure, $\operatorname{KL}(q \| p)$ is the Kullback-Leibler divergence from $q$ to $p$, used as a measure of dissimilarity between pairs of densities [2].

The variational inequality given in Proposition 2.3 .1 is useful in inference because if we wish to approximate an intractable $p$ with a tractable $q$ by minimizing $\operatorname{KL}(q \| p)$, we can equivalently choose $q$ to maximize $\mathcal{L}[q]$, which is possible to evaluate since it does not include the partition function $Z$.

In the context of Bayesian inference, $p$ is usually an intractable posterior distribution
of the form $p(\theta \mid x, \alpha), \bar{p}$ is the unnormalized product of the prior and likelihood $\bar{p}(\theta)=$ $p(\theta \mid \alpha) p(x \mid \theta)$, and $Z$ is the marginal likelihood $p(x \mid \alpha)=\int p(x \mid \theta) p(\theta \mid \alpha) \nu(d \theta)$, which plays a central role in Bayesian model selection and the minimum description length (MDL) criterion [74, Chapter 28] [49, Chapter 7].

Given that graphical model structure can affect the complexity of probabilistic inference, as discussed in Section 2.1.3, it is natural to consider families $q$ that factor according to tractable graphs.

Definition 2.3.1 (Mean field variational inference). Let $p$ be the density with respect to $\nu$ for a collection of random variables $X=\left(X_{i}: i \in V\right)$, and let

$$
\begin{equation*}
\mathcal{Q} \triangleq\left\{q: q(x) \propto \prod_{C \in \mathcal{C}} q_{C}\left(x_{C}\right)\right\} \tag{2.3.10}
\end{equation*}
$$

be a family of densities with respect to $\nu$ that factorize according to a graph $G=(V, E)$ with $\mathcal{C}$ the set of maximal cliques of $G$. Then the mean field optimization problem is

$$
\begin{equation*}
q^{*}=\arg \max _{q \in \mathcal{Q}} \mathcal{L}[q] \tag{2.3.11}
\end{equation*}
$$

where $\mathcal{L}[q]$ is defined as in (2.3.4).
Note that the optimization problem is not convex and so one can only expect to find a local optimum of the objective [113]. However, since the objective is convex in each $q_{C}$ individually, an optimization procedure that updates each factor in turn holding the rest constant will converge to a local optimum [11, Chapter 10]. We call such a coordinate ascent procedure on (2.3.11) a mean field algorithm. For approximating families in a factored form, we can derive a generic update to be used in a mean field algorithm.
Proposition 2.3.2 (Mean field update). Given a mean field objective as in Definition ".s.s.1, the optimal update to a factor $q_{A}$ fixing the other factors defined by $q_{A}^{*}=\arg \max _{q_{A}} \mathcal{L}[q]$ is

$$
\begin{equation*}
q_{A}^{*}\left(x_{A}\right) \propto \exp \left\{\mathbb{E}\left[\ln \bar{p}\left(x_{A}, X_{A^{c}}\right)\right]\right\} \tag{2.3.12}
\end{equation*}
$$

where the expectation is over $X_{A^{c}} \sim q_{A^{c}}$ with $q_{A^{c}}\left(x_{A^{c}}\right) \propto \prod_{C \in \mathcal{C} \backslash A} q_{C}\left(x_{C}\right)$.
Proof. Dropping terms constant with respect to $q_{A}$, we write

$$
\begin{align*}
q_{A}^{*} & =\arg \min _{q_{A}} \operatorname{KL}(q \| p)  \tag{2.3.13}\\
& =\arg \min _{q_{A}} \mathbb{E}_{q_{A}}\left[\ln q_{A}\left(X_{A}\right)\right]+\mathbb{E}_{q_{A}}\left[\mathbb{E}_{q_{A^{c}}}[\log \bar{p}(X)]\right]  \tag{2.3.14}\\
& =\arg \min _{q_{A}} \operatorname{KL}\left(q_{A} \| \widetilde{p}_{A}\right) \tag{2.3.15}
\end{align*}
$$

wherc $\widetilde{p}_{A}\left(x_{A}\right) \propto \exp \left\{\mathbb{E}_{q_{A}}\left[\ln \bar{p}\left(x_{A}, X_{A^{c}}\right)\right]\right\}$. Therefore, we achieve the unique ( $\nu$-a.e.) minimum by setting $q_{A}=\widetilde{p}_{A}$.

Furthermore, if $p$ factors according to a graph then the same graph structure is induced in the factors of the optimal $q$.

Proposition 2.3 .3 (Induced graph structure). If p is Markov on a graph $G=(V, E)$ with the form $p(x) \propto \prod_{C \in \mathcal{C}} \psi_{C}\left(x_{C}\right)$ for cliques $\mathcal{C}$ of $G$, then any optimal factor $q_{A}$ with $A \subseteq V$ factors according to $G \backslash A^{c}$. Furthermore, the update (2.3.12) can be computed using only the factors on the cliques $\mathcal{C}^{\prime}=\{C \in \mathcal{C}: C \cap A \neq \varnothing\}$, i.e. the cliques on variables in the Markov blanket of $A$.

Proof. Using (2.3.12) we have

$$
\begin{equation*}
q_{A}^{*}\left(x_{A}\right) \propto \exp \left\{\mathbb{E}\left[\ln \bar{p}\left(x_{A}, X_{A^{c}}\right)\right]\right\} \propto \exp \left\{\sum_{C \in \mathcal{C}^{\prime}} \mathbb{E}\left[\ln \psi_{C}\left(X_{C}\right)\right]\right\} \tag{2.3.16}
\end{equation*}
$$

where factors not involving the variables in $A$ are dropped up to proportionality.
Because $q$ inherits the graphical structure of $p$, it is therefore natural to consider tractable families $\mathcal{Q}$ that arc Markov on subgraphs of $p$. Note that when $q$ is a subgraph of $p$, the variational lower bound is a sum of terms corresponding to the factors of p. When the family $\mathcal{Q}$ is chosen to be Markov on the completely disconnected graph $G=(V, E)$ with $E=\varnothing$, the resulting algorithm is called naive mean field. When the tractable subgraph retains some nontrivial graphical structure, the algorithm is called structured mean field. In this thesis we use structured mean field extensively for inference in time scries models.

Finally, we note the simple form of updates for exponential family conjugate pairs.
Proposition 2.3.4 (Mean ficld and conjugacy). If $x_{i}$ appears in $\bar{p}$ only in an exponential family conjugate pair $\left(p_{1}, p_{2}\right)$ where

$$
\begin{align*}
p_{1}\left(x_{i} \mid x_{\pi_{G}(i)}\right) & \propto \exp \left\{\left\langle\eta\left(x_{\pi_{G}(i)}\right), t\left(x_{i}\right)\right\rangle\right\}  \tag{2.3.17}\\
p_{2}\left(x_{C_{G}(i)} \mid x_{i}\right) & =\exp \left\{\left\langle t\left(x_{i}\right),\left(t\left(x_{c_{G}(i)}\right), 1\right)\right\rangle\right\} \tag{2.3.18}
\end{align*}
$$

then the optimal factor $q_{i}\left(x_{i}\right)$ is in the prior family with natural parameter

$$
\begin{equation*}
\widetilde{\eta} \triangleq \mathbb{E}_{q}\left[\eta\left(X_{\pi_{C}(i)}\right)\right]+\mathbb{E}_{q}\left[\left(t\left(X_{c_{G}(i)}\right), 1\right)\right] . \tag{2.3.19}
\end{equation*}
$$

Proof. The result follows from substituting (2.3.17) and (2.3.18) into (2.3.12).


Figure 2.3: Dírected graphical model for an HMM.

See Wainwright and Jordan [113, Chapter 5] for a convex analysis perspective on mean field algorithms in graphical models composed of exponential families.

### 2.4 Hidden Markov Models

In this section we use the definitions and results from previous sections to define the Bayesian Hidden Markov Model and give Gibbs sampling and mean field inference algorithms. For simplicity, we refer only to a single observation sequence; the generalization to multiple observation sequences is immediate.

A Hidden Markov Model (HMM) on $N$ states defines a joint distribution over a state sequence $x_{1: T}$ and an observation sequence $y_{1: T}$. It is parameterized by an initial state distribution $\pi^{(0)} \in \mathbb{R}_{+}^{N}$, a transition matrix $A \in \mathbb{R}_{+}^{N \times N}$, and emission parameters $\theta=\left\{\theta^{(i)}\right\}_{i=1}^{N}$. We use $\pi^{(i)}$ to denote the $i$ th row of $A$ and collect the transition rows and initial state distribution into $\pi=\left\{\pi^{(i)}\right\}_{i=0}^{N}$ for convenient notation.

Recall that for two random variables $X$ and $Y$, we write $X \sim Y$ to denote that $X$ and $Y$ have the same distribution. For three random variables $X, Y$, and $Z$, we similarly write $X \mid Y \sim Z$ to denote that $X \mid Y$ has the same distribution as $Z$. Finally, recall that for a random variable $X$ and a density $p$ we write $X \sim p(\cdot)$ to denote that $X$ has density $p$. We use this notation to specify generative models, as in the following definition.

Definition 2.4.1. We say sequences of random variables $\left(x_{1: T}, y_{1: T}\right)$ are distributed according to a Hidden Markov Model, and write ( $x_{1: T}, y_{1: T}$ ) $\sim \operatorname{HMM}(\pi, \theta)$, when they follow the generative process

$$
\begin{align*}
x_{1} & \sim \pi^{(0)}, & &  \tag{2.4.1}\\
x_{t+1} \mid x_{t} & \sim \pi^{\left(x_{t}\right)} & & t=1,2, \ldots, T-1,  \tag{2.4.2}\\
y_{t} \mid x_{t} & \sim p\left(\cdot \mid \theta^{\left(x_{t}\right)}\right) & & t=1,2, \ldots, T . \tag{2.4.3}
\end{align*}
$$

Figure 2.3 shows a graphical model for the HMM.
If each $p\left(y \mid \theta^{(i)}\right)$ is an exponential family of densities in natural parameters of the

```
Algorithm 2.2 HMM Forwards Messages
Input: transition potentials \(A\), cmission potentials \(L\), initial state potential \(\pi^{(0)}\)
Output: HMM forwards messages \(F\)
    function HMMFwdMEssages \(\left(A, L, \pi^{(0)}\right)\)
        \(F_{1,:} \leftarrow \pi^{(0)} \odot L_{1,:}\)
        for \(t=2,3, \ldots, T\) do
            \(F_{t i} \leftarrow \sum_{j=1}^{N} F_{t-1, j} A_{j i} L_{t i}\)
        return \(F\)
```

```
Algorithm 2.3 HMM Backwards Messages
Input: transition potentials \(A\), emission potentials \(L\)
Output: HMM backwards messages \(B\)
    function HMMBwdMessages \((A, L)\)
        \(B_{T,:} \leftarrow 1\)
        for \(t=T-1, T-2, \ldots, 1\) do
            \(B_{t, i} \leftarrow \sum_{j=1}^{N} A_{i j} B_{t+1, j} L_{t+1, j}\)
        return \(B\)
```

form

$$
\begin{equation*}
p\left(y \mid \eta^{(i)}\right)=\exp \left\{\left\langle\eta_{y}^{(i)}, t_{y}^{(i)}(y)\right\rangle-Z_{y}\left(\eta_{y}^{(i)}\right)\right\} \tag{2.4.4}
\end{equation*}
$$

then we can write the joint density as an exponential family:

$$
\begin{equation*}
p\left(x_{1: T}, y_{1: T}\right)=\exp \left\{\left(\ln \pi^{(0)}\right)^{\top} \mathbb{1}_{x_{1}}+\sum_{t=1}^{T-1} \mathbb{1}_{x_{t}}^{\top} A \mathbb{1}_{x_{t+1}}+\sum_{t=1}^{T}\left\langle\eta_{y}^{(i)}, \mathbb{I}\left[x_{t}=i\right] \cdot t_{y}^{(i)}\left(y_{t}\right)\right\rangle\right\} \tag{2.4.5}
\end{equation*}
$$

Since the HMM is Markov on an undirected trec (more precisely, a chain), we can use the tree message-passing algorithm to perform inference efficiently. The HMM messages and recursions are typically written in terms of forward messages $F$ and backward messages $B$, where

$$
\begin{align*}
& F_{t, i} \triangleq p\left(y_{1: t}, x_{t}\right)=\sum_{j=1}^{N} A_{j i} F_{t-1, j} p\left(y_{t} \mid \theta^{(i)}\right)  \tag{2.4.6}\\
& B_{t, i} \triangleq p\left(y_{t+1: T} \mid x_{t}=i\right)=\sum_{j=1}^{N} A_{i j} p\left(y_{l+1} \mid \theta^{(j)}\right) B_{t+1, j} \tag{2.4.7}
\end{align*}
$$

with the initial values $F_{1, i}=\pi_{i}^{(0)} p\left(y_{1} \mid \theta^{(i)}\right)$ and $B_{T, i}=1$. Algorithms to compute these messages are given in Algorithms 2.2 and 2.3.


Figure 2.4: Directed graphical model for a Bayesian HMM.

A Bayesian treatment of HMMs places priors on the parameters $(\pi, \theta)$ and includes them in the probabilistic model. We use $\operatorname{Dir}(\alpha)$ where $\alpha \in \mathbb{R}_{+}^{K}$ for some $K>0$ to denote the Dirichlet distribution with parameter $\alpha$.

Definition 2.4.2. We say $\left(\theta, \pi, x_{1: T}, y_{1: T}\right)$ are distributed according to a Bayesian Hidden Markov Model with hyperparameters $\alpha=\left\{\alpha^{(i)}\right\}_{i=1}^{N}$ and $\lambda=\left\{\lambda^{(i)}\right\}_{i=1}^{N}$, and write $\left(\theta, \pi, x_{1: T}, y_{1: T}\right) \sim \operatorname{BayesHMM}(\alpha, \lambda)$, when they follow the generative process

$$
\begin{align*}
& \pi^{(i)} \stackrel{i i d}{\sim} \operatorname{Dir}\left(\alpha^{(i)}\right)  \tag{2.4.8}\\
& \theta^{(i)} \stackrel{i i d}{\sim} p\left(\cdot \mid \lambda^{(i)}\right)  \tag{2.4.9}\\
&\left(x_{1: T}, y_{1: T}\right) \mid \pi, \theta \sim H M M(\pi, \theta) \tag{2.4.10}
\end{align*}
$$

where $\operatorname{HMM}(\pi, \theta)$ is defined in Definition 2.4.1. Figure 2.4 shows a graphical model for the Bayesian HMM.

Given an observation sequence $\bar{y}_{1: T}$ the task of interest is to perform inference in the posterior $\pi, \theta, x_{1: T} \mid \bar{y}_{1: T}$. Note In this section we develop both Gibbs sampling and mean field algorithms for this inference task.

## - 2.4.1 HMM Gibbs sampling

The HMM Gibbs sampler iterates sampling $\theta, \pi$, and $x_{1: T}$ from their respective conditionals. To sample the state sequence $x_{1: T}$ from its conditional, we exploit the tree mossagc-passing algorithm. Furthermore, since the Dirichlet is the conjugate prior to the categorical from which each state is sampled, the conditional for $\pi$ is also Dirichlet. The HMM Gibbs sampler can then be written as Algorithm 2.4.

An alternative Gibbs sampler can be constructed by marginalizing the parameters $(\pi, \theta)$, which is tractable when the observation prior and likelihood form a conjugate pair, and generating samples of $x_{1: T} \mid \ddot{y}_{1: T}, \alpha, \lambda$. While such collapsed samplers can be advantageous in some settings, in the case of a Bayesian HMM eliminating $\pi$ and $\theta$

```
Algorithm 2.4 Bayesian HMM Gibbs sampling
Input: \(\alpha, \lambda, \bar{y}_{1: T}\)
Output: samples \(\left\{\left(\hat{x}_{1: T}, \hat{\theta}, \hat{\pi}\right)^{(t)}\right\}\)
    Initialize \(x_{1: T}\)
    for \(t=1,2, \ldots\) do
        for \(i=1,2, \ldots, N\) do
            \(\pi^{(i)} \leftarrow\) sample \(\operatorname{Dir}\left(\alpha^{(i)}+n_{i:}\right)\) with \(n_{i j}=\sum_{t} \mathbb{I}\left[x_{t}=i, x_{t+1}=j\right]\)
            \(\theta^{(i)} \leftarrow\) sample \(p\left(\theta \mid \lambda,\left\{y_{t}: x_{t}=i\right\}\right)\)
        \(\pi^{(0)} \leftarrow\) sample \(\operatorname{Dir}\left(\alpha^{(0)}+\mathbb{1}_{x_{1}}\right)\)
        \(x_{1: T} \leftarrow \operatorname{HMMSAmpleStates}\left(\pi^{(0)}, A, L\right)\) with \(L_{t, i}=p\left(y_{t} \mid \theta^{(i)}\right)\)
        \(\left(\hat{x}_{1: T}, \hat{\theta}, \hat{\pi}\right)^{(t)} \leftarrow\left(x_{1: T}, \theta, \pi\right)\)
```

```
Algorithm 2.5 HMM state sequence sampling
Input: \(\pi^{(0)}, A, L\)
Output: a sample \(x_{1: T}\)
    function HMMSAmpleStates \((A, L)\)
        \(B \leftarrow \operatorname{HMMBwdMessages}(A, L)\)
        \(x_{1} \leftarrow\) sample \(\pi_{i}^{(0)} B_{1, i} L_{1, i}\) over \(i\)
        for \(t=2,3, \ldots, T\) do
            \(x_{t} \leftarrow\) sample \(A_{x_{t-1}, i} B_{t, i} L_{t, i}\) over \(i\)
```

induces a full graph on the remaining nodes, and so one cannot exploit tree message passing to construct a joint sample of the state sequence and each $x_{t}$ must be resampled one at a time. Because the $x_{t}$ are highly correlated in the model, the collapsed Gibbs sampler is often slow to explore the posterior.

## - 2.4.2 HMM Mean Field

Here we briefly overview a mean field algorithm for HMMs. For more details on the HMM mean field algorithm, see Beal [6, Chapter 3].

We choose a variational family that factorizes as $q\left(\pi, \theta, x_{1: T}\right)=q(\pi, \theta) q\left(x_{1: T}\right)$ so that the parameters and state sequence are decoupled. The Bayesian HMM graphical model then induces independences so that the variational family is

$$
\begin{equation*}
q\left(\pi, \theta, x_{1: T}\right)=\prod_{i=0}^{N} q\left(\pi^{(i)}\right) q\left(\theta^{(i)}\right) q\left(x_{1: T}\right) \tag{2.4.11}
\end{equation*}
$$

Note that because $\pi^{(i)}$ is the $i$ th row of the transition matrix $A, i=1,2, \ldots, N$, we write $q\left(\pi^{(1)}, \ldots, \pi^{(N)}\right)$ equivalently as $q(A)$ to simplify some notation. The variational objective function is

$$
\begin{align*}
\mathbb{E}\left[\ln \frac{p(\pi, \theta, x, y)}{q(\pi) q(\theta) q\left(x_{1: T}\right)}\right]=\mathbb{E}_{q(\pi)} & {\left[\ln \frac{p(\pi)}{q(\pi)}\right]+\mathbb{E}_{q(\theta)}\left[\ln \frac{p(\theta)}{q(\pi)}\right] }  \tag{2.4.12}\\
& +\mathbb{E}_{q\left(x_{1: T}\right) q(\pi) q(\theta)}\left[\ln \frac{p\left(x_{1: T}, y_{1: T} \mid \pi, \theta\right)}{q\left(x_{1: T}\right)}\right] . \tag{2.4.13}
\end{align*}
$$

For more explicit updates, we assume that each observation prior and likelihood form a conjugate pair of densities and that the prior family is written in natural parameters with the form

$$
\begin{equation*}
p\left(\theta^{(i)} \mid \eta_{\theta}^{(i)}\right) \propto \exp \left\{\left\langle\eta_{\theta}^{(i)}, t_{\theta}^{(i)}\left(\theta^{(i)}\right)\right\rangle\right\} \quad p\left(y \mid \theta^{(i)}\right)=\exp \left\{\left\langle t_{\theta}^{(i)}\left(\theta^{(i)}\right),\left(t_{y}(y), 1\right)\right\rangle\right\} \tag{2.4.14}
\end{equation*}
$$

Then the update for the factor $q\left(x_{1: T}\right)$ is

$$
\begin{align*}
& q^{*}\left(x_{1: T}\right) \propto \mathbb{E}\left[\ln p\left(x_{1: T}, y_{1: T} \mid \theta, \pi\right)\right]  \tag{2.4.15}\\
&= \exp \left\{\left(\mathbb{E}_{q(\pi)}\left[\ln \pi^{(0)}\right]\right)^{\top} \mathbb{1}_{x_{1}}+\sum_{t=1}^{T} \mathbb{1}_{x_{t}}^{\top} \mathbb{E}_{q(A)}[\ln A] \mathbb{1}_{x_{t+1}}\right. \\
&\left.+\sum_{t=1}^{T}\left\langle\mathbb{E}_{q(\theta)}\left[t_{\theta}^{(i)}\left(\theta^{(i)}\right)\right], \mathbb{I}\left[x_{t}=i\right] t_{y}\left(y_{t}, 1\right)\right\rangle\right\} \tag{2.4.16}
\end{align*}
$$

and so, as expected, the optimal factor is also Markov on a chain graph.
For the conjugate updates to $q(\pi)$ and $q(\theta)$, we write the variational factors as

$$
\begin{equation*}
q\left(\theta^{(i)}\right) \propto \exp \left\{\left\langle\widetilde{\eta}_{\theta}^{(i)}, t_{\theta}^{(i)}\left(\theta^{(i)}\right)\right\rangle\right\} \quad q\left(\pi^{(i)}\right)=\operatorname{Dir}\left(\widetilde{\alpha}^{(i)}\right) \tag{2.4.17}
\end{equation*}
$$

We can compute the expected sufficient statistics over $q\left(x_{1: T}\right)$ by running the HMM message-passing algorithm. Defining

$$
\begin{equation*}
\widetilde{\pi}^{(i)} \triangleq \mathbb{E}_{q(\pi)}\left[\ln \pi^{(i)}\right\} \quad \widetilde{L}_{t, i} \triangleq \mathbb{E}_{q(\theta)}\left[\ln p\left(y_{t} \mid \theta^{(i)}\right)\right] \tag{2.4.18}
\end{equation*}
$$

and defining $\tilde{A}$ to be a matrix where the $i$ th row is $\tilde{\pi}^{(i)}$ for $i=1,2, \ldots, N$, we compute

```
Algorithm 2.6 HMM Mean Field
    Initialize variational parameters \(\widetilde{\eta}_{\theta}^{(i)}, \widetilde{\alpha}^{(i)}, \widetilde{\alpha}^{(0)}\)
    for \(t=1,2, \ldots\) until convergence do
        \(F \leftarrow \operatorname{HMMFwdMessages}\left(\widetilde{A}, \widetilde{L}, \widetilde{\pi} \tilde{\pi}^{(0)}\right)\)
        \(B \leftarrow \operatorname{HMMBWDMEssages}(\widetilde{A}, \widetilde{L})\)
        Using \(F\) and \(B\), compute each \(\hat{t}_{y}^{(i)}, \hat{t}_{\text {trans }}^{(i)}\), and \(\hat{t}_{\text {init }}\)
            with Eqs. (2.4.19)-(2.4.21)
        Update \(\widetilde{\eta}_{\theta}^{(i)}, \widetilde{\alpha}^{(i)}, \widetilde{\alpha}^{(0)}\) for \(i=1,2, \ldots, N\)
            with Eqs. (2.4.22)-(2.4.24)
```

$$
\begin{align*}
\hat{t}_{y}^{(i)} \triangleq \mathbb{E}_{q\left(x_{1: T}\right)} \sum_{t=1}^{T} \mathbb{1}\left[x_{t}=i\right] t_{y}^{(i)}\left(\bar{y}_{t}\right)=\sum_{t=1}^{T} F_{t, i} B_{t, i} \cdot\left(t_{y}^{(i)}\left(\bar{y}_{t}\right), 1\right) / Z  \tag{2.4.19}\\
\left(\hat{t}_{\text {trans }}^{(i)}\right)_{j} \triangleq \mathbb{E}_{q\left(x_{1: T}\right)} \sum_{t=1}^{T-1} \mathbb{1}\left[x_{t}=i, x_{t+1}=j\right]=\sum_{t=1}^{T-1} F_{t, i} \widetilde{A}_{i j} \widetilde{L}_{t+1, j} B_{t+1, j} / Z  \tag{2.4.20}\\
\left(\hat{t}_{\text {init }}\right)_{i} \triangleq \mathbb{E}_{q\left(x_{1: T}\right)} \mathbb{1}\left[x_{1}=i\right]=\widetilde{\pi}_{0} B_{1, i} / Z \tag{2.4.21}
\end{align*}
$$

where $Z=\sum_{i=1}^{N} F_{T, i}$. With these expected statistics, the updates to the parameters of $q(A), q\left(\pi_{0}\right)$, and $q(\theta)$ are then

$$
\begin{gather*}
\widetilde{\eta}^{(i)} \leftarrow \eta_{\theta}^{(i)}+\dot{t}_{y}^{(i)}  \tag{2.4.22}\\
\widetilde{\alpha}^{(i)} \leftarrow \alpha^{(i)}+\hat{t}_{\text {trans }}^{(i)}  \tag{2.4.23}\\
\widetilde{\alpha}^{(0)} \leftarrow \alpha^{(0)}+\hat{t}_{\text {tinit }}^{(i)} . \tag{2.4.24}
\end{gather*}
$$

We summarize the overall algorithm in Algorithm 2.6.

## - 2.5 The Dirichlet Process and Nonparametric Models

The Dirichlet process is used to construct Bayesian nonparametric models, including nonparametric HMMs such that the number of states is unbounded a priori. Baycsian nonparametric methods allow model complexity to be learned flexibly from data and to grow as the amount of data increases. In this section, we review the basic definition of the Dirichlet process and the HDP-HMM.

Definition 2.5.1 (Dirichlet process). Let $(\Omega, \mathcal{F}, H)$ be a probability space and $\alpha>0$. We say $G$ is distributed according to a Dirichlet process with parameter $\alpha H$, and write $G \sim \mathrm{DP}(\alpha H)$ or $G \sim \mathrm{DP}(\alpha, H)$, if $(\Omega, \mathcal{F}, G)$ is a probability space and for every finite
partition $\left\{A_{i} \subseteq \Omega: i \in[r]\right\}$ of $\Omega$

$$
\begin{equation*}
\bigcup_{i=1}^{r} A_{i}=\Omega \quad i \neq j \Longrightarrow A_{i} \cap A_{j}=\varnothing, \tag{2.5.1}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left(G\left(A_{1}\right), \ldots, G\left(A_{r}\right)\right) \sim \operatorname{Dir}\left(\alpha H\left(A_{1}\right), \ldots, \alpha H\left(A_{r}\right)\right) \tag{2.5.2}
\end{equation*}
$$

By the Kolmogorov consistency theorem, this definition in terms of consistent finitedimensional marginals defines a unique stochastic process [88]. Though the definition is not constructive, some properties of the Dirichlet process are immediate.

Proposition 2.5.1. If $G \sim \operatorname{DP}(\alpha H)$, then

1. $G$ is atomic w.p. 1, meaning it can be written

$$
\begin{equation*}
G=\sum_{i=1}^{\infty} \pi_{i} \delta_{\theta_{i}} \tag{2.5.3}
\end{equation*}
$$

for some atoms $\omega_{i} \in \Omega$ and weights $\pi_{i} \in(0,1)$.
2. If $\theta_{i} \mid G \stackrel{i i d}{\sim} G$ for $i=1,2, \ldots, N$, then $G \mid\left\{\theta_{i}\right\}_{i=1}^{N}$ is distributed as a Dirichlet process with

$$
\begin{equation*}
G \mid\left\{\theta_{i}\right\}_{i=1}^{N} \sim \operatorname{DP}\left(\alpha H+\sum_{i=1}^{N} \delta_{\theta_{i}}\right) . \tag{2.5.4}
\end{equation*}
$$

Proof. As shown in Ferguson [27], these properties follow from Definition 2.5.1 and finite Dirichlet conjugacy.

A construction that satisfies Definition 2.5.1 is the stick breaking process. In the following, we use $X \sim \operatorname{Beta}(\alpha, \beta)$ to denote that $X$ has the density

$$
\begin{equation*}
p(x \mid \alpha, \beta) \propto x^{\alpha-1}(1-x)^{\beta-1} . \tag{2.5.5}
\end{equation*}
$$

Definition 2.5.2 (Stick-breaking process). We say $\pi=\left\{\pi_{i}: i \in \mathbb{N}\right\}$ is distributed according to the stick-breaking process with parameter $\alpha>0$, and write $\pi \sim \operatorname{GEM}(\alpha)$, if

$$
\begin{equation*}
\beta_{i} \sim \operatorname{Beta}(1, \alpha), \quad \pi_{i}=\beta_{i} \prod_{j<i}\left(1-\beta_{j}\right), \quad i=1,2, \ldots \tag{2.5.6}
\end{equation*}
$$

Theorem 2.5.1 (Stick-breaking construction). Let $\pi \sim \operatorname{GEM}(\alpha)$ and $\theta_{i} \stackrel{i i d}{\sim} H$ for $i \in \mathbb{N}$. If $G=\sum_{i=1}^{\infty} \pi_{i} \delta_{\theta_{i}}$ then $G \sim \operatorname{DP}(\alpha H)$.


Figure 2.5: Directed graphical model for an HDP-HMM.

Proof. See Sethuraman [10:3].
We can define Dirichlet processes that share the same set of atoms and have similar weights using the hierarchical Dirichlet process construction [107]. This construction is useful in defining a Bayesian nonparametric extension of the HMM.

Definition 2.5.3 (Hierarchical Dirichlet process). We say a collection of random measures $\left\{G_{j}: j \in \mathbb{N}\right\}$ are distributed according to the hierarchical Dirichlet process with parameters $\alpha, \gamma$, and $H$ if

$$
\begin{equation*}
G_{0} \sim \operatorname{DP}(\alpha, H) \quad G_{j} \stackrel{i i d}{\sim} \operatorname{DP}\left(\gamma, G_{0}\right) \tag{2.5.7}
\end{equation*}
$$

We can use the stick-breaking construction of the DP to define a stick-breaking construction of the HDP.

Definition 2.5.4. We say ( $\pi, \theta, x_{1: T}, y_{1: T}$ ) are distributed according to an HDP-HMM with parameters $\alpha, \gamma>0$ and base measure $H$ if

$$
\begin{align*}
& \beta \sim \operatorname{GEM}(\gamma), \quad \pi_{i} \stackrel{i i d}{\sim} \operatorname{DP}(\alpha \beta), \quad \theta_{i} \stackrel{i i d}{\sim} H,  \tag{2.5.8}\\
& x_{t} \sim \pi_{x_{t-1}}, \quad y_{t} \sim p\left(\cdot \mid \theta_{x_{t}}\right) \tag{2.5.9}
\end{align*}
$$

where $\beta$ is treated as a density with respect to counting measure on $\mathbb{N}$ and where we set $x_{1}=0$. We write $\left(\pi, \theta, x_{1: T}, y_{1: T}\right) \sim \operatorname{HDP}-\operatorname{HMM}(\alpha, \gamma, H)$.

Figure 2.5 shows a graphical model for the HDP-HMM.
There are several methods to perform sampling inference in Dirichlet process models. First, exploiting the conjugacy properties of the Dirichlet process, one can analytically marginalize the DP draws, as in the Chinese Restaurant Process (CRP) and Chinese Restaurant Franchise (CRF) samplers for the Dirichlet process and hierarchical Dirichlet process, respectively [107]. However, as before, eliminating variables
introduces many dependencics and can result in poor sampler performance for models like the HDP-HMM. One can also work with a finite instantiation of the Dirichlet process draws, so that the sampler only needs to work with the finite Dirichlet marginals, as in the Direct Assignment sampler [107], but such a construction still prechudes tree message-passing in an HDP-HMM. The approach we take for most samplers in this thesis is based on approximating a DP prior with a finite symmetric Dirichlet distribution, where the notion of approximation is made precise in the following result.

Theorem 2.5.2 (Wcak limit approximation). Let $(\Omega, \mathcal{F}, H)$ be a probability space, $\alpha>0$ be a posilive constant, and $f: \Omega \rightarrow \mathbb{R}$ be any $(\mathcal{F}, \mathcal{B}(\mathbb{R}))$-measurable function. Consider the finite model of size $K$ given by

$$
\begin{equation*}
\theta_{i} \stackrel{i i d}{\sim} H \quad \pi=\left(\pi_{1}, \ldots, \pi_{K}\right) \sim \operatorname{Dir}(\alpha) \tag{2.5.10}
\end{equation*}
$$

and define the measure $G^{K}=\sum_{i=1}^{K} \pi_{i} \delta_{\theta_{i}}$. Then as $K \rightarrow \infty$ we have

$$
\begin{equation*}
\int f(\omega) G^{K}(d \omega) \xrightarrow{D} \int f(\omega) G(d \omega) \tag{2.5.11}
\end{equation*}
$$

where $G \sim \mathrm{DP}(\alpha H)$.
Proof. See Ishwaran and Zarepour [57, Theorem 2], which also gives rates of convergence and bounds on the probabilities of some error events.

Based on this approximation result, we can define Bayesian nonparametric models and perform approximate inference with finite models of sizc $K$, where $K$ becomes an algorithm parameter rather than a model parameter. With these finite approximations we can exploit graphical model structure and tree message-passing algorithms in both Gibbs sampling and mean field algorithms for time series models defined with the HDP.

# Hierarchical Dirichlet Process Hidden Semi-Markov Models 

## - 3.1 Introduction

Given a set of sequential data in an unsupervised setting, we often aim to infer meaningful states present in the data along with characteristics that describe and distinguish those states. For example, in a speaker diarization (or who-spoke-when) problem, we are given a single audio recording of a meeting and wish to infer the number of speakers present, when they speak, and some characteristics governing their individual speech patterns [108, 31]. Or in separating a home power signal into the power signals of individual devices, we could perform the task much better if we were able to exploit our prior knowledge about the levels and durations of each device's power modes [ 66$]$ ]. Such learning problems for sequential data are pervasive, and so we would like to build gencral models that are both flexible enough to be applicable to many domains and expressive enough to encode the appropriate information.

Hidden Markov Models (HMMs) have proven to be excellent general models for approaching learning problems in sequential data, but they have two significant disadvantages: first, statc duration distributions are necessarily restricted to a geometric form that is not appropriate for many real-world data; second, the number of hidden states must be set a priori so that model complexity is not inferred from data in a way that scales with the size and complexity of the data.

Recent work in Bayesian nonparametrics has addressed the latter issue. In particular, the Hierarchical Dirichlet Process HMM (HDP-HMM) has provided a powerful framework for representing a posterior over state complexity while maintaining efficient inference algorithms [106, 5]. However, the HDP-HMM does not address the issue of non-Markovianity in real data. The Markovian disadvantage is in fact compounded in the nonparametric setting, since non-Markovian behavior in data can lead to the creation of unnecessary extra states and unrealistically rapid switching dynamics [31].

One approach to avoiding the rapid-switching problem is the Sticky HDP-HMM [31],
which introduces a learncd global self-transition bias to discourage rapid switching. Indeed, the Sticky model has demonstrated significant performance improvements over the HDP-HMM for several applications. However, it shares the HDP-HMM's restriction to geometric state durations, thus limiting the model's expressiveness regarding duration structure. Moreover, its global self-transition bias is shared among all states, and so it does not allow for learning state-specific duration information. The infinite Hierarchical HMM [50] indirectly induces non-Markovian state durations at the coarser levels of its state hierarchy, but it is difficult to incorporate prior information or otherwise adjust the duration model. Furthermore, constructing posterior samples from any of these models can be computationally expensive, and finding efficient algorithms to cxploit problem structure is an important area of research.

These potential limitations to the HDP-HMM motivate this investigation into explicitduration semi-Markov modeling, which has a history of success in the parametric (and usually non-Bayesian) setting. We combine semi-Markovian ideas with the HDP-HMM to construct a general class of models that allow for both Bayesian nonparametric inference of state complexity as well as general duration distributions. We demonstrate the applicability of our models and algorithms on both synthetic and real data sets.

The remainder of this chapter is organized as follows. In Section 3.2, we describe cxplicit-duration HSMMs and existing HSMM message-passing algorithms, which we use to build efficient Bayesian inference algorithms. We also provide a brief treatment of the Bayesian nonparametric HDP-HMM and sampling inference algorithms. In Section 3.3 we develop the HDP-HSMM and related models. In Scction 3.4 we develop extensions of the weak-limit and direct assignment samplers [106] for the HDP-HMM to our models and describe some techniques for improving the computational efficiency in some settings.

Section 3.5 demonstrates the effectiveness of the HDP-HSMM on both synthetic and real data. In synthetic experiments, we demonstrate that our sampler mixes very quickly on data generated by both HMMs and HSMMs and can recover synthetic parameters. We also show that while an HDP-HMM is unable to capture the statistics of an HSMMgenerated sequence, we can build HDP-HSMMs that efficiently learn whether data were generated by an HMM or HSMM. As a real-data cxpcriment, we apply the HDP-HSMM to a problem in power signal disaggregation.

## - 3.2 Background and Notation

In this section, we review three main background topics: our notation for Bayesian HMMs, conventions for cxplicit-duration HSMMs, and the Bayesian nonparametric HDP-HMM.


Figure 3.1: Basic graphical model for the Bayesian HMM. Parameters for the transition, emission, and initial state distributions are random variables. The symbol $\alpha$ represents the hyperparameter for the prior distributions on state-transition parameters. The shaded nodes indicate observations on which we condition to form the posterior distribution over the unshaded latent components.

### 3.2.1 HMMs

Recall from Section 2.4 that the core of the HMM consists of two layers: a layer of hidden state variables and a layer of observation or emission variables, as shown in Figure 3.1. The hidden state sequence, $x=\left(x_{t}\right)_{t=1}^{T}$, is a sequence of random variables on a finite alphabet, $x_{t} \in\{1,2, \ldots, N\}=[N]$, that form a Markov chain. We focus on time-homogeneous models, in which the transition distribution does not depend on $t$. The transition parameters are collected into a row-stochastic transition matrix $A$ where

$$
\begin{equation*}
A_{i j}=p\left(x_{t+1}=j \mid x_{t}=i\right) . \tag{3.2.1}
\end{equation*}
$$

We also use $\left\{\pi^{(i)}\right\}$ to refer to the set of rows of the transition matrix, and we write $\pi^{(0)}$ for the initial state distribution. We use $p\left(y_{t} \mid \theta^{(i)}\right)$ to denote the conditional emission distribution, where $\theta^{(i)}$ is the emission parameter for the $i$ th state.

## ■ 3.2.2 HSMMs

There are several approaches to hidden semi-Markov models [78, 118]. We focus on explicit duration semi-Markov modeling; that is, we are interested in the setting where each state's duration is given an explicit distribution. The basic idea underlying this HSMM formalism is to augment the generative process of a standard HMM with a random state duration time, drawn from some state-specific distribution when the state is entered. The state remains constant until the duration expires, at which point there is a Markov transition to a new state.

A kind of graphical model for the explicit-duration HSMM is shown in Figure 3.2, from Murphy [78], though the number of nodes in the graphical model is itself random and so it is not a proper graphical model. In this picture, we see there is a Markov chain (without self-transitions) on $S$ super-state nodes, $\left(z_{s}\right)_{s=1}^{S}$, and these super-states


Figure 3.2: HSMM interpreted as a Markov chain on a set of super-states, $\left(z_{s}\right)_{s=1}^{S}$. The number of shaded nodes associated with each $z_{s}$, denoted by $d_{s}$, is drawn from a state-specific duration distribution.
in turn emit random-length segments of observations. We refer to the index $s$ as the segment index or the super-state index. Here the symbol $d_{s}$ is used to denote the random length of the observation segment of super-state $s$, and we call the sequence $\left(d_{s}\right)_{s=1}^{S}$ the duration sequence. The "super-state" picture separates the Markovian transitions from the segment durations.

We also define the label sequence $\left(x_{t}\right)_{t=1}^{T}$ in terms of the super-state sequence and duration sequence. Writing $x_{t_{1}: t_{2}}=\left(x_{t_{1}}, x_{t_{1}+1}, \ldots, x_{t_{2}}\right)$ to denote the subsequence of $x$ with first and last indices $t_{1}$ and $t_{2}$, respectively, the label sequence is defined by

$$
\begin{array}{rlr}
x_{t(s): t(s+1)-1}=z_{s} & s=1,2, \ldots, S \\
t(s) \triangleq \begin{cases}t(s-1)+d_{s-1} & s>1 \\
1 & s=1\end{cases} & t=1,2, \ldots, T \tag{3.2.3}
\end{array}
$$

Therefore there is one element of the label sequence for each element of the observation sequence $\left(y_{t}\right)_{t=1}^{T}$. While the observation sequence length $T$ is observed, the number of segments $S$ is a latent variable. Note that while in some other work on HSMMs the label sequence $\left(x_{t}\right)_{t=1}^{T}$ is referred to as the "state sequence," it does not capture the full Markov state of the system because it does not include the required duration information; therefore, we take care to distinguish the label sequence $\left(x_{t}\right)$ and the super-state sequence $\left(z_{s}\right)$, and we do not refer to either as the HSMM's state sequence.

When defining an HSMM model, one must also choose whether the observation sequence ends exactly on a segment boundary or whether the observations are censored at the end, so that the final segment may possibly be cut off in the observations. In the right-censored case, where the final segment may be cut off at the end, we have $\sum_{s=1}^{S} d_{s} \leq T$. We focus on the right-censored formulation in this chapter, but our models and algorithms can easily be adapted to the uncensored or even left-censored cases. For a further discussion, see Guédon [47].

It is possible to perform polynomial-time message-passing inference along an HSMM state chain (conditioned on parameters and observations) in a way similar to the standard alpha-beta dynamic programming algorithm for standard HMMs. The "backward" messages are crucial in the development of efficient sampling inference in Section 3.4 because the message values can be used to efficiently compute the posterior information nccessary to block-sample the hidden label sequence $\left(x_{t}\right)$, and so we briefly describe the relevant part of the existing HSMM message-passing algorithm. As derived in Murphy [78], we can define and compute the backward messages ${ }^{1} B$ and $B^{*}$ as follows:

$$
\begin{align*}
& B_{t}(i) \triangleq \triangleq p\left(y_{t+1: T} \mid x_{t}=i, x_{t} \neq x_{t+1}\right) \\
&= \sum_{j} B_{t}^{*}(j) p\left(x_{t+1}=j \mid x_{t}=i\right),  \tag{3.2.4}\\
& B_{t}^{*}(i) \triangleq p\left(y_{t+1: I} \mid x_{t+1}=i, x_{t} \neq x_{t+1}\right) \\
&= \sum_{d=1}^{T-t} B_{t+d}(i) \underbrace{p\left(D_{t+1}=d \mid x_{t+1}=i\right)}_{\text {duration prior tern }} \cdot \underbrace{p\left(y_{t+1: t+d} \mid x_{t+1}=i, D_{t+1}=d\right)}_{\text {likelihood term }} \\
&+\underbrace{p\left(D_{t+1}>T-t \mid x_{t+1}=i\right) p\left(y_{t+1: T} \mid x_{t+1}=i, D_{t+1}>T-t\right)}_{\text {censoring term }},  \tag{3.2.5}\\
& B_{I}(i) \triangleq 1, \tag{3.2.6}
\end{align*}
$$

where we have split the messages into $B$ and $B^{*}$ components for convenience and used $y_{k_{1}: k_{2}}$ to denote $\left(y_{k_{1}}, \ldots, y_{k_{2}}\right) . D_{t+1}$ represents the duration of the segment beginning at time $t+1$. The conditioning on the parameters of the distributions, namely the observation, duration, and transition parameters, is suppressed from the notation.

We write $x_{t} \neq x_{t+1}$ to indicato that a new segment begins at $t+1$, and so to compute the message from $t+1$ to $t$ we sum over all possible lengths $d$ for the segment beginning at $t+1$, using the backward message at $t+d$ to provide aggregate future information given a boundary just after $t+d$. The final additive term in the expression for $B_{t}^{*}(i)$ is described in Guédon [47]; it constitutes the contribution of state segments that run off the end of the provided observations, as per the censoring assumption, and depends on the survival function of the duration distribution.

Though a very similar message-passing subroutine is used in HMM Gibbs samplers, there are significant differences in computational cost between the HMM and HSMM message computations. The greater expressive power of the HSMM model necessarily increases the computational cost: the above message passing requires $\mathcal{O}\left(T^{2} N+T N^{2}\right)$

[^2]basic operations for a chain of length $T$ and state cardinality $N$, while the corresponding HMM message passing algorithm requires only $\mathcal{O}\left(T N^{2}\right)$. However, if the support of the duration distribution is limited, or if we truncate possible segment lengths included in the inference messages to some maximum $d_{\text {max }}$, we can instcad express the asymptotic message passing cost as $\mathcal{O}\left(T d_{\max } N+T N^{2}\right)$. Though the increased complexity of message-passing over an HMM significantly increases the cost per iteration of sampling inference for a global model, the cost can be offset when explicit duration modeling is particularly informative, as shown in the experiments in Section 3.5. In Chapter 4, we develop methods to reduce this message-passing complexity for specific duration models.

## - 3.2.3 The HDP-HMM and Sticky HDP-HMM

The HDP-HMM [106] provides a natural Bayesian nonparametric treatment of the classical Hidden Markov Model. The model employs an HDP prior over an infinite state space, which enables both inference of state complexity and Bayesian mixing over models of varying complexity. Wc provide a brief overview of the HDP-HMM model and relevant inference algorithms, which we extend to develop the HDP-HSMM. A much more thorough treatment of the HDP-HMM can be found in, for example, Fox [30].

The generative process $\operatorname{HDP}-\operatorname{HMM}(\gamma, \alpha, H)$ given concentration parameters $\gamma, \alpha>$ 0 and base measure (observation prior) $H$ can be summarized as:

$$
\begin{array}{rlr}
\beta & \sim \operatorname{GEM}(\gamma), & \\
\pi^{(i)} \stackrel{\text { iid }}{\sim} \operatorname{DP}(\alpha, \beta) & \theta^{(i)} \stackrel{\mathrm{iid}}{\sim} H & i=1,2, \ldots, \\
x_{t} & \sim \pi^{\left(x_{t-1}\right)}, & \\
y_{t} & \sim f\left(\theta^{\left(x_{t}\right)}\right) & t=1,2, \ldots, T, \tag{3.2.10}
\end{array}
$$

where GEM denotes a stick breaking process [102] as in Section 2.5 and $f$ denotes an observation distribution parameterized by draws from $H$. We set $x_{1}=1$. We have also suppressed explicit conditioning from the notation. See Figure 3.3 for a graphical model.

The HDP plays the role of a prior over infinite transition matrices: each $\pi^{(j)}$ is a DP draw and is interpreted as the transition distribution from state $j$. The $\pi^{(j)}$ are linked by bcing DP draws parameterized by the same discrete measure $\beta$, thus $\mathbb{E}\left[\pi^{(j)}\right]=\beta$ and the transition distributions tend to have their mass concentrated around a typical set of states, providing the desired bias towards re-entering and re-using a consistent set of states.


Figure 3.3: Graphical model for the HDP-HMM.

The Chinese Restaurant Franchise and direct-assignment collapsed sampling methods described in Teh et al. [106] and Fox [30] are approximate inference algorithms for the full infinite dimensional HDP, but they have a particular weakness in the sequentialdata context of the HDP-HMM: each state transition must be re-sampled individually, and strong correlations within the label sequence significantly reduce mixing rates [30]. As a result, finite approximations to the HDP have been studied for the purpose of providing faster mixing. Of particular note is the weak limit approximation, used in Fox et al. [31], which has been shown to reduce mixing times for HDP-HMM inference while sacrificing little in terms of approximating the infinite-dimensional HDP posterior.

The Sticky HDP-HMM augments the HDP-HMM with an extra parameter $\kappa>0$ that biases the process towards self-transitions and thus provides a method to encourage longer state durations. The Sticky- $\operatorname{HDP}-\operatorname{HMM}(\gamma, \alpha, \kappa, H)$ generative process can be written

$$
\begin{array}{rlr}
\beta & \sim \operatorname{GEM}(\gamma), & \\
\pi^{(i)} & \stackrel{\text { iid }}{\sim} \operatorname{DP}\left(\alpha+\kappa, \beta+\kappa \delta_{j}\right) & \theta^{(i)} \stackrel{\text { iid }}{\sim} H
\end{array} \quad i=1,2, \ldots,,
$$

where $\delta_{j}$ denotes an indicator function that takes value 1 at index $j$ and 0 elsewhere. While the Sticky HDP-HMM allows some control over duration statistics, the state duration distributions remain geometric; a goal of this work is to provide a model in which any duration distributions specific to each state may be used.

## - 3.3 HSMM Models

In this section, we introduce the explicit-duration HSMM-based models that we use in the remainder of the chapter. We define the finite Bayesian HSMM and the HDPHSMM and show how they can be used as components in more complex models, such as in a factorial structure. We describe generative processes that do not allow selftransitions in the super-state sequence, but we emphasize that we can also allow selftransitions and still employ the inference algorithms we describe; in fact, allowing selftransitions simplifies inference in the HDP-HSMM, since complications arise as a result of the hicrarchical prior and an elimination of self-transitions. However, there is a clear modeling gain by eliminating self-transitions: when self-transitions are allowed, the "explicit duration distributions" do not model the state duration statistics directly. To allow direct modeling of state durations, we must consider the case where self-transitions do not occurr.

### 3.3.1 Finite Bayesian HSMM

The finitc Bayesian HSMM is a combination of the Baycsian HMM approach with semi-Markov state durations and is the model we generalize to the HDP-HSMM. It is instructive to compare this construction with that of the finite model used in the weak-limit HDP-HSMM sampler that will be described in Section 3.4.2, since in that case the hicrarchical ties between rows of the transition matrix rcquires particular care.

The generative process for a Bayesian HSMM with $N$ states and observation and duration parameter prior distributions of $H$ and $G$, respectively, can be summarized as

$$
\begin{array}{rlrl}
\pi^{(i)} & \stackrel{\mathrm{iidd}}{\sim} \operatorname{Dir}\left(\alpha\left(1-\delta_{i}\right)\right) & \left(\theta^{(i)}, \vartheta^{(i)}\right) \stackrel{\text { iid }}{\sim} H \times G & i=1,2, \ldots, N, \\
z_{s} & \sim \pi^{\left(z_{s-1}\right)}, & & s=1,2, \ldots, \\
d_{s} & \sim g\left(\vartheta^{\left(z_{s}\right)}\right), & & \\
x_{t(s): t(s+1)-1} & =z_{s}, & & \\
y_{\ell(s)::(s+1)-1} & \stackrel{\text { iid }}{\sim} f\left(\theta^{\left(z_{s}\right)}\right) & & \tag{3.3.5}
\end{array}
$$

where $f$ and $g$ denote observation and duration distributions parameterized by draws from $H$ and $G$, respectively, and $t(s)$ is defined in (3.2.3). As in Section 3.2 .2 , we collect the $\pi^{(i)}$ for $i=1,2, \ldots, N$ into the rows of a transition matrix $A$. We use $\operatorname{Dir}\left(\alpha\left(1-\delta_{i}\right)\right)$ to denote a symmetric Dirichlet distribution with parameter $\alpha$ except with the $i$ th component of the hyperparameter vector set to zero, hence fixing $A_{i i}=0$ and ensuring there will be no self-transitions sampled in the super-state sequence $\left(z_{s}\right)$.

Note, crucially, that in this definition the $\pi^{(i)}$ are not tied across various $i$. In the

HDP-HSMM, as well as the weak limit model used for approximate inference in the HDP-HSMM, the $\pi^{(i)}$ will be tied through the hierarchical prior (specifically via $\beta$ ), and that connection is necessary to penalize the total number of states and encourage a small, consistent set of states to be visited in the super-state sequence. However, the interaction between the hicrarchical prior and the elimination of self-transitions presents an infercnce challenge.

## - 3.3.2 HDP-HSMM

The generative process of the HDP-HSMM is similar to that of the HDP-HMM, with some extra work to include duration distributions. The process $\operatorname{HDP}-\operatorname{HSMM}(\gamma, \alpha, H, G)$, illustrated in Figure 3.4, can be written as

$$
\begin{array}{rlr}
\beta & \sim \operatorname{GEM}(\gamma), & \\
\pi^{(i)} \stackrel{\text { iid }}{\sim} \operatorname{DP}(\alpha, \beta) & \left(\theta^{(i)}, \vartheta^{(i)}\right) \stackrel{\mathrm{iid}}{\sim} H \times G & i=1,2, \ldots, \\
z_{s} & \sim \bar{\pi}^{\left(z_{s-1}\right)}, & \\
d_{s} & \sim g\left(\vartheta^{\left(z_{s}\right)}\right) & \\
x_{t(s): \ell(s+1)-1} & =z_{s}, & \\
y_{t(s): \ell(s+1)-1} & \stackrel{\text { iid }}{\sim} f\left(\theta^{\left(z_{s}\right)}\right) & \tag{3.3.11}
\end{array}
$$

where we use $\bar{\pi}^{(i)} \triangleq \frac{\pi_{j}^{(i)}}{1-\pi_{i}^{(i)}}\left(1-\delta_{i j}\right)$ to eliminate self-transitions in the super-state sequence $\left(z_{s}\right)$.

Note that the atoms we edit to eliminate self-transitions are the same atoms that are affected by the global sticky bias in the Sticky HDP-HMM.

## - 3.3.3 Factorial Structure

We can easily compose our sequential models into other common model structures, such as the factorial structure of the factorial HMM [40]. Factorial models are very useful for source separation problems, and when combined with the rich class of sequential models provided by the HSMM, one can use prior duration information about each source to greatly improve performance (as demonstrated in Section 3.5). Here, we briefly outline the factorial model and its uses.

If we use $y \sim \operatorname{HDP}-\operatorname{HSMM}(\alpha, \gamma, H, G)$ to denote an observation sequence gencrated by the process defined in (3.3.6)-(3.3.11), then the generative process for a factorial HDP-HSMM with $K$ component scquences can be written as


Figure 3.4: A graphical model for the HDP-HSMM in which the number of segments $S$, and hence the number of nodes, is random.

$$
\begin{array}{rr}
y^{(k)} \sim \operatorname{HDP}-\operatorname{HSMM}\left(\alpha_{k}, \gamma_{k}, H_{k}, G_{k}\right) & k=1,2, \ldots, K, \\
\bar{y}_{t} \triangleq \sum_{k=1}^{K} y_{t}^{(k)}+w_{t} & t=1,2, \ldots, T, \tag{3.3.13}
\end{array}
$$

where $w_{t}$ is a noise process independent of the other components of the model states.
A graphical model for a factorial HMM can be seen in Figure 3.5, and a factorial HSMM or factorial HDP-HSMM simply replaces the hidden state chains with semiMarkov chains. Each chain, indexed by superscripts, evolves with independent dynamics and produces independent emissions, but the observations are combinations of the independent emissions. Note that each component HSMM is not restricted to any fixed number of states.

Such factorial models are natural ways to frame source separation or disaggregation problems, which require identifying component emissions and component states. With the Bayesian framework, we also model uncertainty and ambiguity in such a separation. In Section 3.5.2 we demonstrate the use of a factorial HDP-HSMM for the task of disaggregating home power signals.

Problems in source separation or disaggregation are often ill-conditioned, and so one relies on prior information in addition to the source independence structure to solve the separation problem. Furthermore, representation of uncertainty is often important, since there may be several good explanations for the data. These considerations motivate Bayesian inference as well as direct modeling of state duration statistics.


Figure 3.5: A graphical model for the factorial HMM, which can naturally be extended to factorial structures involving the HSMM or HDP-HSMM.

## - 3.4 Inference Algorithms

We describe two Gibbs sampling inference algorithms, beginning with a sampling algorithm for the finite Bayesian HSMM, which is built upon in developing algorithms for the HDP-HSMM in the sequel. Next, we develop a weak-limit Gibbs sampling algorithm for the HDP-HSMM, which parallels the popular weak-limit sampler for the HDP-HMM and its sticky extension. Finally, we introduce a collapsed sampler which parallels the direct assignment sampler of Teh et al. [106]. For both of the HDP-HSMM samplers there is a loss of conjugacy with the HDP prior due to the fact that self-transitions in the super-state sequence are not permitted (see Section 3.4.2). We develop auxiliary variables to form an augmented representation that effectively recovers conjugacy and hence enables fast Gibbs steps.

In comparing the weak limit and direct assignment sampler, the most important trade-offs are that the direct assignment sampler works with the infinite model by integrating out the transition matrix $A$ while simplifying bookkeeping by maintaining part of $\beta$, as we make clear in Section 3.4.3; it also collapses the observation and duration parameters. However, the variables in the label sequence $\left(x_{t}\right)$ are coupled by the integration, and hence each element of the label sequence must be resampled sequentially. In contrast, the weak limit sampler represents all latent components of the model (up to an adjustable finite approximation for the HDP) and thus allows block resampling of the label sequence by exploiting HSMM message passing.

We end the section with a discussion of leveraging changepoint side-information to greatly accelerate inference.

## - 3.4.1 A Gibbs Sampler for the Finite Bayesian HSMM

In this section, we describe a blocked Gibbs sampler for the finite HSMM.

## Outline of Gibbs Sampler

To perform posterior inference in a finite Bayesian HSMM, we construct a Gibbs sampler resembling that for finite HMMs. Our goal is to construct samples from the posterior

$$
\begin{equation*}
p\left(\left(x_{t}\right),\left\{\theta^{(i)}\right\},\left\{\pi^{(i)}\right\},\left\{\vartheta^{(i)}\right\} \mid\left(y_{t}\right), H, G, \alpha\right) \tag{3.4.1}
\end{equation*}
$$

by drawing samples from the distribution, where $G$ represents the prior over duration parameters. We can construct these samples by following a Gibbs sampling algorithm in which we iteratively sample from the appropriate conditional distributions of $\left(x_{t}\right)$, $\left\{\pi^{(i)}\right\},\left\{\vartheta^{(i)}\right\}$, and $\left\{\theta^{(i)}\right\}$.

Sampling $\left\{\theta^{(i)}\right\}$ or $\left\{\vartheta^{(i)}\right\}$ from their respective conditional distributions can be easily reduced to standard problems depending on the particular priors chosen. Sampling the transition matrix rows $\left\{\pi^{(i)}\right\}$ is straightforward if the prior on each row is Dirichlet over the off-diagonal entries and so we do not discuss it in this section, but we note that when the rows are tied together hierarchically (as in the weak-limit approximation to the HDP-HSMM), resampling the $\left\{\pi^{(i)}\right\}$ correctly requires particular care (see Section 3.4.2).

In the following section we develop the algorithm for block-sampling the label sequence ( $x_{t}$ ) from its conditional distribution by employing the HSMM message-passing scheme.

## Blocked Conditional Sampling of ( $x_{i}$ ) with Message Passing

To block sample $\left(x_{t}\right) \mid\left\{\theta^{(i)}\right\},\left\{\pi^{(i)}\right\},\left\{\vartheta^{(i)}\right\},\left(y_{t}\right)$ in an HSMM we can extend the standard block state sampling scheme for an HMM. The key challenge is that to block sample the states in an HSMM we must also be able to sample the posterior duration variables.

If we computc the backward messages $B$ and $B^{*}$ described in Section 3.2.2, then we can easily draw a postcrior sample for the first state according to

$$
\begin{align*}
p\left(x_{1}=k \mid y_{1: T}\right) & \propto p\left(x_{1}=k\right) p\left(y_{1: T} \mid x_{1}=k\right)  \tag{3.4.2}\\
& =p\left(x_{1}=k\right) B_{0}^{*}(k), \tag{3.4.3}
\end{align*}
$$

where we have used the assumption that the observation sequence begins on a segment boundary and suppressed notation for conditioning on parameters.

We can also use the messages to efficiently draw a sample from the posterior duration
distribution for the sampled initial state. Conditioning on the initial state draw, $\ddot{x}_{1}$, the posterior duration of the first state is:

$$
\begin{align*}
& p\left(D_{1}=d \mid y_{1: T}, x_{1}=\bar{x}_{1}\right)=\frac{p\left(D_{1}=d, y_{1: T} \mid x_{1}=\bar{x}_{1}\right)}{p\left(y_{1: T} \mid x_{1}=\bar{x}_{1}\right)}  \tag{3.4.4}\\
& \quad=\frac{p\left(D_{1}=d \mid x_{1}=\bar{x}_{1}\right) p\left(y_{1: d} \mid D_{1}=d, x_{1}=\bar{x}_{1}\right) p\left(y_{d+1: T} \mid D_{1}=d, x_{1}=\bar{x}_{1}\right)}{p\left(y_{1: T} \mid x_{1}=\bar{x}_{1}\right)}  \tag{3.4.5}\\
& \quad=\frac{p\left(D_{1}=d\right) p\left(y_{1: d} \mid D_{1}=d, x_{1}=\bar{x}_{1}\right) B_{d}\left(\bar{x}_{1}\right)}{B_{0}^{*}\left(\bar{x}_{1}\right)} . \tag{3.4.6}
\end{align*}
$$

We repeat the process by using $x_{D_{1}+1}$ as our new initial state with initial distribution $p\left(x_{1_{1}+1}=i \mid x_{1}=\bar{x}_{1}\right)$, and thus draw a block sample for the entire label sequence.

In each step of the forward-sampling process a label is assigned in the label sequence. To compute each label assignment, Eq. (3.4.(i) is evaluated in constant time and, when the duration expires, Eq. (3.4.3) is sampled in time proportional to the number of states $N$. Therefore the overall complexity of the forward-sampling process for an HSMM with $N$ states and sequence length $T$ is $\mathcal{O}(T N)$ after computing the HSMM messages.

## ■ 3.4.2 A Weak-Limit Gibbs Sampler for the HDP-HSMM

The weak-limit sampler for an HDP-HMM [31] constructs a finite approximation to the HDP transitions prior with finite $L$-dimensional Dirichlet distributions, motivated by the fact that the infinite limit of such a construction converges in distribution (i.c. weakly) to an HDP:

$$
\begin{align*}
\beta \mid \gamma & \sim \operatorname{Dir}(\gamma / L, \ldots, \gamma / L),  \tag{3.4.7}\\
\pi^{(i)} \mid \alpha, \beta & \sim \operatorname{Dir}\left(\alpha \beta_{1}, \ldots, \alpha \beta_{L}\right) \tag{3.4.8}
\end{align*} \quad i=1, \ldots, L,
$$

where we again interpret $\pi^{(i)}$ as the transition distribution for state $i$ and $\beta$ as the distribution which ties state transition distributions together and encourages shared sparsity. Practically, the weak limit approximation enables the complete representation of the transition matrix in a finite form, and thus, when we also represent all parameters, allows block sampling of the entire label sequence at once. The parameter $L$ gives us control over the approximation quality, with the guarantec that the approximation will become exact as $L$ grows; see Ishwaran and Zarepour [56], especially Theorem 1, for a discussion of theoretical guarantees.

We can employ the weak limit approximation to create a finite HSMM that approximates inference in the HDP-HSMM. This approximation technique often results in greatly accelerated mixing, and hence it is the technique we employ for the experiments
in the sequel. However, the inference algorithm of Section 3.4.1 must be modified to incorporate the fact that the $\left\{\pi^{(i)}\right\}$ are no longcr mutually independent and are instead tied through the shared $\beta$. This dependence between the transition rows introduces potential conjugacy issucs with the hierarchical Dirichlet prior; the following section explains the difficulty as well as a simple algorithmic solution via auxiliary variables.

The beam sampling technique [110] can be applied here with little modification, as in Dcwar et al. [23], to sample over the approximation parameter $L$, thus avoiding the need to set $L$ a priori while still allowing instantiation of the transition matrix and block sampling of the state sequence. This technique is especially uscful if the number of states could be very large and is difficult to bound a priori. We do not explore beam sampling here.

## Conditional Sampling of $\left\{\pi^{(i)}\right\}$ with Data Augmentation

To construct our overall Gibbs sampler, we nced to be able to resample the transition matrix $\pi$ given the other components of the model. However, by ruling out self-transitions while maintaining a hierarchical link between the transition rows, the model is no longer fully conjugate, and hence resampling is not necessarily easy. To observe the loss of conjugacy using the hierarchical prior required in the weak-limit approximation, note that we can summarize the relevant portion of the gencrative model as

$$
\begin{align*}
\beta \mid \gamma & \sim \operatorname{Dir}(\gamma, \ldots, \gamma), & &  \tag{3.4.9}\\
\pi^{(j)} \mid \beta & \sim \operatorname{Dir}\left(\alpha \beta_{1}, \ldots, \alpha \beta_{L}\right) & & j=1, \ldots, L,  \tag{3.4.10}\\
x_{t} \mid\left\{\pi^{(j)}\right\}, x_{t-1} & \sim \bar{\pi}_{x_{t-1}} & & t=2, \ldots, T, \tag{3.4.11}
\end{align*}
$$

where $\bar{\pi}_{j}$ represents $\pi^{(j)}$ with the $j$ th component removed and renormalized appropriately:

$$
\bar{\pi}_{j i}=\frac{\pi_{i}^{(j)}\left(1-\delta_{i j}\right)}{1-\pi_{i}^{(j)}} \quad \text { where } \quad \delta_{i j} \triangleq\left\{\begin{array}{ll}
1 & i=j  \tag{3.4.13}\\
0 & \text { otherwise }
\end{array} .\right.
$$

The deterministic transformation from $\pi^{(j)}$ to $\bar{\pi}^{(j)}$ eliminates self-transitions. Note that we have suppressed the observation parameter set, duration parameter set, and observation sequence for simplicity.

Consider the distribution of $\pi^{(1)} \mid\left(x_{t}\right), \beta$, the first row of the transition matrix:

$$
\begin{align*}
p\left(\pi^{(1)} \mid\left(x_{t}\right), \beta\right) & \propto p\left(\pi^{(1)} \mid \beta\right) p\left(\left(x_{t}\right) \mid \pi^{(1)}\right)  \tag{3.4.14}\\
& \propto\left(\pi_{1}^{(1)}\right)^{\alpha \beta_{1}-1} \cdots\left(\pi_{L}^{(1)}\right)^{\alpha \beta_{L}-1}\left(\frac{\pi_{2}^{(1)}}{1-\pi_{1}^{(1)}}\right)^{n_{12}} \cdots\left(\frac{\pi_{L}^{(1)}}{1-\pi_{1}^{(1)}}\right)^{n_{1 L} .}, \tag{3.4.15}
\end{align*}
$$

where $n_{i j}$ are the number of transitions from state $i$ to state $j$ in the super-state sequence $\left(z_{s}\right)$ :

$$
\begin{equation*}
n_{i j} \triangleq \#\left\{s \in[S-1]: z_{s}=i, z_{s+1}=j\right\} . \tag{3.4.16}
\end{equation*}
$$

Essentially, because of the extra $\frac{1}{1 \cdot \pi_{1}^{(1)}}$ terms from the likelihood without self-transitions, we cannot reduce this expression to the Dirichlet form over the components of $\pi^{(1)}$, and therefore we cannot proceed with sampling $m$ and resampling $\beta$ and $\pi$ as in Teh et al. [106].

However, we can introduce auxiliary variables to recover conjugacy [109], also called a completion construction [94, Section 10.1.2]. We define an extended generative model with extra random variables that, when the extra variables are marginalized out, corresponds to the original model. Then we show that conditional distributions simplify with the extra variables, hence allowing us to cycle simple Gibbs updates to produce an efficient sampler.

For simplicity, we focus on the first row of the transition matrix, namely $\pi^{(1)}$, and the draws that depend on it; the reasoning immediately extends to the other rows. We also drop the parameter $\alpha$ for convenience, and to simplify notation, we write $n_{i}$ for $n_{1 i}$, for $i=1,2, \ldots, N$. We also define $n .=\sum_{i} n_{i}$. First, we write the relevant portion of the generative process as

$$
\begin{align*}
\pi^{(1)} \mid \beta & \sim \operatorname{Dir}(\beta),  \tag{3.4.17}\\
z_{i} \mid \bar{\pi}^{(1)} & \sim \bar{\pi}_{1}  \tag{3.4.18}\\
y_{i} \mid z_{i} & \sim f\left(z_{i}\right) \quad i=1, \ldots, n . . \tag{3.4.19}
\end{align*}
$$

Here, sampling $z_{i}=k$ represents a transition from state 1 to state $k$. The $\left\{y_{i}\right\}$ represent the observations on which we condition; in particular, if we have $z_{i}=k$ then $y_{i}$ corresponds to an emission from state $k$ in the HSMM. See the graphical model in Figure $3.6(\mathrm{a})$ for a depiction of the relationship between the variables.

We can introduce auxiliary variables $\left\{\rho_{i}\right\}_{i=1}^{n .}$, where each $\rho_{i}$ is independently drawn


Figure 3.6: Simplified depiction of the relationship between the auxiliary variables and the rest of the model; 3.6(a) depicts the nonconjugate setting and 3.6(b) shows the introduced auxiliary variables $\left\{\rho_{i}\right\}$.
from a geometric distribution supported on $\{0,1, \ldots\}$ with success parameter $1-\pi_{1}^{(1)}$. That is, we introduce $\rho_{i} \mid \pi_{1}^{(1)} \sim \operatorname{Geo}\left(1-\pi_{1}^{(1)}\right)$, shown in Figure 3.6(b). Thus our posterior becomes:

$$
\begin{align*}
& p\left(\pi^{(1)} \mid\left\{z_{i}\right\},\left\{\rho_{i}\right\}\right)  \tag{3.4.20}\\
&  \tag{3.4.21}\\
& \propto p\left(\pi^{(1)}\right) p\left(\left\{z_{i}\right\} \mid \pi^{(1)}\right) p\left(\left\{\rho_{i}\right\} \mid\left\{\pi_{i}^{(1)}\right\}\right)  \tag{3.4.22}\\
& \quad \propto\left(\pi_{1}^{(1)}\right)^{\beta_{1}-1} \cdots\left(\pi_{L}^{(1)}\right)^{\beta_{L}-1}\left(\frac{\pi_{2}^{(1)}}{1-\pi_{1}^{(1)}}\right)^{n_{2}} \cdots\left(\frac{\pi_{L}^{(1)}}{1-\pi_{1}^{(1)}}\right)^{n_{L}}\left(\prod_{i=1}^{n .}\left(\pi_{1}^{(1)}\right)^{\rho_{i}}\left(1-\pi_{1}^{(1)}\right)\right)
\end{align*}
$$

$$
\begin{equation*}
=\left(\pi_{1}^{(1)}\right)^{\beta_{1}+\sum_{i} \rho_{i}-1}\left(\pi_{2}^{(1)}\right)^{\beta_{2}+n_{2}-1} \cdots\left(\pi_{L}^{(1)}\right)^{\beta_{L}+n_{L}-1} \tag{3.4.23}
\end{equation*}
$$

$$
\begin{equation*}
\propto \operatorname{Dir}\left(\beta_{1}+\sum_{i} \rho_{i}, \beta_{2}+n_{2}, \ldots, \beta_{L}+n_{L}\right) . \tag{3.4.24}
\end{equation*}
$$

Noting that $n$. $=\sum_{i} n_{i}$, we recover conjugacy and hence can iterate simple Gibbs steps.
We can compare the numerical performance of the auxiliary variable sampler to a Metropolis-Hastings sampler in the model without auxiliary variables. Figure 3.7 shows the sample chain autocorrelations for the first component of $\pi$ in both samplers. Figure 3.8 compares the Multivariate Scale Reduction Factors of Brooks and Gelman [16] for the two samplers, where good mixing is indicated by achieving the statistic's asymptotic value of unity. For a detailed evaluation, see Appendix B.

We can easily extend the data augmentation to the full HSMM, and once we have augmented the data with the auxiliary variables $\left\{\rho_{s}\right\}_{s=1}^{S}$ we are once again in the


Figure 3.7: Empirical sample chain autocorrelation for the first component of $\pi$ for both the proposed auxiliary variable sampler and a Metropolis-Hastings sampler. The figure shows mean autocorrelations over 50 randomly-initialized runs for each sampler, with the corresponding dotted lines showing the 10th and 90th percentile autocorrelation chains over those runs. The rapidly diminishing autocorrelation for the auxiliary variable sampler is indicative of fast mixing.


Figure 3.8: Multivariate Potential Scale Reduction Factors for both the proposed auxiliary variable sampler and a Metropolis-Hastings sampler. The auxiliary variable sampler rapidly achieves the statistic's asymptotic value of unity. Note that the auxiliary variable sampler is also much more efficient to execute, as shown in 3.8(b).
conjugate setting. A graphical model for the weak-limit approximation to the HDPHSMM including the auxiliary variables is shown in Figure 3.9.


Figure 3.9: Graphical model for the weak-limit approximation including auxiliary variables.

## - 3.4.3 A Direct Assignment Sampler for the HDP-HSMM

Though the main experiments in this chapter are performed with the weak-limit sampler developed in the previous section, we provide a direct assignment (DA) sampler as well for theoretical completeness and because it may be useful in cases where there is insufficient data to inform some latent parameters so that marginalization is necessary for mixing or estimating marginal likelihoods. In the direct assignment sampler for the HDP-HMM the infinite transition matrix $\pi$ is analytically marginalized out along with the observation parameters. The sampler represents explicit instantiations of the label sequence $\left(x_{t}\right)$ and the prefix of the infinite vector $\beta_{1: K}$ where $K=\#\left\{x_{t}: t=1, \ldots, T\right\}$. There are also auxiliary variables $m$ used to resample $\beta$, but for simplicity we do not discuss them here; see Teh et al. [106] for details.

Our DA sampler additionally represents the auxiliary variables necessary to recover HDP conjugacy (as introduced in the previous section). Note that the requirement for, and correctness of, the auxiliary variables described in the finite setting in Section 3.4.2 immediately extends to the infinite setting as a consequence of the Dirichlet Process's definition in terms of the finite Dirichlet distribution and the Kolmogorov extension theorem [19, Chapter 4]; for a detailed discussion, see Orbanz [87]. The connection to the finite case can also be seen in the sampling steps of the direct assignment sampler for the HDP-HMM, in which the global weights $\beta$ over $K$ instantiated components are resampled according to $\left(\beta_{1: K}, \beta_{\text {rest }}\right) \mid \alpha,\left(x_{t}\right) \sim \operatorname{Dir}\left(\alpha+n_{1}, \ldots, \alpha+n_{K}, \alpha\right)$ where $n_{i}$ is the number of transitions into state $i$ and Dir is the finite Dirichlet distribution.

Resampling ( $x_{t}$ )
To resample each element of the label sequence $\left(x_{t}\right)$, we perform an update similar to that of the HDP-HMM direct assignment sampler. As described in Fox [30], the corresponding HDP-HMM sampling step for each element $x_{t}$ of the label sequence is to sample a new label $k$ with probability proportional (over $k$ ) to
$p\left(x_{t}=k \mid\left(x_{\backslash t}\right), \beta\right) \propto \frac{\alpha \beta_{k}+n_{x_{t-1}, k}}{\alpha+n_{x_{t-1}, \cdot}} \cdot \frac{\alpha \beta_{x_{t+1}}+n_{k, x_{t+1}}+\mathbb{I}\left[x_{t-1}=k=x_{t+1}\right]}{\alpha+n_{k, \cdot}+\mathbb{I}\left[x_{t-1}=k\right]} \cdot f_{\text {obs }}\left(y_{t} \mid x_{t}=k\right)$
for $k=1, \ldots, K+1$ where $K=\#\left\{x_{t}: t=1, \ldots, T\right\}$ and where $\mathbb{I}$ is an indicator function taking value 1 if its argument condition is true and 0 otherwise. ${ }^{2}$ The variables $n_{i j}$ are transition counts in the label sequence excluding the transition into and out of $x_{l}$; that is, $n_{i j}=\#\left\{x_{\tau}=i, x_{\tau+1}=j: \tau \in\{1, \ldots, T-1\} \backslash\{t-1, t\}\right\}$. The function $f_{\text {obs }}$ is a predictive likelihood:

$$
\begin{align*}
& f_{\text {obs }}\left(y_{t} \mid k\right) \triangleq p\left(y_{t} \mid x_{t}=k,\left\{y_{\tau}: x_{\tau}=k\right\}, H\right)  \tag{3.4.26}\\
& \quad=\int_{\theta^{(k)}} \underbrace{p\left(y_{t} \mid x_{t}=k, \theta^{(k)}\right)}_{\text {likelihood }} \underbrace{\prod_{\tau: x_{\tau}=k} p\left(y_{\tau} \mid x_{\tau}=k, \theta^{(k)}\right)}_{\text {likelihood of data with same label }} \underbrace{p\left(\theta^{(k)} \mid H\right)}_{\text {observation parameter prior }} \tag{3.4.27}
\end{align*}
$$

We can derive this step by writing the complete joint probability $p\left(\left(x_{l}\right),\left(y_{l}\right) \mid \beta, H\right)$ leveraging exchangeability; this joint probability value is proportional to the desired posterior probability $p\left(x_{t} \mid\left(x_{\backslash t}\right),\left(y_{t}\right), \beta, H\right)$. When we consider cach possible assignment $x_{t}=k$, we can cancel all the terms that do not depend on $k$, namely all the transition probabilities other than those to and from $x_{t}$ and all data likelihoods other than that for $y_{t}$. However, this cancellation process relies on the fact that for the HDP-HMM there is no distinction between self-transitions and new transitions: the term for each $t$ in the complete posterior simply involves transition scores no matter the labels of $x_{t+1}$ and $x_{t-1}$. In the HDP-HSMM case, we must consider segments and their durations separately from transitions.

To derive an expression for resampling $x_{t}$ in the case of the HDP-HSMM, we can similarly consider writing out an expression for the joint probability $p\left(\left(x_{t}\right),\left(y_{l}\right) \mid \beta, H, G\right)$. However, note that as the labol assignment of $x_{t}=k$ varies, the terms in the expression change according to whether $x_{t-1}=k$ or $x_{t+1}=k$. That is, if $x_{t-1}=k$ or $x_{t+1}=k$,

[^3]

Figure 3.10: Illustration of the Gibbs step to resample $x_{t}$ for the DA sampler for the HDP-HSMM. The red dashed boxes indicate the elements of the label sequence that contribute to the score computation for $k=1,2,3$ which produce two, three, and two segment terms, respectively. The label sequence element being resample is emphasized in bold.
the probability expression includes a segment term for entire contiguous run of label $k$. Hence, since we can only cancel terms that do not depend on $k$, our score expression must include terms for the adjacent segments into which $x_{t}$ may merge. See Figure 3.10 for an illustration.

The final expression for the probability of sampling the new value of $x_{t}$ to be $k$ then consists of between 1 and 3 segment score terms, depending on merges with adjacent segments, each of which has the form

$$
\begin{array}{r}
p\left(x_{t}=k \mid\left(x_{\backslash t}\right), \beta, H, G\right) \propto \underbrace{\frac{\alpha \beta_{k}+n_{x_{\text {prev }}, k}}{\alpha\left(1-\beta_{x_{\text {prev }}}\right)+n_{x_{\text {prev }}}}}_{\text {left-transition }} \cdot \underbrace{\frac{\alpha \beta_{x_{\text {next }}}+n_{k, x_{\text {next }}}}{\alpha\left(1-\beta_{k}\right)+n_{k, *}}}_{\text {right-transition }} \\
\cdot \underbrace{f_{\text {dur }}\left(t_{2}-t_{1}+1\right)}_{\text {duration }} \cdot \underbrace{f_{\text {obs }}\left(y_{t_{1}: t_{2}} \mid k\right),}_{\text {observation }}, \tag{3.4.28}
\end{array}
$$

where we have used $t_{1}$ and $t_{2}$ to denote the first and last indices of the segment, respectively.

The function $f_{\text {dur }}(d \mid k)$ is the corresponding duration predictive likelihood evaluated on a duration $d$, which depends on the durations of other segments with label $k$ and any duration hyperparameters. The function $f_{\text {obs }}$ now represents a block or joint predictive likelihood over all the data in a segment (see, for example, Murphy [79] for a thorough
discussion of the Gaussian case). Note that the denominators in the transition terms are affected by the elimination of self-transitions by a rescaling of the "total mass." The resulting chain is ergodic if the duration predictive score $f_{\text {dur }}$ has a support that includes $\left\{1,2, \ldots, d_{\text {max }}\right\}$, so that segments can be split and merged in any combination.

## Resampling $\beta$ and Auxiliary Variables $\rho$

To allow conjugate resampling of $\beta$, auxiliary variables must be introduced to deal with the conjugacy issuc raised in Section 3.4.2. In the direct assignment samplers, the auxiliary variables are not used to resample diagonal entries of the transition matrix $\pi$, which is marginalized out, but rather to directly resample $\beta$. In particular, with each segment $s$ we associate an auxiliary count $\rho_{s}$ which is independent of the data and only serves to preserve conjugacy in the HDP. We periodically resample via

$$
\begin{align*}
\pi_{i}^{(i)} \mid \alpha, \beta & \sim \operatorname{Beta}\left(\alpha \beta_{i}, \alpha\left(1-\beta_{i}\right)\right),  \tag{3.4.29}\\
\rho_{s} \mid \pi_{i}^{(i)}, z_{s} & \sim \operatorname{Geo}\left(1-\pi_{z_{s}}^{\left(z_{s}\right)}\right) \tag{3.4.30}
\end{align*}
$$

The count $n_{i, i}$, which is used in resampling the auxiliary variables $m$ of Teh ct al. [106] which in turn are then used to resample $\beta$, is the total of the auxiliary variables for other segments with the same label: $n_{i, i}=\sum_{s \neq s, z_{s}=z_{s}} \rho_{\bar{s}}$. This formula can be interpreted as simply sampling the number of self-transitions we may have seen at segment $s$ given $\beta$ and the counts of self- and non-self transitions in the super-state sequence. Note the diagonal entries $\pi_{i}^{(i)}$ are independent of the data given $\left(z_{s}\right)$; as before, this auxiliary variable procedure is a convenient way to integrate out numerically the diagonal entries of the transition matrix.

### 3.4.4 Exploiting Changepoint Side-Information

In many circumstances, we may not need to consider all time indices as possible changepoints at which the super-state may switch; it may be easy to rule out many nonchangepoints from considcration. For example, in the power disaggregation application in Section 3.5, we can run inexpensive changepoint detection on the observations to get a list of possible changepoints, ruling out many obvious non-changepoints. The possible changepoints divide the label sequence into state blocks, where within each block the label sequence must be constant, though sequential blocks may have the same label. By only allowing super-state switching to occur at these detected changepoints, we can greatly reduce the computation of all the samplers considered.

In the case of the weak-limit sampler, the complexity of the bottleneck messagepassing step is reduced to a function of the number of possible changepoints (instead of total sequence length): the asymptotic complexity becomes $\mathcal{O}\left(T_{\text {clange. }}^{2} N+N^{2} T_{\text {change }}\right)$,
where $T_{\text {change }}$, the number of possible changepoints, may be dramatically smaller than the sequence length $T$. We simply modify the backward message-passing procedure to sum only over the possible durations:

$$
\begin{align*}
B_{t}^{*}(i) \triangleq & p\left(y_{t+1: T} \mid x_{t+1}=i, x_{t} \neq x_{t+1}\right) \\
= & \sum_{d \in \mathbb{D}} B_{t+d}(i) \underbrace{\tilde{p}\left(D_{t+1}=d \mid x_{t+1}=i\right)}_{\text {duration prior term }} \cdot \underbrace{p\left(y_{t+1: t+d} \mid x_{t+1}=i, D_{t+1}=d\right)}_{\text {likelihood term }} \\
& +\underbrace{\tilde{p}\left(D_{t+1}>T-t \mid x_{t+1}=i\right) p\left(y_{t+1: T} \mid x_{t+1}=i, D_{t+1}>T-t\right)}_{\text {censoring term }}, \tag{3.4.31}
\end{align*}
$$

where $\tilde{p}$ represents the duration distribution restricted to the set of possible durations $\mathbb{D} \subset \mathbb{N}_{+}$and renormalized. We similarly modify the forward-sampling procedure to only consider possible durations. It is also clear how to adapt the DA sampler: instead of re-sampling each element of the label sequence $\left(x_{t}\right)$ we simply consider the block label sequence, resampling each block's label (allowing merging with adjacent blocks).

## - 3.5 Experiments

In this scction, we evaluate the proposed HDP-HSMM sampling algorithms on both synthetic and real data. First, we compare the HDP-HSMM direct assignment sampler to the weak limit sampler as well as the Sticky HDP-HMM direct assignment sampler, showing that the HDP-HSMM direct assignment sampler has similar performance to that for the Sticky HDP-HMM and that the weak limit sampler is much faster. Next, we evaluate the HDP-HSMM weak limit sampler on synthetic data generated from finite HSMMs and HMMs. We show that the HDP-HSMM applied to HSMM data can efficiently learn the correct model, including the correct number of states and state labels, while the HDP-HMM is unable to capture non-geometric duration statistics. We also apply the HDP-HSMM to data generated by an HMM and demonstrate that, when equipped with a duration distribution class that includes geometric durations, the HDPHSMM can also efficiently learn an HMM model when appropriate with little loss in efficiency. Next, we use the HDP-HSMM in a factorial [40] structure for the purpose of disaggregating a whole-home power signal into the power draws of individual devices. We show that encoding simple duration prior information when modeling individual devices can greatly improve performance, and further that a Bayesian treatment of the parameters is advantageous. We also demonstrate how changepoint side-information can be leveraged to significantly speed up computation.


Figure 3.11: (a) compares the HDP-HSMM with geometric durations direct assignment sampler with that of the Sticky HDP-HMM, both applied to HMM data. The sticky parameter $\kappa$ was chosen to maximize mixing. (b) compares the HDP-HSMM direct assignment sampler with the weak limit sampler. In all plots, solid lines are the median error at each time over 25 independent chains; dashed lines are 25th and 75th percentile errors.

## ■ 3.5.1 Synthetic Data

Figure 3.11 compares the HDP-HSMM direct assignment sampler to that of the Sticky HDP-HMM as well as the HDP-HSMM weak limit sampler. Figure 3.11(a) shows that the direct assignment sampler for an HDP-HSMM with geometric durations performs similarly to the Sticky HDP-HSMM direct assignment sampler when applied to data generated by an HMM with scalar Gaussian emissions. Figures 3.11(b) shows that the weak limit sampler mixes much more quickly than the direct assignment sampler. Each iteration of the weak limit sampler is also much faster to execute (approximately 50 x faster in our implementations in Python). Due to its much greater efficiency, we focus on the weak limit sampler for the rest of this section; we believe it is a superior inference algorithm whenever an adequately large approximation parameter $L$ can be chosen a priori.

Figure 3.12 summarizes the results of applying both a HDP-HSMM with Poisson durations and an HDP-HMM to data generated from an HSMM with four states, Poisson durations, and 2-dimensional mixture-of-Gaussian emissions. In the 25 Gibbs sampling runs for each model, we applied 5 chains to each of 5 generated observation sequences. The HDP-HMM is unable to capture the non-Markovian duration statistics and so its state sampling error remains high, while the HDP-HSMM equipped with Poisson duration distributions is able to effectively learn the correct temporal model, including duration, transition, and emission parameters, and thus effectively separate the states


Figure 3.12: State-sequence Hamming error of the HDP-HMM and HDP-HSMM with Poisson durations applied to data from an HSMM with Poisson durations. In each plot, the blue line indicates the error of the chain with the median error across 25 independent Gibbs chains, while the red dashed lines indicate the chains with the 10 th and 90 th percentile errors at each iteration. The jumps in the plot correspond to a change in the ranking of the 25 chains.


Figure 3.13: Number of states inferred by the HDP-HMM and HDP-HSMM with Poisson durations applied to data from a four-state HSMM with Poisson durations. In each plot, the blue line indicates the error of the chain with the median error across 25 independent Gibbs chains, while the red dashed lines indicate the chains with the 10th and 90th percentile errors at each iteration.
and significantly reduce posterior uncertainty. The HDP-HMM also frequently fails to identify the true number of states, while the posterior samples for the HDP-HSMM concentrate on the true number; see Figure 3.13.

By setting the class of duration distributions to be a superclass of the class of geometric distributions, we can allow an HDP-HSMM model to learn an HMM from data when appropriate. One such distribution class is the class of negative binomial distributions, denoted $\operatorname{NegBin}(r, p)$, the discrete analog of the Gamma distribution, which


Figure 3.14: The HDP-HSMM and HDP-HMM applied to data from an HMM. In each plot, the blue line indicates the error of the chain with the median error across 25 independent Gibbs chains, while the red dashed line indicates the chains with the 10th and 90 th percentile error at each iteration.
covers the class of geometric distributions when $r=1$. (We discuss negative binomial duration models further and develop specialized algorithms in Chapter 5.) By placing a (non-conjugate) prior over $r$ that includes $r=1$ in its support, we allow the model to learn geometric durations as well as significantly non-geometric distributions with modes away from zero. Figure 3.14 shows a negative binomial HDP-HSMM learning an HMM model from data generated from an HMM with four states. The observation distribution for each state is a 10-dimensional Gaussian, with parameters sampled i.i.d. from a Normal-Inverse-Wishart (NIW) prior, as defined in Example 2.2.3 of Section 2.2. The prior over $r$ was set to be uniform on $\{1,2, \ldots, 6\}$, and all other priors were chosen to be similarly non-informative. The sampler chains quickly concentrated at $r=1$ for all state duration distributions. There is only a slight loss in mixing time for the HDP-HSMM compared to the HDP-HMM. This experiment demonstrates that with the appropriate choice of duration distribution the HDP-HSMM can effectively learn an HMM model.

## - 3.5.2 Power Disaggregation

In this section we show an application of the HDP-HSMM factorial structure to an unsupervised power signal disaggregation problem. The task is to estimate the power draw from individual devices, such as refrigerators and microwaves, given an aggregated whole-home power consumption signal. This disaggregation problem is important for energy efficiency: providing consumers with detailed power use information at the device level has been shown to improve efficiency significantly, and by solving the disaggregation problem one can provide that feedback without instrumenting every individual device with monitoring equipment. This application demonstrates the utility
of including duration information in priors as well as the significant speedup achieved with changepoint-based inference.

The power disaggregation problem has a rich history [119] with many proposed approaches for a variety of problem specifications. Some recent work [64] has considered applying factorial HSMMs to the disaggregation problem using an EM algorithm; our work here is distinct in that (1) we do not use training data to learn device models but instead rely on simple prior information and learn the model details during inference, (2) our states are not restricted to binary values and can model multiple different power modes per device, and (3) we use Gibbs sampling to learn all levels of the model. The work in Kim et al. [64] also explores many other aspects of the problem, such as additional data features, and builds a very compelling complete solution to the disaggregation problem, while we focus on the factorial time series modeling itself.

For our experiments, we used the REDD data set [66], which monitors many homes at high frequency and for extended periods of time. We chose the top 5 power-drawing devices (refrigerator, lighting, dishwasher, microwave, furnacc) across several houses and identified 1824 -hour segments across 4 houses for which many (but not always all) of the devices switched on at least once. We applied a 20 -second median filter to the data, and each sequence is approximately 5000 samples long. See Figure 3.15 for an example of the aggregated sequence data and its constituent sequences.

We constructed simple priors that set the rough power draw levels and duration statistics of the modes for several devices. For example, the power draw from home lighting changes infrequently and can have many different levels, so an HDP-HSMM with a bias towards longer negative-binomial durations is appropriate. Refrigerators tend to cxhibit an "off" mode near zero Watts, an "on" mode near 100-140 Watts, and a "high" mode near 300-400 Watts, so our priors biascd the refrigerator HDP-HSMM to have fewer modes and set the power lovels accordingly. We encode such modes in the prior by adjusting the generative process so that some parameters are drawn from distinct prior distributions. To encode a prior mode near some $\mu_{0}$, we simply generate a particular emission parameter as $\theta^{(i)}=\mu^{(i)} \sim \mathcal{N}\left(\mu_{0}, \sigma_{0}^{2}\right)$ with some uncertainty in the mode value represented by $\sigma_{0}^{2}$. Other emission parameters are gencrated independently and identically from a fixed background prior.

Our priors are summarized in Table 3.1. Wc write Gauss $\left(\mu_{0}, \sigma_{0}^{2} ; \sigma^{2}\right)$ to denote a Gaussian observation distribution prior with a fixed variance of $\sigma^{2}$ and a prior over its mean parameter that is Gaussian distributed with mean $\mu_{0}$ and variance $\sigma_{0}^{2}$. We write $\operatorname{NegBin}(\alpha, \beta ; r)$ to denote a prior over duration distributions where $p \sim \operatorname{Beta}(\alpha, \beta)$ and $r$ is fixed, and durations are then sampled from $\operatorname{NegBin}(r, p)$. We did not truncate the duration distributions during inference, and we set the weak limit approximation parameter $L$ to be twice the number of expected modes for each device; for example,


Figure 3.15: Example real data observation sequences for the power disaggregation experiments.
for the refrigerator device we set $L=6$ and for lighting we set $L=20$. We performed sampling inference independently on each observation sequence.

| Device | Base Measures |  | Specific States |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Observations | Durations | Observations | Durations |
| Lighting | Gauss( $300,200^{2} ; 5^{2}$ ) | $\operatorname{NegBin}(5,220 ; 12)$ | Gauss(0, $1 ; 5^{2}$ ) | $\operatorname{NegBin}(5,220 ; 12)$ |
| Refrigerator | Gauss(110, 50 $\left.{ }^{2} ; 10^{2}\right)$ | $\operatorname{NegBin}(100,600 ; 10)$ | Gauss(0, $1 ; 5^{2}$ ) | $\operatorname{NegBin}(100,600 ; 10)$ |
|  |  |  | Gauss( $115,10^{2} ; 10^{2}$ ) | $\operatorname{NegBin}(100,600 ; 10)$ |
|  |  |  | Gauss(425, $30^{2} ; 10^{2}$ ) | $\operatorname{NegBin}(100,600 ; 10)$ |
| Dishwasher | Gauss( $225,25^{2} ; 10^{2}$ ) | $\operatorname{NegBin}(100,200 ; 10)$ | Gauss(0, $1 ; 5^{2}$ ) | $\operatorname{NegBin}(1,2000 ; 1)$ |
|  |  |  | Gauss(225, $25^{2} ; 10^{2}$ ) | $\operatorname{NegBin}(100,200 ; 10)$ |
|  |  |  | Gauss(900, 200 ${ }^{2} ; 10^{2}$ ) | $\operatorname{NegBin}(40,500 ; 10)$ |
| Furnace | Gauss(600, $100^{2} ; 20^{2}$ ) | $\operatorname{NegBin}(40,40 ; 10)$ | Gauss(0, 1; 5 ${ }^{2}$ ) | $\operatorname{NegBin}(1,50 ; 1)$ |
| Microwave | Gauss( $1700,200^{2} ; 50^{2}$ ) | NegBin(200, 1; 50) | Gauss(0, $1 ; 5^{2}$ ) | $\mathrm{NegBin}(1,1000 ; 1)$ |

Table 3.1: Power disaggregation prior parameters for each device. Observation priors encode rough power levels that are expected from devices. Duration priors encode duration statistics that are expected from devices.


Figure 3.16: An total power observation sequence from the power disaggregation data set. Vertical dotted red lines indicate changepoints detected with a simple firstdifferences. By using the changepoint-based algorithms described in Section 3.4.4 we can greatly accelerate inference speed for this application.

As a baseline for comparison, we also constructed a factorial sticky HDP-HMM [31] with the same observation priors and with duration biases that induced the same average mode durations as the corresponding HDP-HSMM priors. We also compare to the factorial HMM performance presented in Kolter and Johnson [66], which fit device models using an EM algorithm on training data. For the Bayesian models, we performed inference separately on each aggregate data signal.

The set of possible changepoints is easily identifiable in these data, and a primary task of the model is to organize the jumps observed in the observations into an explanation in terms of the individual device models. By simply computing first differences and thresholding, we are able to reduce the number of potential changepoints we need to consider from 5000 to $100-200$, and hence we are able to speed up label sequence resampling by orders of magnitude. See Figure 3.16 for an illustration.

To measure performance, we used the error metric of Kolter and Johnson [66]:

$$
\text { Acc. }=1-\frac{\sum_{t=1}^{T} \sum_{i=1}^{K}\left|\hat{y}_{t}^{(i)}-y_{t}^{(i)}\right|}{2 \sum_{t=1}^{T} \bar{y}_{t}}
$$

where $\bar{y}_{t}$ refers to the observed total power consumption at time $t, y_{t}^{(i)}$ is the true power consumed at time $t$ by device $i$, and $\hat{y}_{t}^{(i)}$ is the estimated power consumption. We produced 20 posterior samples for each model and report the median accuracy of the component emission means compared to the ground truth provided in REDD. We ran our experiments on standard desktop machines, and a sequence with about 200 detected


Figure 3.17: Overall accuracy comparison between the EM-trained FHMM of Kolter and Johnson [66], the factorial sticky HDP-HMM, and the factorial HDP-HSMM.

| House | EM FHMM | F-HDP-HMM | F-HDP-HSMM |
| :---: | :---: | :---: | :---: |
| 1 | $46.6 \%$ | $69.0 \%$ | $82.1 \%$ |
| 2 | $50.8 \%$ | $70.7 \%$ | $84.8 \%$ |
| 3 | $33.3 \%$ | $67.3 \%$ | $81.5 \%$ |
| 6 | $55.7 \%$ | $61.8 \%$ | $77.7 \%$ |
| Mean | $47.7 \%$ | $67.2 \%$ | $81.5 \%$ |

Table 3.2: Performance comparison broken down by house.
changepoints would resample each component chain in 0.1 seconds, including block sampling the label sequence and resampling all observation, duration, and transition parameters. We collected samples after every 50 such iterations.

Our overall results are summarized in Figure 3.17 and Table 3.2. Both Bayesian approaches improved upon the EM-based approach because they allowed flexibility in the device models that could be fit during inference, while the EM-based approach fixed device model parameters that may not be consistent across homes. Furthermore, the incorporation of duration structure and prior information provided a significant performance increase for the HDP-HSMM approach. Detailed performance comparisons between the HDP-HMM and HDP-HSMM approaches can be seen in Figure 3.18. Finally, Figures 3.19 and 3.20 shows total power consumption estimates for the two models on two selected data sequences.

### 3.6 Summary

We have developed the HDP-HSMM and two Gibbs sampling inference algorithms, the weak limit and direct assignment samplers, uniting explicit-duration semi-Markov modeling with new Bayesian nonparametric techniques. These models and algorithms not


Figure 3.18: Performance comparison between the HDP-HMM and HDP-HSMM approaches broken down by data sequence.


Figure 3.19: Estimated total power consumption for a data sequence where the HDPHSMM significantly outperformed the HDP-HMM due to its modeling of duration regularities.
only allow learning from complex sequential data with non-Markov duration statistics in supervised and unsupervised settings, but also can be used as tools in constructing and performing infernece in larger hierarchical models. We have demonstrated the utility of the HDP-HSMM and the effectiveness of our inference algorithms with real and synthetic experiments.

In the following chapters, we build on these models and algorithms in several ways.


Figure 3.20: Estimated total power consumption for a data sequence where both the HDP-HMM and HDP-HSMM approaches performed well.

In the next two chapters, we address issues of scalability in HSMM and HDP-HSMM inference algorithms, including both the challenge of scaling HSMM message passing to longer sequence lengths and the challenge of scaling inference to large datasets with many observation sequences. In Chapter 6, we build on the HDP-HSMM and these scalable inference techniques to define a new Bayesian nonparametric model.

## Chapter 4

## Faster HSMM Inference with Efficient Representations

### 4.1 Introduction

In this chapter we address some fundamental scaling challenges for Hidden scmi-Markov Model (HSMM) inference. One reason HSMMs are not utilized nearly as often as the ubiquitous Hidden Markov Model (HMM) is that the HSMM's basic inference routines are often too computationally expensive in practical settings. The time complexity of HSMM inference scales quadratically with data sequence length while HMM inference scales only linearly. The slowdown relative to HMM inference is due to the weaker Markovianity properties in the HSMM state sequence, which require more expensive message passing algorithms. For this reason, with growing dataset sizes and richer hierarchical models requiring more data to be fit, HSMMs are often rejected even when explicit durations provide a better model.

We address this challenge in two ways. First, we study HSMMs with a particular natural family of duration distributions, the two-parameter negative binomial family, and develop a message passing algorithm for these models with complexity that scales only linearly with the sequence length. We derive the message passing algorithm in terms of a general notion of HMM embeddings, which we define in Section 4.3 and which improves upon previous work on expanded-state HMMs, as we discuss in Section 4.2. We also develop a Gibbs sampling algorithm that uses this linear-time message passing scheme. These algorithms immediately generalize to duration models that are mixtures of negative binomials, a natural duration analog of the Gaussian mixture model. Second, we give a linear time-invariant (LTI) system realization perspective that both gencralizes the class of duration models for which HSMM message passing can be made efficient and illuminates the limits of such an approach.

In subsequent chapters we build on these inference methods for HSMMs with negative binomial durations to develop scalable inference algorithms for hierarchical Bayesian and Bayesian nonparametric models, including the stochastic variational inference (SVI)
methods for the HSMM and HDP-HSMM described in Chapter 5 and both Gibbs sampling and SVI algorithms for a new model described in Chapter 6.

The remainder of this chapter is organized as follows. In Section 4.2 we discuss previous work and how it relates to the framework and methods we develop. In Section 4.3, we provide our definition of HMM embeddings of HSMMs and give a general result on computing HSMM messages in terms of the embedding. In Section 4.4 we give a particular embedding for HSMMs with negative binomial durations and show how to use the embedding to construct an HSMM Gibbs sampling algorithm for which the time complexity of each iteration scales only linearly in the obscrvation sequence length. Finally, in Scction 4.5 we give a more general perspective on cfficient representations for HSMM message passing in terms of LTI system realization.

## - 4.2 Related work

The work that is most closely related to the ideas we develop in this chapter is the work on expanded state HMMs (ESHMMs) [98, 97, 61, 48]. In the ESHMM framework, non-geometric state durations are captured by constructing an HMM in which several states share each obscrvation distribution; the observations are generated from the same observation distribution while the hidden Markov chain occupies any state in the corresponding group of states, and so the effective duration distribution is modeled by the Markov dwell time for the group of states. This technique is similar to the notion of HMM embedding that we develop, but there are some key advantages to our approach, both modeling and algorithmic. First, while an ESHMM is limited to a single HMM of fixed size and transition topology, our definition of HMM embeddings as a way to compute HSMM messages allows us to perform Bayesian inference over the HSMM duration parameters and thus effectively resize the corresponding HMM embedding, as we show in Section 4.4.2. Second, another consequence of using HMM embeddings to compute HSMM messages is that the message passing recursions we develop require significantly less memory than those for the ESHMM, as we describe in Section 4.3. Finally, as we show in Section 4.5.2, our definition can be generalized to give efficient HSMM message passing algorithms for duration models that cannot be captured by ESHMMs.

Note that the HMM embedding we develop in Section 4.4 is most similar to the ESHMM Type A model [97, 61], which can model a modified negative binomial duration distribution with fixed $r$ parameter and PMF given by

$$
\begin{equation*}
p(k \mid r, p)=\binom{k-1}{k-r}(1-p)^{r} p^{k-r} \quad k=r, r+1, r+2, \ldots \tag{4.2.1}
\end{equation*}
$$

This distribution is not the standard negative binomial distribution which we use in Section 4.4. In particular, the PMF (4.2.1) has support starting at, $r$, which can be an artificial limitation when modeling duration distributions and particularly when learning the $r$ parameter, as we do in Section 4.4.

## - 4.3 HMM embeddings and HSMM messages

In this section, we give our definition for HMM embeddings of HSMMs and show how the HSMM messages can be computed in terms of HMM messages in the embeddings. In Section 4.4 we use these results to derive efficient inference algorithms for HSMMs with negative binomial durations, and in Section 4.5 we generalize these definitions.

As described in Chapter 3, there are standard HSMM forward and backward messages [78] analogous to those for the HMM. The forward messages ( $F, F^{*}$ ) and backward messages ( $B, B^{*}$ ) are defined by

$$
\begin{align*}
F_{t, i} & \triangleq p\left(y_{1: t}, x_{t}=i, x_{t} \neq x_{t+1}\right) \\
& =\sum_{d=1}^{T-t-1} F_{t-d, i}^{*} p\left(d \mid x_{t-d}=i\right) p\left(y_{l-d: t} \mid x_{t-d: t}=i\right)  \tag{4.3.1}\\
F_{t, i}^{*} & \triangleq p\left(y_{1: t}, x_{t+1}=i \mid x_{t} \neq x_{t+1}\right) \\
& =\sum_{j=1}^{N} F_{t, i} p\left(x_{t+1}=i \mid x_{t}=j, x_{t} \neq x_{t+1}\right)  \tag{4.3.2}\\
F_{1, i} & \triangleq p\left(x_{1}=i\right) \tag{4.3.3}
\end{align*}
$$

$$
\begin{align*}
B_{t, i} \triangleq & p\left(y_{t+1: T} \mid x_{t}=i, x_{t} \neq x_{t+1}\right) \\
= & \sum_{j=1}^{N} B_{t, j}^{*} p\left(x_{t+1}=j \mid x_{t}=i, x_{t} \neq x_{t+1}\right),  \tag{4.3.4}\\
B_{t, i}^{*} \triangleq & p\left(y_{t+1: T} \mid x_{t+1}=i, x_{t} \neq x_{t+1}\right) \\
= & \sum_{d=1}^{T-t} B_{t+d, i} p\left(d \mid x_{t+1}=i\right) p\left(y_{t+1: t+d} \mid x_{t+1: t+d}=i\right) \\
& \quad+\sum_{d=T-t+1}^{\infty} p\left(d \mid x_{t+1}=i\right) p\left(y_{t+1: T} \mid x_{t+1: T}=i\right),  \tag{4.3.5}\\
B_{T, i} \triangleq & 1 \tag{4.3.6}
\end{align*}
$$

where $T$ denotes the length of the observation sequence and $N$ the number of states. These HSMM messages are expensive to compute because the expression for $B_{t, i}^{*}$, like that for $F_{t, i}$, involves summing over all possible durations, resulting in an overall time complexity of $\mathcal{O}\left(T N^{2}+T^{2} N\right)$ compared to the HMM message passing complexity of $\mathcal{O}\left(T N^{2}\right)$. The HSMM algorithm's quadratic dependence on the scquence length $T$ severely limits the settings in which HSMM inference can be performed and has led many practitioners to prefer HMMs cven when geometric state durations are umatural.

One way to interpret the HSMM messages mossages is to embed the HSMM into a much larger HMM that encodes the same generative process [78, 54]. The HMM ernbedding includes the duration information in its Markov state. Herc we give a more general definition of HMM embeddings than considered in previous work, and use this general definition to explore opportunities for more efficient representations.

Recall from Chapter 3 that we parameterize an HSMM on $N$ states with a $N \times N$ transition matrix $A$ where $A_{i j}=p\left(x_{t+1}=j \mid x_{t}=i, x_{t} \neq x_{t+1}\right)$, initial state distribution $\pi^{(0)}$, observation parameters $\theta=\left\{\theta^{(i)}\right\}_{i=1}^{N}$, and duration parametcrs $\vartheta=\left\{\vartheta^{(i)}\right\}_{i=1}^{N}$.

Definition 4.3.1 (HMM embedding of an HSMM). Given an HSMM on $N$ states with parameters $\left(A, \theta, \pi^{(0)}, \vartheta\right)$ and an observation sequence length $T$, an HMM cmbedding of the HSMM is an HMM on $\bar{N}=\sum_{i=1}^{N} \bar{N}^{(i)}$ states for some $\bar{N}^{(i)}$ with parameters $\left(\bar{A}, \bar{\theta}, \bar{\pi}^{(0)}\right)$ that satisfy the following requirements:
(1) The HMM transition matrix is of the form
for some nonnegative matrices $\bar{A}^{(i)}$ of size $\bar{N}^{(i)} \times \bar{N}^{(i)}$ and nonnegative vectors $\bar{b}^{(i)}$ and $\bar{c}^{(i)}$ of length $\bar{N}^{(i)}$ for $i=1,2, \ldots, N$. Entries shown as blank are zero.
(2) Indexing each HMM state as $(i, j)$ for $i=1,2, \ldots, N$ and $j=1,2, \ldots, \bar{N}^{(i)}$, the HMM observation parameters are $\bar{\theta}^{(i, j)}=\theta^{(i)}$ and the initial state distribution is $\bar{\pi}_{(i, j)}^{(0)}=\pi_{i}^{(0)} c_{j}^{(i)}$. We can thus associate each HSMM state $i$ with a collection of $\bar{N}^{(i)}$ HMM states of the form $(i, j)$, and we refer to each $i$ as the state index and each $j$ as the pseudostate index.
(3) The probability the HSMM assigns to any label sequence $x_{1: T}=\left(x_{t}\right)_{t=1}^{T}$ is equal to the total probability the HMM embedding assigns to all HMM state sequences
of the form $\bar{x}_{1: T}=\left(\left(x_{t}, e_{t}\right)\right)_{t=1}^{T}$ for some sequence of pseudostate indices $\left(e_{t}\right)$; that is, writing $p\left(x_{1: T} \mid A, \pi^{(0)}, \theta, \vartheta\right)$ for the probability the HSMM assigns to a fixed label sequence $x_{1: T}$ and $p\left(\bar{x}_{1: T} \mid \bar{A}, \bar{\pi}^{(0)}, \bar{\theta}\right)$ for the probability that the HMM assigns to $a$ state sequence $\bar{x}_{1: T}$ with $\bar{x}_{t}=\left(x_{t}, e_{t}\right)$, we require

$$
\begin{equation*}
p\left(x_{1: \%} \mid A, \pi^{(0)}, \theta, \vartheta\right)=\sum_{e_{t}} p\left(\bar{x}_{1: T} \mid \bar{A}, \bar{\pi}, \bar{\theta}\right)=\sum_{e_{t}} p\left(\left(x_{t}, e_{t}\right)_{t=1}^{T} \mid \bar{A}, \bar{\pi}, \bar{\theta}\right) \tag{4.3.8}
\end{equation*}
$$

where the sum is over all possible pseudostate index sequences.
Note that by the construction in (1.3.7), for any HMM cmbedding of an HSMM, each matrix

$$
\left(\begin{array}{cc}
\bar{A}^{(i)} & \bar{b}^{(i)}  \tag{4.3.9}\\
\bar{c}^{(i) \top} & 0
\end{array}\right)
$$

for $i=1,2, \ldots, N$ is row-stochastic. Further, again decomposing each $\bar{x}_{t}=\left(x_{t}, c_{t}\right)$ into an HSMM state index and a pseudostate index, note that by Definition 4.3 .1 we have

$$
\begin{align*}
& \bar{c}_{j}^{(i)}=p\left(\bar{x}_{t+1}=(i, j) \mid x_{t+1}=i, x_{t} \neq x_{t+1}\right)  \tag{4.3.10}\\
& \bar{b}_{j}^{(i)}=p\left(x_{t} \neq x_{t+1} \mid \bar{x}_{i}=(i, j)\right) \tag{4.3.11}
\end{align*}
$$

Thus we refer to each $\bar{c}^{(i)}$ as the vector of entrance probabilities and to each $\bar{b}^{(i)}$ as the vector of exit probabilities for the HMM embedding pseudostates corresponding to HSMM state $i$. An HMM embedding captures the desired HSMM transition dynamics because $\sum_{k=1}^{N^{(i)}} \sum_{\ell=1}^{N^{(j)}} p\left(\bar{x}_{t+1}=(j, \ell) \mid \bar{x}_{t}=(i, k), x_{t} \neq x_{t+1}\right)=A_{i j}$. Finally, note that an HMM embedding models the HSMM durations in terms of the dwell times within the group of HMM states corresponding to each HSMM state, as we make clear in Proposition 4.3.1.

First, we give an example of a generic HSMM embedding from a construction given in Murphy [78] (though not in terms of our definition of HMM embeddings).

Example 4.3.1. We can construct an HMM embedding for an arbitrary HSMM by using $\bar{N}=T N$ total states with $\bar{N}^{(i)}=T N$ and

$$
\begin{align*}
& \bar{A}^{(i)}=\left(\begin{array}{ccccc}
0 & 1 & & & \\
& 0 & 1 & & \\
& & \ddots & \ddots & \\
& & & 0 & 1 \\
& & & & 0
\end{array}\right)  \tag{4.3.12}\\
& \bar{b}^{(i)}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right)  \tag{4.3.13}\\
& \bar{c}^{(i) \top}=\left(\begin{array}{llll}
p\left(d \geq T \mid \vartheta^{(i)}\right) & p\left(d=T-1 \mid \vartheta^{(i)}\right) & \cdots & \left.p\left(d=2 \mid \vartheta^{(i)}\right) \quad p\left(d=1 \mid \vartheta^{(i)}\right)\right) .
\end{array} . \begin{array}{ll}
\end{array}\right]
\end{align*}
$$

In this HMM embedding, when the group of states corresponding to HSMM state $i$ is entered, a duration (censored to a maximum of T) is sampled from the HSMM state's duration distribution encoded in $\bar{c}^{(i)}$; if a duration d is sampled, the state with pseudostate index $T-d$ is entered. Then the pseudostate index serves as a counter, deterministically incrementing until reaching the maximum pseudostate index of $T$, at which point a transition occurs and a new HSMM state is sampled.

While the construction makes it impossible to sample a pseudostate corresponding to a duration greater than $T$, with the label sequence length fixed at $T$ it is impossible for any duration longer than $T$ to be represented in the HSMM label sequence. Thus this HMM embedding directly models the HSMM generative process for label sequences of length $T$. Note that, in a sense we make precise in Section 4.5, an embedding that depends on the sequence length $T$ corresponds to an HSMM that does not have a finitesize realization.

Example 4.3.1 also makes clear the computational complexity of HSMM message passing and the reason it scales quadratically with $T$. The time complexity for message passing on a generic HMM with $T N$ statcs is $\mathcal{O}\left(T(T N)^{2}\right)$ because at each time one must compute a matrix-vector product with a matrix of size $(T N) \times(T N)$. However, due to the structure of $\bar{A}$ cach multiplication for the HMM embedding can be done in $\mathcal{O}\left(N^{2}+T N\right)$ time. Indeed, this generic HSMM embedding provides a way to derive the HSMM messages in terms of the HMM messages on the embedding.

Proposition 4.3.1. Let $\left(A, \theta, \pi^{(0)}, \vartheta\right)$ be an HSMM and let $\left(\bar{A}, \bar{\theta}, \bar{\pi}^{(0)}\right)$ be a candidate HMM embedding satisfying conditions (1) and (2) of Definition 4.3.1. If for each $i=$ $1,2, \ldots, N$ we have

$$
\begin{align*}
& \bar{c}^{(i) \top}\left(\bar{A}^{(i)}\right)^{d-1} \bar{b}^{(i)}=p\left(d \mid \vartheta^{(i)}\right) \quad d=1,2, \ldots, T-1  \tag{4.3.14}\\
& \bar{c}^{(i) \top}\left(\bar{A}^{(i)}\right)^{T-1} \bar{b}^{(i)}=p\left(d \geq T \mid \vartheta^{(i)}\right) \tag{4.3.15}
\end{align*}
$$

then $\left(\bar{A}, \bar{\theta}, \bar{\pi}^{(0)}\right)$ is an HMM embedding of $\left(A, \theta, \pi^{(0)}, \vartheta\right)$.
Proof. Note that the matrix expression in (4.3.14) gives the probability of absorption in $d$ timesteps for a Markov chain with transition matrix and initial state distribution given by

$$
\left(\begin{array}{cc}
\bar{A}^{(i)} & \bar{b}^{(i)}  \tag{4.3.16}\\
0 & 1
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ll}
\bar{c}^{(i) \top} & 0
\end{array}\right)
$$

respectively. Therefore, by Definition 4.3.1, the expression gives the probability of remaining in the pseudostates corresponding to HSMM state $i$ for exactly $d$ timcsteps. Finally, note that, as in Example 4.3.1, the HMM embedding only needs to represent the duration distribution for durations up to the observation sequence length $T$.

As we show in the next example, based on a construction from Hudson [54], HMM embeddings of an HSMM are not unique.

Example 4.3.2. For an $\operatorname{HSMM}\left(A, \theta, \pi^{(0)}, \vartheta\right)$, using Definition 4.3.1 choose

$$
\begin{align*}
& \bar{A}^{(i)}=\left(\begin{array}{ccc}
01-p\left(d=1 \mid \vartheta^{(i)}\right) & & \\
0 & 1-p\left(d=2 \mid d \geq 2, \vartheta^{(i)}\right) & \\
& \ddots & \ddots \\
& & 0 \\
& & 1-p\left(d=T-1 \mid d \geq T-1, \vartheta^{(i)}\right) \\
0 & 0
\end{array}\right)  \tag{4.3.17}\\
& \bar{b}^{(i)}=\left(\begin{array}{c}
p\left(d=1 \mid \vartheta^{(i)}\right) \\
p\left(d=2 \mid d \geq 2, \vartheta^{(i)}\right) \\
\vdots \\
p\left(d=T-1 \mid d \geq T-1, \vartheta^{(i)}\right) \\
1
\end{array}\right) \tag{4.3.18}
\end{align*}
$$

This HMM embedding also uses the pseudostate index as a duration counter, but instead of counting down until the time an HSMM transition occurs, the pseudostate here counts up the time since the previous HSMM transition.

Given any valid HMM embedding of an HSMM, we can compute the HSMM mcssages in terms of the HMM messages for the cmbedding, as we show in the following proposition.

Proposition 4.3.2 (HSMM Messages from HMM Embedding). Given an HMM embedding for some HSMM, let $\bar{F}$ and $\bar{B}$ denote the HMM messages for the embedding as in Eqs. (2.4.6) and (2.4.7) of Section 2.4, so that

$$
\begin{align*}
\bar{B}_{l,(i, j)} & =p\left(y_{l+1: T} \mid \bar{x}_{l}=(i, j)\right) & & t=1,2, \ldots, T  \tag{4.3.19}\\
\bar{F}_{t,(i, j)} & =p\left(y_{1: t}, \bar{x}_{t}=(i, j)\right) & i=1,2, \ldots, N, & \tag{4.3.20}
\end{align*}=1,2, \ldots, \bar{N}^{(i)} .
$$

Then the HSMM messages for each time $t=1,2, \ldots, T$ and each index $i=1,2, \ldots, N$ can be computed as

$$
\begin{align*}
F_{t+1, i} & =\sum_{j=1}^{\bar{N}^{(i)}} \bar{b}_{j}^{(i)} \bar{F}_{t,(i, j)} p\left(y_{t+1} \mid \theta^{(i)}\right) & F_{t, i}^{*} & =\sum_{j=1}^{N} F_{t, i} A_{j i}  \tag{4.3.21}\\
B_{t, i}^{*} & =\sum_{j=1}^{\bar{N}^{(i)}} \bar{c}_{j}^{(i)} \bar{B}_{t+1,(i, j)} p\left(y_{t+1} \mid \theta^{(i)}\right) & B_{t, i} & =\sum_{j=1}^{N} B_{t, i}^{*} A_{i j} . \tag{4.3.22}
\end{align*}
$$

Proof. Note that the expressions for $F_{t, i}^{*}$ and $B_{t, i}$ are identical to those in (4.3.2) and (4.3.4), so it suffices to check the expressions for $B_{t, i}^{*}$ and $F_{t+1, i}$. Using (4.3.10) and (4.3.11) we have

$$
\begin{align*}
\sum_{j=1}^{N^{(i)}} \bar{b}_{j}^{(i)} \bar{F}_{t,(i, j)} p\left(y_{t+1} \mid \theta^{(i)}\right)= & \sum_{j=1}^{N^{(i)}} p\left(y_{1: t+1}, \bar{x}_{t}=(i, j)\right) p\left(x_{t} \neq x_{t+1} \mid \bar{x}_{t}=(i, j)\right)  \tag{4.3.23}\\
& =p\left(y_{1: t+1}, x_{t}=i, x_{t} \neq x_{t+1}\right)=F_{t+1, i}  \tag{4.3.24}\\
\sum_{j=1}^{N^{(i)}} \bar{c}_{j}^{(i)} \bar{B}_{t+1,(i, j)} p\left(y_{t+1} \mid \theta^{(i)}\right)= & \sum_{j=1}^{N^{(i)}} p\left(y_{t+1: T} \mid \bar{x}_{t+1}=(i, j)\right)  \tag{4.3.25}\\
& =p\left(\bar{x}_{t+1}=(i, j) \mid x_{t+1}=i, x_{t} \neq x_{t+1}\right)  \tag{4.3.26}\\
& p\left(y_{t+1: T} \mid x_{t+1}=i, x_{t} \neq x_{t+1}\right)=B_{l, i}^{*}
\end{align*}
$$

Note that, since the full HMM messages do not need to be stored, the recursions in Eqs. (4.3.21) and (4.3.22) can offer memory savings relative to simply computing the HMM messages in the HMM embedding; instead, the recursions in Eqs. (4.3.21) and (4.3.22) require only $\mathcal{O}(T N+\bar{N})$ memory to compute. In the case of the embedding of Example 4.3.1, since multiplication by each $\bar{A}^{(i)}$ only performs shifting, the HSMM messages can be computed with $\mathcal{O}(T N)$ memory, and indcod in that case the computation corresponds precisely to implementing the recursions in (4.3.1)-(4.3.5). The recursions in Eqs. (4.3.21) and (4.3.22) can be computed in time $\mathcal{O}\left(T N \bar{N}_{\max }^{2}+T N^{2}\right)$, where $\bar{N}_{\text {max }}=\max _{i} \bar{N}^{(i)}$.

From the HMM embedding perspective, the HSMM message passing complexity is due to gencric duration distributions requiring each HSMM state to be augmented by $T$ pseudostates in the embedding. In the next section we study a particular family of duration distributions for which an HSMM can be encoded as an HMM using many fewer pscudostates.

### 4.4 HSMM inference with negative binomial durations

In this section, we develop an HMM embedding for HSMMs with negative binomial duration distributions as well as a Gibbs sampler for such models. First, we develop the HMM embedding in terms of the general results of the previous section, prove its correctncss, and state its message passing computational complexity. Next, we show how to use the embedding to construct an HSMM Gibbs sampling algorithm in which the overall time complexity of each iteration scales only linearly with the sequence length $T$. Finally, we show how to generalize the HMM embedding construction to include HSMMs in which the durations are mixtures of negative binomial distributions.

### 4.4.1 An embedding for negative binomial durations

The negative binomial family of discrete distributions, denoted $\mathrm{NB}(r, p)$ for parameters $r>0$ and $0<p<1$, is well-studied in both frequentist and Bayesian analysis [38]. Furthermore, it has been recommended as a natural model for discrete durations [26, 61] because of it can separately parameterize mean and variance and because it includes geometric durations as a special case when $r=1$. In this section, using our formulation of HMM embeddings from Section 4.3 we show that ncgative binomial distributions also provide computational advantages for HSMM message passing and inference.

The negative binomial probability mass function (PMF) can be written ${ }^{1}$

$$
\begin{equation*}
p(k \mid r, p)=\binom{k+r-2}{k-1}(1-p)^{r} p^{k-1} \quad k=1,2, \ldots . \tag{4.4.1}
\end{equation*}
$$

When $r$ is taken to be fixed, the family of distributions over $p$ is an exponential family:

$$
\begin{equation*}
p(k \mid r, p)=h_{r}(k) \operatorname{cxp}\left\{\eta(p) \cdot t(k)-Z_{r}(p)\right\} \tag{4.4.2}
\end{equation*}
$$

with

$$
\begin{array}{rlrl}
h_{r}(k) & \triangleq\binom{k+r-2}{k-1}, & \eta(p) \triangleq \ln p, \\
t(k) \triangleq k-1, & Z_{r}(p) \triangleq r \ln (1-p) \tag{4.4.4}
\end{array}
$$

However, when considered as a family over ( $r, p$ ), the ncgative binomial is no longer an exponential family of distributions because the $\log$ base measure $\ln h_{r}(k)$ has a dependence on $r$ that does not interact linearly with a statistic of the data. The

[^4]definition of the ncgative binomial can be generalized to any positive real $r$ parameter by replacing the definition of $h_{r}(k)$ with the appropriate ratio of gamma functions, but in this chapter we restrict our attention to the case where $r$ is a positive integer. This restriction is essential to the algorithms developed here and does not substantially reduce the negative binomial's expressiveness as a duration model. For a discussion of general results on exponential families of distributions, see Section 2.2.

To construct an efficient HMM embedding, we use the fact that a negative binomialdistributed random variable can be represented as a sum of $r$ geometrically-distributed, shifted random variables:

$$
\begin{equation*}
x \sim \mathrm{NB}(r, p) \quad \Longleftrightarrow \quad x=1+\sum_{i=1}^{r} z_{i} \text { with } z_{i} \stackrel{\mathrm{iid}}{\sim} \operatorname{ShiftedGeo}(1-p) \tag{4.4.5}
\end{equation*}
$$

where $z_{i} \stackrel{\mathrm{iid}}{\sim}$ ShiftedGeo $(1-p)$ denotes that the $z_{i}$ are independent and each has a geometric distribution with parameter $1-p$ shifted so that the support includes 0 , i.e. the PMF of each $z_{i}$ is given by

$$
\begin{equation*}
p(z \mid p)=p^{z}(1-p) \quad z=0,1,2, \ldots \tag{4.4.6}
\end{equation*}
$$

Therefore, given an HSMM in which the duration of state $i$ is sampled from $\mathrm{NB}\left(r^{(i)}, p^{(i)}\right)$, we can construct an HMM embedding by augmenting each HSMM state with $\bar{N}^{(i)}=r^{(i)}$ pseudostates and choosing

$$
\begin{align*}
& \bar{A}^{(i)}=\left(\begin{array}{cccc}
p^{(i)} & 1-p^{(i)} & & \\
& \ddots & \ddots & \\
& & p^{(i)} & 1-p^{(i)} \\
& & p^{(i)}
\end{array}\right) \quad \bar{b}^{(i)}=\left(\begin{array}{c} 
\\
1-p^{(i)}
\end{array}\right)  \tag{4.4.7}\\
& \bar{c}^{(i)}=\left(\begin{array}{c}
\operatorname{Binom}\left(r^{(i)}-1 \mid r^{(i)}-1, p^{(i)}\right) \\
\operatorname{Binom}\left(r^{(i)}-2 \mid r^{(i)}-1, p^{(i)}\right) \\
\vdots \\
\operatorname{Binom}\left(0 \mid r^{(i)}-1, p^{(i)}\right)
\end{array}\right) \tag{4.4.8}
\end{align*}
$$

where $\operatorname{Binom}(k \mid n, p)$ denotes a binomial PMF with parametcrs ( $n, p$ ) and evaluated at $k$, given by

$$
\begin{equation*}
\operatorname{Binom}(k \mid n, p) \triangleq\binom{n}{k} p^{k}(1-p)^{n-k} \tag{4.4.9}
\end{equation*}
$$

In the next proposition, we show that this HMM embedding encodes the correct duration distributions.

Proposition 4.4.1. Using $\bar{A}^{(i)}, \bar{b}^{(i)}$, and $\bar{c}^{(i)}$ as in (4.4.7) and (4.4.8) in the HMM embedding construction of Definition 4.3 .1 gives a valid HMM embedding of an HSMM in which the duration of state $i$ is distributed as $\mathrm{NB}\left(r^{(i)}, p^{(i)}\right)$.

Proof. By Proposition 4.3 .1 it suffices to show that the probability of absorption after exactly $d$ timesteps in each Markov chain with transition matrix and initial state distribution given by

$$
\left(\begin{array}{cc}
\bar{A}^{(i)} & \bar{b}^{(i)}  \tag{4.4.10}\\
0 & 1
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ll}
\bar{c}^{(i) \mathrm{T}} & 0
\end{array}\right)
$$

respectively, is distributed as $\mathrm{NB}\left(r^{(i)}, p^{(i)}\right)$. To simplify notation, we drop the superscript $i$ for the remainder of this proof.

Writing $X_{j}$ to denote the random time to absorption from state $r-j$ for $j=$ $0,1, \ldots, r-1$ in the Markov chain parameterized by (1.1.10), note that by the construction of the transition matrix we can write $X_{j}=1+Y_{j}+X_{j-1}$ for $j=1,2, \ldots, r-1$ and $X_{0}=1+Y_{0}$, where $Y_{j} \stackrel{\mathrm{iid}}{\sim} \operatorname{Geo}(p)$ for $j=0,1, \ldots, r-1$. Thercfore $X_{j}=1+j+\sum_{k=1}^{j} Y_{j}$, and so we can write the PMF of $X_{j}$ as $\binom{k-1}{k-(r-j)}(1-p)^{r-j} p^{k-(r-j)}$ for $k=r, r+1, \ldots$

Summing over the initial state distribution we can write probability of absorption after $k$ steps as

$$
\begin{align*}
& \sum_{j=0}^{r-1}\binom{r-1}{r-j-1}(1-p)^{j} p^{r-j-1} \cdot\binom{k-1}{k-(r-j)}(1-p)^{r-j} p^{k-(r-j)}  \tag{4.4.11}\\
& =\sum_{j=0}^{r-1}\binom{r-1}{r-j-1}\binom{k-1}{k-(r-j)}(1-p)^{r} p^{k-1}  \tag{4.4.12}\\
& =\binom{r+k-2}{k-1}(1-p)^{r} p^{k-1} \tag{4.4.13}
\end{align*}
$$

where the last line follows from the Vandermonde identity [4]

$$
\begin{equation*}
\binom{m+n}{\ell}=\sum_{j=0}^{\ell}\binom{m}{j}\binom{n}{\ell-j} \tag{4.4.14}
\end{equation*}
$$

Note that we can compute matrix-vector products against each $\bar{A}^{(i)}$ in $\mathcal{O}\left(r^{(i)}\right)$ time. Therefore with the HMM embedding given in (4.4.7) and (4.4.8) and Proposition 4.3.2, for HSMMs with negative binomial durations we can compute the HSMM messages in time $\mathcal{O}\left(T N^{2}+T N R\right)$, where $R=\max _{i} r^{(i)}$. This message passing computation avoids the quadratic dependence on $T$ ' necessary for generic HSMM messages.

This cmbedding is not unique; indecd, it can be checked that another valid HMM embedding is given by choosing

$$
\begin{align*}
& \bar{A}^{(i)}=\left(\begin{array}{ccc}
p^{(i)} & \left(1-p^{(i)}\right)\left(1-\left(1-p^{(i)}\right)^{\left.r^{(i)}\right)}\right. & \\
& \ddots & \ddots \\
\\
& & p^{(i)} \\
\left(1-p^{(i)}\right)\left(1-\left(1-p^{(i)}\right)^{2}\right) \\
p^{(i)}
\end{array}\right)  \tag{4.4.15}\\
& \bar{b}^{(i)}=\left(\begin{array}{c}
\left(1-p^{(i)}\right)^{r^{(i)}} \\
\vdots \\
\left(1-p^{(i)}\right)^{2} \\
1-p^{(i)}
\end{array}\right) \tag{4.4.16}
\end{align*}
$$

As we describe in Section 4.5.2, with respect to the HSMM forward message recursions these two alternative HMM embeddings for negative binomial durations are analogous to LTI realizations in obscrvable canonical form and controllable canonical form, respectively.

## - 4.4.2 Gibbs sampling

Here we show how the HMM embedding for HSMMs with negative binomial durations can be used to construct an HSMM (or weak limit HDP-HSMM) Gibbs sampler. Unlike the corresponding Gibbs sampler developed for HSMMs with arbitrary duration distributions in Chapter 3, the time complexity of each iteration of this Gibbs sampler scales only lincarly in $T$, requiring $\mathcal{O}\left(T N^{2}+T N R\right)$ time for each update instead of $\mathcal{O}\left(T N^{2}+T^{2} N\right)$.

We dcscribe the resampling steps for both the HSMM label sequence and the negative binomial parameters; the other sampling updates to the observation parameters, transition matrix, and initial state distribution are performed as in Section 3.4. We place priors of the form $p\left(r^{(i)}, p^{(i)}\right)=p\left(r^{(i)}\right) p\left(p^{(i)}\right)$ over the negative binomial parameters for cach $1,2, \ldots, N$. In particular, we choose the prior over cach $r^{(i)}$ to be a generic distribution with finite support $\left\{1,2, \ldots, r_{\max }\right\}$ and parameter $\nu \in \mathbb{R}_{+}^{N}$, writing the PMF as

$$
\begin{equation*}
p(r \mid \nu) \propto \operatorname{cxp}\left\{\ln \nu^{\top} \mathbb{1}_{r}\right\} \quad r=1,2, \ldots, r_{\max } \tag{4.4.17}
\end{equation*}
$$

where $\mathbb{1}_{r}$ denotes an indicator vector of length $N$ with its $r$ th entry set to 1 and its others set to 0 . We place beta priors over cach $p^{(i)}$ with parameters ( $a, b$ ), writing

$$
\begin{equation*}
p(p \mid a, b)=\operatorname{Beta}(a, b)=\exp \{(a-1) \ln (p)+(b-1) \ln (1-p)-\ln B(a, b)\} \tag{4.4.18}
\end{equation*}
$$

for $p \in(0,1)$, where $B(a, b)$ is the beta function defined by

$$
\begin{equation*}
B(a, b)=\int_{0}^{1} t^{a-1}(1-t)^{b-1} d t \tag{4.4.19}
\end{equation*}
$$

Resampling the label sequence $x_{1: T}$. Using the sampled valucs of each $\left(r^{(i)}, p^{(i)}\right)$ and the other HSMM paramcters, as outlined in the previous section we can use the HMM embedding given in (4.4.7)-(4.4.8) and the message passing recursions given in Proposition 4.3 .2 to compute the HSMM backward messages in time $\mathcal{O}\left(T N^{2}+T N R\right)$. Using the HSMM backward messages and the forward sampling algorithm given in Section 3.4.1, we can then construct a block sample of the label sequence $x_{1: T}$ in time $\mathcal{O}(T N)$. These steps require a total of $\mathcal{O}(T N+N R)$ memory to computc.
Resampling the negative binomial parameters $\left(r^{(i)}, p^{(i)}\right)$. To derive a sampling update for the negative binomial parameters $\left(r^{(i)}, p^{(i)}\right)$ for cach state $i=1,2, \ldots, N$ given the sampled label sequence $x_{1: T}$, we first denote the set of durations of label $i$ in the label sequence by $\left\{d_{k}\right\}_{k=1}^{D}$, where $D$ is the number of times HSMM state $i$ is entered in the label sequence and we drop the explicit index $i$ from the notation. Then the task is then to sample $\left(r^{(i)}, p^{(i)}\right)$ conditioned on the $\left\{d_{k}\right\}$ and the hyperparameters $a, b$, and $\nu$.

Suppressing explicit conditioning on hyperparameters from the notation, we can generate such a sample by first sampling $r^{(i)} \mid\left\{d_{k}\right\}$ and then sampling $p^{(i)} \mid r^{(i)},\left\{d_{k}\right\}$. We can sample $r^{(i)} \mid\left\{d_{k}\right\}$ according to the PMF

$$
\begin{align*}
p\left(r \mid\left\{d_{k}\right\}\right) \propto & \int p(r) p(p) p\left(\left\{d_{k}\right\} \mid r, p\right) d p  \tag{4.4.20}\\
= & p(r) \prod_{k=1}^{D}\binom{d_{k}+r-2}{d_{k}-1} \\
& \left(\frac{1}{B(a, b)} \int \operatorname{cxp}\left\{\left(a+\sum_{k=1}^{D} d_{k}\right) \ln (p)+(b+r D) \ln (1-p)\right\} d p\right)  \tag{4.4.21}\\
= & \nu_{r} \prod_{k=1}^{D}\binom{d_{k}+r-2}{d_{k}-1}\left(\frac{B\left(a+\sum_{k=1}^{D} d_{k}, b+r D\right)}{B(a, b)}\right) \tag{4.4.22}
\end{align*}
$$

for $r=1,2, \ldots, r_{\text {max }}$, where we have used the fact that, for cach fixed $r$, the Beta prior
on $p$ is conjugate to the negative binomial likelihood. Using each sampled value $\hat{r}^{(i)}$ of $r^{(i)}$, wo can then sample $p^{(i)}$ according to

$$
\begin{equation*}
p\left(p \mid\left\{d_{k}\right\}, r=\hat{r}^{(i)}\right)=\operatorname{Beta}\left(a+\sum_{i=1}^{D} d_{i}, b+\hat{r}^{(i)} D\right) . \tag{4.4.23}
\end{equation*}
$$

Thus, using Eqs. (4.4.22) and (4.4.23) we can resample the negative binomial parameters $\left(r^{(i)}, p^{(i)}\right)$ for each HSMM state $i$, completing the Gibbs sampler.

Note that by resampling the ncgative binomial parameters $r^{(i)}$ we are effectively performing inference over the size of the HMM embedding given in Section 4.4.1, which we only use to compute the HSMM messages during the resampling step for the label sequence $x_{1: T}$. Thus, unlike the ESHMM approach discussed in Section 4.2, we can learn a much broader class of duration distributions than those corresponding to only fixed $r^{(i)}$ parameters while maintaining efficient message passing.

In Chapter 6, we extend the ideas used to derive this Gibbs sampling algorithm to construct a scalable mean field inference algorithm for which approximate updates can also be computed in time lincar in the sequence length $T$.

## ■ 4.4.3 HMM embeddings for negative binomial mixtures

Herc we show how to generalize the HMM embedding for negative binomial durations to an HMM embedding for durations that are mixtures of negative binomials.

Suppose that the duration distribution for HSMM state $i$ has the PMF

$$
\begin{equation*}
p(d \mid \rho, r, p)=\sum_{j=1}^{K^{(i)}} \rho^{(i, j)}\binom{r^{(i, j)}+d-2}{d-1}\left(1-p^{(i, j)}\right)^{r^{(i, j)}} p^{(i, j)^{d-1}} \tag{4.4.24}
\end{equation*}
$$

for mixture weights $\rho^{(i, j)}$ and negative binomial parameters $r^{(i, j)}$ and $p^{(i, j)}$, with $j=$ $1,2, \ldots, K^{(i)}$ wherc $K^{(i)}$ is the number of mixture components. Then we can choose the embedding

$$
\bar{A}^{(i)}=\left(\begin{array}{cccc}
\bar{A}^{(i, 1)} & & &  \tag{4.4.25}\\
& \bar{A}^{(i, 2)} & & \\
& & \ddots & \\
& & & \bar{A}^{\left(i, K^{(i)}\right)}
\end{array}\right) \quad \bar{b}^{(i)}=\left(\begin{array}{c}
\bar{b}^{(i, 1)} \\
\bar{b}^{(i, 2)} \\
\vdots \\
\bar{b}^{\left(i, K^{(i)}\right)}
\end{array}\right) \quad \bar{c}^{(i)}=\left(\begin{array}{c}
\bar{c}^{(i, 1)} \\
\bar{c}^{(i, 2)} \\
\vdots \\
\bar{c}^{\left(i, K^{(i)}\right)}
\end{array}\right)
$$

where

$$
\begin{align*}
& \bar{A}^{(i, j)}=\left(\begin{array}{cccc}
p^{(i, j)} & 1-p^{(i, j)} & & \\
& \ddots & \ddots & \\
& & p^{(i, j)} & 1-p^{(i, j)} \\
p^{(i, j)}
\end{array}\right) \\
& \bar{c}^{(i, j)}=\rho^{(i, j)}\left(\begin{array}{c}
\operatorname{Binom}\left(r^{(i, j)}-1 \mid r^{(i, j)}-1, p^{(i, j)}\right) \\
\operatorname{Binom}\left(r^{(i, j)}-2 \mid r^{(i, j)}-1, p^{(i, j)}\right) \\
\vdots \\
\operatorname{Binom}\left(0 \mid r^{(i, j)}-1, p^{(i, j)}\right)
\end{array}\right) . \tag{4.4.26}
\end{align*}
$$

That is, we can construct an embedding for any mixture model by a simple composition of embeddings, where the entrance probabilities $\bar{c}^{(i, j)}$ are weighted by the mixture weights $\rho^{(i, j)}$.

The time complexity for message passing in this HMM embedding is $\mathcal{O}(T N R+$ $T N^{2}$ ) where now $R=\max _{i} \sum_{j} r^{(i, j)}$. The memory complexity is only $\mathcal{O}(T N+R N)$ because, as with the other HMM cmbeddings, we do not need to store the corresponding HMM messages. Gibbs sampling updates can be performed using standard methods for mixture models [11].

### 4.5 Generalizations via LTI system realization

In this section we extend the notion of HMM embedding of HSMMs developed in Section 4.3 to a notion of LTI realization of HSMMs. The contributions in this section are primarily of theoretical interest, though the framework we develop here may lead to efficient HSMM message passing for a greater variety of duration models or to new approximation schemes. In addition, by making connections to LTI systems and positive realization theory, we show the limits of such methods by giving both an example of a duration distribution that can be represented efficiently as an LTI realization but not an HMM embedding as well as an example of a duration distribution that has no efficient representation of either kind.

The remainder of this section is organized as follows. In Section 4.5.1 we review basic definitions and results from LTI system realization theory. In Section 4.5 .2 we develop a definition of LTI realizations of HSMMs and show some basic results, including examples that show the limitations of such an approach to HSMM message passing. We also show that HMM embeddings correspond to (normalized) positive realizations, which are more constrained than general LTI realizations.

## - 4.5.1 LTI systems and realizations

In this section we revicw some basic definitions and state some results from linear system theory [86] and positive linear system theory $[8,25]$. We use these definitions and results to define LTI realizations of HSMMs in Section 4.5.2.

We consider discrete-time, single-input single-output (SISO) linear systems of the form ${ }^{2}$ :

$$
\begin{array}{rlrl}
z_{t+1} & =\bar{A} z_{t}+\bar{b} u_{t} & z_{0} & =0 \\
w_{t} & =\bar{c}^{\top} z_{t} & t & =0,1,2, \ldots \tag{4.5.1}
\end{array}
$$

for input signals $u$, output signals $w$, and internal state sequence $z$. We call the triple $(\bar{A}, \bar{b}, \bar{c})$ the parameters of the LTI system, where $A$ is a $K \times K$ matrix and $b$ and $c$ are vectors of length $K$ for some $0<K<\infty$. Note that the impulse response of the system can be expressed in terms of the parameters as $\bar{c}^{\top} \bar{A}^{t-1} \bar{b}$ for $t=1,2, \ldots$ and the transfer function of the system is $\bar{c}^{\top}(z I-\bar{A})^{-1} \bar{b}$ for $z \in \mathbb{C}$.

Definition 4.5.1 (LTI realization). Given an impulse response $h_{t}$ with $h_{0}=0$, we say a system of the form (4.5.1) is an LTI realization of $h_{t}$ if $h_{t}=\bar{c}^{\top} \bar{A}^{t-1} \bar{b}$ for $t=1,2, \ldots$.

Theorem 4.5.1. An impulse response $h_{t}$ has an LTI realization of the form (4.5.1) if and only if the corresponding transfer function $H(z)=\sum_{t=1}^{\infty} h_{t} z^{-t}$ is a strictly proper rational function of $z$.

Definition 4.5.2 (Positive realization [8]). An LTI realization is a positive realization if for all nonnegative input signals the output signal and internal state sequence are nonnegative, i.e. if $\forall t u_{t} \geq 0 \Longrightarrow \forall t w_{l}, z_{t} \geq 0$, where $z_{t} \geq 0$ is taken entrywise.

Theorem 4.5.2 (Theorem $1[8])$. A realization $(\bar{A}, \bar{b}, \bar{c})$ is a positive realization if and only if $\bar{A}, \bar{b}, \bar{c} \geq 0$ entrywise.

As we make precise in the next subsection, HMM embeddings of HSMMs correspond to positive realizations that are also normalized, in the sense that (4.3.9) is required to be row-stochastic.

Definition 4.5.3 (Canonical realizations). We say an LTI system of the form (4.5.1) is in controllable canonical form if the parameters $(\bar{A}, \bar{b}, \bar{c})$ have the form.

[^5]\[

\bar{A}=\left($$
\begin{array}{ccccc}
a_{1} & a_{2} & \cdots & a_{K-1} & a_{K}  \tag{4.5.2}\\
1 & & & & \\
& 1 & & & \\
& & \ddots & & \\
& & & 1 &
\end{array}
$$\right) \quad \bar{b}=\left($$
\begin{array}{l}
1 \\
\end{array}
$$\right) \quad \bar{c}=\left($$
\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{K-1} \\
c_{K}
\end{array}
$$\right)
\]

and we say it is in observable canonical form if the parameters have the form

$$
\bar{A}=\left(\begin{array}{ccccc}
a_{1} & 1 & & &  \tag{4.5.3}\\
a_{2} & & 1 & & \\
\vdots & & & \ddots & \\
a_{K-1} & & & & 1 \\
a_{K} & & & &
\end{array}\right) \quad \bar{b}=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{K-1} \\
b_{K}
\end{array}\right) \quad \bar{c}=\left(\begin{array}{l}
1 \\
\end{array}\right)
$$

We note that it is always possible to write LTI realizations of impulse responses corresponding to strictly proper rational transfer functions in these two canonical forms.

### 4.5.2 LTI realizations of HSMMs

To motivate the definition of LTI realizations of HSMMs, we start from the definition of HMM embeddings developed in Section 4.3 and show that we can relax the requirement that the embedding parameters $\bar{A}^{(i)}, \bar{b}^{(i)}$, and $\bar{c}^{(i)}$ be nonnegative and normalized. In particular, note that using the representation (4.3.7) and Proposition 4.3.2, we can write the HSMM forward messages recursion as

$$
\begin{align*}
F_{t+1, i} & =\sum_{j=1}^{\bar{N}^{(i)}} \bar{b}_{j}^{(i)} \bar{F}_{t,(i, j)} p\left(y_{t+1} \mid \theta^{(i)}\right) & F_{t+1, i}^{*}=\sum_{j=1}^{N} F_{t+1, i} A_{j i}  \tag{4.5.4}\\
\bar{F}_{t+1,(i, j)} & =\sum_{k=1}^{N^{(i)}} \bar{A}_{k j}^{(i)} \bar{F}_{t,(i, j)} p\left(y_{t+1} \mid \theta^{(i)}\right)+\bar{c}_{j}^{(i)} F_{t+1, i}^{*} & \bar{F}_{1,(i, j)}=\pi_{i}^{(0)} \bar{c}_{j}^{(i)} . \tag{4.5.5}
\end{align*}
$$

These recursions can be represented as an interconnection of linear systems as shown in Figure 4.1. The system labeled $A$ simply applies right-multiplication by the HSMM transition matrix $A$ to its input vector. The block labeled by $z^{-1}$ denotes a delay block applied to each of its $N$ inputs. Finally, the systems labeled $D^{(i, t)}$ are the single-input single-output linear time-varying systems defined by


Figure 4.1: A block diagram showing interconnected linear systems corresponding to the forward HSMM message passing recursions in (4.5.1)-(4.5.5). The block labeled $z^{-1}$ denotes a delay block. $F_{t, i}$ and $F_{t, i}^{*}$ are the standard ISMM forward messages. Note that the inputs and outputs of the blocks labeled $z^{-1}$ and $A$ are vectors of length $N$, while the blocks labeled $D^{(i, t)}$ operate on each component of the vector.

$$
\begin{array}{rlrl}
z_{t+1} & =\bar{A}^{(i, t)} z_{t}+\bar{b}^{(i, t)} u_{t} & z_{0} & =0 \\
w_{t} & =\bar{c}^{(i) \top} z_{t} & t & =0,1,2, \ldots \tag{4.5.6}
\end{array}
$$

for input signal $u$ and output signal $w$, where

$$
\begin{equation*}
A^{(i, t)}=p\left(y_{t} \mid \theta^{(i)}\right) \bar{A}^{(i)} \quad \bar{b}^{(i, t)}=p\left(y_{t} \mid \theta^{(i)}\right) \bar{b}^{(i)} \tag{4.5.7}
\end{equation*}
$$

The corresponding recursion for the backward messages can be represented similarly.
While the linear systems defined in (4.5.6) are time-varying, as we show in the next lemma to understand when any two such systems yicld the same HSMM messages it suffices to compare two corresponding LTI systems.

Lemma 4.5.1. Let $(\bar{A}, \bar{b}, \bar{c})$ and $\left(\bar{A}^{\prime}, \bar{b}^{\prime}, \bar{c}^{\prime}\right)$ be two LTI systems and let $d_{t} \neq 0$ be any signal that is nonzero cverywhere. The LTI systems have the same impulse response if and only if the corresponding time-varying systems of the form

$$
\begin{align*}
z_{t+1} & =d_{t}\left(\bar{A} z_{t}+\bar{b} u_{t}\right) & z_{l+1}^{\prime} & =d_{t}\left(\bar{A}^{\prime} z_{t}+\bar{b}^{\prime} u_{t}\right) \\
w_{t} & =\bar{c}^{\top} z_{t} & w_{t}^{\prime} & =\bar{c}^{\prime \top} z_{t}^{\prime},
\end{align*}
$$

with $z_{0}=0$ and $z_{0}^{\prime}=0$, yield the same output signal $w=w^{\prime}$ given the same input signal $u$.

Proof. Because the time-varying systems are linear, we can write [20] the outputs $w$ and $w^{\prime}$ as linear functions of the input, $u$ :

$$
\begin{equation*}
w_{t}=\sum_{\ell=0}^{\ell-1} d(t, \ell) \bar{c}^{\mathrm{\top}} \bar{A}^{t-\ell-1} \bar{b} u_{\ell} \quad w_{t}^{\prime}=\sum_{\ell=0}^{\ell-1} d(t, \ell) \bar{c}^{\top} \bar{A}^{\prime t-\ell-1} \bar{b}^{\prime} u_{\ell} \tag{4.5.10}
\end{equation*}
$$

where $d(t, \ell)=\prod_{k=\ell}^{t} d_{k}$. If we consider inputs of the form $u_{\ell}=\delta(k-\ell)$ for some $k$, where $\delta(k)$ is 1 if $k$ is 0 and 0 otherwise, we see that the outputs $w_{t}$ and $w_{t}^{\prime}$ are equal for all such inputs if and only if the terms in cach sum are equal for each $\ell$. However, these terms are equal if and only if we have $\bar{c}^{\top} \bar{A}^{t-1} \bar{b}=\bar{c}^{\top} \bar{A}^{\prime t-1} \bar{b}^{\prime}$ for all $t=1,2, \ldots$.

Using Lemma 4.5.1, the following proposition gives a characterization of the parameters $(\bar{A}, \bar{b}, \bar{c})$ that, when used in the recursions (4.5.4)-(4.5.5), compute the correct HSMM messages. This proposition is analogous to Proposition 4.3.1 except it docs not require that the realization parameters be entrywise nonncgative or normalized, in the sense that (4.3.9) need not be row-stochastic; it only constrains the system's impulse response and not its parameters or internal state.
Proposition 4.5.1. Let $\left(A, \theta, \pi^{(0)}, \vartheta\right)$ be an HSMM with $N$ states and let $\left(\bar{A}^{(i)}, b^{(i)}, \bar{c}^{(i)}\right)$ be any (not necessarily positive) linear system for each $i=1,2, \ldots, N$. If the impulse response of each system satisfics

$$
\begin{align*}
& \bar{c}^{(i) \top}\left(\bar{A}^{(i)}\right)^{d-1} \bar{b}^{(i)}=p\left(d \mid \vartheta^{(i)}\right) \quad d=1,2, \ldots, T-1,  \tag{4.5.11}\\
& \bar{c}^{(i) \top}\left(\bar{A}^{(i)}\right)^{T-1} \dot{b}^{(i)}=p\left(d \geq T \mid \vartheta^{(i)}\right) \tag{4.5.12}
\end{align*}
$$

then using these systems in the recursions (4.5.4)-(4.5.5) yields the correct HSMM messages.

Proof. If cach linear system satisfies (4.5.11)-(4.5.12), then the first $T$ values of the impulse response of each system equal the first $T$ valucs of the impulse response for the HMM embedding of Example 4.3.1. Since the impulse responses are the same, by Lemma 4.5 .1 they yield the same HSMM messages when used in the recursions (4.5.4)(4.5.5). Therefore the linear systems $\left(\bar{A}^{(i)}, \bar{b}^{(i)}, \bar{c}^{(i)}\right)$ yield the correct HSMM messages.

Proposition 4.5 .1 motivates the following definition of an LTI realization of an HSMM, which is strictly more general than the definition of HMM embedding be-
cause it allows for parameters $\left(\bar{A}^{(i)}, \bar{b}^{(i)}, \bar{c}^{(i)}\right)$ that are not necessarily nonnegative and normalized and hence cannot necessarily be interpretcd as encoding HMM transition probabilities.

Definition 4.5.4 (LTI realization of an HSMM). Given an $\operatorname{HSMM}\left(A, \theta, \pi^{(0)}, \vartheta\right)$ on $N$ states and an observation sequence length $T$, an LTI realization of the HSMM is a set of $N$ LTI systems of the form 4.5.1 with parameters $\left(\bar{A}^{(i)}, \bar{b}^{(i)}, \bar{c}^{(i)}\right)$ for $i=1,2, \ldots, N$ such that

$$
\begin{array}{rlr}
\bar{c}^{(i) \top} \bar{A}^{(i) d-1} \bar{b}^{(i)} & =p\left(d \mid \vartheta^{(i)}\right) \quad d=1,2, \ldots, T-1, \\
\bar{c}^{(i) \top}\left(\bar{A}^{(i)}\right)^{T-1} \bar{b}^{(i)} & =p\left(d \geq T \mid \vartheta^{(i)}\right) . \tag{4.5.14}
\end{array}
$$

This definition generalizes the class of representations which can yield efficient HSMM message passing and provides connections to LTI system realization theory. In particular, it makes clear that HMM embeddings correspond to positive realizations of the duration PMF (which are also normalized in the sense that (4.3.9) must also be row-stochastic), for which the internal system state is required to remain nonnegative (and real) for all nonnegative inputs. Definition 4.5 .4 removes this requirement of internal nonnegativity, and thus broadens the scope of such efficient representations from positive realizations to gencral LTI realizations. In particular, the internal state of an LTI systcm is not required to remain nonnegative or even real-valued.

While this definition is primarily of theoretical interest for the purposes of this chapter, the connection to system realization theory may allow for new algorithms and approximation schemes for HSMM message passing. There are also immediate computational advantages: by showing that the LTI system parameters need not correspond to HMM transition probabilities, it is clear that one can parameterize the system so that each matrix $\bar{A}^{(i)}$ is in bidiagonal Jordan form, and hence the overall HSMM message passing complexity reduces from $\mathcal{O}\left(T N^{2}+T N K_{\max }^{2}\right)$ to $\mathcal{O}\left(T N^{2}+T N K_{\max }+K_{\max }^{3}\right)$, where $K_{\text {max }}$ denotes the size of the largest matrix $\bar{A}^{(i)}$. This bidiagonalization is not possible with HMM embeddings because HMM transition matrices may have negative and even complex-valued eigenvalucs in general.

Definition 4.5.4 also leads to a natural interpretation of the alternative forms of generic HMM emboddings given in Examples 4.3.1 and 4.3.2, as well as the alternative forms of the negative binomial HMM embedding given in Section 4.4. In each of these pairs of alternative embeddings either $\bar{b}^{(i)}$ or $\bar{c}^{(i)}$ is chosen to be an indicator vector, having a single nonzero entry. While these realizations are not precisely in controllable and observable canonical forms because the structure of the corresponding $\bar{A}$ is not in canonical form, the structures of $\bar{b}^{(i)}$ and $\bar{c}^{(i)}$ are analogous to those given in

Definition 4.5.3.
We conclude this section with some examples that use the connection to LTI and positive realization theory to show the limits of both HMM embeddings and LTI realizations for constructing efficient HSMM message passing recursions.

Example 4.5.1. The Poisson distribution has PMF given by $p(d \mid \lambda)=\frac{\lambda^{d-1}}{(d-1)!} e^{-\lambda}$ for a parameter $\lambda>0$ and $d=1,2, \ldots$. Its probability generating function ( $P G F$ ) can be written as $\sum_{d \geq 1} p(d \mid \lambda) z^{d}=e^{-\lambda(1-z)}$. Since its PGF is irrational, by Theorem 4.5.1 there is no finite LTI realization or HMM embedding of an HSMM with Poisson duration distributions. ${ }^{3}$

Example 4.5.2. Adapting Example 4 of Benvenuti and Farina [8], consider a duration distribution with PMF given by

$$
\begin{equation*}
p(d \mid \psi)=\frac{1}{Z}(1+\cos [(d-1) \psi]) e^{-d} \quad d \geq 1 \tag{4.5.15}
\end{equation*}
$$

for some $\psi \in \mathbb{R}$ and a normalization constant $Z$. As shown in Benvenuti and Farina [8], this duration distribution has an LTI realization with parameters

$$
\dot{A}=e^{-1}\left(\begin{array}{ccc}
\cos \psi & \sin \psi & 0  \tag{4.5.16}\\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right) \quad \bar{b}=\frac{e^{-1}}{Z}\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right) \quad \bar{c}=\left(\begin{array}{l}
0.5 \\
0.5 \\
0.5
\end{array}\right)
$$

but, when $\psi / \pi$ is irrational, it has no finite positive realization. Therefore an HSMM with such duration distributions has a finite LTI realization but no finite HMM embedding.

## - 4.6 Summary

In this chapter we developed a general framework of HMM embeddings for HSMMs and showed how to compute HSMM messages using HMM embeddings. The main practical contribution, which we use in both Chapters 5 and 6 , is the construction of an HMM embedding for HSMMs with negative binomial duration distributions. Using this HMM embedding, we showed how to compute HSMM messages in time that scales only linearly with the observation sequence length, and we also derived a complete Gibbs sampler for such HSMMs. The HMM embedding also generalizes to IISMMs with duration distributions that are mixtures of negative binomial distributions.

[^6]As a theoretical contribution, we also provided a definition of LTI realizations of HSMMs which is a strict generalization of the notion of HMM embeddings. This generalization may allow for the efficient computation of HSMM messages for a greater variety of duration distributions, and the connections to LTI realization theory may provide a basis for finding efficient approximation algorithms for message passing.

## Stochastic Variational Inference for HMMs, HSMMs, and Nonparametric Extensions

Hierarchical Bayesian time series models can be applied to complex data in many domains, including data arising from behavior and motion [32, 33], home energy consumption [60], physiological signals [69], single-molecule biophysics [71], brain-machine interfaces [54], and natural language and text $[44,70]$. However, for many of these applications there are very large and growing datasets, and scaling Bayesian inference in rich hierarchical models to these large datasets is a fundamental challenge.

Many Baycsian infercnce algorithms, including standard Gibbs sampling and mean field algorithms, require a complete pass over the data in each iteration and thus do not scale well. In contrast, some recent Bayesian inference methods require only a small number of passes [52] and can even operate in the single-pass or streaming settings [15]. In particular, stochastic variational inference (SVI) [52] provides a general framework for scalable inference based on mean field and stochastic gradient descent. However, while SVI has been studied extensively for topic models $[53,115,17,114,92,52]$, it has not been applied to time series.

In this chapter, we develop SVI algorithms for the core Bayesian time series models of this thesis, namcly the hidden Markov model (HMM) and hidden semi-Markov model (HSMM), as well as their nonparametric extensions based on the hierarchical Dirichlet process (HDP), the HDP-HMM and HDP-HSMM. Both the HMM and HDP-HMM are ubiquitous in time series modeling, and so the SVI algorithms developed here are widely applicable. However, as discussed in the previous chapter, general HSMM inference subroutines have time complexity that scalcs quadratically with observation sequence length, and such quadratic scaling can be impractical even in the setting of SVI. To address this shortcoming, we use the methods developed in Chapter 4 for Bayesian inference in (HDP-)HSMMs with negative binomial durations to provide approximate

```
Algorithm 5.1 Stochastic gradient ascent
    Initialize \(\phi^{(0)}\)
    for \(t=1,2, \ldots\) do
        \(\hat{k}^{(t)} \leftarrow\) sample Uniform \((\{1,2, \ldots, K\})\)
        \(\phi^{(t)} \leftarrow \phi^{(t)}+\rho^{(t)} K G^{(t)} \nabla_{\phi} g\left(\phi^{(t-1)}, \bar{y}^{\left(\hat{k}^{(t)}\right)}\right)\)
```

SVI updates with time complexity that scales only linearly with sequence length.
In Section 5.1 we briefly review the basic ingredients of SVI. In Section 5.2, we derive SVI updates for (finite) HMMs and HSMMs, and in Section 5.3 we apply the methods derived in Chapter 4 to derive faster SVI updates for HSMMs with negative binomial durations. Finally, in Section 5.4 we extend these algorithms to the nonparametric HDP-HMM and HDP-HSMM.

## ■ 5.1 Stochastic variational inference

In this section we summarize the general stochastic variational inference (SVI) framework developed in Hoffman et al. [52]. SVI involves performing stochastic gradient optimization on a mean field variational objective, so we first review basic results on stochastic gradient optimization and next provide a derivation of the form of the natural gradient of mean field objectives for complete-data conjugate models. We use the notation defined in Sections 2.3.2 and 2.4.2 throughout.

## ■ 5.1.1 Stochastic gradient optimization

Consider the optimization problem

$$
\begin{equation*}
\arg \max _{\phi} f(\phi, \bar{y}) \quad \text { where } \quad f(\phi, \bar{y})=\sum_{k=1}^{K} g\left(\phi, \bar{y}^{(k)}\right) \tag{5.1.1}
\end{equation*}
$$

and where $\bar{y}=\left\{\bar{y}^{(k)}\right\}_{k=1}^{K}$ is a fixed dataset. Using the decomposition of the objective function $f$, if $\hat{k}$ is sampled uniformly over $\{1,2, \ldots, K\}$, we have

$$
\begin{equation*}
\nabla_{\phi} f(\phi)=K \sum_{k=1}^{K} \frac{1}{K} \nabla_{\phi} g\left(\phi, \bar{y}^{(k)}\right)=K \cdot \mathbb{E}_{\hat{k}}\left[\nabla_{\phi} g\left(\phi, \bar{y}^{(\hat{k})}\right)\right] . \tag{5.1.2}
\end{equation*}
$$

Thus we can generate approximate gradients of the objective $f$ using only one $\bar{y}^{(k)}$ at a time. A stochastic gradient ascent algorithm for a sequence of stepsizes $\rho^{(t)}$ and a sequence of positive definite matrices $G^{(t)}$ is given in Algorithm 5.1.

From classical results in stochastic optimization [93, 14], if the sequence of stepsizes


Figure 5.1: Prototypical graphical model for stochastic variational inference (SVI). The global latent variables are represented by $\phi$ and the local latent variables by $z^{(k)}$.
satisfies $\sum_{t=1}^{\infty} \rho^{(t)}=\infty$ and $\sum_{t=1}^{\infty}\left(\rho^{(t)}\right)^{2}<\infty$ and each $G^{(t)}$ has uniformly bounded eigenvalues, then the algorithm converges to a local optimum, i.e. $\phi^{*} \triangleq \lim _{t \rightarrow \infty} \phi^{(t)}$ satisfies $\nabla_{\phi} f\left(\phi^{*}, \bar{y}\right)=0$ with probability 1 . If $\bar{y}$ is a large dataset, then each update in a stochastic gradient algorithm only operates on one $\bar{y}^{(k)}$, or minibatch, at a time; therefore, stochastic gradient algorithms can scale to the large-data setting. To make a single-pass algorithm, the minibatches can be sampled without replacement. The choice of stepsize sequence can significantly affect the performance of a stochastic gradient optimization algorithm. There are automatic methods to tune or adapt the sequence of stepsizes [104, 92], though we do not discuss them here.

SVI uses a particular stochastic gradient ascent algorithm to optimize a mean field variational Bayesian objective over large datasets $\bar{y}$, as we review next.

## ■ 5.1.2 Stochastic variational inference

Using the notation of Section 2.3.2, given a probabilistic model of the form

$$
\begin{equation*}
p(\phi, z, y)=p(\phi) \prod_{k=1}^{K} p\left(z^{(k)} \mid \phi\right) p\left(y^{(k)} \mid z^{(k)}, \phi\right) \tag{5.1.3}
\end{equation*}
$$

that includes global latent variables $\phi$, local latent variables $z=\left\{z^{(k)}\right\}_{k=1}^{K}$, and observations $y=\left\{y^{(k)}\right\}_{k=1}^{K}$, the mean field problem is to approximate the posterior $p(\phi, z \mid \bar{y})$ for fixed data $\bar{y}$ with a distribution of the form $q(\phi) q(z)=q(\phi) \prod_{k} q\left(z^{(k)}\right)$ by finding a local minimum of the KL divergence from the approximating distribution to the posterior or, equivalently, finding a local maximum of the marginal likelihood lower bound

$$
\begin{equation*}
\mathcal{L} \triangleq \mathbb{E}_{q(\phi) q(z)}\left[\ln \frac{p(\phi, z, \bar{y})}{q(\phi) q(z)}\right] \leq p(\bar{y}) . \tag{5.1.4}
\end{equation*}
$$

SVI optimizes the objective (5.1.4) using a stochastic natural gradient ascent algorithm over the global factors $q(\phi)$. See Figure 5.1 for a graphical model.

Gradients of $\mathcal{L}$ with respect to the parameters of $q(\phi)$ have a convenient form if we
assume the prior $p(\phi)$ and each complete-data likelihood $p\left(z^{(k)}, y^{(k)} \mid \phi\right)$ are a conjugate pair of exponential family densitics. That is, if we have

$$
\begin{align*}
\ln p(\phi) & =\left\langle\eta_{\phi}, t_{\phi}(\phi)\right\rangle-Z_{\phi}\left(\eta_{\phi}\right)  \tag{5.1.5}\\
\ln p\left(z^{(k)}, y^{(k)} \mid \phi\right) & =\left\langle\eta_{z y}(\phi), t_{z y}\left(z^{(k)}, y^{(k)}\right)\right\rangle-Z_{z y}\left(\eta_{z y}(\phi)\right) \tag{5.1.6}
\end{align*}
$$

then conjugacy identifies the statistic of the prior with the natural parameter and $\log$ partition function of the likelihood via $t_{\phi}(\phi)=\left(\eta_{z y}(\phi),-Z_{z y}\left(\eta_{z y}(\phi)\right)\right.$, so that

$$
\begin{equation*}
p\left(\phi \mid z^{(k)}, y^{(k)}\right) \propto \exp \left\{\left\langle\eta_{\phi}+\left(t_{z y}\left(z^{(k)}, \bar{y}^{(k)}\right), 1\right), t_{\phi}(\phi)\right\rangle\right\} \tag{5.1.7}
\end{equation*}
$$

Conjugacy implies the optimal $q(\phi)$ has the same form as the prior; that is, without loss of generality we have $q(\phi)=\operatorname{cxp}\left\{\left\langle\widetilde{\eta}_{\phi}, t_{\phi}(\phi)\right\rangle-Z_{\phi}\left(\widetilde{\eta}_{\phi}\right)\right\}$ for some variational parameter $\widetilde{\eta}_{\phi}$.

Given this structure, we can find a simple expression for the gradient of $\mathcal{L}$ with respect to the global variational parameter $\widetilde{\eta}_{\phi}$. To simplify notation, we write $t(z, \bar{y}) \triangleq$ $\sum_{k=1}^{K}\left(t_{z y}\left(z^{(k)}, \bar{y}^{(k)}\right), 1\right), \widetilde{\eta} \triangleq \widetilde{\eta}_{\phi}, \eta \triangleq \eta_{\phi}$, and $Z \triangleq Z_{\phi}$. Then we have

$$
\begin{align*}
\mathcal{L} & =\mathbb{E}_{q(\phi) q(z)}[\ln p(\phi \mid z, \bar{y})-\ln q(\phi)]+\text { const. }  \tag{5.1.8}\\
& =\left\langle\eta+\mathbb{E}_{q(z)}[t(z, \bar{y})], \nabla Z(\tilde{\eta})\right\rangle-(\langle\tilde{\eta}, \nabla Z(\tilde{\eta})\rangle-Z(\tilde{\eta}))+\text { const. } \tag{5.1.9}
\end{align*}
$$

where the constant term does not depend on $\widetilde{\eta}$ and where we have used the exponential family identity $\mathbb{E}_{q(\phi)}\left[t_{\phi}(\phi)\right]=\nabla Z(\tilde{\eta})$ from Proposition 2.2.2. Differentiating over $\widetilde{\eta}$, we have

$$
\begin{equation*}
\nabla_{\widetilde{\eta}} \mathcal{L}=\left(\nabla^{2} Z(\widetilde{\eta})\right)\left(\eta+\mathbb{E}_{q(z)}[t(z, \bar{y})]-\widetilde{\eta}\right) . \tag{5.1.10}
\end{equation*}
$$

The factor $\nabla^{2} Z(\tilde{\eta})$ is the Fisher information of the prior $p(\phi)$ and, because the prior and variational factor are in the same exponential family, it is also the Fisher information of the global variational factor $q(\phi)$. The natural gradient $\widetilde{\nabla}_{\tilde{\eta}}$ can be defined in terms of the gradient [52] via $\widetilde{\nabla}_{\widetilde{\eta}} \triangleq\left(\nabla^{2} Z(\tilde{\eta})\right)^{-1} \nabla_{\tilde{\eta}}$, and so we have

$$
\begin{equation*}
\widetilde{\nabla}_{\tilde{\eta}} \mathcal{L}=\left(\eta+\mathbb{E}_{q(z)}[t(z, \bar{y})]-\widetilde{\eta}\right) . \tag{5.1.11}
\end{equation*}
$$

Expanding $q(z)=\prod_{i=1}^{K} q\left(z^{(k)}\right)$ and $t(z, \bar{y}) \triangleq \sum_{k=1}^{K}\left(t_{z y}\left(z^{(k)}, \bar{y}^{(k)}\right), 1\right)$ we can write

$$
\begin{equation*}
\widetilde{\nabla}_{\widetilde{\eta}} \mathcal{L}=\left(\eta+\sum_{k=1}^{K} \mathbb{E}_{q\left(z^{(k)}\right)}\left[t\left(z^{(k)}, \bar{y}^{(k)}\right)\right]-\widetilde{\eta}\right) \tag{5.1.12}
\end{equation*}
$$

and so the natural gradient decomposes into local terms as required for stochastic

```
Algorithm 5.2 Stochastic Variational Inference (SVI)
    Initialize global variational parameter \(\widetilde{\eta}_{\phi}^{(1)}\)
    for \(t=1,2, \ldots\) do
        \(\hat{k} \leftarrow\) sample Uniform \((\{1,2, \ldots, K\})\)
        \(q^{*}\left(z^{(\hat{k})}\right) \leftarrow \operatorname{Local} \operatorname{MeanFielid}\left(\widetilde{\eta}^{(t)}, \bar{y}^{(\hat{k})}\right)\), e.g. Eq. (5.1.14)
        \(\widetilde{\eta}_{\phi}^{(l+1)} \leftarrow\left(1-\rho^{(t)}\right) \widetilde{\eta}_{\phi}^{(t)}+\rho^{(t)}\left(\eta_{\phi}+s \cdot \mathbb{E}_{q^{*}\left(z^{(\hat{k})}\right)}\left[t\left(z^{(\hat{k})}, \bar{y}^{(\hat{k})}\right)\right]\right)\)
```

gradient optimization in (5.1.2).
Therefore a stochastic natural gradient ascent algorithm on the global variational parameter $\widetilde{\eta}_{\phi}$ procecds at itcration $t$ by sampling a minibatch $\bar{y}^{(k)}$ and taking a step of some size $\rho^{(t)}$ in an approximate natural gradient direction via

$$
\begin{equation*}
\widetilde{\eta}_{\phi} \leftarrow\left(1-\rho^{(t)}\right) \widetilde{\eta}_{\phi}+\rho^{(t)}\left(\eta_{\phi}+s \cdot \mathbb{E}_{q^{*}\left(z^{(k)}\right)}\left[t\left(z^{(k)}, \bar{y}^{(k)}\right)\right]\right) \tag{5.1.13}
\end{equation*}
$$

where $q^{*}\left(x_{1: T}\right)$ is defined below and where $s$ scales the stochastic gradient update on the minibatch to represent the full size of the dataset; that is, if $k$ is sampled uniformly and we use $|y|$ and $\left|y^{(k)}\right|$ to denote the sizes of the dataset and minibatch, respectively, we have $s=|y| /\left|y^{(k)}\right|$. In each step we find the optimal local factor $q^{*}\left(z^{(k)}\right)$ using the standard mean field update from Proposition 2.3.3 and the current value of $q(\phi)$, i.e. we compute:

$$
\begin{equation*}
q^{*}\left(z^{(k)}\right) \propto \exp \left\{\mathbb{E}_{q(\phi)}\left[\ln p\left(z^{(k)} \mid \phi\right) p\left(\bar{y}^{(k)} \mid z^{(k)}, \phi\right)\right]\right\} . \tag{5.1.14}
\end{equation*}
$$

We summarize the general SVI algorithm in Algorithm 5.2.

## - 5.2 SVI for HMMs and HSMMs

In this section we apply SVI to both HMMs and HSMMs and express the SVI updates in terms of HMM and HSMM messages. For notational simplicity, we consider a dataset of $K$ sequences each of length $T$, written $\bar{y}=\left\{\bar{y}_{1: T}^{(k)}\right\}_{k=1}^{K}$, and take each minibatch to be a single sequence written simply $\bar{y}_{1: T}$, suppressing the minibatch index $k$ for simplicity. We also assume all sequences have the same initial state distribution $\pi^{(0)}$.

## ■ 5.2.1 SVI update for HMMs

Recall from Section 2.4 that a Bayesian HMM with $N$ states defines a joint distribution over an initial state distribution $\pi^{(0)}$, a row-stochastic transition matrix $A$, observation parameters $\theta=\left\{\theta_{i}\right\}_{i=1}^{N}$, and $K$ hidden state sequences $x_{1: T}^{(k)}$ and observation sequences $y_{1: T}^{(k)}$ for $k=1,2, \ldots, K$. We use $\pi^{(i)}$ to denote the $i$ th row of $A(i=1,2, \ldots, N)$ and $\pi=\left\{\pi_{i}\right\}_{i=0}^{N}$ to collect the transition rows and the initial state distribution. When
convenient, we use the alternative notations $p(\pi)=p\left(\pi^{(0)}\right) p(A)=\prod_{i=0}^{N} p\left(\pi^{(i)}\right)$ to denote the distribution over the initial state distribution and transition matrix and $p(\theta)=\prod_{i=1}^{N} p\left(\theta^{(i)}\right)$ to denote the distribution over the observation parametcrs. The joint density for a Bayesian HMM is then

$$
\begin{equation*}
p\left(\pi^{(0)}\right) p(A) p(\theta) \prod_{k=1}^{K} p\left(x_{1: T}^{(k)}, y_{1: T}^{(k)} \mid \pi^{(0)}, A, \theta\right) . \tag{5.2.1}
\end{equation*}
$$

In terms of the notation in Section 5.1.2, the global variables are the HMM parameters and the local variables are the hidden states; that is, $\phi=\left(A, \pi^{(0)}, \theta\right)$ and $z=x_{1: T}$. To derive explicit conjugate updates, we assume the observation model is conjugate in that $\left(p\left(\theta^{(i)}\right), p\left(y \mid \theta^{(i)}\right)\right)$ is a conjugate pair of exponential family densities for cach $i=1,2, \ldots, N$ and write

$$
\begin{align*}
p\left(\pi^{(i)}\right) & =p\left(\pi^{(i)} \mid \alpha^{(i)}\right)=\operatorname{Dir}\left(\alpha^{(i)}\right) & & i=0,1, \ldots, N  \tag{5.2.2}\\
p\left(\theta^{(i)}\right) & =p\left(\theta^{(i)} \mid \eta_{\theta}^{(i)}\right)=\exp \left\{\left\langle\eta_{\theta}^{(i)}, t_{\theta}^{(i)}\left(\theta^{(i)}\right)\right\rangle-Z_{\theta}^{(i)}\left(\eta_{\theta}^{(i)}\right)\right\} & & i=1,2, \ldots, N  \tag{5.2.3}\\
p\left(y_{t} \mid \theta^{(i)}\right) & =\exp \left\{\left\langle t_{\theta}^{(i)}\left(\theta^{(i)}\right),\left(t_{y}^{(i)}\left(y_{t}\right), 1\right)\right\rangle\right\} & & i=1,2, \ldots, N . \tag{5.2.4}
\end{align*}
$$

Correspondingly the variational family is $q(\pi) q(A) q(\theta) \prod_{k=1}^{K} q\left(x_{1: T}^{(k)}\right)$ with

$$
\begin{array}{ll}
q\left(\pi^{(i)}\right)=q\left(\pi^{(i)} \mid \widetilde{\alpha}^{(i)}\right)=\operatorname{Dir}\left(\widetilde{\alpha}^{(i)}\right) & i=0,1, \ldots, N \\
q\left(\theta^{(i)}\right)=q\left(\theta^{(i)} \mid \widetilde{\eta}_{\theta}^{(i)}\right)=\exp \left\{\left\langle\widetilde{\eta}_{\theta}^{(i)}, t_{\theta}^{(i)}\left(\theta^{(i)}\right)\right\rangle-Z_{\theta}^{(i)}\left(\widetilde{\eta}_{\theta}^{(i)}\right)\right\} & i=1,2, \ldots, N . \tag{5.2.6}
\end{array}
$$

That is, each variational factor is in the same (conjugate) prior family as the corrcsponding factor in the joint distribution $p$. Therefore we wish to optimize over the variational parameters for the initial state distribution $\widetilde{\alpha}^{(0)}$, the variational parameters for the transition distribution $\widetilde{\alpha}^{(i)}(i=1,2, \ldots, N)$, and the variational parameters for the observation parameter distributions $\widetilde{\eta}_{\theta}$.

At each iteration of the SVI algorithm we sample a sequence $\bar{y}_{1: T}$ from the dataset and perform a stochastic gradient step on $q(A) q\left(\pi^{(0)}\right) q(\theta)$ of some size $\rho$. To compute the gradient, we collect expected sufficient statistics with respect to the optimal factor for $q\left(x_{1: T}\right)$, which in turn depends on the current value of $q(A) q\left(\pi^{(0)}\right) q(\theta)$. Recall from Section 2.4.2 that we define

$$
\begin{equation*}
\widetilde{\pi}^{(i)} \triangleq \mathbb{E}_{q(\pi)}\left[\ln \pi^{(i)}\right] \quad \widetilde{L}_{i j} \triangleq \mathbb{E}_{q(\theta)}\left[\ln p\left(\bar{y}_{t} \mid \theta^{(i)}\right)\right] \tag{5.2.7}
\end{equation*}
$$

```
Algorithm 5.3 HMM SVI
    Initialize global variational parameters \(\widetilde{\eta}_{0}^{(i)}, \widetilde{\alpha}^{(i)}\), and \(\widetilde{\alpha}^{(0)}\)
    for \(t=1,2, \ldots\) do
        Sample minibatch index \(\hat{k}\) uniformly from \(\{1,2, \ldots, K\}\)
        Using minibatch \(\bar{y}^{(\hat{k})}\), compute each \(\hat{t}_{y}^{(i)}, \hat{t}_{\text {trans }}^{(i)}\), and \(\hat{t}_{\text {init }}^{(i)}\)
            with Eqs. (5.2.8)-(5.2.10)
        Update cach \(\widetilde{\eta}_{\theta}^{(i)}, \widetilde{\alpha}^{(i)}\), and \(\widetilde{\alpha}^{(0)}\)
            with Eqs. (5.2.11)-(5.2.13)
```

and collect the $\widetilde{\pi}^{(i)}$ into a matrix $\widetilde{A}$, where the $i$ th row of $\widetilde{A}$ is $\widetilde{\pi}^{(i)}$. Then using the HMM messages $F$ and $B$ defined in Section 2.4 we write the expected statistics as

$$
\begin{align*}
\hat{t}_{y}^{(i)} \triangleq \mathbb{E}_{q\left(x_{1: T}\right)} \sum_{t=1}^{T} \mathbb{I}\left[x_{t}=i\right] t_{y}^{(i)}\left(\bar{y}_{t}\right)=\sum_{t=1}^{T} F_{t, i} B_{t, i} \cdot\left(t_{y}^{(i)}\left(\bar{y}_{t}\right), 1\right) / Z  \tag{5.2.8}\\
\left(\hat{t}_{\text {trans }}^{(i)}\right)_{j} \triangleq \mathbb{E}_{q\left(x_{1: T}\right)} \sum_{t=1}^{T-1} \mathbb{I}\left[x_{t}=i, x_{t+1}=j\right]=\sum_{t=1}^{T-1} F_{t, i} \widetilde{A}_{i, j} \widetilde{L}_{t+1, j} B_{t+1, j} / Z  \tag{5.2.9}\\
\left(\hat{t}_{\text {init }}\right)_{i} \triangleq \mathbb{E}_{q\left(x_{l: T}\right)} \mathbb{I}\left[x_{1}=i\right]=\widetilde{\pi}_{0} B_{1, i} / Z \tag{5.2.10}
\end{align*}
$$

where $\mathbb{I}[\cdot]$ is 1 if its argument is true and 0 otherwise and $Z$ is the normalizer $Z \triangleq$ $\sum_{i=1}^{N} F_{T, i}$.

With these expected statistics, taking a natural gradient step in the parameters of $q(A), q\left(\pi_{0}\right)$, and $q(\theta)$ of size $\rho$ is

$$
\begin{align*}
{\widetilde{\eta_{\theta}}}^{(i)} & \leftarrow(1-\rho) \widetilde{\eta}_{\theta}^{(i)}+\rho\left(\eta_{\theta}^{(i)}+s \cdot \hat{t}_{y}^{(i)}\right)  \tag{5.2.11}\\
\widetilde{\alpha}^{(i)} & \leftarrow(1-\rho) \widetilde{\alpha}^{(i)}+\rho\left(\alpha^{(i)}+s \cdot \hat{t}_{\text {trans }}^{(i)}\right)  \tag{5.2.12}\\
\widetilde{\alpha}^{(0)} & \leftarrow(1-\rho) \widetilde{\alpha}^{(0)}+\rho\left(\alpha^{(0)}+s \cdot \hat{t}_{\text {init }}^{(i)}\right) \tag{5.2.13}
\end{align*}
$$

where $s=|\bar{y}| /\left|\bar{y}^{(k)}\right|$ scales the minibatch gradient to represent the full dataset, as in Section 5.1. When the dataset comprises $K$ sequences where the length of scquence $k$ is $T^{(k)}$, we have $s=\left(\sum_{k^{\prime}=1}^{K} T^{\left(k^{\prime}\right)}\right) / T^{(k)}$.

We summarize the overall algorithm in 5.3.

## - 5.2.2 SVI update for HSMMs

The SVI updates for the HSMM are similar to those for the HMM with the addition of a duration update, though expressing the expected sufficient statistics in terms of the

HSMM mcssages is substantially different. The form of these expected statistics follows from the HSMM E-step [78, 54].

To derive explicit updatcs, we assume the duration prior and likelihood are a conjugate pair of exponential familics. Writing the duration parameters as $\vartheta=\left\{\vartheta^{(i)}\right\}_{i=1}^{N}$, we can write the prior, variational factor, and likelihood up to proportionality as

$$
\begin{align*}
p\left(\vartheta^{(i)}\right) & \propto \exp \left\{\left\langle\eta_{\vartheta}^{(i)}, t_{\vartheta}^{(i)}\left(\vartheta^{(i)}\right)\right\rangle\right\},  \tag{5.2.14}\\
p\left(d \mid \vartheta^{(i)}\right) & =\exp \left\{\left\langle t_{\vartheta}^{(i)}\left(\vartheta^{(i)}\right),\left(t_{d}(d), 1\right)\right\rangle\right\},  \tag{5.2.15}\\
q\left(\vartheta^{(i)}\right) & \propto \exp \left\{\left\langle\widetilde{\eta}_{\vartheta}^{(i)}, t_{\vartheta}^{(i)}\left(\vartheta^{(i)}\right)\right\rangle\right\} . \tag{5.2.16}
\end{align*}
$$

Using the HSMM messages $\left(F, F^{*}\right)$ and $\left(B, B^{*}\right)$ with $\widetilde{L}$ and $\widetilde{A}$ from the previous section, we can write

$$
\begin{align*}
\left(\hat{t}_{\text {trans }}^{(i)}\right)_{j} & \triangleq \mathbb{E}_{q\left(x_{1: T}\right)} \sum_{t=1}^{T-1} \mathbb{1}\left[x_{t}=i, x_{t+1}=j, x_{t} \neq x_{t+1}\right]  \tag{5.2.17}\\
& =\sum_{t=1}^{T-1} F_{t, i} B_{t, j}^{*} \widetilde{A}_{i, j} / Z \tag{5.2.18}
\end{align*}
$$

where $Z$ is the normalizer $Z \triangleq \sum_{i=1}^{N} B_{0, i}^{*} \tilde{\pi}_{i}^{(0)}$.
To be written in terms of the HSMM messages the expected label sequence indicators $\mathbb{1}\left[x_{t}=i\right]$ must be expanded to

$$
\begin{equation*}
\mathbb{1}\left[x_{\iota}=i\right]=\sum_{\tau<t} \mathbb{1}\left[x_{\tau+1}=i, x_{\tau} \neq x_{\tau+1}\right]-\mathbb{1}\left[x_{\tau}=i, x_{\tau} \neq x_{\tau+1}\right] . \tag{5.2.19}
\end{equation*}
$$

Intuitively, this expansion expresses that a state is occupied after a transition into it occurs and until the first transition occurs out of that state and to another. Then we have

$$
\begin{align*}
\mathbb{E}_{q\left(x_{1: T}\right)} \mathbb{1}\left[x_{t+1}\right. & \left.=i, x_{t} \neq x_{t+1}\right]  \tag{5.2.20}\\
\mathbb{E}_{q\left(x_{1: T}\right)} \mathbb{1}\left[x_{t}\right. & \left.=i, x_{t, i}^{*} \neq x_{t+1}\right]=F_{t, i}^{*} B_{t, i} / Z \tag{5.2.21}
\end{align*}
$$

from which wc can compute $\mathbb{E}_{q\left(x_{1: T}\right)} \mathbb{1}\left[x_{l}=i\right]$, which we use in the definition of $\hat{t}_{y}^{(i)}$ given in (5.2.8).

Finally, defining $\widetilde{D}_{d i} \triangleq \mathbb{E}_{q(\vartheta)}\left[p\left(d \mid \vartheta^{(i)}\right)\right]$, we compute the expected duration statistics as indicators on every possible duration $d$ via

```
Algorithm 5.4 HSMM SVI
    Initialize global variational parameters \(\widetilde{\eta}_{\vartheta}^{(i)}, \widetilde{\eta}_{\theta}^{(i)}, \widetilde{\alpha}^{(i)}\), and \(\widetilde{\alpha}^{(0)}\)
    for \(t=1,2, \ldots\) do
        Sample minibatch index \(\hat{k}\) uniformly from \(\{1,2, \ldots, K\}\)
        Using minibatch \(\bar{y}^{(\hat{k})}\), compute each \(\hat{\mathrm{t}}_{\mathrm{dur}}^{(i)}, \hat{t}_{y}^{(i)}, \hat{t}_{\text {trans }}^{(i)}\), and \(\hat{t}_{\text {init }}^{(i)}\)
            with Eqs. (5.2.8),(5.2.10), (5.2.18), and (5.2.23)
        Update each \(\widetilde{\eta}_{\theta}^{(i)}, \widetilde{\eta}_{\theta}^{(i)}, \widetilde{\alpha}^{(i)}\), and \(\widetilde{\alpha}^{(0)}\)
            with Eqs. (5.2.11)-(5.2.13) and (5.2.24)
```

$$
\begin{align*}
\left(\hat{t}_{\mathrm{dur}}^{(i)}\right)_{d} & \triangleq \mathbb{E}_{q\left(x_{1: T}\right)}\left[\sum_{t} \mathbb{1}\left[x_{t} \neq x_{t+1}, x_{t+1: t+d}=i, x_{t+d+1} \neq i\right]\right]  \tag{5.2.22}\\
& =\sum_{t=1}^{T-d+1} \widetilde{D}_{d, i} F_{t, i}^{*} B_{t+d, i}\left(\prod_{t^{\prime}=t}^{t+d} \widetilde{L}_{t^{\prime}, i}\right) / Z . \tag{5.2.23}
\end{align*}
$$

Note that this step alone requires $\mathcal{O}\left(T^{2} N\right)$ time.
With these expected statistics, the updates to the observation, transition, and initial state factors are (5.2.11), (5.2.12), and (5.2.13). The duration factor update is

$$
\begin{equation*}
\widetilde{\eta}_{\vartheta}^{(i)} \leftarrow(1-\rho) \widetilde{\eta}_{\vartheta}^{(i)}+\rho\left(\eta_{\vartheta}^{(i)}+s\left(\sum_{d=1}^{T}\left(\hat{t}_{\mathrm{dur}}^{(i)}\right)_{d} \cdot\left(t_{d}(d), 1\right)\right)\right) . \tag{5.2.24}
\end{equation*}
$$

We summarize the overall algorithm in 5.4.
While these updates can be used for any family of duration models, they can be computationally expensive: as described in Chapter 4, both computing the HSMM messages and computing the expected statistics (5.2.22) require time that scales quadratically with the sequence length $T$, which can be severely limiting even in the minibatch setting. In the next section, we apply the techniques developed in Chapter 4 to the SVI algorithm to derive updates for which the computational complexity scales only linearly with $T$.

## ■ 5.3 Linear-time updates for negative binomial HSMMs

General HSMM inference is much more expensive than HMM inference, having runtime $\mathcal{O}\left(T^{2} N+T N^{2}\right)$ compared to just $\mathcal{O}\left(T N^{2}\right)$ on $N$ statcs and a sequence of length $T$. The quadratic dependence on $T$ can be severely limiting even in the minibatch setting of SVI, since minibatches often must be sufficiently large for good performance $[52,15]$. In this section, we develop approximate SVI updates for a particular class of duration
distributions with unbounded support for which the computational complexity is only linear in $T$.

Following the development in Chapter 4, we consider HSMMs with negative binomial duration distributions. Each duration likelihood has parameters $r$ and $p$ with the form

$$
\begin{equation*}
p(k \mid r, p)=\binom{k+r-2}{k-1} \exp \{(k-1) \ln p+r \ln (1-p)\} \tag{5.3.1}
\end{equation*}
$$

for $k=1,2, \ldots$. The negative binomial likelihood is not an exponential family of densities over ( $r, p$ ), and it has no simple conjugate prior. We use priors of the form $p(r, p)=p(r) p(p)$ with $p(r)$ a finite categorical distribution with support $\left\{1,2, \ldots, r_{\max }\right\}$ and $p(p)$ an independent Beta distribution, i.e.

$$
\begin{equation*}
p(r) \propto \exp \left\{\left\langle\nu, \mathbb{1}_{r}\right\rangle\right\}, \quad p(p)=\operatorname{Beta}(a, b) \propto \exp \{(a-1) \ln (p)+(b-1) \ln (1-p)\} . \tag{5.3.2}
\end{equation*}
$$

Similarly, we define a corresponding mean field factor $q(r, p)=q(r) q(p \mid r)$ as

$$
\begin{equation*}
q(r) \propto \operatorname{cxp}\left\{\left\langle\widetilde{\nu}, \mathbb{1}_{r}\right\rangle\right\}, \quad q(p \mid r)=\operatorname{Beta}\left(\widetilde{a}^{(r)}, \widetilde{b}^{(r)}\right) \tag{5.3.3}
\end{equation*}
$$

Thus for $N$ states we have prior hyperparameters $\left\{\left(\nu^{(i)}, a^{(i)}, b^{(i)}\right)\right\}_{i=1}^{N}$ and variational parameters $\left\{\left(\nu^{(i)},\left\{a^{(r, i)}, b^{(r, i)}\right\}_{r=1}^{r_{\text {max }}}\right)\right\}_{i=1}^{N}$. To simplify notation, we suppress the indiccs $r$ and $i$ when possible.

Wc write $d^{(i)}\left(x_{1: T}\right)$ to denote the set of durations for state $i$ in the state sequence $x_{1: T}$. Dropping indices for simplicity, the part of the variational lower bound objective that depends on $q(r, p)$ is

$$
\begin{align*}
\mathcal{L} & \triangleq \mathbb{E}_{q(r, p) q\left(x_{1: T}\right)}\left[\ln \frac{p\left(r, p, d\left(x_{1: T}\right)\right)}{q(r, p)}\right]  \tag{5.3.4}\\
& =\mathbb{E}_{q(r)} \ln \frac{p(r)}{q(r)}+\mathbb{E}_{q(r) q\left(x_{1: T}\right)} h\left(r, d\left(x_{1: T}\right)\right)+\mathbb{E}_{q(r)}\left\{\mathbb{E}_{q(p \mid r)} \ln \frac{p(p) \bar{p}\left(d\left(x_{1: T}\right) \mid r, p\right)}{q(p \mid r)}\right\} \tag{5.3.5}
\end{align*}
$$

where $h\left(r, d\left(x_{1: T}\right)\right) \triangleq \sum_{d^{\prime} \in d\left(x_{1: T}\right)} \ln \binom{r+d^{\prime}-2}{d^{\prime}-1}$ arises from the negative binomial base measure term and $\ln \bar{p}\left(d\left(x_{1: T}\right) \mid r, p\right) \triangleq \sum_{d^{\prime} \in d\left(x_{1: T}\right)}\left(d^{\prime} \ln p+r \ln (1-p)\right)$ collects the negative binomial PMF terms excluding the base measure.

First, we show that the SVI updates to each $q(p \mid r)$ can be considered independent of each other and of $q(r)$ by taking the natural gradient of $\mathcal{L}$. The only terms in (5.3.4) that depend on $q(p \mid r)$ are in the final term. Since the expectation over $q(r)$ in the
final term is simply a weighted finite sum, taking the gradient of $\mathcal{L}$ with respect to the parameters $\left(\widetilde{a}^{(r)}, \widetilde{b}^{(r)}\right)$ for $r=1,2, \ldots, r_{\text {max }}$ yields a sum of gradients weighted by cach $q(r)$. Each gradient in the sum is that of a variational lower bound with fixed $r$, and because $q(p \mid r)$ is conjugate to the negative binomial likelihood with fixed $r$, each gradient has a simple conjugate form. As a result of this decomposition, if we collect the variational parameters of $q(r, p)$ into $\widetilde{\eta}_{v} \triangleq\left(\widetilde{\nu},\left(\widetilde{a}^{(1)}, \widetilde{b}^{(1)}\right), \ldots,\left(\widetilde{a}^{\left(r_{\text {max }}\right)}, \widetilde{b}^{\left(r_{\text {max }}\right)}\right)\right)$, then the Fisher information matrix

$$
\begin{equation*}
J\left(\widetilde{\eta}_{\vartheta}\right) \triangleq \mathbb{E}_{(r, p) \sim q(r, p)}\left[\left(\nabla_{\tilde{\eta}_{\vartheta}} \ln q(r, p)\right)\left(\nabla_{\tilde{\eta}_{\vartheta}} \ln q(r, p)\right)^{\top}\right] \tag{5.3.6}
\end{equation*}
$$

is block diagonal with the same partition structure as $\widetilde{\eta}_{g}$. If we denote the Fisher information of $q(p \mid r)$ as $J\left(\widetilde{a}^{(r)}, \widetilde{b}^{(r)}\right)$, then the $(r+1)$ th diagonal block of $J\left(\widetilde{\eta}_{\vartheta}\right)$ can be written as $q(r) J\left(\widetilde{a}^{(r)}, \widetilde{b}^{(r)}\right)$, and so the $q(r)$ factors cancel in the natural gradient. Therefore the natural gradient updates to each $\left(\widetilde{a}^{(r)}, \widetilde{b}^{(r)}\right)$ are independent and can be computed using simple conjugate Beta updates.

Next, we derive updates to $q(r)$. Since $q(r)$ is a discrete distribution with finite support, we write its complete-data conditional in an exponential family form trivially:

$$
\begin{align*}
& p\left(r \mid p, d\left(x_{1: T}\right)\right) \propto \exp \left\{\left\langle\nu+t_{r}\left(p, d\left(x_{1: T}\right)\right), \mathbb{1}_{r}\right\rangle\right\}  \tag{5.3.7}\\
&\left(t_{r}\left(p, d\left(x_{1: T}\right)\right)\right)_{r} \triangleq \sum_{d^{\prime} \in d\left(x_{1: T}\right)} \ln p\left(p \mid d^{\prime}, r\right)+\ln h\left(r, d^{\prime}\right) . \tag{5.3.8}
\end{align*}
$$

From the results in Section 5.1.2 the $j$ th component of the natural gradient of (5.3.4) with respect to the parameters of $q(r)$ is

$$
\begin{equation*}
\left(\widetilde{\nabla}_{\widetilde{\nu}} \mathcal{L}\right)_{j}=\nu_{j}+\mathbb{E}_{q(p \mid r=j) q\left(x_{1: T}\right)} t_{r}\left(p, d\left(x_{1: T)}\right)-\widetilde{\nu}_{j}\right. \tag{5.3.9}
\end{equation*}
$$

Due to the $\log$ base measure term $\ln h\left(r, d^{\prime}\right)$ in (5.3.8), these expected statistics require $\mathcal{O}\left(T^{2} N\right)$ time to compute exactly even after computing the HSMM messages using (5.2.23). The HSMM SVI algorithm developed in Scction 5.2.2 provides an exact algorithm using this update. However, we can use the efficient sampling-based algorithms developed in Chapter 4 to compute an approximate update more efficiently.

To achieve an update runtime that is linear in $T$, we use a sampling method inspired by the sampling-based SVI update used in Wang and Blei [114]. For some sample count $S$, we collect $S$ model parameter samples $\left\{\left(\hat{\pi}^{(\ell)}, \hat{\theta}^{(\ell)}, \hat{r}^{(\ell)}, \hat{p}^{(\ell)}\right)\right\}_{\ell=1}^{S}$ using the current global mean field factors according to

$$
\begin{equation*}
\hat{\pi}^{(\ell)} \sim q(\pi) \quad \hat{\theta}^{(\ell)} \sim q(\theta) \quad\left(\hat{r}^{(\ell)}, \hat{p}^{(\ell)}\right) \sim q(r, p) \tag{5.3.10}
\end{equation*}
$$

and for each set of parameters wo sample a state sequence

$$
\begin{equation*}
\hat{x}_{1: T}^{(\ell)} \sim p\left(x_{1: T} \mid \bar{y}_{1: T}, \hat{\pi}^{(\ell)}, \hat{\theta}^{(\ell)}, \hat{r}^{(\ell)}, \hat{p}^{(\ell)}\right) . \tag{5.3.11}
\end{equation*}
$$

Using the methods developed in Chapter 4, each such sample can be drawn in time $\mathcal{O}\left(T N R+T N^{2}\right)$. We denote the set of state sequence samples as $\mathcal{S}=\left\{\hat{x}_{1: T}^{(\ell)}\right\}_{\ell=1}^{S}$ and we set $\hat{q}\left(x_{1: T}\right)=\frac{1}{S} \sum_{\hat{x} \in \mathcal{S}} \delta_{\hat{x}}\left(x_{1: T}\right)$. As the number of samples $S$ grows, the distribution $\hat{q}\left(x_{1: T}\right)$ approximates $\mathbb{E}_{q(\pi) q(\theta) q(r, p)}\left[p\left(x_{1: T} \mid \bar{y}_{1: T}, \pi, \theta, r, p\right)\right]$, while the optimal mean field update sets $q\left(x_{1: T}\right) \propto \operatorname{cxp}\left\{\mathbb{E}_{q(\pi) q(\theta) q(r, p)} \ln p\left(x_{1: T} \mid \bar{y}_{1: T}, \pi, \theta, r, p\right)\right\}$. As discussed in Wang and Blei [114], since this sampling approximation does not optimize the variational lower bound directly, it should yield an inferior objective value. However, Wang and Blei [114] found this approximate SVI update yiclded better predictive performance in some topic models, and provided an interpretation as an approximate expectation propagation (EP) update. As we show in Section 5.5, this update can be very effective for fitting HSMMs as well.

Given the sample-based representation $\hat{q}\left(x_{1: T}\right)$, it is easy to compute the expectation over states in (5.3.9) by plugging in the sampled durations. The update to the parameters of $q\left(r^{(i)}, p^{(i)}\right)$ becomes

$$
\begin{gather*}
\widetilde{\nu}^{(i)} \leftarrow(1-\rho) \widetilde{\nu}^{(i)}+\rho\left(\nu^{(i)}+s \cdot \hat{t}_{r}^{(i)}\right)  \tag{5.3.12}\\
\widetilde{a}^{(i, r)} \leftarrow(1-\rho) \widetilde{a}^{(i, r)}+\rho\left(a^{(i)}+s \cdot \hat{t}_{a}^{(i, r)}\right)  \tag{5.3.13}\\
\widetilde{b}^{(i, r)} \leftarrow(1-\rho) \widetilde{b}^{(i, r)}+\rho\left(b^{(i)}+s \cdot \hat{t}_{b}^{(i, r)}\right) \tag{5.3.14}
\end{gather*}
$$

for $i=1,2, \ldots, N$ and $r=1,2, \ldots, r_{\max }$, where

$$
\begin{align*}
\hat{t}_{a}^{(i, r)} \triangleq & \frac{1}{S} \sum_{\hat{x} \in \mathcal{S}} \sum_{d \in d^{(i)}(x)}(d-1)  \tag{5.3.15}\\
\hat{t}_{b}^{(i, r)} \triangleq & \frac{1}{S} \sum_{\hat{x} \in \mathcal{S}} \sum_{d \in d^{(i)}(\hat{x})} r  \tag{5.3.16}\\
\left(\hat{t}_{r}^{(i)}\right)_{r} \triangleq & \mathbb{E}_{q(p \mid r) \hat{q}\left(x_{1: T}\right)}\left[t_{r}\left(p, d^{(i)}\left(\hat{x}_{1: T}\right)\right)\right]  \tag{5.3.17}\\
= & \left(\widetilde{a}^{(i, r)}+\hat{t}_{a}^{(i, r)}-1\right) \mathbb{E}_{q(p \mid r)}\left[\ln \left(p^{(i, r)}\right)\right]+\left(\tilde{b}^{(i, r)}+\hat{t}_{b}^{(i, r)}-1\right) \mathbb{E}_{q(p \mid r)}\left[\ln \left(1-p^{(i, r)}\right)\right] \\
& +\sum_{\hat{x} \in \mathcal{S}} \sum_{d \in d^{(i)}(\hat{x})} \ln \binom{d+r-2}{d-1} . \tag{5.3.18}
\end{align*}
$$

Similarly, we revise Eqs. (5.2.8)-(5.2.10) to compute the other expected sufficient statis-

```
Algorithm 5.5 Negative Binomial HSMM SVI
    Initialize global variational parameters \(\widetilde{\eta}_{\vartheta}^{(i)}, \widetilde{\eta}_{\theta}^{(i)}, \widetilde{\alpha}^{(i)}\), and \(\widetilde{\alpha}^{(0)}\)
    for \(t=1,2, \ldots\) do
        Sample minibatch index \(\hat{k}\) uniformly from \(\{1,2, \ldots, K\}\)
        Using minibatch \(\bar{y}^{(\hat{k})}\), generate state sequence samples
            according to Eqs. (5.3.10) and (5.3.11) and form \(\hat{q}\left(x_{1: T}\right)\)
        Using \(\hat{q}\left(x_{1: T}\right)\), compute each \(\hat{t}_{\text {dur }}^{(i)}, \hat{t}_{y}^{(i)}, \hat{t}_{\text {trans }}^{(i)}\), and \(\hat{t}_{\text {init }}^{(i)}\)
            with Eqs. (5.3.19)-(5.3.21) and (5.3.15)-(5.3.18)
        Update each \(\widetilde{\eta}_{\theta}^{(i)}, \widetilde{\eta}_{\theta}^{(i)}, \widetilde{\alpha}^{(i)}\), and \(\widetilde{\alpha}^{(0)}\)
            with Eqs. (5.2.11)-(5.2.13) and (5.3.12)-(5.3.14)
```

tics using $\hat{q}\left(x_{1: T}\right)$ :

$$
\begin{align*}
& \tilde{t}_{y}^{(i)} \triangleq \mathbb{E}_{\hat{q}\left(x_{1: T}\right)} \sum_{t=1}^{T} \mathbb{I}\left[x_{t}=i\right] t_{y}^{(i)}\left(\bar{y}_{t}\right)  \tag{5.3.19}\\
&\left(\hat{t}_{\text {trans }}^{(i)}\right)_{j} \triangleq \mathbb{E}_{\hat{q}\left(x_{1: T}\right)} \sum_{t=1}^{T-1} \mathbb{I}\left[x_{t}=i, x_{i+1}=j\right]  \tag{5.3.20}\\
&\left(\hat{t}_{\text {init }}\right)_{i} \triangleq \mathbb{E}_{\hat{q}\left(x_{1: T}\right)} \mathbb{I}\left[x_{1}=i\right] \tag{5.3.21}
\end{align*}
$$

We summarize the overall algorithm in 5.5.

## ■ 5.4 Extending to the HDP-HMM and HDP-HSMM

In this section we extend our methods to the Bayesian nonparametric versions of these models, the HDP-HMM and the HDP-HSMM. These updates essentially replace the transition updates in the previous algorithms.

Using the notation of Section 2.5 the generative model for the HDP-HMM with scalar concentration parameters $\alpha, \gamma>0$ is

$$
\begin{array}{rlrl}
\beta & \sim \operatorname{GEM}(\gamma), & \pi^{(i)} & \sim \operatorname{DP}(\alpha \beta), \\
x_{1} & \sim \pi^{(0)}, & x_{t+1} & \sim \pi^{(i)} \stackrel{\text { iid }}{\sim} p\left(\theta^{(i)}\right)  \tag{5.4.2}\\
& y_{t} & \sim p\left(y_{t} \mid \theta^{\left(x_{t}\right)}\right)
\end{array}
$$

where $\beta \sim \operatorname{GEM}(\gamma)$ denotes sampling from a stick breaking distribution defincd by

$$
\begin{equation*}
v_{j} \stackrel{\mathrm{iidd}}{\sim} \operatorname{Beta}(1, \gamma), \quad \beta_{k}=\prod_{j<k}\left(1-v_{j}\right) v_{k} \tag{5.4.3}
\end{equation*}
$$

and $\pi^{(i)} \sim \mathrm{DP}(\alpha \beta)$ denotes sampling a Dirichlet process

$$
\begin{equation*}
w \sim \operatorname{GEM}(\alpha) \quad z_{k} \stackrel{\mathrm{iid}}{\sim} \beta \quad \pi^{(i)}=\sum_{k=1}^{\infty} w_{k} \delta_{z_{k}} \tag{5.4.4}
\end{equation*}
$$

To perform mean field inference in HDP models, we approximate the posterior with a truncated variational distribution. While a common truncation is to limit the two stickbreaking distributions in the definition of the HDP [52], a more convenient truncation for our models is the "direct assignment" truncation, used in [70] for batch mean field with the HDP-HMM and in [17] in an SVI algorithm for LDA. The direct assignment truncation limits the support of $q\left(x_{1: T}\right)$ to the finite set $\{1,2, \ldots, M\}^{T}$ for a truncation parameter $M$, i.e. fixing $q\left(x_{1: T}\right)=0$ when any $x_{t}>M$. Thus the other factors, namely $q(\pi), q(\beta)$, and $q(\theta)$, only differ from their priors in their distribution over the first $M$ components. As opposed to standard truncation, this family of approximations is nested over $M$, enabling a search procedure over the truncation parameter as developed in [17]. A similar search procedure can be used with the HDP-HMM and HDP-HSMM algorithms developed here.

A disadvantage to the direct assignment truncation is that the update to $q(\beta)$ is not conjugate given the other factors as in Hoffman et al. [52]. Following Liang et al. [70], to simplify the update we usc a point estimate by writing $q(\beta)=\delta_{\beta^{*}}(\beta)$. Since the main effect of $\beta$ is to enforce shared sparsity among the $\pi^{(i)}$, it is reasonable to expect that a point approximation for $q(\beta)$ will suffice.

The updates to the factors $q(\theta)$ and $q\left(x_{1: T}\right)$ are identical to those derived in the previous sections. To derive the SVI updatc for $q(\pi)$, we write the relevant part of the untruncated model and truncated variational factors as

$$
\begin{align*}
& p\left(\left(\pi_{1: M}^{(i)}, \pi_{\text {rest }}^{(i)}\right)\right)=\operatorname{Dir}\left(\alpha \cdot\left(\beta_{1: M}, \beta_{\text {rest }}\right)\right)  \tag{5.4.5}\\
& q\left(\left(\pi_{1: M}^{(i)}, \pi_{\text {rest }}^{(i)}\right)\right)=\operatorname{Dir}\left(\widetilde{\alpha}^{(i)}\right) \tag{5.4.6}
\end{align*}
$$

where $i=1,2, \ldots, M$ and where $\pi_{\text {rest }}^{(i)} \triangleq 1-\sum_{k=1}^{M} \pi_{k}^{(i)}$ and $\beta_{\text {rest }} \triangleq 1-\sum_{k=1}^{M} \beta_{k}$. Therefore the updates to $q\left(\pi^{(i)}\right)$ are identical to those in (5.2.12) except the number of variational parameters is $M+1$ and the prior hyperparameters are replaced with $\alpha \cdot\left(\beta_{1: M}, \beta_{\text {rest }}\right)$.

To derive a gradient of the variational objective with respect to $\beta^{*}$, we write

$$
\begin{align*}
\nabla_{\beta^{*}} \mathcal{L} & =\nabla_{\beta^{*}}\left\{\mathbb{E}_{q(\pi)}\left[\ln \frac{p(\beta, \pi)}{q(\beta) q(\pi)}\right]\right\}  \tag{5.4.7}\\
& =\nabla_{\beta^{*}}\left\{\ln p\left(\beta^{*}\right)+\sum_{i=1}^{M} \mathbb{E}_{q\left(\pi^{(i)}\right)} \ln p\left(\pi^{(i)} \mid \beta^{*}\right)\right\} \tag{5.4.8}
\end{align*}
$$

where $\ln p\left(\beta^{*}\right)=\ln p_{v}\left(v\left(\beta^{*}\right)\right)+\left.\ln \operatorname{det} \frac{\partial v}{\partial \beta}\right|_{\beta^{*}}, \ln p_{v}(v)=(\gamma-1) \sum_{j} \ln \left(1-v_{j}\right)$, and $v_{i}(\beta)=$ $\frac{\beta_{i}}{1-\sum_{j<i} \beta_{j}}$. The Jacobian $\frac{\partial v}{\partial \beta}$ is lower-triangular, and is given by

$$
\left(\frac{\partial v}{\partial \beta}\right)_{i j}= \begin{cases}0 & i<j  \tag{5.4.9}\\ \frac{1}{1-\sum_{k<i} \beta_{k}} & i=j \\ \frac{-\beta_{i}}{\left(1-\sum_{k<i} \beta_{k}\right)^{2}} & i>j\end{cases}
$$

and so taking partial derivatives we have

$$
\begin{align*}
\frac{\partial}{\partial \beta_{k}^{*}} \ln p\left(\beta^{*}\right) & =2 \sum_{i \geq k} \ln \frac{1}{1-\sum_{j<i} \beta_{j}^{*}}-(\gamma-1) \sum_{i \geq k} \ln \frac{1}{1-\sum_{j \leq i} \beta_{j}^{*}}  \tag{5.4.10}\\
\frac{\partial}{\partial \beta_{k}^{*}} \mathbb{E}_{q(\pi)}\left[\ln p\left(\pi^{(i)} \mid \beta^{*}\right)\right] & =\gamma \psi\left(\widetilde{\alpha}_{k}^{(i)}\right)-\gamma \psi\left(\widetilde{\alpha}_{M+1}^{(i)}\right)+\gamma \psi\left(\gamma \sum_{j=1}^{M+1} \beta_{j}^{*}\right)-\gamma \psi\left(\beta_{k}^{*}\right) . \tag{5.4.11}
\end{align*}
$$

We use this gradient expression to take a truncated gradient step on $\beta^{*}$ during each SVI update, where we use a backtracking line search ${ }^{1}$ to ensure the updated value satisfics the constraint $\beta^{*} \geq 0$.

The updates for $q(\pi)$ and $q(\beta)$ in the HDP-HSMM differ only in that the variational lower bound expression changes slightly because the support of each $q\left(\pi^{(i)}\right)$ is restricted to the off-diagonal (and renormalized). We can adapt $q\left(\pi^{(i)}\right)$ by simply dropping the $i$ th component from the representation and writing

$$
\begin{equation*}
q\left(\left(\pi_{1: M \backslash i}^{(i)}, \pi_{\text {rest }}^{(i)}\right)\right)=\operatorname{Dir}\left(\widetilde{\alpha}_{\backslash i}^{(i)}\right), \tag{5.4.12}
\end{equation*}
$$

and we change the second term in the gradient for $\beta^{*}$ to

$$
\frac{\partial}{\partial \beta_{k}^{*}} \mathbb{E}_{q(\pi)}\left[\ln p\left(\pi^{(i)} \mid \beta^{*}\right)\right]= \begin{cases}\gamma \psi\left(\tilde{\alpha}_{k}^{(i)}\right)-\gamma \psi\left(\widetilde{\alpha}_{M+1}^{(i)}\right)+\gamma \psi\left(\gamma \sum_{j \neq i} \beta_{j}^{*}\right)-\gamma \psi\left(\beta_{k}^{*}\right) & k \neq i  \tag{5.4.13}\\ 0 & k=i\end{cases}
$$

Using these gradient expressions for $\beta^{*}$ and a suitable gradient-based optimization procedure we can also perform batch mean field updates for the HDP-HSMM.

[^7]
## - 5.5 Experiments

We conclude this chapter with a numerical study to validate the proposed algorithms.
As a performance metric, we approximate a variational posterior predictive density on held-out data; that is, for the HMM models we estimate

$$
\begin{align*}
p\left(\bar{y}_{\text {test }} \mid \bar{y}_{\text {train }}\right) & =\iint p\left(\bar{y}_{\text {test }} \mid \pi, \theta\right) p\left(\pi, \theta \mid \bar{y}_{\text {train }}\right) \mathrm{d} \pi \mathrm{~d} \theta  \tag{5.5.1}\\
& \approx \mathbb{E}_{q(\pi) q(\theta)} p\left(\bar{y}_{\text {test }} \mid \pi, \theta\right) \tag{5.5.2}
\end{align*}
$$

by sampling models from the fit variational distribution. Similarly, for HSMM models we estimate $p\left(\bar{y}_{\text {test }} \mid \bar{y}_{\text {train }}\right) \approx \mathbb{E}_{q(\pi) q(\theta) q(\vartheta)} p\left(\bar{y}_{\text {test }} \mid \pi, \theta, \vartheta\right)$. In each experiment, we chose $\rho^{(t)}=(t+\tau)^{-\kappa}$ with $\tau=0$ and $\kappa=0.6$. Gaussian cmission parameters were generated from Normal-Inverse-Wishart (NIW) distributions with $\mu_{0}=0, \Sigma_{0}=I, \kappa_{0}=0.1$, and $\nu_{0}=7$. For the HDP models, we set the truncation parameters to be twice the truc number of modes. Every SVI algorithm examined uses only a single pass through the training data.

First, we compare the performance of SVI and batch mean ficld algorithms for the HDP-HMM on synthetic data with fully conjugate priors. We sampled a 10 -state HMM with 2-dimensional Gaussian emissions and generated a dataset of 250 sequences of length 4000 for a total of $10^{6}$ frames. We chose a random subset of $95 \%$ of the generated sequences to be training sequences and held out $5 \%$ as test sequences. We repeated the fitting procedures on the training set 5 times with initializations drawn from the prior, and we report the average performance with standard deviation error bars. In Figure 5.2, the SVI procedure (in blue) produces fits that are on par with those from the batch algorithm (in green) but orders of magnitude faster. In particular, notc that the SVI algorithm consistently converges to a local optimum of the mean field objective in a single pass through the training set, requiring roughly the amount of time needed for a single iteration of the batch mean field algorithm. This relative speedup grows linearly with the size of the dataset, making the SVI algorithm especially useful when the batch algorithm is infeasible.

Similarly, we compare the SVI and batch mean field algorithms for the HDP-HSMM. We sampled a 6 -state HSMM with 2-dimensional Gaussian emissions and negative binomial durations, where each of the negative binomial parameters were sampled as $p \sim \operatorname{Beta}(1,1)$ and $r \sim \operatorname{Uniform}(\{1,2, \ldots, 10\})$. From the model we generated a dataset of 50 sequences of length 2000 and generated an additional test set of 5 sequences with the same length. Figure 5.3 shows again that the SVI procedure (in blue) fits the data orders of magnitude faster than the batch update (in green), and again it requires only a single pass through the training set.


Figure 5.2: A comparison of the HMM SVI algorithm with batch mean field. Algoritm 5.3 is shown in blue and the batch mean field algorithm is shown in green.


Figure 5.3: A comparison of the HSMM SVI algorithm with batch mean field. Algorithm 5.4 is shown in blue and the batch mean field algorithm is shown in green.

Finally, we compare the performance of the exact SVI update for the HSMM with that of the approximate update proposed in Section 5.3. We sampled a 6-state HSMM with 2-dimensional Gaussian emissions and Poisson durations, where each of the Poisson duration parameters is sampled as $\lambda \sim \operatorname{Gamma}(40,2)$. From the model we generated a dataset of 50 sequences of length 3000 and generated an additional test set of 5 sequences with the same length. We fit the data with negative binomial HDP-HSMMs where the priors on the negative binomial parameters were again $p \sim \operatorname{Beta}(1,1)$ and $r \sim \operatorname{Uniform}(\{1,2, \ldots, 10\})$. We set the number of state sequence samples generated in


Figure 5.4: A comparison of HSMM SVI algorithms. The approximate update scheme of Algorithm 5.5 is shown in blue and the exact update scheme of Algorithm 5.4 is shown in green.
the sampling-based approximate update to $S=10$. Figure 5.4 shows that the samplingbased updates (in blue) are effective and that they provide a significant speedup over the exact SVI update (in green). Note that, since the figure compares two SVI algorithms, both algorithms scale identically with the size of the dataset. However, the time required for the exact update scales quadratically with the minibatch sequence length $T$, while the sampling-based update scales only linearly with $T$. Therefore this approximate SVI update is most useful when minibatch sequences are long enough so that the exact update is infeasible.

## Chapter 6

## Scalable Inference in Models with Multiple Timescales

### 6.1 Introduction

In many settings we may wish to learn dynamics at multiple timescales. For example, in the context of speech analysis, we may wish to model both the dynamics within individual phonemes as woll as the dynamics across phonemes $[68,18]$. In the context of modeling behavior, motion [51], or handwriting [67], it is natural to decompose movements into steps, while still modeling the statistics of the sequence of movements. Each of these modeling tasks involves dynamics at multiple timescales, and therefore it is natural to consider dynamical models that can capture such dynamics while maintaining tractable inference.

In this chapter, we develop a Bayesian nonparametric model and associated inference algorithms applicable to unsupervised learning of such dynamics. We combine and build on ideas developed in previous chapters. In particular, we extend the HDP-HSMM developed in Chapter 3 to include Markovian dynamics within cach of its segments. The explicit duration modeling provided by the HDP-HSMM allows us to set duration priors that can disambiguate short-timescale dynamics from long-timescale dynamics and is important for identifiability in the unsupervised setting. Using ideas from Chapters 3 and 4, we develop efficient Gibbs sampling algorithms for our proposed model. Finally, extending ideas from Chapter 5, we also develop a structured Stochastic Variational Inference (SVI) algorithm, which allows inference to scale to large datasets. Developing scalable inference with efficient updates is particularly relevant when fitting rich models, since more data are often required to fit more complex models effectively.

The main contributions of this chapter are algorithmic, particularly in incorporating the algorithmic techniques developed in previous chapters. While the model we propose is new, as we discuss in Section 6.2 many similar models have been explored in the literature. The key advantage to our model is its amenability to the efficient inference algorithms we develop. Our model also benefits from explicit duration modeling and a

Baycsian nonparametric definition, which enable both explicit control over important priors and flexible learning.

In Section 6.2 we highlight some key related work. In Scction 6.4 we develop several Gibbs sampling algorithms for the model, including a collapsed direct assignment sampler, a weak limit sampler, and a more efficient weak limit sampler when durations are modeled with negative binomial distributions. In Section 6.5 we develop mean field and SVI updates. Finally, in Section 6.6, we demonstrate our algorithms with an application to unsupervised phoneme discovery.

This chapter synthesizes and extends results from previous chapters and so we rely heavily on their notation and content.

### 6.2 Related work

The model we define in this chapter is most closely related to generalizations of HMMs and HSMMs known as segment models, which can model sub-dynamics within an HMM or HSMM state. Scgment models have a long history in the HMM literature; see Murphy [78] and Murphy [80, Scction 17.6] and the references therein. Such models have had considerable success in modeling multiscale dynamics, particular in modeling speech dynamics at the level of words, phones, and sub-phones [80, p. 624]. Such models have typically been explored in non-Bayesian settings. Our model can be viewed as a Bayesian nonparametric segment model, where the Bayesian approach gives us explicit control over duration priors and modeling of uncertainty, and the nonparametric definition provides for flexible learning of model complexity.

A related class of models is the class of Hierarchical HMMs (HHMMs) [28] [80, Section 17.6.2], which have also been studied extensively in non-Bayesian settings. A Bayesian nonparametric HHMM, the infinite HHMM (iHHMM), has been developed and applied successfully to some small example datasets [51]. The model represents an infinite number of dynamical timescales and is cxtremely flexible. However, it does not provide explicit duration modeling and so it is not easy to use priors to control timescales in the learned dynamics. Furthermore, its structure is not particularly amenable to scalable inference, and in its Gibbs sampling algorithm the hidden states at each level must be sampled conditioned on the hidden states at all the other levels. The model we propose has only two timescales and so is less flexible than the iHHMM, but it allows explicit prior control over duration distributions. In addition, the algorithms we develop exploit more powerful message passing, and the SVI algorithm developed in Section 6.5 allows inference in our model to scale to large datasets.

Finally, the model that is most similar to ours is that of Lee and Glass [68], which develops a Bayesian nonparametric model for unsupervised phoneme discovery. Again, a key difference is again that our model provides explicit duration modeling and al-
lows much more scalable algorithms. In addition, we allow for the substate dynamics themselves to be modeled nonparametrically, while the model of Lee and Glass [68] focuses on modeling each phoneme with fixed-size finite HMMs. While our model can also use fixed-size finite HMMs for short-timescale dynamics, we focus on the fully nonparametric specification.

## - 6.3 Model specification

In this section, we define our generative model, composing both the HDP-HSMM and HDP-HMM generative processes described in Chapter 3, particularly Sections 3.2.3 and 3.3.2. Recall that we write the prior measure on duration parameters as $G$ and the corresponding duration likelihood as $p\left(d \mid \vartheta^{(i)}\right)$, and let $\alpha, \gamma>0$ be concentration parameters. According to the HDP-HSMM generative process, we generate the superstate sequence $\left(z_{s}\right)$, the duration sequence $\left(d_{s}\right)$, and the label sequence $\left(x_{l}\right)$ as

$$
\begin{array}{rlrl}
\beta & \sim \operatorname{GEM}(\gamma) & & \\
\pi^{(i)} & \stackrel{\mathrm{iid}}{\sim} \mathrm{DP}(\alpha, \beta) & \vartheta^{(i)} \stackrel{\mathrm{iid}}{\sim} G & \\
z_{s} & \sim \bar{\pi}^{\left(z_{s-1}\right)} & d_{s} & \sim p\left(d \mid \vartheta^{\left(z_{s}\right)}\right) \\
x_{t(s): t(s, s+1)-1}=z_{s} & t(s) \triangleq\left\{\begin{array}{lll}
t(s-1)+d_{s-1} & s>1 \\
1 & s=1
\end{array}\right. & t=1,2, \ldots, T, \tag{6.3.4}
\end{array}
$$

where, as in Section 3.3.2, $\bar{\pi}^{(i)} \triangleq \frac{\pi_{j}^{(i)}}{1-\pi_{i}^{(i)}}\left(1-\delta_{i j}\right)$. While the HDP-HSMM generates the observation sequence ( $y_{t}$ ) within a segment as conditionally independent draws from an observation distribution, here we instead generate observations for each segment according to an HDP-HMM. That is, for each HDP-HSMM state $i=1,2, \ldots$ we have an HDP-HMM with parameters $\left\{\beta^{(i)}, \pi^{(i, j)}, \theta^{(i, j)}\right\}_{j=1}^{\infty}$ generated according to

$$
\begin{align*}
\beta^{(i)} & \sim \operatorname{GEM}\left(\gamma^{(i)}\right)  \tag{6.3.5}\\
\pi^{(i, j)} \stackrel{\mathrm{iid}}{\sim} \operatorname{DP}\left(\alpha^{(i)}, \beta^{(i)}\right) & \theta^{(i, j)} \stackrel{\mathrm{iid}}{\sim} H \tag{6.3.6}
\end{align*} \quad j=1,2, \ldots .
$$

where $H$ is the prior measure over observation parameters $\theta^{(i, j)}, \alpha^{(i)}$ and $\gamma^{(i)}$ are concentration parameters, and each $\pi^{(i, j)}$ is a transition distribution out of the corresponding HDP-HMM's $j$ th state. Then for a segment $s$ in with HDP-HSMM super-state $z_{s}$ and duration $d_{s}$, we generate observations from the corresponding HDP-HMM via


Figure 6.1: A graphical model for the HDP-HSMM with sub-HDP-HMM observations. Note that it is not formally a graphical model because the number of nodes is random due to the random durations.

$$
\begin{equation*}
\bar{x}_{t} \sim \pi^{\left(z_{s}, \bar{x}_{t-1}\right)} \quad y_{t} \sim p\left(y \mid \theta^{\left(z_{s}, \bar{x}_{t}\right)}\right) \quad t=t(s), t(s)+1, \ldots, t(s+1)-1, \tag{6.3.7}
\end{equation*}
$$

where $\theta^{\left(z_{s}, \bar{x}_{t}\right)}$ is the observation parameter from the corresponding HDP-HMM's $j$ th state, and $p\left(y \mid \theta^{\left(z_{s}, \bar{x}_{t}\right)}\right)$ is the corresponding observation likelihood. We call $\left(\bar{x}_{t}\right)_{t=1}^{T}$ the substate sequence, and emphasize that it is distinct from the HDP-HSMM's super-state sequence $\left(z_{s}\right)$ and label sequence $\left(x_{t}\right)$. See Figure 6.1 for a graphical model.

This model definition combines the explicit duration modeling and nonparametric flexibility of the HDP-HSMM of Chapter 3 with HDP-HMM dynamics within each HSMM segment. The HDP-HSMM states can model longer-timescale dynamics, such as the dynamics between phonemes, while the HDP-HMM states can model shortertimescale dynamics, such as the structure within an individual phoneme. As we show in the following sections, this model definition is also amenable to efficient inference.

While we have defined this model using Bayesian nonparametric priors for both layers of dynamics, it is straightforward to adapt the definition so that one or both of the layers is finite. For example, it may be desirable to use finite structured sub-HMM models to exploit some domain knowledge [68]. Alternatively, it is also possible to make the coarser-scale dynamical process a finite HSMM while allowing the substate
dynamics to be generated from an HDP-HMM, thus enabling model selection via a semiparametric approach [38].

### 6.4 Gibbs sampling

In this section, we develop several Gibbs sampling algorithms for the model defined in Section 6.3. First, we develop a collapsed direct assignment sampler. This sampler avoids approximating the posterior with a finite distribution but, as with the direct assignment sampler developed in Chapter 3 and simulated in Figure 3.11(b), its mixing rate is far too slow to be practically useful. We include it for completeness and theoretical interest.

Second, we develop a sampler based on the weak limit approximation. Analogous to the weak limit sampler developed in Chapter 3 , this sampler can use message passing to pcrform block sampling and therefore achieve much greater mixing.

Finally, we build on the results of Chapter 4 to develop a much faster weak limit Gibbs sampler for negative binomial duration distributions. The message passing complexity is greatly reduced, and in particular is only linear in the sequence length $T$.

## - 6.4.1 Collapsed Gibbs sampler

To develop a collapsed Gibbs sampler, we extend the HDP-HSMM direct assignment Gibbs algorithm developed in Section 3.4.3. Essentially, we combine the HDP-HSMM direct assignment sampler and the HDP-HMM direct assignment sampler.

The algorithm state for our direct assignment sampler consists of a finite prefix of the HDP-HSMM $\beta$ parameter and finite prefixes of each of the sub-HDP-HMM $\beta^{(i)}$ parameters. It also includes both the HDP-HSMM label sequence ( $x_{l}$ ) and the substate sequence $\left(\bar{x}_{t}\right)$. That is, we write the sampler state as $\left(\beta_{1: N}, \beta_{1: N^{(i)}}^{(i)}, x_{1: T}, \bar{x}_{1: T}\right)$, where we use $N$ to represent the number of used HDP-HSMM states and $N^{(i)}$ to represent the number of used states in the $i$ th HDP-HMM. The other parameters are integrated out analytically, including the HDP-HSMM transition parameters $\left\{\pi^{(i)}\right\}$, the sub-HDP-HMM transition parameters $\left\{\pi^{(i, j)}\right\}$, the duration parameters $\left\{\vartheta^{(i)}\right\}$, and the observation parameters $\left\{\theta^{(i, j)}\right\}$.

The algorithm proceeds by jointly resampling each pair $\left(x_{t}, \bar{x}_{t}\right)$ for $t=1,2, \ldots, T$ and by resampling the $\beta_{1: N}$ and $\beta_{1: N^{(i)}}^{(i)}$.

Resampling the label and substate sequence. To resample each ( $x_{l}, \bar{x}_{l}$ ) conditioned on all the other variables and parameters, we extend the HDP-HSMM sampling step of Section 3.4.3 That is, we resample ( $x_{l}, \bar{x}_{l}$ ) by considering all possible assignments ( $k, k^{\prime}$ ) for $k=1,2, \ldots, N+1$ and $k^{\prime}=1,2, \ldots, N^{(i)}+1$ and evaluating up to proportionality the conditional probability

$$
\begin{equation*}
p\left(\left(x_{t}, \bar{x}_{t}\right)=\left(k, k^{\prime}\right) \mid\left(x_{\backslash t}\right),\left(\bar{x}_{\backslash \iota}\right), \beta,\left\{\beta^{(i)}\right\}\right), \tag{6.4.1}
\end{equation*}
$$

where we suppress notation for conditioning on all the hyperparameters. Recall that as we vary the assignment of the HDP-HSMM label $x_{t}$ we must, consider the possible merges into adjacent label segments, and as a result there are between 1 and 3 terms in the cxpression for (6.4.1), each of the form

$$
\begin{array}{r}
p\left(\left(x_{t}, \bar{x}_{t}\right)=\left(k, k^{\prime}\right) \mid\left(x_{\backslash t}, \bar{x}_{\backslash t}\right)\right) \propto \underbrace{\frac{\alpha \beta_{k}+n_{x_{\text {prev }}, k}}{\alpha\left(1-\beta_{x_{\text {prev }}}\right)+n_{x_{\text {prev }}}}}_{\text {left-transition }} \cdot \underbrace{\frac{\alpha \beta_{x_{\text {next }}}+n_{k, x_{n e x t}}}{\alpha\left(1-\beta_{k}\right)+n_{k, t}}}_{\text {right-transition }} \\
\cdot \underbrace{f_{\text {dur }}\left(t_{2}-t_{1}+1\right)}_{\text {duration }} \cdot \underbrace{f_{\text {obs }}\left(y_{t_{1}: t_{2}} \mid k\right)}_{\text {observation }}, \tag{6.4.2}
\end{array}
$$

where we have used $t_{1}$ and $t_{2}$ to denote the first and last indices of the segment, respectively, and ( $x_{\backslash t}$ ) and ( $\bar{x}_{\backslash t}$ ) to denote the label sequence and substate scquence assignments excluding the $t$ th indcx, respectively. See Section 3.4.3 for details. In the case of the HDP-HSMM of Chapter 3, the term $f_{o b s}\left(y_{t_{1}: t_{2}} \mid k\right)$ is computed from the independent observation model. For sub-HDP-HMM observations, we simply replace this term with the appropriate score for HDP-HMM observations, incorporating not only the data $y_{t_{1}: t_{2}}$ but also the substatc assignment $\bar{x}_{t}=k^{\prime}$ and the substate sequence $\left(\bar{x}_{\backslash t}\right)$.

Using the formula for the probability of an assignment sequence under an HDP model [43, 106], we can write the $f_{\text {obs }}\left(y_{t_{1}: t_{2}} \mid k, k^{\prime}\right)$ term for sub-HDP-HMM observations. Let $n_{i j}$ be the number of transitions from substate $i$ to substate $j$ in the $k$ th sub-HMM, and let $n_{i}=\sum_{j=1}^{N^{(k)}} n_{i j}$. In addition, for first and last segment indices $t_{1}$ and $t_{2}$, let

$$
\begin{equation*}
\bar{n}_{i j}=n_{i j}-\#\left\{t: \bar{x}_{t}=i, \bar{x}_{t+1}=j, t_{1} \leq t<t_{2}, x_{t}=k\right\} \tag{6.4.3}
\end{equation*}
$$

be the number of transitions from substatc $i$ to substate $j$ in the $k$ th sub-HMM excluding those in the segment from $t_{1}$ to $t_{2}$, and let $\bar{n}_{i}$. $=\sum_{j=1}^{N^{(k)}} \bar{n}_{i j}$. Then we can write

$$
\begin{align*}
f_{\mathrm{obs}}\left(y_{t_{1}: t_{2}} \mid k, k^{\prime}\right)= & \left(\prod_{i=1}^{N^{(k)}} \frac{\Gamma\left(\alpha+\bar{n}_{i} .\right)}{\Gamma\left(\alpha+n_{i} .\right)} \prod_{j=1}^{N^{(k)}} \prod_{\ell=n_{i j}-1}^{n_{i j}-1}\left(\alpha \beta_{j}^{(k)}+\ell\right)\right) \\
& \cdot\left(\int \prod_{t=t_{1}}^{t_{2}} p\left(y_{t} \mid \theta^{\left(k, k^{\prime}\right)}\right) p\left(\theta^{\left(k, k^{\prime}\right)} \mid\left\{y_{t^{\prime}}: \bar{x}_{t^{\prime}}=k^{\prime}, x_{t^{\prime}}=k\right\}, \eta_{\theta}\right) d \theta^{\left(k, k^{\prime}\right)}\right) \tag{6.4.4}
\end{align*}
$$

where $\eta_{\theta}$ is the corresponding observation hyperparameter. By substituting (6.4.4) for $f_{\text {obs }}$ in ( 6.1 .2 ), we can proceed with the HDP-HSMM sampling procedure of Section 3.4.3.

Resampling $\beta_{1: N}$ and $\beta_{1: N^{(i)}}^{(i)}$. To resample $\beta_{1: N}$ conditioned on the HDP-HSMM label sequence $\left(x_{t}\right)$, we use the same auxiliary variable method developed in Section 3.4 .2 . To resample each $\beta_{1: N^{(i)}}^{(i)}$ for each sub-HDP-HMM, $i=1,2, \ldots, N$, we use the standard HDP-HMM direct assignment update [106].

### 6.4.2 Weak limit sampler

We can develop a more efficient sampling algorithm by using a weak limit approximation and exploiting dynamic programming. In particular, we develop a weak limit sampler that block resamples the label sequence and substate sequence jointly. We build on the weak limit sampler developed in Section 3.4.2. We write the weak limit truncation level of the HDP-HSMM as $N$ and the weak limit truncation level of the $i$ th HDP-HMM as $N^{(i)}$.

Recall that the label sequence $\left(x_{t}\right)$ can be resampled by first passing HSMM messages backward and then sampling forward, as in Section 3.4.1, particularly equations (3.4.3) and (3.4.6). From Section 3.2.2, the IISMM messages ( $B, B^{*}$ ) are defined by

$$
\begin{align*}
B_{t, i} & =\sum_{j=1}^{N} B_{t, j}^{*} p\left(x_{t+1}=j \mid x_{t}=i, x_{t+1} \neq x_{t}\right)=\sum_{j=1}^{N} B_{t, j}^{*} A_{i j},  \tag{6.4.5}\\
B_{t, i}^{*} & =\sum_{d=1}^{T-t} B_{t+d, i} \underbrace{p\left(d_{s(t)}=d \mid z_{s(t+1)}=i\right)}_{\text {duration prior term }} \cdot \underbrace{p\left(y_{t+1: t+d} \mid z_{s(t+1)}=i, d_{s(t+1)}=d\right)}_{\text {likelihood term }}  \tag{6.4.6}\\
& =\sum_{d=1}^{T-t-1} B_{t+d, i} D_{d, i} p\left(y_{t+1: t+d} \mid z_{s(t+1)}=i, d_{s(t+1)}=d\right)  \tag{6.4.7}\\
B_{T, i} & \triangleq 1, \tag{6.4.8}
\end{align*}
$$

where

$$
\begin{equation*}
D_{d, i}=p\left(d \mid \vartheta^{(i)}\right) \quad A_{i j}=p\left(x_{l+1}=j \mid x_{t}=i, x_{t+1} \neq x_{t}\right) \tag{6.4.9}
\end{equation*}
$$

and where $s(t)$ denotes the segment index for time index $t$. In Chapter 3, the likelihood term $p\left(y_{t+1: l+d} \mid z_{s(t+1)}=i, d_{s(t+1)}=d\right)$ is computcd as a product of independent likelihoods, while here we must compute it according to the HMM obscrvation model. If we can compute these segment likelihood terms efficiently, we can use them in Eqs. (6.4.5)(6.4.8) to compute the backward messages over the HSMM and sample the HSMM label sequence as in Section 3.4.1. Given the HSMM label sequence, we can then sample the substate sequence using the HMM state sequence sampling algorithm given in Section 2.4.1.

Therefore it remains only to compute the segment likelihood terms efficiently. We can exploit the Markov structure in the substate sequence to write these likelihoods in terms of another set of messages. For each $i=1,2, \ldots, N$, we define the sub-HMM backward messages for each $t=1,2, \ldots, T$ as

$$
\begin{equation*}
B_{t^{\prime}, j}^{(i, t)}=\sum_{k=1}^{N^{(i)}} A_{j k}^{(i)} L_{l^{\prime}+1, k}^{(i)} B_{l^{\prime}+1, k}^{(i, t)} \quad t^{\prime}=1,2, \ldots, t \quad B_{t, j}^{(i, t)}=1, \tag{6.4.10}
\end{equation*}
$$

where $L_{t, k}^{(i)}=p\left(y_{t} \mid \theta^{(i, k)}\right)$ is the observation likelihood for the $j$ th substate of the $i$ th HMM and $A_{j k}^{(i)}=p\left(\bar{x}_{t+1}=k \mid \bar{x}_{t}=j, x_{t}=i\right)$ is the probability of transitioning from the $j$ th to the $k$ th substate in the $i$ th HMM. Similarly, we define the sub-HMM forward messages for each $i=1,2, \ldots, N$ and $t=1,2, \ldots, T$ as

$$
\begin{equation*}
F_{t^{\prime}, j}^{(i, t)}=\sum_{k=1}^{N^{(i)}} A_{k j} L_{t^{\prime}, j} F_{t^{\prime}-1, k}^{(i, t)} \quad t=t+1, t+2, \ldots, T \quad F_{t, k}^{(i, t)}=\pi_{k}^{(i, 0)} \tag{6.4.11}
\end{equation*}
$$

where $\pi^{(i, 0)}$ is the initial state distribution for the $i$ th sub-HMM. For any fixcd time index $t$ and superstate index $i$, we can compute these messages in time $\mathcal{O}\left(T N^{(i)}{ }^{2}\right)$ time, and therefore we can compute all such sub-HMM mcssages in time $\mathcal{O}\left(N T^{2} N^{(i)^{2}}\right)$ time. Finally, we can use these messages to compute every segment likelihood term via

$$
\begin{equation*}
p\left(y_{t: t+d-1} \mid z_{s(t)}=i, d_{s(t)}=d\right)=\sum_{j=1}^{N^{(i)}} F_{t^{\prime}, j}^{(i, t)} B_{t^{\prime}, j}^{(i, t+d)} \tag{6.4.12}
\end{equation*}
$$

for any $t^{\prime}=t, t+1, \ldots, t+d-1$. To compute only the backward HSMM messages, as required for the block sampling procedure, it suffices to compute only the sub-HMM
forward messages.
Composing these expressions, we can write the overall HSMM messages as

$$
\begin{equation*}
B_{t, i}^{*}=\sum_{d=1}^{T-1-t} B_{t+d, i} D_{d, i}\left(\sum_{\ell=1}^{N^{(i)}} F_{t+d, \ell}^{(i, t)}\right) \quad B_{t, i}=\sum_{j=1}^{N} A_{i j} B_{t, j}^{*} \tag{6.4.13}
\end{equation*}
$$

Writing $N_{\text {sub }}=\max _{i} N^{(i)}$, these messages require $\mathcal{O}\left(T^{2} N N_{\text {sub }}^{2}+T N^{2}\right)$ time to compute. With these messages, we can block resample the HSMM label sequence and substate sequence.

The sampling updates to the other model parameters are identical to those described in Sections 3.4.1 and 2.4.1.

## ■ 6.4.3 Exploiting negative binomial durations

While the weak limit sampling procedure developed in Section 6.4.2 is general, it can be computationally expensive for long observation sequences. In this section we apply and extend the ideas developed in Chapter 4 to write an update for negative binomial duration models for which the computational complexity scales only linearly in $T$ and is generally much more efficient. As in Chapter 4, this algorithm generalizes immediately to models in which the duration distributions are mixtures of negative binomial distributions.

Recall from Chapter 4 that with negative binomial durations we can compute the HSMM messages with more efficient recursions because the duration can be represented as an augmentation with a small number of Markov states. In particular, to represent an HSMM with negative binomial parameters $\left(r^{(i)}, p^{(i)}\right)$ for $i=1,2, \ldots, N$, we constructed an equivalent HMM on $\sum_{i=1}^{N} r^{(i)}$ states. We can similarly embed an HSMM with HMM emissions and negative binomial durations in a stationary HMM on $\sum_{i=1}^{N} r^{(i)} N^{(i)}$ states. Using the notation of Chapter 4, we choose

$$
\begin{equation*}
\bar{A}^{(i)}=\hat{A}^{(i)} \otimes A^{(i)}, \quad \bar{b}^{(i)}=\hat{b}^{(i)} \otimes \mathbb{1}^{(i)}, \quad \bar{c}^{(i)}=\hat{c}^{(i)} \otimes \pi_{\mathrm{sub}}^{(i)} \tag{6.4.14}
\end{equation*}
$$

where $X \otimes Y$ denotes the Kronecker product of matrices $X$ and $Y, \mathbb{1}^{(i)}$ denotes the all-ones vector of size $r^{(i)}$, and $\left(\hat{A}^{(i)}, \hat{b}^{(i)}, \hat{c}^{(i)}\right)$ denotes the HMM embedding parameters for negative binomial durations given in Eqs. (1.4.7)-(4.4. 8 ). Note that we can index into the matrix $\bar{A}$ using the tuple $(i, j, k)$, where $i=1,2, \ldots, N$ indexes the HSMM state, $j=1,2, \ldots, r^{(i)}$, indexes the duration pseudostate, and $k=1,2, \ldots, N^{(i)}$ indexes the sub-HMM substate. By comparing this construction to that of the embedding developed in Section 4.4, it is clear that it encodes the same dynamics on the HSMM label sequence: if we simply sum over the sub-HMM substates, we recover the same
embedding as that of Section 4.4. That is, if we use $\hat{A}$ to denote the transition matrix of the HMM embedding of Section 4.4, then

$$
\begin{equation*}
\hat{A}_{(i, j),\left(i^{\prime}, j^{\prime}\right)}=\sum_{k=1}^{N^{(i)}} \sum_{k^{\prime}=1}^{N^{\left(i^{\prime}\right)}} \bar{A}_{(i, j, k),\left(i^{\prime}, j^{\prime}, k^{\prime}\right)} \tag{6.4.15}
\end{equation*}
$$

Furthermore, the sub-HMM substate dynamics are faithfully represented: the last block row of $\bar{A}^{(i, j)}$ ensures that the first substate of a segment is sampled according to $\pi^{(j)}$, and the substate transition probabilities are those of $A^{(i)}$ until the superstate changes.

Note that due to the structure of the matrix $\bar{A}$, the matrix-vector multiplications required to perform message passing are especially efficient to compute. In particular, using the identity

$$
\begin{equation*}
(X \otimes Y) \operatorname{vec}(Z)=\operatorname{vec}\left(X Z Y^{\top}\right) \tag{6.4.16}
\end{equation*}
$$

for any matrices $X, Y$, and $Z$ of appropriate dimensions, we can compute the block diagonal part of a matrix-vector product in $\mathcal{O}\left(N\left(R+N_{\text {sub }}^{2}\right)\right)$, where $R=\max _{i} r^{(i)}$. Furthermore, using the structure in each $\bar{A}^{(i, j)}$, we can computc the off-block-diagonal part of a matrix-vector product in $\mathcal{O}\left(N^{2}+N N_{\text {sub }}\right)$. Therefore, using the methods developed in Chapter 4 , we can use the cmbedding to compute the HSMM messages in only $\mathcal{O}\left(T N\left(R+N_{\text {sub }}^{2}\right)+T N^{2}\right)$ time, avoiding the quadratic dependence on $T$. Finally, note that, using the methods developed in Chapter 4 , this HSMM messages computation requires only $\mathcal{O}\left(T N+N R N_{\text {sub }}\right)$ memory, a significant savings compared to the $\mathcal{O}\left(T N R N_{\text {sub }}\right)$ memory required to compute the HMM messages in the full HMM embedding.

Given the HSMM messages, we can perform the block sampling update to the label sequence and substate sequence described in Section 6.4 .2 much more efficiently.

### 6.5 Mean field and SVI

In this section, we derive the key updates necessary to perform mean field or SVI inference in the model. This section relies heavily on the notation used in Chapter 5 , and extends its results to the model developed in this chapter.

Following the notation of Chapter 5 , we write our variational family as

$$
\begin{equation*}
q(\beta) q\left(\pi^{(0)}\right) \prod_{i=1}^{N} q\left(\pi^{(i)}\right) q\left(\vartheta^{(i)}\right)\left(q\left(\beta^{(i)}\right) q\left(\pi^{(i, 0)}\right) \prod_{j=1}^{N^{(i)}} q\left(\pi^{(i, j)}\right) q\left(\theta^{(i, j)}\right)\right) q\left(x_{1: T}, \bar{x}_{1: T}\right) \tag{6.5.1}
\end{equation*}
$$

where $N$ is the truncation parameter for the HDP-HSMM and cach $N^{(i)}$ is the truncation parameter for the $i$ th sub-HDP-HMM. The variational factors are defincd analo-
gously to those used in Chapter 5:

$$
\begin{array}{rlrl}
q\left(\theta^{(i, j)}\right) & \propto \exp \left\{\left\langle{\left.\left\langle\tilde{\eta}_{\theta}^{(i, j)}, t_{\theta}^{(i, j)}\left(\theta^{(i, j)}\right)\right\rangle\right\}}_{q\left(\pi^{(i)}\right)}=\operatorname{Dir}\left(\widetilde{\alpha}^{(i)}\right)\right.\right. & q\left(\pi^{(i, j)}\right) & =\operatorname{Dir}\left(\widetilde{\alpha}^{(i, j)}\right) \\
q(\beta) & =\delta_{\beta^{*}}(\beta) & q\left(\vartheta^{(i)}\right) & \propto \exp \left\{\left\langle\widetilde{\eta}_{\vartheta}^{(i)}, t_{\vartheta}^{(i)}\left(\vartheta^{(i)}\right)\right\rangle\right\} \\
q\left(\beta^{(i)}\right) & =\delta_{\beta^{*}(i)}\left(\beta^{(i)}\right) .
\end{array}
$$

The corresponding prior densitics on cach term are

$$
\begin{align*}
p\left(\theta^{(i, j)}\right) & \propto \exp \left\{\left\langle\eta_{\theta}^{(i)}, t_{\theta}^{(i)}\left(\theta^{(i, j)}\right)\right\rangle\right\} & p\left(\pi^{(i, j)} \mid \beta_{1: N^{(i)}}\right) & =\operatorname{Dir}\left(\alpha^{(i)} \beta_{1: N^{(i)}}\right)  \tag{6.5.5}\\
p\left(\pi^{(i)} \mid \beta_{1: N}\right) & =\operatorname{Dir}\left(\alpha \beta_{1: N}\right) & p\left(\vartheta^{(i)}\right) & \propto \exp \left\{\left\langle\eta_{\vartheta}^{(i)}, t_{\vartheta}^{(i)}\left(\vartheta^{(i)}\right)\right\rangle\right\} . \tag{6.5.6}
\end{align*}
$$

We derive a mean field update to the variational factors over model parameters in two steps: first, we define structured mean field message-passing recursions analogous to those defined in Section 6.4.2; second, we show how to use the mean field messages to compute the expected statistics necessary for the parameter updates.

As in Scction 6.4.2, it is uscful to define sub-HMM messages for each $i=1,2, \ldots, N$ and each time index $t=1,2, \ldots, T$ :

$$
\begin{array}{lll}
\widetilde{B}_{t^{\prime}, j}^{(i, t)}=\sum_{k=1}^{N^{(i)}} \widetilde{A}_{j k}^{(i)} \widetilde{L}_{l^{\prime}+1, k}^{(i)} \widetilde{B}_{l^{\prime}+1, k}^{(i, t)} & t^{\prime}=1,2, \ldots, t & \widetilde{B}_{t, j}^{(i, t)}=1 \\
\widetilde{F}_{\iota^{\prime}, j}^{(i, l)}=\sum_{k=1}^{N^{(i)}} \widetilde{A}_{k \cdot j}^{(i)} \widetilde{L}_{\ell^{\prime}, j}^{(i)} \widetilde{F}_{t^{\prime}-1, k}^{(i, t)} & t=t+1, t+2, \ldots, T & \widetilde{F}_{t, k}^{(i, t)}=\widetilde{\pi}_{k}^{(i, 0)} \tag{6.5.8}
\end{array}
$$

where

$$
\begin{equation*}
\widetilde{L}_{t, j}^{(i)}=\mathbb{E}_{q\left(\theta^{(i, j)}\right.}\left[\ln p\left(y_{t} \mid \theta^{(i, j)}\right] \quad \widetilde{\pi}^{(i, j)}=\mathbb{E}_{q(\pi)}\left[\ln \pi^{(i, j)}\right]\right. \tag{6.5.9}
\end{equation*}
$$

and where $\widetilde{A}^{(i)}$ is a matrix with its $k$ th row as $\widetilde{\pi}^{(i, k)}$. Then we can write the overall message recursions as

$$
\begin{array}{ll}
\widetilde{B}_{t, i}^{*}=\sum_{d=1}^{T-1-t} \widetilde{B}_{t+d, i} \widetilde{D}_{d, i}\left(\sum_{\ell=1}^{N^{(i)}} \widetilde{F}_{t+d, \ell}^{(i, t)}\right) & \widetilde{B}_{t, i}=\sum_{j=1}^{N} \widetilde{A}_{i j} \widetilde{B}_{t, j}^{*} \\
\widetilde{F}_{t, i}=\sum_{d=1}^{T-\ell-1} \widetilde{F}_{t-d, i}^{*} \widetilde{D}_{d, i}\left(\sum_{\ell=1}^{N^{(i)}} \widetilde{B}_{t-d, \ell}^{(i, t)} \widetilde{\pi}_{\ell}^{(i, 0)}\right) & \widetilde{F}_{t, i}^{*}=\sum_{j=1}^{N} \widetilde{A}_{j i} \widetilde{F}_{t, j} \tag{6.5.11}
\end{array}
$$

where

$$
\begin{equation*}
\widetilde{D}_{d, i}=\mathbb{E}_{q\left(\vartheta^{(i)}\right)}\left[\ln p\left(d \mid \vartheta^{(i)}\right)\right] \quad Z=\sum_{i=1}^{N} F_{T, i} \tag{6.5.12}
\end{equation*}
$$

and where $\widetilde{A}$ is a matrix with its $i$ th row as $\widetilde{\pi}^{(i)}$. As in Section 6.4.2, these messages can be computed in time $\mathcal{O}\left(T^{2} N N_{\text {sub }}^{2}+T N^{2}\right)$.

Next, we calculate expected statistics in terms of these messages. To simplify notation, we write the cvent $\left\{x_{t: t+d-1}=i, x_{t-1} \neq x_{t} \neq x_{i+d}\right\}$ simply as $\left\{x_{t: t+d-1}=i\right\}$. First, note that we can write

$$
\begin{equation*}
E_{q\left(x_{1: T}, \bar{x}_{1: T}\right)}\left[\mathbb{I}\left[x_{t: t+d-1}=i\right]\right]=\left(\widetilde{F}_{t, i}^{*} \widetilde{B}_{t+d-1, i} \widetilde{D}_{d, i} \sum_{\ell=1}^{N^{(i)}} \widetilde{F}_{t, \ell}^{(i, t)} \widetilde{B}_{t, \ell}^{(i, t+d)}\right) / Z \tag{6.5.13}
\end{equation*}
$$

This decomposition follows from the definitions of the HSMM mossages. Using the definition of the sub-HMM messages, we can similarly write

$$
\begin{equation*}
\mathbb{E}_{q\left(x_{1: T}, \bar{x}_{1: T}\right)}\left[\mathbb{I}\left[\bar{x}_{t^{\prime}}=j, \bar{x}_{t^{\prime}+1}=k \mid x_{t: t+d-1}=i\right]=\frac{\left(\widetilde{F}_{t^{\prime}, j}^{(i, t)} \widetilde{B}_{t^{\prime}+1, k}^{(i, t+d)} \widetilde{L}_{t^{\prime}+1, k}^{(i)} \widetilde{A}_{j, k}^{(i)}\right)}{\sum_{\ell=1}^{N^{(i)}} \widetilde{F}_{t, \ell}^{(i, t)} \widetilde{B}_{t, \ell}^{(i, l+d)}}\right. \tag{6.5.14}
\end{equation*}
$$

for any $t^{\prime}=t, t+1, \ldots, t+d-2$. To compute the expected statistics, we compose these two expressions and use the basic identity that for any random variable $X$ we have

$$
\begin{align*}
\mathbb{E}[\mathbb{I}[X \in A] \mathbb{I}[X \in B]] & =\mathbb{P}[X \in A, X, \in B]  \tag{6.5.15}\\
& =\mathbb{P}[X \in A] \mathbb{P}[X \in B \mid X \in A]  \tag{6.5.16}\\
& =\mathbb{E}[\mathbb{I}[X \in A]] \mathbb{E}[\mathbb{I}[X \in B] \mid X \in A] . \tag{6.5.17}
\end{align*}
$$

Therefore we can compute the expected statistics for each sub-HDP-HMM factor as

$$
\begin{align*}
& \hat{t}_{y}^{(i, j)} \triangleq \mathbb{E}_{q\left(x_{1: T}, \bar{x}_{1: T}\right)}\left[\sum_{t=1}^{T-1} \sum_{d=1}^{T-1-t} \mathbb{I}\left[x_{t: t+d-1}=i\right] \sum_{t^{\prime}=t}^{t+d-1} \mathbb{I}\left[\bar{x}_{t^{\prime}}=j\right]\left(t_{y}^{(i, j)}, 1\right)\right] \\
&=\sum_{t=1}^{T-1} \sum_{d=1}^{T-1 \cdots t}\left(\widetilde{F}_{t, i}^{*} \widetilde{B}_{t+d-1, i} \widetilde{D}_{d, i}\right)\left(\sum_{t^{\prime}=t}^{t+d-1} \widetilde{F}_{t^{\prime}, j}^{(i, t)} \widetilde{B}_{t^{\prime}, j}^{(i, t+d)} \widetilde{L}_{t^{\prime}, j}^{(i)}\right) / Z  \tag{6.5.18}\\
&\left(\hat{t}_{\text {subtr }}^{(i, j)}\right)_{k} \triangleq \mathbb{E}_{q\left(x_{\left.1: T, T, \bar{x}_{1: T}\right)}\left[\sum_{t=1}^{T-1} \sum_{d=1}^{T--1-t} \mathbb{I}\left[x_{t: t+d-1}=i\right] \sum_{t^{\prime}=t}^{t+d-2} \mathbb{I}\left[\bar{x}_{t^{\prime}}=j, \bar{x}_{t^{\prime}+1}=k\right]\right]\right.} \\
&=\sum_{t=1}^{T-1} \sum_{d=1}^{T-1-t}\left(\widetilde{F}_{t, i}^{*} \widetilde{B}_{t+d-1, i} \widetilde{D}_{d, i}\right)\left(\sum_{t^{\prime}=t}^{t+d-2} \widetilde{F}_{t^{\prime}, j}^{(i, t)} \widetilde{B}_{t^{\prime}+1, k}^{(i, t+d)} \widetilde{L}_{t^{\prime}+1, k}^{(i)} \widetilde{A}_{j, k}^{(i)}\right) / Z  \tag{6.5.19}\\
&\left(\hat{t}_{\text {subinit }}^{(i)}\right)_{j} \triangleq \mathbb{E}_{q\left(x_{1: T, T}, x_{1: T}\right)}\left[\sum_{t=1}^{T-1} \sum_{d=1}^{T-1-t} \mathbb{I}\left[x_{t: t+d-1}=i\right] \mathbb{I}\left[\bar{x}_{t}=j\right]\right] \\
&=\sum_{t=1}^{T-1} \sum_{d=1}^{T-1-t}\left(\widetilde{F}_{t, i}^{*} \widetilde{B}_{t+d-1, i} \widetilde{D}_{d, i}\right)\left(\widetilde{F}_{t, j}^{(i, t)} \widetilde{B}_{t, j}^{(i, t+d)}\right) / Z \tag{6.5.20}
\end{align*}
$$

Furthermore, we can compute the expected statistics for each HDP-HSMM factor as

$$
\begin{align*}
\left(\hat{t}_{\mathrm{dur}}^{(i)}\right)_{d} & \triangleq \mathbb{E}_{q\left(x_{1: T}\right)}\left[\sum_{t=1}^{T-1} \mathbb{I}\left[x_{t: t+d}=i\right]\right] \\
& =\sum_{t=1}^{T-1} \widetilde{F}_{t, i}^{*} \widetilde{B}_{t+d, i} \widetilde{D}_{d, i}\left(\sum_{\ell=1}^{N^{(i)}} \widetilde{F}_{t, \ell}^{(i, t)} \widetilde{B}_{t, \ell}^{(i, t+d)}\right) / Z  \tag{6.5.21}\\
\left(\hat{t}_{\text {trans }}^{(i)}\right)_{j} & \triangleq \mathbb{E}_{q\left(x_{1: T}\right)}\left[\sum_{t=1}^{T-1} \mathbb{I}\left[x_{t}=i, x_{t+1}=j\right]\right]=\sum_{t=1}^{T-1} \widetilde{F}_{t, i} \widetilde{B}_{t, j}^{*} \widetilde{A}_{i, j} / Z  \tag{6.5.22}\\
\left(\hat{t}_{\text {init }}\right)_{i} & \triangleq \mathbb{E}_{q\left(x_{1: T}\right)} \mathbb{I}\left[x_{1}=i\right]=\widetilde{F}_{1, i}^{*} \widetilde{B}_{1, i} / Z \tag{6.5.23}
\end{align*}
$$

While these expected statistics expressions appear complex when fully expanded, the expressions are in fact quite modular: each involves the expectation of an HSMM segment indicator, which is computed using the HSMM messages, and possibly an expectation in terms of a sub-HMM statistic, which is computed using the sub-HMM messages.

Using the notation of Chapter 5, the corresponding SVI updates to the variational factors on the model parameters are then

```
Algorithm 6.1 Sub-HMM SVI
    Initialize global variational parameters \({\widetilde{\eta_{\theta}}}^{(i, j)}, \widetilde{\alpha}^{(i, j)}, \widetilde{\alpha}^{(i)}\), and \(\widetilde{\eta}_{\vartheta}^{(i)}\)
    for \(t=1,2, \ldots\) do
        Sample minibatch index \(\hat{k}\) uniformly from \(\{1,2, \ldots, K\}\)
        Using minibatch \(\bar{y}^{(\hat{k})}\), compute sub-HMM messages using (6.5.7)-(6.5.8)
            and HSMM messages using (6.5.10)-(6.5.11)
        Using the messages, compute \(\hat{t}_{y}^{(i, j)}, \hat{t}_{\text {subr }}^{(i, j)}, \hat{t}_{\text {subinit }}^{(i)}, \hat{t}_{\text {dur }}^{(i)}, \hat{t}_{\text {trans }}^{(i)}\), and \(\hat{t}_{\text {init }}\)
            using (6.5.18)-(6.5.23).
        Update cach \(\widetilde{\eta}_{\theta}^{(i, j)}, \widetilde{\alpha}^{(i, j)}, \widetilde{\alpha}^{(i)}\), and \(\widetilde{\eta}_{\vartheta}^{(i)}\) using (6.5.24)-(6.5.29)
```

$$
\begin{align*}
\widetilde{\eta}_{\theta}^{(i, j)} & \leftarrow(1-\rho) \widetilde{\eta}_{\theta}^{(i, j)}+\rho\left(\eta_{\theta}^{(i, j)}+s \cdot \hat{t}_{( }^{(i, j)}\right)  \tag{6.5.24}\\
\widetilde{\alpha}^{(i, j)} & \leftarrow(1-\rho) \widetilde{\alpha}^{(i, j)}+\rho\left(\alpha^{(i)}+s \cdot \hat{t}_{\text {subtr }}^{(i, j)}\right)  \tag{6.5.25}\\
\widetilde{\alpha}^{(i, 0)} & \leftarrow(1-\rho) \widetilde{\alpha}^{(i, 0)}+\rho\left(\alpha^{(i)}+s \cdot \hat{t}_{\text {subinit }}^{(i)}\right)  \tag{6.5.26}\\
\widetilde{\alpha}^{(i)} & \leftarrow(1-\rho) \widetilde{\alpha}^{(i)}+\rho\left(\alpha+s \cdot \hat{t}_{\text {trans }}^{(i)}\right)  \tag{6.5.27}\\
\widetilde{\alpha}^{(0)} & \leftarrow(1-\rho) \widetilde{\alpha}^{(0)}+\rho\left(\alpha+s \cdot \hat{t}_{\text {init }}^{(i)}\right)  \tag{6.5.28}\\
\widetilde{\eta}_{\vartheta}^{(i)} & \leftarrow(1-\rho) \widetilde{\eta}_{\vartheta}^{(i)}+\rho\left(\eta_{\vartheta}^{(i)}+s\left(\sum_{d=1}^{T}\left(\hat{t}_{\text {dur }}^{(i)}\right)_{d} \cdot\left(t_{d}(d), 1\right)\right)\right) . \tag{6.5.29}
\end{align*}
$$

for some stepsize $\rho$ and minibatch scaling $s$ as in Section 5.1.2. We summarize the overall algorithm in Algorithm 6.1.

## - 6.6 Experiments

As discussed in Section 6.1, one natural motivation for models with multiple timescales is speech analysis. Individual phonetic units, such as phonemes, have internal dynamical structure that can be modeled by an HMM with Gaussian emissions [58, 68]. At the same time, it is dcsirable to model the dynamical patterns among the phonemes themselves. The model and inference algorithms developed in this chapter can be applied to capture these two timescales of dynamics. Furthermore, by utilizing both explicit duration modeling and a Bayesian approach we can casily incorporate informative prior knowledge and encourage the model to learn interpretable representations.

Similar models have been applied successfully to tasks in speech analysis. In particular, Lee and Glass [68] develop a Bayesian nonparametric approach in which phonetic units are each modeled as fixed-size HMMs and the number of such units is discovered using a Dirichlet process mixturc. The authors show that the discovered phonetic units are highly correlated with English phones and that the model can be used for
some speech tasks to achicve state-of-the-art performance relative to other unsupervised methods. Our model can be viewed as a refinement of this approach in two ways: first, our model admits explicit phonetic unit duration and transition modeling, and second, the inference algorithms we develop allow our model and similar models to be fit to large datasets much more efficiently. Indecd, our algorithms allow such models to be fit in minutes or hours of computation time instead of days or wecks.

In this section we describe an application of our models and algorithms to semisupervised phonetic unit modeling based on the approach of Lee and Glass [68]. In particular, we demonstrate the advantages of using explicit duration priors, of modeling dynamics within phonetic units, and of using scalable inference algorithms.

The remainder of this section is organized as follows. In Section 6.6.1 we describe the dataset and features we use to train and evaluate the model. In Section 6.6.2 we describe a general approach to set the hypcrparameters for informative duration priors. Finally, in Section 6.6.3 we describe our training procedure and experimental results.

## - 6.6.1 Dataset and features

Our setup follows Lee and Glass [68] closely. We use the TIMIT dataset, which consists of recordings of 630 speakers each reading 10 sentences, for a total of 6300 example sequences. We process these recordings into 13-dimensional MFCC features [21] using sliding windows of width 25 ms spaced every 10 ms . We concatenate the MFCCs with their first- and second-order numerical time derivatives to form a 39-dimensional feature vector. We also conter and whiten these features to have zero mean and identity covariance.

The resulting dataset contains 6300 sequences of 39 -dimensional fcatures, where the sequence lengths vary from 90 to 777 with an average length of 305 . See Figure 6.2 for a histogram of sequence lengths. The total number of features is $1,925,362$ frames.

In addition, we follow Lee and Glass [68] and use the changepoint detector of Glass [41] to accelerate our training algorithm. We include these detected possible changepoints while training our model to reduce the complexity of the message passing computation using the methods developed for the energy disaggregation application of Chapter 3. See Figure 6.3 for a typical set of examples showing the detected changepoints and the true changepoints.

The TIMIT dataset is also fully expert-labeled with phonetic units, and we make use of a small subsct of these labels to set our priors and initialize our fitting procedure, as we describe in the subsequent sections.


Figure 6.2: Histogram of TIMIT sequence lengths.


Figure 6.3: Detected possible changepoints

### 6.6.2 Setting informative duration priors

We wish to use informative duration priors to encourage the model to learn interpretable phonetic units. In this subsection we describe a general method for setting duration hyperparameters.

Phonetic units have durations that are well-modeled by negative binomial distributions; see Figure 6.4(a) for typical phonetic unit duration distributions from the labels in the TIMIT dataset. Recall from Chapter 4 that a negative binomial distribution has parameters $(r, p)$, where $r \in\left\{1,2, \ldots, r_{\max }\right\}$ and $0<p<1$. We use priors of the form


Figure 6.4: Phonetic unit durations in the labeled dataset and informative priors set using the method of Section 6.6.2
$p(r, p)=p(r) p(p \mid r)$ where

$$
\begin{equation*}
p(r=j \mid \nu)=\nu_{j} \quad p(p \mid r=j)=\operatorname{Beta}\left(a_{j}, b_{j}\right) \tag{6.6.1}
\end{equation*}
$$

where $\left(\nu_{j}, a_{j}, b_{j}\right)$ for $j=1,2, \ldots, r_{\max }$ are the hyperparameters we wish to determine from labeled examples.

A natural way to set hyperparameters is via empirical Bayes [38], in which one chooses hyperparameters to maximize the likelihood of an observed training set. While we have no training set of $(r, p)$ parameter pairs available for such a procedure, we can simulate an appropriate set of parameters by using the Gibbs sampling procedure developed in Section 4.4 .2 and some labeled durations. Using a set of durations $\left\{d_{i}\right\}_{i=1}^{S}$ drawn from the expert labels in the TIMIT dataset, we collect samples of $(r, p)$ pairs from $p\left(r, p \mid\left\{d_{i}\right\}, \nu^{0}, a^{0}, b^{0}\right)$, where $\nu_{j}^{0}=\frac{1}{r_{\text {max }}}$ and $a_{j}^{0}=b_{j}^{0}=1$ for $j=1,2, \ldots, r_{\max }$ are chosen to be non-informative. Using these simulated samples $\left\{\left(\hat{r}_{k}, \hat{p}_{k}\right)\right\}_{k=1}^{K}$, we then choose hyperparameters via maximum likelihood. We choose $S$, the number of duration examples used to set the hyperparameters, to correspond to $2.5 \%$ of the labeled examples, and we set $K$, the number of simulated samples, to be equal to $S$.

See Figure 6.4(b) for samples drawn from this prior. By comparing these duration distribution samples to the histograms in Figure 6.4(a), it is clear that the prior summarizes the empirical distribution over typical phoneme duration means and variances well. In addition, the negative binomial duration distribution class is able to represent the empirical phoneme duration distributions, which look substantially different from the geometric durations to which we would be restricted with a purely HMM-based approach.

Table 6.1: Fit times and per-frame predictive likelihoods

|  | Sub-HMM | Sub-GMM | HDP-HMM |
| ---: | :---: | :---: | :---: |
| Pred. Like. (nats) | -44.046 | -47.599 | -47.940 |
| Fit Time (min.) | 110 | 67 | 10 |

### 6.6.3 Experimental procedure and results

In this subsection we fit three alternative models, two of which are developed in this thesis, and compare their performance both at prediction and on a phonetic unit segmentation task. First, we fit the nonparametric model developed in this chapter, which we refer to as the HDP-HSMM Sub-HMM model. Second, we fit an HDP-HSMM with Gaussian mixture model (GMM) emissions, which we refer to as the HDP-HSMM SubGMM model. This second model is different from the first, only in that by using GMM emissions instead of sub-HMM emissions, the internal structure of the phonetic units is not modeled. Finally, we fit an HDP-HMM for comparison. The HDP-HMM does not include the duration prior that the other two models can incorporatc. Each model has 39 -dimensional Gaussian emission distributions, with Normal Inverse-Wishart priors with hyperparameters set as $\mu_{0}=0, \Sigma_{0}=I, \kappa_{0}=0.5$, and $\nu_{0}=45$. For each of the three models, we are able to scale efficient inference to this large dataset using the algorithms developed in this chapter and in Chapter 5 , allowing the models to be fit orders of magnitude faster than previous methods.

Often in speech analysis there is an abundance of unlabeled data but only a very limited amount of labeled data. In such settings, labeled data is used to sct priors and initializations, while an unsupervised inference procedure is used with the large amount of unlabeled data. Accordingly, we use the labels from $2.5 \%$ of the full dataset to set our prior hyperparameters using Gibbs sampling. We also use this small subset of labeled data to initialize our inference procedure. We perform inference over the unlabeled data in a single pass over the dataset using a minibatch size of 50 sequences and a stepsize sequence $\rho^{(t)}=(t+\tau)^{-\kappa}$ where we chose $\tau=0$ and $\kappa=0.6$.

Table 6.1 summarizes both the fitting runtimes and the predictive performance of each model. We measure predictive performance by computing the per-frame predictive likclihood on 20 held-out sequences, where a larger valuc indicates a higher average likelihood assigned to each held-out frame and hence better predictions. The per-frame predictive likelihoods are very similar, indicating that the alternative models perform comparably well on predictive measures. However, their predictive performance does not give any insight into the interpretability of the latent structure learned, which we discuss next.

To evaluate the quality and interpretability of the learned latent parameters, we

Table 6.2: Error rates for the segmentation task

|  | Sub-HMM | Sub-GMM | HDP-HMM |
| ---: | :---: | :---: | :---: |
| Missed Detections | 22.0 | 21.9 | 24 |
| False Positives | 31.9 | 35.0 | 59.8 |

consider a segmentation task similar to the one considered by Lee and Glass [68]. On the 20 held-out sequences and using no changcpoint information from the changepoint. detector, we compute the optimal variational factor over the label sequence (or state sequence in the case of the HDP-HMM) and then perform a Viterbi decoding to find the most probable joint assigmment according to that variational factor. Finding this most probable label sequence (or state sequence) assignment evaluates each model's ability to discover modes that correspond to phonemes, where the HDP-HMM is umable to distinguish the dynamics at multiple timescales present in the data. We then compare the changepoints in the Viterbi sequence to the true changepoints and measure both the missed detection and false positive error rates. Following Lee and Glass [68] and Scharenborg et al. [100], we allow a 20 ms tolerance window to compute detections.

We summarize the segmentation performance of the three models in Table 6.2. We find that both of the models which include explicit duration modeling perform significantly better than the HDP-HMM at both missed detection and false positive error rates. In addition, we find that modeling the dynamics within each phonetic unit with the Sub-HMM model further reduces the false positive rate. The HDP-HMM, which cannot separate timescales because it lacks explicit duration modeling, tends to over-segment relative to the intended phonetic unit segmentation, leading to a very high false positive error rate. The Sub-HMM changepoints also perform well qualitatively; in Figure 6.5 we show 5 typical examples of the changepoints detected by each model.

These experiments demonstrate advantages of both our algorithms and our models. With our SVI algorithms we are able to perform inference in a single pass over the dataset in the time it would require to compute a single Gibbs sampling or batch mean field update. Thus our algorithms allow inference in cach of these models to scale to large datasets efficiently, reducing the computation time by orders of magnitude and enabling even larger datasets to be explored. By comparing three related models, we also show that explicit duration modeling provides a significant boost to segmentation performance, with the Sub-HMM model refinement providing a further increase in performance. These models and algorithms may provide new tools for speech researchers to analyze detailed structure while imposing model regularities with interpretable prior information.

(a) Detected by the Sub-HMM model

(b) Detected by the Sub-GMM model

(c) Detected by the HDP-HMM model

Figure 6.5: Phonetic unit boundaries detected by the three models.

## - 6.7 Conclusion

This chapter composes the ideas of Chapters 3, 4, and 5 to develop both new models and new efficient and scalable algorithms. In particular, it shows that the ideas developed in this thesis can be readily extended. The flexible Bayesian nonparametric approach to modeling dynamics at multiple timescales may provide new insights into complex phenomena, and the algorithms we develop enable such rich models to be fit to large enough datasets. Finally, our speech application shows the promise and potential utility of explicit duration modeling in a Bayesian framework, both for performance and for interpretability.

## Chapter 7

# Analyzing Hogwild Parallel Gaussian Gibbs Sampling 

### 7.1 Introduction

Scaling probabilistic inference algorithms to large datasets and parallel computing architectures is a challenge of great importance and considerable current research interest, and great strides have been made in designing parallelizeable algorithms. Along with the powerful and sometimes complex new algorithms, a very simple strategy has proven to be surprisingly useful in some situations: running local Gibbs sampling updates on multiple processors in parallel while only periodically communicating updated statistics (see Section 7.4 for details). We refer to this strategy as "Hogwild Gibbs sampling" in reference to recent work [84] in which sequential computations for computing gradient steps were applied in parallel (without global coordination) to great beneficial effect.

This Hogwild Gibbs sampling strategy is not new; indeed, Gonzalcz et al. [42] attributes a version of it to the original Gibbs sampling paper (see Section 7.2 for a discussion), though it has mainly been used as a heuristic method or initialization procedure without theoretical analysis or guarantees. However, extensive empirical work on Approximate Distributed Latent Dirichlet Allocation (AD-LDA) [83, 82, 73, $7,55]$, which applies the stratcgy to generate samples from a collapsed LDA model [12], has demonstrated its effectiveness in sampling LDA models with the same or better predictive performance as those generated by standard serial Gibbs [83, Figure 3]. The results are empirical and so it is difficult to understand how model properties and algorithm parameters might affect performance, or whether similar success can be expected for any other models. There have been recent advances in understanding some of the particular structure of AD-LDA [55], but a thorough theoretical cxplanation for the effectiveness and limitations of Hogwild Gibbs sampling is far from complete.

Sampling-based inference algorithms for complex Bayesian models have notoriously resisted theorctical analysis, so to begin an analysis of Hogwild Gibbs sampling we consider a restricted class of models that is especially tractable for analysis: Gaussians.

Gaussian distributions and algorithms are tractable because of their decp connection with linear algebra. Further, Gaussian sampling is of significant interest in its own right, and there is active rescarch in developing effective Gaussian samplers [72, 89, $90,29]$. Gaussian Hogwild Gibbs sampling can be used in conjunction with those methods to allow greater parallelization and scalability, provided some understanding of its applicability and tradeoffs.

The main contribution of this chapter is a linear algebraic framework for analyzing the stability and errors in Gaussian Hogwild Gibbs sampling. Our framework yields several results, including a simple proof for a sufficient condition for all Gaussian Hogwild Gibbs sampling processes to be stable and yield the corrcct asymptotic mean no matter the allocation of variables to processors. Our framework also provides an analysis of errors introduced in the process covariance, which in one case of interest leads to an inexpensive correction for those errors.

In Section 7.2 we discuss some related work in greater detail. In Section 7.3 we overvicw known connections between Gaussian sampling and linear system solvers, connections on which we build to provide an analysis for Hogwild Gibbs sampling. In Section 7.4 we precisely define the parallel updating scheme. Finally, in Section 7.5 we present our analytical framework and main results on Gaussian models.

## - 7.2 Related work

There has been significant work on constructing parallel Gibbs sampling algorithms, and the contributions are too numerous to list here. One recent body of work [42] provides exact parallel Gibbs samplers which exploit particular graphical model structure for parallelism. The algorithms are supported by the standard Gibbs sampling analysis, and the authors point out that while heuristic parallel samplers such as the AD-LDA sampler offer easier implementation and often greater parallelism, they are currently not supported by much theoretical analysis. Gonzalez et al. [42] attribute one version (see Section 7.4) of Hogwild Gibbs to the original Gibbs sampling paper [39] and refer to it as Synchronous Gibbs, though the Gibbs sampling paper only directly discusses an asynchronous implementation of their exact Gibbs sampling scheme rather than a parallelized approximation [39, Section XI]. Gonzalez et al. [42] also gives a result on Synchronous Gibbs in the special case of two processors.

The parallel sampling work that is most relevant to the proposed Hogwild Gibbs sampling analysis is the thorough empirical demonstration of AD-LDA [83, 82, 73, 7, $55]$ and its cxtensions. The AD-LDA sampling algorithm is an instance of the strategy we have named Hogwild Gibbs, and Bekkerman et al. [7, Chapter 11] suggests applying the strategy to other latent variable models.

The work of Ihler and Newman [55] provides some understanding of the effective-
ness of a variant of AD-LDA by bounding in terms of run-time quantities the one-step error probability induced by procceding with sampling steps in parallel, thereby allowing an AD-LDA user to inspect the computed error bound after inference [55, Section 4.2]. In experiments, the authors empirically demonstrate very small upper bounds on these one-step error probabilitics, e.g. a valuc of their parameter $\varepsilon=10^{-4}$ meaning that at least $99.99 \%$ of samples are expected to be drawn just as if they were sampled sequentially. However, this per-sample error does not necessarily provide a direct, understanding of the effectiveness of the overall algorithm because errors might accumulate over sampling steps; indeed, understanding this potential error accumulation is of critical importance in itcrative systems. Furthermore, the bound is in terms of empirical run-time quantities, and thus it does not provide guidance regarding on which other models the Hogwild strategy may be effective. Ihler and Newman [55, Section 4.3] also provides approximate scaling analysis by estimating the order of the one-step bound in terms of a Gaussian approximation and some distributional assumptions.

Finally, Niu et al. [84] provides both a motivation for Hogwild Gibbs sampling as well as the Hogwild name. The authors present "a lock-free approach to parallelizing stochastic gradient descent" (SGD) by providing analysis that shows, for certain common problem structures, that the locking and synchronization needed for a stochastic gradient descent algorithm to converge on a multicore architecture are unnecessary, and in fact the robustness of the SGD algorithm compensates for the uncertainty introduced by allowing processors to perform updates without locking their shared memory.

## - 7.3 Gaussian sampling background

In this section we fix notation for Gaussian distributions and describe known connections between Gaussian sampling and a class of stationary iterative linear system solvers which are useful in analyzing the behavior of Hogwild Gibbs sampling.

The density of a Gaussian distribution on $n$ variables with mean vector $\mu$ and positive definite ${ }^{1}$ covariance matrix $\Sigma \succ 0$ has the form

$$
\begin{equation*}
p(x) \propto \exp \left\{-\frac{1}{2}(x-\mu)^{\top} \Sigma^{-1}(x-\mu)\right\} \propto \exp \left\{-\frac{1}{2} x^{\top} J x+h^{\top} x\right\} \tag{7.3.1}
\end{equation*}
$$

where we have written the information parameters $J \triangleq \Sigma^{-1}$ and $h \triangleq J \mu$. The matrix $J$ is often called the precision matrix or information matrix, and it has a natural interpretation in the context of Gaussian graphical models: its entrics are the coefficients on pairwise $\log$ potentials and its sparsity pattern is exactly the sparsity pattern of a graphical model. Similarly $h$, also called the potential vector, encodes node potentials and evidence.

[^8]In many problems [113] one has access to the pair ( $J, h$ ) and must compute or cstimate the moment parameters $\mu$ and $\Sigma$ (or just the diagonal) or generate samples from $\mathcal{N}(\mu, \Sigma)$. Sampling provides both a means for estimating the moment parameters and a subroutine for other algorithms. Computing $\mu$ from ( $J, h$ ) is equivalent to solving the linear system $J \mu=h$ for $\mu$.

One way to generate samples is via Gibbs sampling, in which one iterates sampling each $x_{i}$ conditioned on all other variables to construct a Markov chain for which the invariant distribution is the target $\mathcal{N}(\mu, \Sigma)$. The conditional distributions for Gibbs sampling steps are

$$
\begin{align*}
p\left(x_{i} \mid x_{\neg i}=\bar{x}_{\neg i}\right) & \propto \exp \left\{-\frac{1}{2}\left(\begin{array}{ll}
x_{i} & \bar{x}_{\neg i}^{\top}
\end{array}\right)\left(\begin{array}{cc}
J_{i i} & J_{i \neg i} \\
J_{\neg i i} & J_{\neg i \neg i}
\end{array}\right)\binom{x_{i}}{\bar{x}_{\neg i}}-\left(\begin{array}{ll}
h_{i} & h_{\neg i}^{\top}
\end{array}\right)\binom{x_{i}}{\bar{x}_{\neg i}}\right\} \\
& \propto \exp \left\{-\frac{1}{2} J_{i i} x_{i}^{2}+\left(h_{i}-J_{i \neg i} \bar{x}_{\neg i}\right) x_{i}\right\} \tag{7.3.2}
\end{align*}
$$

where the indexing $x_{\neg i} \triangleq\left(x_{j}: j \neq i\right) \in \mathbb{R}^{n-1}$ denotes all the variables other than $x_{i}$ and $J_{i \neg i} \triangleq\left(J_{i j}: j \neq i\right)$ denotes the $i$ th row of $J$ with its $i$ th entry removed. That is, we update cach $x_{i}$ to be a scalar Gaussian sample with mean $\frac{1}{J_{i n}}\left(h_{i}-J_{i \rightarrow i} \bar{x}_{i}\right)$ and variance $\frac{1}{J_{i i}}$ or, equivalently,

$$
\begin{equation*}
x_{i} \leftarrow \frac{1}{J_{i i}}\left(h_{i}-J_{i \neg i} \bar{x}_{-i}\right)+v_{i} \quad \text { where } \quad v_{i} \stackrel{\mathrm{iid}}{\sim} \mathcal{N}\left(0, \frac{1}{J_{i i}}\right) . \tag{7.3.4}
\end{equation*}
$$

Since each variable update is a linear function of other variables with added Gaussian noise, we can collect one scan for $i=1,2, \ldots, n$ into a matrix cquation relating the sampler state vector at $t$ and $t+1$ :

$$
\begin{align*}
x^{(t+1)} & =-D^{-1} L x^{(t+1)}-D^{-1} L^{\top} x^{(t)}+D^{-1} h+D^{-\frac{1}{2}} \tilde{v}^{(t)}  \tag{7.3.5}\\
\tilde{v}^{(t)} & \stackrel{\mathrm{iid}}{\sim} \mathcal{N}(0, I) . \tag{7.3.6}
\end{align*}
$$

where we have split $J=L+D+L^{\top}$ into its strictly lower-triangular, diagonal, and strictly upper-triangular parts, respectively. Notc that $x^{(t+1)}$ appears on both sides of the equation, and that the sparsity patterns of $L$ and $L^{\top}$ ensure that the updated value $x_{i}^{(t+1)}$ depends only on $x_{a}^{(t)}$ and $x_{b}^{(t+1)}$ for all $a>i$ and $b<i$. We can rearrange the equation into an update expression:

$$
\begin{align*}
\left(I+D^{-1} L\right) x^{(t+1)} & =-D^{-1} L^{\top} x^{(l)}+D^{-1} h+D^{-\frac{1}{2}} v^{(t)}  \tag{7.3.7}\\
x^{(t+1)} & =-(D+L)^{-1} L^{\top} x^{(t)}+(D+L)^{-1} h+(D+L)^{-1} D^{\frac{1}{2}} v^{(t)}  \tag{7.3.8}\\
& =-(D+L)^{-1} L^{\top} x^{(t)}+(D+L)^{-1} h+(D+L)^{-1} \tilde{v}^{(t)}  \tag{7.3.9}\\
\tilde{v}^{(t)} & \stackrel{\mathrm{iid}}{\sim} \mathcal{N}(0, D) . \tag{7.3.10}
\end{align*}
$$

The expectation of this update is exactly the Gauss-Seidel iterative linear system solver update $\left[9\right.$, Section 7.3] applied to $J \mu=h$, i.e. $x^{(t+1)}=-(D+L)^{-1} L^{\top} x^{(t)}+$ $(D+L)^{-1} h$. Therefore a Gaussian Gibbs sampling process can be interpreted as GaussSeidel iterates on the system $J \mu=h$ with appropriately-shaped noise injected at each iteration.

Gauss-Scidel is one instance of a stationary iterative linear solver based on a matrix splitting. In general, one can construct a stationary iterative linear solver for any splitting $J=M-N$ where $M$ is invertible, and similarly one can construct iterative Gaussian samplers via

$$
\begin{array}{rl}
x^{(t+1)} & =\left(M^{-1} N\right) x^{(t)}+M^{-1} h+M^{-1} v^{(t)} \\
v & v(t)  \tag{7.3.12}\\
\stackrel{\text { iid }}{\sim} \mathcal{N}\left(0, M^{\top}+N\right)
\end{array}
$$

with the constraint that $M^{\top}+N \succeq 0$ (i.e. that the splitting is P-regular [77]). For a stationary iterative process like (7.3.11) to be stable or convergent for any initialization wo require the eigenvalues of its update map to lie in the interior of the complex unit disk, i.e. $\rho\left(M^{-1} N\right) \triangleq \max _{i}\left|\lambda_{i}\left(M^{-1} N\right)\right|<1$ [9, Lemma 7.3.6]. The Gauss-Seidel solver (and Gibbs sampling) correspond to choosing $M$ to be the lower-triangular part of $J$ and $N$ to be the negative of the strict upper-triangle of $J . J \succ 0$ is a sufficient condition for Gauss-Seidel to be convergent [9, Theorem 7.5.41] \{101], and the connection to Gibbs sampling provides an alternative proof.

For solving linear systems with splitting-based algorithms, the complexity of solving lincar systems in $M$ directly affects the computational cost per iteration. For the GaussSeidel splitting (and hence Gibbs sampling), $M$ is chosen to be lower-triangular so that the corresponding linear system can be solved efficiently via back-substitution. In the sampling context, the per-iteration computational complexity is also determined by the covariance of the injected noise process $v^{(t)}$, because at each iteration one must sample from a Gaussian distribution with covariance $M^{\top}+N$.

We highlight one other standard stationary iterative lincar solver that is relevant to analyzing Gaussian Hogwild Gibbs sampling: Jacobi iterations, in which one splits
$J=D-A$ where $D$ is the diagonal part of $J$ and $A$ is the negative of the off-diagonal part. Due to the choice of a diagonal $M$, each coordinate update depends only on the previous sweep's output, and thus the Jacobi update sweep can be performed in parallcl. A sufficient condition for the convergence of Jacobi iterates is for $J$ to be a generalized diagonally dominant matrix (i.e. an H-matrix) [9, Definition 5.13]. A simple proof ${ }^{2}$ due to Ruozzi and Tatikonda [96], is to consider Gauss-Seidel iterations on a lifted $2 n \times 2 n$ system:

$$
\left(\begin{array}{cc}
D & -A  \tag{7.3.13}\\
-A & D
\end{array}\right) \xrightarrow{\text { G-S update }}\left(\begin{array}{cc}
D^{-1} & \\
D^{-1} A D^{-1} & D^{-1}
\end{array}\right)\left(\begin{array}{l}
A \\
\end{array}\right)=\binom{D^{-1} A}{\left(D^{-1} A\right)^{2}}
$$

where zero entries are left blank where dimensions can be inferred. Therefore onc iteration of Gauss-Seidel on the lifted system corresponds to two iterations of the Jacobi update $D^{-1} A$ to the latter $n$ entries in the lifted system, so Jacobi iterations converge if Gauss-Seidel on the lifted system converges. Furthermore, a sufficient condition for Gauss-Seidel to converge on the lifted system is for the lifted matrix to be positive definite, and by taking Schur complements we require $D-A D^{-1} A \succ 0$ or $I-\left(D^{-\frac{1}{2}} A D^{-\frac{1}{2}}\right)\left(D^{-\frac{1}{2}} A D^{-\frac{1}{2}}\right) \succ 0$, which is cquivalent to requiring strict generalized diagonal dominance of $J[9$, Theorem 5.14].

### 7.4 Hogwild Gibbs model

In this section, we define the Hogwild Gibbs computational model and fix some notation for the iterative process that we use for the remainder of the chapter.

As with standard Gibbs sampling, we assume we are given a collection of $n$ random variables $\left\{x_{i}: i \in[n]\right\}$ where $[n] \triangleq\{1,2, \ldots, n\}$ and that we can sample from the conditional distributions $x_{i} \mid x_{\neg i}$. Gibbs sampling is an iterative Markov process on the state vector $x^{(t)}$ for times $t=1,2, \ldots$ so that the stationary distribution is the joint distribution of $\left\{x_{i}: i \in[n]\right\}$.

For Hogwild Gibbs, we assume we are given a partition $\left\{\mathcal{I}_{1}, \mathcal{I}_{1}, \ldots, \mathcal{I}_{K}\right\}$ of $[n]$ that represents an allocation of the state vector to $K$ processors, so that the $k$ th processor updates the state values indexed by $\mathcal{I}_{k}$. We assume each partition element $\mathcal{I}_{k}$ is contiguous and ordered and we write $x_{\mathcal{I}_{k}} \triangleq\left(x_{i}: i \in \mathcal{I}_{k}\right)$ to denote the corresponding sub-vector of any vector $x$. We keep this partition fixed over time for the majority of this chapter, though we describe a generalization in Theorem 7.6.2.

The Hogwild Gibbs algorithm is shown in Algorithm 7.1. We define two iterations: outer iterations, which count the number of global synchronizations among the proces-

[^9]```
Algorithm 7.1 Hogwild Gibbs
Input: Joint distribution over \(x=\left(x_{1}, \ldots, x_{n}\right)\), partition \(\left\{\mathcal{I}_{1}, \ldots, \mathcal{I}_{K}\right\}\) of \(\{1,2, \ldots, n\}\)
    Initialize \(\bar{x}^{(1)}\)
    for \(t=1,2, \ldots\) do
        for \(k=1,2, \ldots, K\) in parallel do
            \(\bar{x}_{\mathcal{I}_{k}}^{(t+1)} \leftarrow \operatorname{LOCALGibBs}\left(\bar{x}^{(t)}, \mathcal{I}_{k}, q(t, k)\right)\)
    function \(\operatorname{LoCaLGibBS}(\bar{x}, \mathcal{I}, q)\)
        for \(j=1,2, \ldots, q\) do
            for \(i \in \mathcal{I}\) in order do
                \(\bar{x}_{i} \leftarrow\) sample \(x_{i} \mid x_{\neg i}=\bar{x}_{\neg i}\)
        return \(\bar{x}\)
```

sors, and inner iterations, which count processor-local Gibbs scans. That is, during outcr itcration $t$ (for each $t=1,2, \ldots$ ), processor $k$ runs a number $q(t, k)$ of inner iterations, each of which consists of a systematic scan Gibbs update [94, Algorithm A.40] of its variables indexed by $\mathcal{I}_{k}$. During the inner iterations on each processor, the processors do not communicate; in particular, all inner iterations on processor $k$ compute Gibbs updates using out-of-date values of $x_{i}$ for $i \notin \mathcal{I}_{k}$. Processors synchronize values once per outer iteration, and we write $x^{(t)}$ for the globally shared value before the inner iterations of outer iteration $t$. For the majority of this chapter, we fix the number of inner iterations performed to be constant for all processors and for all outcr itcrations, so that $q(t, k)=q$, though we describe a generalization in Theorem 7.6.2.

There are several special cascs of this general scheme that may be of interest. The Synchronous Gibbs scheme of Gonzalez et al. [42] corresponds to associating one variable to each processor, so that $\left|\mathcal{I}_{k}\right|=1$ for each $k=1,2, \ldots, K$ (in which case we may take $q=1$ since no local iterations are needed with a single variable). More generally, it is particularly interesting to consider the case where the partition is arbitrary and $q$ is very large, in which case the local Gibbs iterations can mix and exact block samples are drawn on cach processor using old statistics from other processors for each outer iteration. Finally, note that setting $K=1$ and $q=1$ reduces to standard Gibbs sampling on a single processor.

### 7.5 Gaussian analysis setup

Given that Gibbs sampling iterations and Jacobi solver iterations can each be written as iterations of a stochastic linear dynamical system (LDS), it is not surprising that Gaussian Hogwild Gibbs sampling can also be expressed as an LDS by appropriately composing these ideas. In this section we describe the LDS corresponding to Gaussian Hogwild Gibbs sampling and provide convergence and error analysis, along with a


Figure 7.1: Support pattern (in black) of the Hogwild splitting $J=B-C-A$ with $n=9$ and the processor partition $\{\{1,2,3\},\{4,5,6\},\{7,8,9\}\}$.
connection to a class of linear solvers.
Given a joint Gaussian distribution of dimension $n$ represented by a pair ( $J, h$ ) as in (7.3.1), consider a block-Jacobi splitting of $J$ into its block diagonal and off-blockdiagonal components, $J=D_{\mathrm{bd}}-A$, according to the partition. $A$ includes the entries of $J$ corresponding to cross-processor terms, and this block-Jacobi splitting will model the outer iterations in Algorithm 7.1. We further perform a Gauss-Seidel splitting on $D_{\mathrm{bd}}$ into (block-diagonal) lower-triangular and strictly upper-triangular parts, $D_{\mathrm{bd}}=B-C$; these processor-local Gauss-Seidel splittings model the inner itertions in Algorithm 7.1. We refer to this splitting $J=B-C-A$ as the Hogwild splitting; sec Figure 7.1 for an example.

For each outer iteration of the Hogwild Gibbs sampler we perform $q$ processor-local Gibbs stcps, effectively applying the block-diagonal updatc $B^{-1} C$ repeatedly using $A x^{(t)}+h$ as a potential vector that includes out-of-date statistics from the other processors. The resulting update operator for one outer iteration of the Hogwild Gibbs sampling process is

$$
\begin{align*}
& x^{(t+1)}=\left(B^{-1} C\right)^{q} x^{(t)}+\sum_{j=0}^{q-1}\left(B^{-1} C\right)^{j} B^{-1}\left(A x^{(t)}+h+v^{(t, j)}\right)  \tag{7.5.1}\\
& v^{(t, j)} \stackrel{\text { iid }}{\sim} \mathcal{N}(0, D) \tag{7.5.2}
\end{align*}
$$

where $D$ is the diagonal of $J$. Note that we shape the noise diagonally because in Hogwild Gibbs sampling we simply apply standard Gibbs updates in the inner iterations.

### 7.6 Convergence and correctness of means

Because the Gaussian Hogwild Gibbs sampling iterates form a Gaussian linear dynamical system, the process is stable (i.c. its iterates converge in distribution) if and only
if [9, Lemma 7.3.6] the deterministic part of the update map (7.5.2) has spectral radius less than unity, i.e.

$$
\begin{align*}
T & \triangleq\left(B^{-1} C\right)^{q}+\sum_{j=0}^{q-1}\left(B^{-1} C\right)^{j} B^{-1} A  \tag{7.6.1}\\
& =\left(B^{-1} C\right)^{q}+\left(I-\left(B^{-1} C\right)^{q}\right)\left(I-\left(B^{-1} C\right)\right)^{-1} B^{-1} A  \tag{7.6.2}\\
& =\left(B^{-1} C\right)^{q}+\left(I-\left(B^{-1} C\right)^{q}\right)(B-C)^{-1} A  \tag{7.6.3}\\
& =T_{\mathrm{ind}}^{q}+\left(I-T_{\mathrm{ind}}^{q}\right) T_{\mathrm{bl}}, \tag{7.6.4}
\end{align*}
$$

where

$$
\begin{equation*}
T_{\mathrm{ind}} \triangleq\left(B^{-1} C\right) \quad T_{\mathrm{bl} 1} \triangleq(B-C)^{-1} A, \tag{7.6.5}
\end{equation*}
$$

satisfies $\rho(T)<1$. The term $T_{\text {ind }}$ is the block Gauss-Seidel update when $A=0$ and the processors' random variables are independent, while the term $T_{b l}$ is the block Jacobi update, which corresponds to solving the processor-local linear systems exactly at each outer iteration. The update (7.6.4) falls into the class of two-stage splitting methods $[77,35,34]$, and the next proposition is cquivalent to such two-stage solvers having the correct fixed point.

Proposition 7.6.1. If a Gaussian Hogwild Gibbs process is stable, then its mean is $\mu=J^{-1} h$.

Proof. If the process is stable the mean process has a unique fixed point, from (7.5.2) and (7.6.4) and using the definitions of $T_{\text {ind }}$ and $T_{\text {block }}$ we can write the fixed-point equation for the process mean $\mu_{\mathrm{Hog}}$ as

$$
\begin{equation*}
(I-T) \mu_{\mathrm{Hog}}=\left(I-T_{\mathrm{ind}}\right)\left(I-T_{\mathrm{block}}\right) \mu_{\mathrm{Hog}}=\left(I-T_{\mathrm{ind}}\right)(B-C)^{-1} h, \tag{7.6.6}
\end{equation*}
$$

hence $\left(I-(B-C)^{-1} A\right) \mu_{\mathrm{Hog}}=(B-C)^{-1} h$ and $\mu_{\mathrm{Hog}}=(B-C-A)^{-1} h=J^{-1} h$.
The behavior of the spectral radius of the update map can be very complicated. In Figure 7.2, we compare $\rho(T)$ for $q=1$ and $q=\infty$ for models generated from a simple random ensemble. Each point corresponds to a sampled model $J=Q Q^{\top}+n r I$ with $Q_{i j} \stackrel{\text { iid }}{\sim} \mathcal{N}(0,1)$ and $r \stackrel{\text { iid }}{\sim}$ Uniform $[0.5,1]$, and the value of each point's vertical coordinate is the spectral radius of the Hogwild update $T$ when $q=\infty$ (i.e. $T=T_{\text {block }}$ ) while the horizontal coordinate is the spectral radius of $T$ when $q=1$. Hogwild Gibbs sampling on the model is convergent with $q=1$ when the point is to the left of the vertical red line, and it is convergent as $q=\infty$ when the point is below the horizontal line. The figure shows that, while convergence in the two cases shows a positive correlation, Hogwild Gibbs can be convergent when $q=1$ and not when $q=\infty$ and it can be


Figure 7.2: Comparing Hogwild stability on random models for extreme values of the inner iteration count $q$. Each point corresponds to a sampled model, where the horizontal coordinate is the spectral radius at $q=1$ and the vertical coordinate is the spectral radius at $q=\infty$.
convergent when $q=\infty$ and not when $q=1$. Therefore the behavior of the algorithm with varying $q$ is difficult to understand in general.

Despite the complexity of the update map's stability, in the next subsection we give a simple argument that identifies its convergence with the convergence of Gauss-Seidel iterates on a larger, non-symmetric linear system. Given that relationship we then prove a condition on the entries of $J$ that ensures the stability of the Gaussian Hogwild Gibbs sampling process.

## - 7.6.1 A lifting argument and sufficient condition

First observe that we can write multiple steps of Gauss-Seidel as a single step of GaussSeidel on a larger system: given $J=L-U$ where $L$ is lower-triangular (including the diagonal, unlike the notation of Section 7.3) and $U$ is strictly upper-triangular, consider applying Gauss-Seidel to a larger block $k \times k$ system:

$$
\left(\begin{array}{cccc}
L & & & -U  \tag{7.6.7}\\
-U & L & & \\
& \ddots & \ddots & \\
& & -U & L
\end{array}\right) \xrightarrow{\text { G-S }}\left(\begin{array}{cccc}
L^{-1} & & \\
L^{-1} U L^{-1} & L^{-1} & & \\
\vdots & & \ddots & \\
\left(L^{-1} U\right)^{k-1} L^{-1} & \cdots & L^{-1} U L^{-1} & L^{-1}
\end{array}\right)\left(\begin{array}{c}
U \\
\end{array}\right)=\left(\begin{array}{c}
L^{-1} U \\
\vdots \\
\\
\left(L^{-1} U\right)^{k}
\end{array}\right)
$$

Therefore one step of Gauss-Seidel on the larger system corresponds to $k$ applications of the Gauss-Seidel update $L^{-1} U$ from the original system to the last block element of the lifted state vector.

Now we provide a lifted linear system on which Gauss-Seidel iterations correspond to applying Gaussian Hogwild Gibbs iterations to a block component.

Proposition 7.6.2. Two applications of the Hogwild update $T$ of (7.6.4) are equivalent to the update to the last block element of the state vector in one Gauss-Seidel iteration on the $(2 q n) \times(2 q n)$ system

$$
\left(\begin{array}{cc}
E & -F  \tag{7.6.8}\\
-F & E
\end{array}\right) \tilde{x}=\left(\begin{array}{c}
h \\
\vdots \\
h
\end{array}\right) \text { with } E=\left(\begin{array}{cccc}
B & & & \\
-C & B & & \\
& \ddots & \ddots & \\
& \ddots & -C & B
\end{array}\right) \quad F=\left(\begin{array}{c}
A+C \\
A \\
\vdots \\
A
\end{array}\right) \text {. }
$$

That is, if $P=\left(\begin{array}{llll}0 & \cdots & 0 & I\end{array}\right)$ is $n \times 2 q n$ with an $n \times n$ identity as its last block entry, then

$$
P\left(\begin{array}{cc}
E &  \tag{7.6.9}\\
-F & E
\end{array}\right)^{-1}\left(\begin{array}{c}
F \\
\end{array}\right) P^{\top}=P\binom{E^{-1} F}{\left(E^{-1} F\right)^{2}} P^{\top}=T^{2} .
$$

Proof. It suffices to consider $E^{-1} F$. Furthermore, since the claim concerns the last block entry, we need only consider the last block row of $E^{-1} F$. $E$ is block lower-bidiagonal and hence $E^{-1}$ has the same lower-triangular form as in (7.6.7),

$$
E^{-1}=\left(\begin{array}{ccc}
B^{-1}  \tag{7.6.10}\\
B^{-1} C B^{-1} & B^{-1} & \\
\vdots & \ddots & \ddots \\
\left(B^{-1} C\right)^{4-1} B^{-1} & \cdots & B^{-\perp} C B^{-1} \\
B^{-1}
\end{array}\right),
$$

and the product of the last block row of $E^{-1}$ with the last block column of $F$ yields

$$
\begin{array}{r}
\left(\begin{array}{llll}
\left(B^{-1} C\right)^{q-1} B^{-1} & \ldots & \left(B^{-1} C\right) B^{-1} & B^{-1}
\end{array}\right) \cdot\left(\begin{array}{llll}
A+C & A & \ldots & A
\end{array}\right) \\
=\left(B^{-1} C\right)^{q}+\sum_{j=0}^{q-1}\left(B^{-1} C\right)^{j} B^{-1} A=T \tag{7.6.12}
\end{array}
$$

Proposition 7.6.3. Gaussian Hogwild Gibbs sampling is convergent if Gauss-Seidel converges on the system (7.6.8).

To give a sufficient condition for the convergence of Gauss-Seidel on the lifted system and hence the Gaussian Hogwild Gibbs process, we first state a standard result for Gauss-Seidel and a simple corollary.

Lemma 7.6.1 (Theorem 6.2 [22]). If $J$ is strictly diagonally dominant then its GaussSeidel update matrix is a contraction in max norm; that is, if for every i we have $\left|J_{i i}\right|>\sum_{j \neq i}\left|J_{i j}\right|$ then letting $J=L-U$ where $L$ is lower-triangular and $U$ is strictly
upper-triangular we have

$$
\begin{equation*}
\left\|L^{-1} U\right\|_{\infty}<1 \quad \text { where } \quad\|A\|_{\infty} \triangleq \sup _{x \neq 0} \frac{\|A x\|_{\infty}}{\|x\|_{\infty}}=\max _{i} \sum_{j=1}^{n}\left|A_{i j}\right| \tag{7.6.13}
\end{equation*}
$$

and where $\|x\|_{\infty} \triangleq \max _{i}\left|x_{i}\right|$.
Note that the Gauss-Scidel update being a contraction in any induced matrix norm immediately implies it is convergent since the spectral radius is upper bounded by any induced norm; that is, $\rho(A) \leq\|A\|$ for any induced matrix norm $\|\cdot\|$ because if $v$ is the eigenvector corresponding to an eigenvalue of $A$ that achieves its spectral radius then

$$
\begin{equation*}
\|A\|=\sup _{x \neq 0} \frac{\|A x\|}{\|x\|} \geq \frac{\|A v\|}{\|v\|}=\rho(A) . \tag{7.6.14}
\end{equation*}
$$

We can extend the lemma slightly by considering generalized diagonally dominant matrices and adapting the max norm accordingly.

Corollary 7.6.1. If $J$ is strictly generalized diagonally dominant then its Gauss-Seidel update matrix is a contraction in a weighted max norm; that is, if there exists an $r \in \mathbb{R}^{n}$ with $r>0$ entrywise such that for every $i$ we have $r_{i}\left|J_{i i}\right|>\sum_{j \neq i} r_{j}\left|J_{i j}\right|$, then letting $J=L-U$ where $L$ is lower-triangular and $U$ is strictly upper-triangular we have

$$
\begin{equation*}
\left\|L^{-1} U\right\|_{\infty}^{r}<1 \quad \text { where } \quad\|A\|_{\infty}^{r} \triangleq \sup _{x \neq 0} \frac{\|A x\|_{\infty}^{r}}{\|x\|_{\infty}^{r}}=\max _{i} \frac{1}{r_{i}} \sum_{j=1}^{n}\left|A_{i j}\right| r_{j} \tag{7.6.15}
\end{equation*}
$$

and where $\|x\|_{\infty}^{r} \triangleq \max _{i} \frac{1}{r_{i}}\left|x_{i}\right|$.
Proof. Let $R \triangleq \operatorname{diag}(r)$ and note that $J R$ is strictly diagonally dominant. Therefore by Lemma 7.6.1 we have that

$$
\begin{align*}
1>\left\|R^{-1} L^{-1} U R\right\|_{\infty} & =\max _{x \neq 0} \frac{\left\|R^{-1} L^{-1} U R x\right\|_{\infty}}{\|x\|_{\infty}}  \tag{7.6.16}\\
& =\max _{x \neq 0} \frac{\left\|L^{-1} U R x\right\|_{\infty}^{r}}{\|x\|_{\infty}}  \tag{7.6.17}\\
& =\max _{x \neq 0} \frac{\left\|L^{-1} U\right\|_{\infty}^{r}}{\|x\|_{\infty}^{r}}=\left\|L^{-1} U\right\|_{\infty}^{r} \tag{7.6.18}
\end{align*}
$$

where we have used $\|x\|_{\infty}^{r}=\left\|R^{-1} x\right\|_{\infty}$ and on the last line substituted $x \mapsto R^{-1} x$.

With generalized diagonal dominance as a sufficient condition for Gauss-Seidel convergence, we can use the lifting construction of Proposition 7.6 .2 to give a sufficient condition for the convergence of Gaussian Hogwild Gibbs.

Theorem 7.6.1. If $J$ is strictly generalized diagonally dominant, that is if there exists an $r \in \mathbb{R}^{n}$ with $r>0$ entrywise such that

$$
\begin{equation*}
r_{i}\left|J_{i i}\right|>\sum_{j \neq i} r_{j}\left|J_{i j}\right|, \tag{7.6.19}
\end{equation*}
$$

then Gaussian Hogwild Gibbs sampling is convergent for any fixed variable partition and any fixed number of inner iterations. Further, we have $\|T\|_{\infty}^{r}<1$.

Proof. Since each scalar row of the coefficient matrix in (7.6.8) contains only entries from one row of $J$ and zeros, it is gencralized diagonally dominant with a scaling vector that consists of $2 q$ copies of $r$. Gauss-Seidel iterations on generalized diagonally dominant systems are convergent by Lemma 7.6.1 and so by Proposition 7.6.3 the corrcsponding Gaussian Hogwild Gibbs iterations are convergent.

To show the stronger result that the update is a contraction, first we define $\widetilde{T}$ to be the Gauss-Seidel update matrix for the systern (7.6.8), i.e.

$$
\widetilde{T} \triangleq\left(\begin{array}{cc}
E &  \tag{7.6.20}\\
-F & E
\end{array}\right)^{-1}\left(\begin{array}{ll} 
& F \\
&
\end{array}\right.
$$

and we define $\widetilde{r}$ to be $2 q$ copies of $r$. For any $x \in \mathbb{R}^{n}$ we have

$$
\begin{equation*}
\|x\|_{\infty}^{r}=\left\|P^{\top} x\right\|_{\infty}^{\widetilde{r}}>\left\|\widetilde{T} P^{\top} x\right\|_{\infty}^{\widetilde{r}} \geq\left\|P \widetilde{T} P^{\top} x\right\|_{\infty}^{r}=\|T x\|_{\infty}^{r} \tag{7.6.21}
\end{equation*}
$$

where we have used the orthogonality of $P$ and Corollary 7.6.1.
Note that the lifting construction in (7.6.8) immediately generalizes to the case where the number of inner iterations varies from processor to processor. Furthermore, the proof of Theorem 7.6 .1 shows that $T$ is a contraction in $\|\cdot\|_{\infty}^{r}$ regardless of the partition or structure or inner iteration counts. Therefore we can immediately generalize the result to the non-stationary case, where the numbers of inner iterations and even the partition structure vary across outer iterations.

Theorem 7.6.2. If $J$ is strictly generalized diagonally dominant, then for any inner iteration schedule $q$ with $1 \leq q(t, k)<q_{\mathrm{max}}$ (for $t=1,2, \ldots, k=1,2, \ldots, K$, and any $\left.q_{\max }<\infty\right)$ and any sequence of partitions $\mathcal{I}^{(t)}=\left\{\mathcal{I}_{1}^{(t)}, \ldots, \mathcal{I}_{K}^{(t)}\right\}$ Gaussian Hogwild Gibbs is convergent.

Proof. We write $\mathcal{T}$ for the set of all possible update maps $T$, where $T^{(t)}$ is a function of both $q(t, k)$ and $\mathcal{I}^{(t)}$. The process is convergent if the joint spectral radius [95, 62] of $\mathcal{T}$ satisfies

$$
\begin{equation*}
\rho(\mathcal{T}) \triangleq \lim _{\ell \rightarrow \infty} \sup \left\{\left\|T_{1} \cdots T_{\ell}\right\|^{\frac{1}{\ell}}: T_{i} \in \mathcal{T}\right\}<1 \tag{7.6.22}
\end{equation*}
$$

where $\|\cdot\|$ is any matrix norm. We use the matrix norm induced by the vector norm $\|\cdot\|_{\infty}^{r}$ defined in (7.6.15) and note that any induced norm is submultiplicative, so that for any matrices $T_{1}$ and $T_{2}$

$$
\begin{equation*}
\left\|T_{1} T_{2}\right\|_{\infty}^{r} \leq\left\|T_{1}\right\|_{\infty}^{r}\left\|T_{2}\right\|_{\infty}^{r} . \tag{7.6.23}
\end{equation*}
$$

Then, using the submultiplicative property and the contraction property from Theorem 7.6.1, for any $\ell$ and any $T_{1}, T_{2}, \ldots, T_{\ell} \in \mathcal{T}$ we have

$$
\begin{equation*}
\left(\left\|T_{1} \cdots T_{\ell}\right\|_{\infty}^{r}\right)^{\frac{1}{\ell}} \leq\left(\left\|T_{1}\right\|_{\infty}^{r} \cdots\left\|T_{\ell}\right\|_{\infty}^{r}\right)^{\frac{1}{\ell}} \leq 1-\epsilon \tag{7.6.24}
\end{equation*}
$$

for some $\epsilon>0$ using the fact that $\mathcal{T}$ is finite. Therefore $\rho(\mathcal{T})<1$ and the process is convergent.

Gencralized diagonally dominant matrices are also known as H -matrices [9, Definition 5.13]; see Berman and Plemmons [9, Theorem 5.14] for a long list of equivalent characterizations. For an H-matrix to be a valid precision matrix it must also be positive semidefinite (PSD). Such matrices can also be described as having factor-width two [1.3]; that is, a PSD H-matrix $J$ can be factored as $J=G G^{\top}$ where $G$ is a rectangular matrix in which each column has at most two nonzeros.

In terms of Gaussian graphical models, generalized diagonally dominant models include tree models and latent tree models (since H-matrices arc closed under Schur complements), in which the density of the distribution can be written as a tree-structured set of pairwise potentials over the model variables and a set of latent variables. Latent tree models are useful in modeling data with hierarchical or multiscale relationships, and this connection to latent tree structure is evocative of many hierarchical Baycsian models. PSD H-matrices also include walk-summable matrices [75], for which the Gaussian Loopy Belief Propagation algorithm converges and yields correct mean estimates. More broadly, diagonally dominant systems are well-known for their tractability and applicability in many other settings [63], and Gaussian Hogwild Gibbs provides another example of their utility.

Because of the connection to linear system solvers known as two-stage multisplittings, these results can be identified with Theorem 2.3 of Frommer and Szyld [34], which shows that if the coefficient matrix is an H-matrix then the corresponding two-stage iterative solver is convergent. Indeed, by the connection between solvers and samplers
one can prove these convergence theorems as corollaries to Frommer and Szyld [34, Theorem 2.3] (or vice-versa), though our proof technique is much simpler. The other results on two-stage multisplittings [34, 77], including the results on asynchronous iterations, can also be applied immediately for results on the convergence of Gaussian Hogwild Gibbs sampling.

The sufficient conditions provided by Theorems 7.6 .1 and 7.6 .2 are coarse in that they provide convergence for any partition or update schedule. However, given the complexity of the processes, as exhibited in Figure 7.2, it is difficult to provide general conditions without taking into account some model structure.

## - 7.6.2 Exact local block samples

Convergence analysis simplifies greatly in the case where exact block samples are drawn at each processor because $q$ is sufficiently large or because another exact sampler $[90$, 29] is used on each processor. This regime of Hogwild Gibbs sampling is particularly interesting because it minimizes communication between processors.

In (7.5.2), we sec that as $q \rightarrow \infty$ we have $T \rightarrow T_{\text {block }}$; that is, the deterministic part of the update becomes the block Jacobi update map, which admits a natural sufficient condition for convergence:

Proposition 7.6.4. If $\left((B-C)^{-\frac{1}{2}} A(B-C)^{-\frac{1}{2}}\right)^{2} \prec I$, then block Gaussian Hogwild Gibbs sampling converges.

Proof. Since similarity transformations preserve cigenvalues, with $\bar{A} \triangleq(B-C)^{-\frac{1}{2}} A(B-$ $C)^{-\frac{1}{2}}$ we have $\rho\left(T_{\text {block }}\right)=\rho\left((B-C)^{\frac{1}{2}}(B-C)^{-1} A(B-C)^{-\frac{1}{2}}\right)=\rho(\bar{A})$ and since $\bar{A}$ is symmetric $\bar{A}^{2} \prec I \Rightarrow \rho(\bar{A})<1 \Rightarrow \rho\left(T_{\text {block }}\right)<1$.

## - 7.7 Variances

Since we can analyze Gaussian Hogwild Gibbs sampling as a linear dynamical system, we can write an expression for the steady-state covariance $\Sigma_{\text {Hog }}$ of the process when it is stable. For a general stable LDS of the form $x^{(t+1)}=T x^{(t)}+v^{(t)}$ with $v^{(t)} \sim \mathcal{N}\left(0, \Sigma_{\text {inj }}\right)$ where $\Sigma_{\text {inj }}$ is the injected noise of the system, the steady-state covariance is given by the series $\sum_{t=0}^{\infty} T^{t} \Sigma_{\mathrm{inj}} T^{t \mathrm{~T}}$, which is the solution to the linear discrete-time Lyapunov equation $\Sigma=T \Sigma T^{\mathrm{T}}+\Sigma_{\mathrm{inj}}$ in $\Sigma[20,105]$.

The injected noise $\Sigma_{\mathrm{inj}}$ for the the Hogwild iterations is determined by the inner iterations, which itself is a linear dynamical system with injected noise covariance $D$, the diagonal of $J$. For Hogwild sampling we have $\Sigma_{\mathrm{inj}}=\left(I-T_{\mathrm{ind}}^{q}\right)(B-C)^{-1} D(B-$ $C)^{-1}\left(I-T_{\text {ind }}^{q}\right)^{\top}$. The target covariance is $J^{-1}=(B-C-A)^{-1}$.

Composing these expressions we see that the Hogwild covariance is complicated in general, but we can analyze some salient properties in at least two regimes of particular

```
Algorithm 7.2 Hogwild Gibbs with Symmetric Local Sweeps
Input: Joint distribution over \(x=\left(x_{1}, \ldots, x_{n}\right)\), partition \(\left\{\mathcal{I}_{1}, \ldots, \mathcal{I}_{K}\right\}\) of \(\{1,2, \ldots, n\}\)
    Initialize \(\bar{x}^{(1)}\)
    for \(t=1,2, \ldots\) do
        for \(k=1,2, \ldots, K\) in parallel do
            \(\bar{x}_{\mathcal{I}_{k}}^{(t+1)} \leftarrow \operatorname{LoCALGibBs}\left(\bar{x}^{(t)}, \mathcal{I}_{k}, q(t, k)\right)\)
    function \(\operatorname{LocalGibbs}(\bar{x}, \mathcal{I}, q)\)
        for \(j=1,2, \ldots, q\) do
            for \(i \in \mathcal{I}\) in order do
                \(\bar{x}_{i} \leftarrow\) sample \(x_{i} \mid x_{\neg i}=\bar{x}_{\neg i}\)
            for \(i \in \mathcal{I}\) in reverse order do
                \(\bar{x}_{i} \leftarrow\) sample \(x_{i} \mid x_{\neg i}=\bar{x}_{\neg i}\)
        return \(\bar{x}\)
```

interest: first when $A$ is small so that higher-order powers of $A$ can be ignored, and second when local processors draw cxact block samples (e.g. when $q \rightarrow \infty$ ).

## - 7.7.1 Low-order effects in $A$

Intuitively, the Hogwild strategy works best when cross-processor interactions are small, and so it is natural to analyze the case when $A$ is small and we can discard terms that include powers of $A$ beyond first or second order. To provide an analysis for the loworder regime, we first describc a variant of the Hogwild Gibbs algorithm that enables morc detailed spectral analysis. We also fix notation for derivatives. The results in this subsection assume that the Hogwild process is convergent, which is guaranteed for small enough $A$ by continuity of the spectral radius.

For the remainder of Section 7.7 .1 we analyze a slight variant of the Hogwild Gibbs algorithm in which processor-local Gibbs update sweeps arc performed once in order and once in reverse order for cach local iteration, as shown in Algorithm 7.2. This variant is more amenable to spectral analysis because its corresponding inner splitting has more structure than the Gauss-Seidel inner splitting of Algorithm 7.1. To see the difficulty with the Gauss-Seidel inner splitting, consider the splitting

$$
\left(\begin{array}{ccc}
1 & 0.7 &  \tag{7.7.1}\\
0.7 & 1 & 0.7 \\
& 0.7 & 1
\end{array}\right) \xrightarrow{\mathrm{G}-\mathrm{S}}\left(\begin{array}{ccc}
1 & & \\
0.7 & 1 & \\
& 0.7 & 1
\end{array}\right)^{-1}\left(\begin{array}{cc}
0.7 & \\
& 0.7 \\
&
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0.7 & \\
& 0.7^{2} & 0.7 \\
& 0.7^{3} & 0.7^{2}
\end{array}\right) .
$$

This Gauss-Seidel update is not diagonalizable; its Jordan form is

$$
\left(\begin{array}{ccc}
0 & 0.7 &  \tag{7.7.2}\\
& 0.7^{2} & 0.7 \\
& 0.7^{3} & 0.7^{2}
\end{array}\right)=\left(\begin{array}{ccc}
-0.35 & \frac{5}{14} & -\frac{5}{14} \\
0 & 0.5 & 0.5 \\
0 & 0.35 & -0.35
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & \\
& 0 & \\
& & 0.98
\end{array}\right)\left(\begin{array}{ccc}
-0.35 & \frac{5}{14} & -\frac{5}{14} \\
0 & 0.5 & 0.5 \\
0 & 0.35 & -0.35
\end{array}\right)^{-1}
$$

and so there is no basis of eigenvectors for the invariant subspace with eigenvaluc 0 . In general, a Gauss-Scidel update matrix may not be diagonalizable, and little can be said about its eigenvalues.

The inner splitting update matrix for Algorithm 7.2 is that of symmetric GaussSeidel, or Symmetric Successive Over-Relaxation (SSOR) with unit relaxation parameter [22]. This update has much clearer spectral properties, as we show in the following lemma. This lemma extends slightly a standard result that the eigenvalues of the SSOR update are real [22, p. 299].
Lemma 7.7.1. Let $J \succ 0$ and let $J=D-L-L^{\top}$, where $D$ is the diagonal of $J$ and $L$ and $L^{\top}$ are its strictly lower- and upper-triangular parts, respectively. The symmetric Gauss-Seidel update matrix

$$
\begin{equation*}
\left(D-L^{\top}\right)^{-1} L(D-L)^{-1} L^{\top} \tag{7.7.3}
\end{equation*}
$$

is diagonalizable, and furthermore its eigenvalues are real and in $[0,1)$.
Proof. We first show (7.7.3) is similar to a positive semidefinite matrix whenever $J$ is symmetric. By applying the similarity transformation $X \mapsto P^{-1} X P$ where $P \triangleq$ $(D-L)^{-1} D^{\frac{1}{2}}$, we see (7.7.3) has the same eigenvalues as

$$
\begin{equation*}
D^{-\frac{1}{2}} L^{\top}\left(D-L^{\top}\right)^{-1} D^{\frac{1}{2}} D^{-\frac{1}{2}} L(D-L)^{-1} D^{\frac{1}{2}}=Y Z \tag{7.7.4}
\end{equation*}
$$

where $Y \triangleq D^{-\frac{1}{2}} L^{\top}\left(D-L^{\top}\right)^{-1} D^{\frac{1}{2}}$ and $Z \triangleq D^{-\frac{1}{2}} L(D-L)^{-1} D^{\frac{1}{2}}$. Note that

$$
\begin{equation*}
L^{\top}\left(D-L^{\mathbf{\top}}\right)^{-1}=\left(D-\left(D-L^{\top}\right)\right)\left(D-L^{\boldsymbol{\top}}\right)^{-1}=D\left(D-L^{\top}\right)^{-1}-I \tag{7.7.5}
\end{equation*}
$$

and similarly $L(D-L)^{-1}=D(D-L)^{-1}-I$. Hence

$$
\begin{align*}
Z & =D^{-1 / 2} L(D-L)^{-1} D^{1 / 2}=D^{1 / 2}(D-L)^{-1} D^{1 / 2}-I  \tag{7.7.6}\\
& =\left[D^{1 / 2}\left(D-L^{\top}\right)^{-1} D^{1 / 2}-I\right]^{\top}=\left[D^{-1 / 2} L^{\top}\left(D-L^{\top}\right)^{1} D^{1 / 2}\right]^{\top}=Y^{\top} \tag{7.7.7}
\end{align*}
$$

and so $Y Z=Y Y^{\top}$ is positive semidefinite and has nonnegative (real) eigenvalucs. Furthermore, when $J \succ 0$ the eigenvalues have absolute value less than unity because symmetric Gauss-Seidel is convergent on positive definite systems.


Figure 7.3: Support pattern (in black) of the splitting for Hogwild Gibbs with symmetric local sweeps, $J=D-C^{\boldsymbol{\top}}-C-A$, with $n=9$ and the processor partition $\{\{1,2,3\},\{4,5,6\},\{7,8,9\}\}$.

To model Algorithm 7.2 with its symmetric Gauss-Seidel inner splitting, given a precision matrix $J$ we split $J=D_{\mathrm{bd}}-A$ into block diagonal and block off-diagonal parts as in Section 7.5, then further split $D_{\mathrm{bd}}=D-C^{\top}-C$ into diagonal, strictly lower-triangular, and strictly upper-triangular parts. Note that $B=D-C^{\top}$, and so compared to the splitting presented in Section 7.5, we now split $J=D-C^{\top}-C-A$ instead of $J=B-C-A$. Additionally, though we have $B-C=D-C^{\boldsymbol{\top}}-C$, in the equations in this section we continue to use $B-C$ for simplicity and consistency with other sections. See Figure 7.3 for an cxample of the sparsity pattern of $A, C^{\top}, C$, and $D$, and compare to Figure 7.1.

The inner-splitting update matrix for Algorithm 7.2 is then the block-diagonal matrix $S \triangleq(D-C)^{-1} C^{\top}\left(D-C^{\top}\right)^{-1} C$. Comparing to (7.6.4), the deterministic part of the update map becomes

$$
\begin{equation*}
T \triangleq S^{q}+\left(I-S^{q}\right) T_{\mathrm{b}} \tag{7.7.8}
\end{equation*}
$$

for the same definition of $T_{\mathrm{b} 1}$ as in (7.6.5), and the discrete-time Lyapunov equation for the Hogwild covariance remains

$$
\begin{equation*}
\Sigma_{\mathrm{Ilog}}=T \Sigma_{\mathrm{Hog}} T^{\top}+\Sigma_{\mathrm{inj}} \tag{7.7.9}
\end{equation*}
$$

where now $\Sigma_{\mathrm{inj}}=\left(I-S^{q}\right)(B-C)^{-1} D(B-C)^{-1}\left(I-S^{q}\right)^{\top}$. Similarly, in other expressions we can replace each occurrence of $T_{\text {ind }}=B^{-1} C$ with $S$. In the following analysis, we use the fact that $S$ has a complete basis of eigenvectors and that its eigenvalues are real and lie in $[0,1)$.

Next, we fix notation for derivatives, following the notation used in Prosslcy [91]. Let $\mathbb{R}^{n \times n}$ denote the space of real $n \times n$ matrices. For a function $f: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$, wc write its derivative at $X \in \mathbb{R}^{n \times n}$ as the linear map $D_{X} f: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ defined by

$$
\begin{equation*}
\left.D_{X} f(Y) \triangleq \frac{d}{d t} f(X+t Y)\right|_{t=0} \quad \forall Y \in \mathbb{R}^{n \times n} \tag{7.7.10}
\end{equation*}
$$

where the differentiation is performed element-wise. Similarly, we write the second derivative at $X \in \mathbb{R}^{n \times n}$ as the symmetric bilinear form $D_{X}^{2} f: \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ defined ${ }^{3}$ by

$$
\begin{equation*}
D_{X}^{2} f(Y, Y)=\left.\frac{d^{2}}{d t^{2}} f(X+t Y)\right|_{t=0} \quad \forall Y \in \mathbb{R}^{n \times n} \tag{7.7.11}
\end{equation*}
$$

Finally, we write the Taylor approximation for $f$ around the point 0 as

$$
\begin{equation*}
f(X)=f(0)+D_{0} f(X)+\frac{1}{2} D_{0}^{2} f(X, X)+\mathcal{O}\left(\|X\|^{3}\right) \tag{7.7.12}
\end{equation*}
$$

where $\|\cdot\|$ is any submultiplicative matrix norm.
To analyze the Hogwild covariance error to low order in $A$, we write both the exact covariance and the Hogwild covariance as functions of the symmetric matrix $A$, respectively $\Sigma(A)$ and $\Sigma_{\text {Hog }}(A)$. We write the Taylor expansion of $\Sigma_{\mathrm{Ifog}}$ around 0 as

$$
\begin{equation*}
\Sigma_{\mathrm{IIog}}(A)=\Sigma(0)+D_{0} \Sigma_{\mathrm{Hog}}(A)+\frac{1}{2} D_{0}^{2} \Sigma_{\mathrm{Hog}}(A, A)+\mathcal{O}\left(\|A\|^{3}\right), \tag{7.7.13}
\end{equation*}
$$

where $\Sigma(0)=(B-C)^{-1}$, and compare it to the exact series expansion for the target covariance $\Sigma=J^{-1}$ given by

$$
\begin{align*}
J^{-1}= & {[B-C-A]^{-1} }  \tag{7.7.14}\\
= & (B-C)^{-\frac{1}{2}}\left[I-(B-C)^{-\frac{1}{2}} A(B-C)^{-\frac{1}{2}}\right]^{-1}(B-C)^{-\frac{1}{2}}  \tag{7.7.15}\\
= & (B-C)^{-\frac{1}{2}}\left[I+(B-C)^{-\frac{1}{2}} A(B-C)^{-\frac{1}{2}}\right. \\
& \left.\quad+\left((B-C)^{-\frac{1}{2}} A(B-C)^{-\frac{1}{2}}\right)^{2}+\cdots\right](B-C)^{-\frac{1}{2}}  \tag{7.7.16}\\
= & \Sigma(0)+(B-C)^{-1} A(B-C)^{-1} \\
& \quad+(B-C)^{-1} A(B-C)^{-1} A(B-C)^{-1}+\mathcal{O}\left(\|A\|^{3}\right) . \tag{7.7.17}
\end{align*}
$$

In particular, to understand low-order effects in $A$, we compare the lowest-order terms that disagree in the two expansions.

We measure the total crror as $\left\|\Sigma_{\text {Hog }}(A)-\Sigma(A)\right\|_{P, \text { Fro }}$, where

$$
\begin{equation*}
\|X\|_{P, \mathrm{Fro}} \triangleq\left\|P^{-1} X P^{-\top}\right\|_{\mathrm{Pro}} \quad \text { and } \quad\|X\|_{\mathrm{Pro}} \triangleq \operatorname{tr}\left(X^{\top} X\right) \tag{7.7.18}
\end{equation*}
$$

and where $P \triangleq\left(D-C^{\top}\right)^{-1} D^{\frac{1}{2}}$ is the similarity transformation used in the proof of

[^10]Lemma 7.7.1. In the following, we analyze the error on the block-diagonal and the error off the block-diagonal separately, decomposing

$$
\begin{align*}
& \left\|\Sigma_{\mathrm{Hog}}(A)-\Sigma(A)\right\|_{P, \mathrm{Fro}}= \\
& \quad\left\|\Pi_{\mathrm{bd}}\left(\Sigma_{\mathrm{Hog}}(A)-\Sigma(A)\right)\right\|_{P, \mathrm{Fro}}+\left\|\Pi_{\mathrm{obd}}\left(\Sigma_{\mathrm{Hog}}(A)-\Sigma(A)\right)\right\|_{P, \mathrm{Fro}} \tag{7.7.19}
\end{align*}
$$

where $\Pi_{\mathrm{bd}}$ and $\Pi_{\mathrm{obd}}$ project to the block-diagonal and off-block-diagonal, respectively, and we have used the fact that $P$ is itsclf block-diagonal.

## Block-diagonal error

To analyze the low-order effects of $A$ on the block-diagonal error, we first differentiate (7.7.9) to write an equation for $D_{0} \Sigma_{\mathrm{Hog}}(A)$ :

$$
\begin{equation*}
D_{0} \Sigma_{\mathrm{Hog}}(A)-S^{q} D_{0} \Sigma_{\mathrm{Hog}}(A) S^{q \top}=\widetilde{A}^{(1)}-S^{q} \widetilde{A}^{(1)} S^{q \top}-\left(I-S^{q}\right) \widetilde{A}^{(1)}\left(I-S^{q}\right)^{\top} \tag{7.7.20}
\end{equation*}
$$

where $\widetilde{A}^{(1)} \triangleq(B-C)^{-1} A(B-C)^{-1}=D_{0} \Sigma(A)$ is the first-order term in the expansion for the exact covariance in (7.7.16). Note, however, that because $A$ is zero on its blockdiagonal, $\Pi_{\mathrm{bd}}\left(D_{0} \Sigma_{\mathrm{Hog}}(A)\right)=0=\Pi_{\mathrm{bd}}\left(\widetilde{A}^{(1)}\right)$ so the first-order terms in both expansions, (7.7.16) and (7.7.13), are identical on the block-diagonal.

To compare second-order terms on the block-diagonal, we differentiate (7.7.9) twice to write an equation for $D_{0}^{2} \Sigma_{\mathrm{Hog}}(A)$ :

$$
\begin{equation*}
\Pi_{\mathrm{bd}}\left(D_{0}^{2} \Sigma_{\mathrm{Hog}}(A, A)-S^{q} D_{0}^{2} \Sigma_{\mathrm{Hog}}(A, A) S^{q}{ }^{\top}\right)=2 \Pi_{\mathrm{bd}}\left(\left(I-S^{q}\right) \tilde{A}^{(2)}\left(I-S^{q}\right)^{\top}\right) \tag{7.7.21}
\end{equation*}
$$

where $\widetilde{A}^{(2)} \triangleq(B-C)^{-1} A(B-C)^{-1} A(B-C)^{-1}=\frac{1}{2} D_{0}^{2} \Sigma(A, A)$ is the second-order term in the cxpansion for the exact covariance in (7.7.16). Using (7.7.21) and the fact that $S$ has a complete set of eigenvectors, we can decompose the error in the second-order terms as

$$
\begin{equation*}
\left\|\Pi_{\mathrm{bd}}\left(\frac{1}{2} D_{0}^{2} \Sigma_{\mathrm{Hog}}(A, A)-\widetilde{A}^{(2)}\right)\right\|_{\Gamma, \mathrm{Fro}}^{2}=\sum_{k \in[K]} \sum_{(i, j) \in \mathcal{I}_{k}^{2}}\left|\widetilde{a}_{i j}^{(2)}\right|^{2} f\left(\lambda_{i}^{q}, \lambda_{j}^{q}\right)^{2} \tag{7.7.22}
\end{equation*}
$$

wherc each $\left(\lambda_{i}, \lambda_{j}\right)$ is a pair of eigenvalues of a block of $S$, and $\widetilde{a}_{i j}^{(2)} \triangleq\left(Q^{\top} P^{-1} \widetilde{A}^{(2)} P^{-\top} Q\right)_{i j}$, where $Q$ is the orthogonal matrix such that $Q^{\top} P^{-1} S P Q$ is diagonal. The function $f:(-1,1)^{2} \rightarrow \mathbb{R}_{+}$is defined by

$$
\begin{equation*}
f\left(\lambda_{i}^{q}, \lambda_{j}^{q}\right) \triangleq\left|1-\frac{\left(1-\lambda_{i}^{q}\right)\left(1-\lambda_{j}^{q}\right)}{1-\lambda_{i}^{q} \lambda_{j}^{q}}\right| \tag{7.7.23}
\end{equation*}
$$



Figure 7.4: A plot of the function $f$ defined in (7.7.23).

Hence we can understand the error by analyzing the values of $f\left(\lambda_{i}^{q}, \lambda_{j}^{q}\right)$ for all the pairs of eigenvalues of $S$. For a detailed derivation, see Appendix A.

We plot the function $f$ in Figure 7.4. In the figure, the color corresponds to the value of $f$ on a logarithmic scale, and we label some level sets of $f$. Note in particular that $f(0,0)=0$ and that $0 \leq f(x, y)<1$ for $(x, y) \in[0,1)^{2}$. Due to Lemma 7.7.1, we need only consider the nonnegative quadrant $[0,1)^{2}$, which corresponds to the upperright of the figure. Using these properties of $f$ and the decomposition (7.7.22) yields the following proposition.

Proposition 7.7.1. Using $\|\cdot\|=\|\cdot\|_{P, \text { Fro }}$, we have
(1) For all $q \geq 1$, the block-diagonal Hogwild covariance satisfies

$$
\begin{equation*}
\left\|\Pi_{\mathrm{bd}}\left(\Sigma_{\mathrm{Hog}}(A)-\Sigma(A)\right)\right\|<\left\|\Pi_{\mathrm{bd}}(\Sigma(0)-\Sigma(A))\right\|+\mathcal{O}\left(\|A\|^{3}\right) ; \tag{7.7.24}
\end{equation*}
$$

(2) The dominant (second-order) error term decreases with increasing $q$ in the sense that

$$
\begin{equation*}
\left\|\Pi_{\mathrm{bd}}\left(D_{0}^{2} \Sigma_{\mathrm{Hog}}(A, A)-D_{0}^{2} \Sigma(A, A)\right)\right\| \rightarrow 0 \tag{7.7.25}
\end{equation*}
$$

monotonically as $q \rightarrow \infty$.

Proof. (1) is immediate from the decomposition (7.7.22), Lemma 7.7.1, and the observation that $0 \leq f(x, y)<1$ for $(x, y) \in[0,1)^{2}$. To show (2), first we note that since $\lim _{q \rightarrow \infty} \lambda_{i}^{q}=0$ for each eigenvalue $\lambda_{i}$ of $S$ and because $f$ is continuous at $(0,0)$, we have that $\lim _{q \rightarrow \infty} f\left(\lambda_{i}^{q}, \lambda_{j}^{q}\right)=f(0,0)=0$ for every pair. Monotonicity follows from the fact that if for any $\left(x_{0}, y_{0}\right) \in[0,1)^{2}$ we define a path $\gamma(t)=\left(x_{0}^{t}, y_{0}^{t}\right)^{\top}$ for $t \in \mathbb{R}_{+}$, then we have

$$
\begin{equation*}
\frac{d}{d t} \gamma(t)=\left(\ln \left(x_{0}\right) x_{0}^{t} \quad \ln \left(y_{0}\right) y_{0}^{t}\right)^{\top}<0 \tag{7.7.26}
\end{equation*}
$$

element-wise, and since

$$
\begin{equation*}
\nabla f(x, y)=\left(\frac{(1-y)^{2}}{(1-x y)^{2}} \quad \frac{(1-x)^{2}}{(1-x y)^{2}}\right)^{\top}>0 \tag{7.7.27}
\end{equation*}
$$

element-wise, we have $\frac{d}{d t} f(\gamma(t))=\left\langle\nabla f\left(x_{0}^{t}, y_{0}^{t}\right), \frac{d}{d t} \gamma(t)\right\rangle<0$ and $f$ is monotonically decreasing along $\gamma$.

Proposition 7.7.1 shows that, to second order in $A$, the block-diagonal of the Hogwild covariance is always improved relative to simply ignoring cross-processor effects by approximating $A=0$, and that the amount of second-order improvement is monotonically increasing with the number of local iterations $q$.

## Off-block-diagonal error

Returning to the first-derivative equation (7.7.20), we sce that both $D_{0} \Sigma_{\mathrm{Hog}}(A)$ and $\widetilde{A}^{(1)}$ are nonzero off the block-diagonal, and therefore to analyze the off-block-diagonal covariance error for small $A$ we compare the first-order terms. Analogous to the argument in the previous section, as derived in Appendix A we can decompose the error in the first-order terms as

$$
\begin{equation*}
\left\|\Pi_{\mathrm{obd}}\left(D_{0} \Sigma_{\mathrm{Hog}}-\widetilde{A}^{(1)}\right)\right\|_{P, \mathrm{Fro}}^{2}=\sum_{\substack{k_{1}, k_{2} \in[K] \\ k_{1} \neq k_{2}}} \sum_{i \in \mathcal{I}_{k_{1}}} \sum_{j \in \mathcal{I}_{k_{2}}}\left|\widetilde{a}_{i j}^{(1)}\right|^{2} g\left(\lambda_{i}^{q}, \lambda_{j}^{q}\right)^{2} \tag{7.7.28}
\end{equation*}
$$

where each $\left(\lambda_{i}, \lambda_{j}\right)$ is a pair of eigenvalues from distinct blocks of $S$ and we set $\widetilde{a}_{i j}^{(1)} \triangleq$ $\left(Q^{\top} P^{-1} \widetilde{A}^{(1)} P^{-\top} Q\right)_{i j}$, wherc $Q$ is the orthogonal matrix such that $Q^{\top} P^{-1} S P Q$ is diagonal. The function $g:(-1,1)^{2} \rightarrow \mathbb{R}_{+}$is defined by

$$
\begin{equation*}
g\left(\lambda_{i}^{q}, \lambda_{j}^{q}\right) \triangleq\left|\frac{\left(1-\lambda_{i}^{q}\right)\left(1-\lambda_{j}^{q}\right)}{1-\lambda_{i}^{q} \lambda_{j}^{q}}\right| . \tag{7.7.29}
\end{equation*}
$$

We plot the function $g$ in Figure 7.5. In the figure, the color corresponds to the value of $g$ on a logarithmic scale, and we label some level sets of $g$. Note in particular


Figure 7.5: A plot of the function $g$ defined in (7.7.29).
that $g(0,0)=1$ and that $0 \leq g(x, y)<1$ for $(x, y) \in[0,1)^{2}$. Using these properties of $g$ and the decomposition (7.7.28) yields the following proposition.

Proposition 7.7.2. Using $\|\cdot\|=\|\cdot\|_{P, \text { Fro }}$, we have
(1) For all $q \geq 1$, the off-block-diagonal diagonal Hogwild covariance satisfies

$$
\begin{equation*}
\left\|\Pi_{\mathrm{obd}}\left(\Sigma_{\mathrm{Hog}}(A)-\Sigma(A)\right)\right\| \leq\left\|\Pi_{\mathrm{obd}}(\Sigma(0)-\Sigma(A))\right\|+\mathcal{O}\left(\|A\|^{2}\right) \tag{7.7.30}
\end{equation*}
$$

where the inequality is strict if $S$ has a nonzero eigenvalue;
(2) The dominant (first-order) error term increases with increasing $q$ in the sense that

$$
\begin{equation*}
\left\|\Pi_{\mathrm{obd}}\left(D_{0} \Sigma_{\mathrm{Hog}}(A, A)-D_{0} \Sigma(A, A)\right)\right\| \rightarrow\left\|\Pi_{\mathrm{obd}}(\Sigma(0)-\Sigma(A))\right\| \tag{7.7.31}
\end{equation*}
$$

monotonically as $q \rightarrow \infty$.

Proof. As in the proof for Proposition 7.7.1, (1) follows immediately from the decomposition (7.7.28), Lemma 7.7.1, and the observation that $0 \leq g(x, y)<1$ for $(x, y) \in[0,1)^{2}$. To show (2), note that $\lim _{q \rightarrow \infty} g\left(\lambda_{i}^{q}, \lambda_{j}^{q}\right)=1$. By comparing the level sets of $g$ to those
of $f$, we see that if for any $\left(x_{0}, y_{0}\right) \in[0,1)^{2}$ we define $\gamma(t)=\left(x_{0}^{t}, y_{0}^{t}\right)^{\top}$ for $t \in \mathbb{R}_{+}$, then we have $\frac{d}{d t} g(\gamma(t))=\left\langle\nabla g\left(x_{0}^{t}, y_{0}^{t}\right), \frac{d}{d l} \gamma(t)\right\rangle>0$ and so $g$ is monotonically increasing along the path $\gamma$.

Proposition 7.7.2 shows that, to first order in $A$, the off-block-diagonal of the Hogwild covariance is always an improvement rclative to the $A=0$ approximation (assuming $S$ has a nonzcro eigenvalue), yet the amount of first-order improvement is monotonically decreasing with the number of local iterations $q$. Thercfore there is a tradeoff in covariance performance when choosing $q$, where larger values of $q$ improve the Hogwild covariance on the block diagonal but make worse the covariance error off the block diagonal, at least to low order in $A$.

We validate these qualitative findings in Figure 7.6. Model families parameterized by $t$ are generated by first sampling $J=B-C-A=Q Q^{\top}$ with $Q_{i j} \stackrel{\text { iid }}{\sim} \mathcal{N}(0,1)$ where $Q$ is $n \times n$ and then letting $J(t)=B-C-t A$, so that $t=0$ corresponds to a model with zero off-block-diagonal entries and off-block-diagonal cffects increase with $t$. The sampling procedure is repeated 10 times with $n=150$ and a partition with $K=3$ and each $\left|\mathcal{I}_{k}\right|=50$. The plotted lines show the average error (with standard deviation error bars) between the block diagonal of the true covariance $\Sigma(t)=J(t)^{-1}$ and the block diagonal of the Hogwild covariance $\Sigma_{\text {Hog }}(t)$ as a function of $t$ for $q=1,2,3,4,100$, where varying $q$ shows the effect of local mixing rates. That is, in Figure $7.6(\mathrm{a})$ cach line plots the block-diagonal error $\left\|\Pi_{\mathrm{bd}}\left(\Sigma(t)-\Sigma_{\mathrm{IIog}}(t)\right)\right\|_{P, \text { Fro }}$ and in Figure $7.6(\mathrm{~b})$ each line plots the off-block-diagonal error $\left\|\Pi_{\mathrm{obd}}\left(\Sigma(t)-\Sigma_{\mathrm{Hog}}(t)\right)\right\|_{P, \text { Fro }}$. Note that separate black line is plotted for $\left\|\Pi_{\mathrm{bd}}(\Sigma(t)-\Sigma(0))\right\|_{P, \text { Fro }}$ and $\left\|\Pi_{\mathrm{obd}}(\Sigma(t)-\Sigma(0))\right\|_{P, \text { Fro }}$, respectively; that is, the black lines plot the respective crrors when ignoring cross-processor effects and approximating $A=0$.

Figure $7.6(\mathrm{a})$ shows that to first order in $t$ the block diagonal of the process covariance $\Sigma_{\mathrm{Hog}}$ is identical to the truc covariance $\Sigma$, since all slopes are zero at $t=0$. Second-order cffects contribute to improve the Hogwild covariance relative to the $A=0$ approximation. Furthermore, we see that the second-order effects result in lower errors on the block diagonal when there is more processor-local mixing, i.e. larger valucs of $q$. Similarly, Figure 7.6(b) shows that first-order effects contribute to improve the Hogwild off-block-diagonal covariance relative to the $A=0$ approximation. The Hogwild slopes at $t=0$ are lower than that of the $A=0$ approximation, and the relative improvement decreases monotonically as $q$ grows and the slopes approach that of the $A=0$ approximation. These features and their dependence on $q$ are described in general by Propositions 7.7.1 and 7.7.2.

Figure $7.6(\mathrm{~b})$ also shows that, for larger values of $t$, higher-order terms contribute to make the Hogwild off-block-diagonal covariance error larger than that of the $A=0$ approximation, especially for larger $q$. The setting where $q$ is large and global commu-

(b) $\Pi_{\text {obd }}$ projects to the off-block-diagonal

Figure 7.6: Typical plots of the projected error $\left\|\Pi\left(\Sigma(t)-\Sigma_{\text {Hog }}(t)\right)\right\|_{P, \text { Fro }}$ for random model families of the form $J(t)=B-C-t A$. In (a) $\Pi$ projects to the block diagonal; in (b) $\Pi$ projects to the off-block-diagonal. The sampled models had $\rho(S) \approx 0.67$. Hogwild covariances were computed numerically by solving the associated discrete time Lyapunov equation [111, 112].
nication is infrequent is of particular interest because it reflects greater parallelism (or an application of more powerful local samplers [90, 29]). In the next subsection we show that this case admits a special analysis and even an inexpensive correction to recover asymptotically unbiased estimates for the full covariance matrix.

## ■ 7.7.2 Exact local block samples

As local mixing increases, e.g. as $q \rightarrow \infty$ or if we use an exact block local sampler between global synchronizations, we are effectively sampling in the block lifted model of Eq. (7.3.13) and therefore we can use the lifting construction to analyze the error in variances.

Proposition 7.7.3. When local block samples are exact, the Hogwild covariance $\Sigma_{\mathrm{Hog}}$ satisfies

$$
\begin{equation*}
\Sigma=\left(I+(B-C)^{-1} A\right) \Sigma_{\mathrm{H} \circ g} \quad \text { and } \quad\left\|\Sigma-\Sigma_{\mathrm{Hog}}\right\| \leq\left\|(B-C)^{-1} A\right\|\left\|\Sigma_{\mathrm{Hog}}\right\| \tag{7.7.32}
\end{equation*}
$$

where $\Sigma=J^{-1}$ is the exact target covariance and $\|\cdot\|$ is any submultiplicative matrix norm. In particular, we may compute

$$
\begin{equation*}
\Sigma=\Sigma_{\mathrm{Hog}}+(B-C)^{-1} A \Sigma_{\mathrm{Hog}} \tag{7.7.33}
\end{equation*}
$$

as a correction which requires only a large matrix multiplication and solving the processorlocal linear systems because $B-C$ is block-diagonal.
Proof. Using the block lifting in (7.3.13), the Hogwild process steady-state covariance is the marginal covariance of half of the lifted state vector, so using Schur complements we can write

$$
\begin{align*}
& \Sigma_{\mathrm{Hog}}=\left((B-C)-A(B-C)^{-1} A\right)^{-1}  \tag{7.7.34}\\
&=(B-C)^{-\frac{1}{2}}\left[I+\left((B-C)^{-\frac{1}{2}} A(B-C)^{-\frac{1}{2}}\right)^{2}\right. \\
&\left.+\left((B-C)^{-\frac{1}{2}} A(B-C)^{-\frac{1}{2}}\right)^{4}+\cdots\right](B-C)^{-\frac{1}{2}} . \tag{7.7.35}
\end{align*}
$$

We can compare this series to the exact expansion in (7.7.16) to see that $\Sigma_{\text {Hog }}$ includes exactly the even powers, so therefore

$$
\begin{align*}
\Sigma-\Sigma_{\mathrm{IIog}}= & (B-C)^{-\frac{1}{2}}\left[\left((B-C)^{-\frac{1}{2}} A(B-C)^{-\frac{1}{2}}\right)\right. \\
& \left.+\left((B-C)^{-\frac{1}{2}} A(B-C)^{-\frac{1}{2}}\right)^{3}+\cdots\right](B-C)^{-\frac{1}{2}}  \tag{7.7.36}\\
= & (B-C)^{-1} A \Sigma_{\mathrm{IIog}} . \tag{7.7.37}
\end{align*}
$$

Note that this result does not place any assumptions on the off-block-diagonal $A$.

### 7.8 Summary

We have introduced a framework for understanding Gaussian Hogwild Gibbs sampling and shown some results on the stability and errors of the algorithm, including (1) quantitative descriptions for when a Gaussian model is not too dependent to cause Hogwild sampling to be unstable (Proposition 7.6.2, Theorems 7.6 .1 and 7.6.2, Proposition 7.6.4); (2) given stability, the asymptotic Hogwild mean is always correct (Proposition 7.6.1); (3) in the low-order regime with small cross-processor interactions, there is a tradeoff between the block-diagonal and off-block-diagonal Hogwild covariance errors (Propositions 7.7.1 and 7.7.2); and (4) when local samplers are run to convergence we can bound the error in the Hogwild variances and even efficiently correct estimates of the full covariance (Proposition 7.7.3). We hope these ideas may be extended to provide further insight into Hogwild Gibbs sampling, in the Gaussian case and beyond.

## Chapter 8

## Conclusions and Future Directions

This thesis presents two lines of work addressing some scaling challenges in Bayesian inference. In the first we focus on inference algorithms for Bayesian time series models based on the HMM and HSMM. We demonstrate that efficient inference in such models goes hand in hand with model structure. In particular, in Chapter 3 we develop a Bayesian nonparametric model that includes explicit duration modeling, and in Chapter 4 we show that for duration modeling in long observation sequences it is crucial to have efficient representations so that message passing inference remains tractable. In Chapters 5 we exploit message passing and efficient HSMM representations to build efficient scalable inference algorithms in the SVI framework, which enables these Bayesian models to be fit to very large datascts, and in Chapter 6 we demonstrate how these models and algorithms can be composed to model extremely rich dynamical behavior.

In Chapter 7 we turn to a more general setting and develop a theoretical analysis of Hogwild Gibbs sampling in Gaussian models. This highly-parallelizable strategy for generating approximate samples using only Gibbs sampling updates has proven to be very effective in some cases, and by a theoretical analysis of the Gaussian case we aim to provide understanding of its performance and tradeoffs.

Here we summarize our main contributions and offer some thoughts on possible future directions of research.

## - 8.1 Summary of main contributions

In this section we provide an overview of the main contributions in each chapter.

## Chapter 3: The Hierarchical Dirichlet Process Hidden semi-Markov Model

In Chapter 3 we define the HDP-HSMM, which is a generalization of the HDP-HMM to allow arbitrary state-specific duration distribution modeling. We develop both collapsed and weak limit Gibbs samplers as well as an auxiliary variable scheme that makes the sampling updates both simple and efficient. In addition, we show a composition of HDP-HSMMs into a factorial structure, and apply this factorial model to an energy
signal disaggregation task.

## Chapter 4: Faster HSMM Inference with Efficient Representations

In Chapter 4 we develop a framework for representations of HSMMs that allow for efficient message passing and inference. By defining HMM cmbeddings of HSMMs we refine and extend previous ideas on embedded state HMMs (ESHMMs) and provide a general algorithm for computing HSMM messages that is both time- and memory-efficient for duration distributions that admit efficient representations. We then generalize further to a notion of LTI realizations of HSMMs, and by building connections with LTI systems realization and positive realization theory, we show both the generality of the LTI realization perspective as well as the ultimate limitations of such approaches. These connections may also yield new approximation schemes for HSMM inference.

## Chapter 5: SVI for HMMs, HSMMs, and Nonparametric Extensions

In Chapter 5 we use the stochastic variational inference (SVI) framework to develop scalable mean field variational inference algorithms for Bayesian HMMs, HSMMs, and their nonparametric extensions, the HDP-HMM and HDP-HSMM. Building on the ideas from Chapter 4, we also propose a more efficient approximate update for HSMMs with durations that are modeled as negative binomials (or ncgative binomial mixtures).

## Chapter 6: Scalable Inference in Models with Multiple Timescales

In Chapter 6 we synthesize the ideas in earlier chapters to define a new Bayesian nonparametric segment model with cfficient and scalable inference algorithms. The model is based on the HDP-HSMM, but instead of observations within each segment being generated independently, observation segments are generated from HDP-HMMs. While many similar models have been proposed, the main advantage to this new model is that it admits efficient inference algorithms based on the ideas we develop in this thesis. In particular, building on ideas from Chapters 3 and 4 , we construct efficient message passing and Gibbs sampling algorithms, and building on ideas from Chapter 5 we develop SVI updates that allow the model to be fit to large datasets.

## Chapter 7: Analyzing Hogwild Parallel Gaussian Gibbs Sampling

In Chapter 7 we define the Hogwild Gibbs sampling algorithm based on a simple but poorly-undcrstood parallelization scheme for Gibbs samplers. We analyze this scheme in the case of sampling from Gaussian distributions, and drawing on linear algebraic tools we provide several results on its convergence and correctness. In particular, in Theorems 7.6 .1 and 7.6 .2 and Proposition 7.6 .1 we give sufficient conditions for the stability of the stochastic process and the correctness of the process mean. To understand
the crrors introduced in covariances, in Propositions 7.7.1 and 7.7.2 we give an analysis of the error in the process covariance when the model's cross-processor interactions are small, and in particular we show how the frequency of communication produces a tradeoff in the errors on and off the block diagonal. Finally, for the asymptotic case where the frequency of cross-processor communication is minimized and parallel computation is maximized, in Propositions 7.6 .4 and 7.7 .3 we give a more precise convergence condition, an error bound on covariances, and even a correction so that the exact model covariance can be computed efficiently from the process covariance.

## ■ 8.2 Directions of future research

Here we suggest some lines of research that build on the ideas presented in this thesis.

## Extending the HDP-HMM and HDP-HSMM to continuous-time

The flexible models and algorithms in this thesis include a wide variety of specific models with particular observation distributions or hierarchically ticd parameters. These models and algorithms also accommodate standard extensions to include switching linear dynamical systems as well as time-inhomogeneous models, in which the transition matrix or other parameters may vary over time. However, these models are all discretetime models. Continuous-time versions of these models would be useful for settings where the data sequence does not represent observations sampled at uniformly-spaced intervals of time, i.e. where observations instead cach have timestamps.

While there is some work on constructing continuous-time Bayesian nonparametric time series models [99], the HDP-HSMM offers a particular perspective on the construction of such models which may allow for the transfer of algorithms from the discrete-time setting to the contimuous-time setting. Continuous-time Markov chains are typically parameterized in terms of a continuous-time arrival process, which generates transition times, and a transition matrix which excludes self-transitions [85]. The HDP-HSMM construction of Chapter 3 similarly separates the HDP prior over the transition matrix from the description of transition times, which are controlled by the discrete-time duration distributions. Thercfore it may be possible to construct a corresponding continuous-time process, and corresponding Bayesian nonparametric prior, using the same diagonal-truncated HDP construction as in Chapter 3 but exchanging the discrete-time duration distributions for continuous-time ones. The advantage to such a construction, in addition to its simplicity, is that many of the algorithms we develop for the HDP-HSMM may be immediately applicable to the continuous-time model. In particular, the auxiliary variable sampler for performing Gibbs sampling with the truncated HDP prior developed in Chapter 3, the efficiont duration representations explored in Chapter 4, and the SVI methods derived in Chapter 5 could be adapted.

## Direct inference in efficient HSMM representations

In Chapter 4 we develop a framework for efficient representations of duration models in HSMMs, particularly both HMM cmbeddings and LTI realizations. For particular duration models, namely negative binomials or mixtures of negative binomials, these representations led to much more efficient HSMM message passing and hence more efficient inference algorithms. While mixtures of negative binomials can represent a wide variety of potentially multi-modal duration distributions, it is natural to look for other duration models that have efficient representations yet are convenient for Bayesian inference over their parameters.

Negative binomial duration models (and their mixtures) are particularly convenient for Bayesian inference over their parameters because, due to their regular structure, we can develop simple priors and Gibbs sampling updates for their parameters, as we show in Section 4.4.2. However, it is not necessary to retain such simple parameter updates, especially if there are potential gains for duration model expressiveness and efficiency.

One approach is to parameterize the efficient representations directly, either as HMM embeddings or as LTI rcalizations. That is, in the case of HMM cmbeddings, one could directly parameterize the pscudostate transition matrices $\bar{A}^{(i)}$, the entrance probabilitics $\bar{c}^{(i)}$, and the exit probabilities $\bar{b}^{(i)}$. As duration models, this class of distributions can be very rich, and the complexity of message passing inference using such representations is clear. Furthermore, one could perform Bayesian infercnce over the parameters using generic algorithms such as Mctropolis-Hastings or Hamiltonian Monte Carlo [11]. Alternatively, one could exploit the HMM embeddings' probabilistic interpretation to develop an auxiliary variable sampler, in which, conditioned on a set of durations interpreted as dwell times, one could alternate between resampling the pseudostate sequences that gave rise to those dwell times and the pseudostate transition matrix given the complete pseudostate sequences. However, it remains unclear whether such duration distributions can offer significant modeling advantages over mixtures of negative binomial distributions.

## Compositional time series model learning

Recent work has explored automatic model gencration and selection in compositional spaces [46, 24, 45]. In this line of work, a compositional model space may be specified by a set of grammar rules, each of which can refine a model component to express more detailed structure. More concretely, in Grosse [45, Chapter 3] models are expressed as matrix decompositions while grammar rules correspond to further decompositions of component factors. For example [45, Section 3.4.1], one might express a structureless model for a data matrix as $G$, where the symbol $G$ denotes that the matrix entrics are generated independently and identically as Gaussians. By applying the production
rule $G \rightarrow M G+G$, where the symbol $M$ denotes a "multinomial" matrix with one nonzero entry per row, one can express clustering structure. Alternatively, by applying the production rule $G \rightarrow G G+G$, one can express low-rank structure. Grosse [45] shows that, by recursively applying these and other rules and using Bayesian model selection criteria and a greedy search, one can automatically discover very rich models from data.

These automatic model discovery and refinement techniques may prove a powerful tool for exploratory data analysis, especially when developing models in the unsupervised setting. The Bayesian models and algorithms for unsuporvised time sories analysis developed in this thesis may also fit naturally into such a framework. Models with the potential for dynamics at multiple timescales, such as those described in Chapter 6 , may be particularly relevant, since an automatic search procedure might identify how detailed a dynamical model should be and what form those dynamics might take, including discrete Markov state dynamics or latent linear dynamics.

## More general stochastic variational inference

The SVI algorithms developed in Chapter 5 are applicable to many Bayesian time series models, including HMMs, HSMMs, and their nonparametric extensions paired with any observation or duration models. However, the unbiased stochastic natural gradient update relies on the assumption that the minibatches used to compute each update are conditionally independent given the global parametcrs. This assumption would be violated if the overall graphical model were to have edges connecting the latent variables of distinct minibatches.

Therefore to apply SVI to such models requires cither an extension of the algorithm or a refinement of the analysis to show that, at least for some models or in some regimes, the existence of such cross-minibatch edges does not affect the convergence guarantees of the SVI algorithm. A refined analysis is plausible because stochastic gradient algorithms are known to converge under very weak assumptions [10]. Stochastic gradient algorithms are also known to converge even when the computation is aggressively parallelized or distributed among many infrequently-communicating processors [10, 84], and it would be beneficial to study these computational regimes, both theoretically and empirically, for SVI in Bayesian models.

## Understanding Hogwild Gibbs for Non-Gaussian Models

While the theory we develop in Chapter 7 only describes sampling in Gaussian models, it may be possible to translate some of our results and techniques to non-Gaussian settings.

In particular, several lines of work on developing scalable sampling algorithms rely
on appeals to the Bayesian central limit theorem $[116,1,81]$, in which, as the amount of data grows large while the number of parameters stays fixed, posterior distributions for sufficiently differentiable models become Gaussian. Our Gaussian theory immediately applies to these settings. However, this framing is limited because it does not include most nonparametric latent variable models in which the relevant latent dimension grows with the amount of data. Settings in which the amount of data is sufficiently large to completely overwhelm any prior also obscure the utility of taking a Bayesian analysis approach. However, it may still be of interest to employ Hogwild Gibbs or similar samplers to quantify uncertainty in these regimes, and so it would be of interest to extend our Hogwild Gibbs sampling theory to these cases and evaluate the performance of such sampling methods empirically.

There are other avenues for extending Hogwild Gibbs analysis. In particular, it may be possible to build on ideas from parallel and distributed nonlinear optimization [10] to show convergence results for such samplers. A linearized analysis of covariance effects, such as the one we developed for Gaussians in Section 7.7.1, may also be possible in such settings.

Finally, it may be possible to develop an understanding of when Hogwild Gibbs procedures may be corrected to produce exact samples, such as with the inclusion of some Metropolis steps or other adjustments [94, 117].

## Appendix A

## Hogwild Gibbs Covariance Spectral Analysis Details

Here we derive the expansions used in Eqs. (7.7.22) and (7.7.28). To unify the notation, we drop the superscripts on $\widetilde{A}^{(1)}$ and $\widetilde{A}^{(2)}$ and write simply $\widetilde{A}$ since the argument is identical in the two cases.

Recall from Lemma 7.7.1 that $S$ can be diagonalized via

$$
\begin{equation*}
\Lambda=\widetilde{P}^{-1} S \widetilde{P} \quad \text { where } \widetilde{P}^{-1}=Q^{\boldsymbol{\top}} P^{-1} \tag{A.1}
\end{equation*}
$$

in which $Q$ is orthogonal and $P$ is the matrix $P \triangleq B^{-1} D^{\frac{1}{2}}$. The columns of $\widetilde{P}$ form a basis of $\mathbb{R}^{n}$, and

$$
\begin{equation*}
\mathcal{S} \triangleq\left\{\widetilde{p}_{i} \widetilde{p}_{j}^{\top}: \widetilde{p}_{i}, \widetilde{p}_{j} \text { are the } i \text { th and } j \text { th columns of } \widetilde{P}\right\} \tag{A.2}
\end{equation*}
$$

is a basis for $\mathbb{R}^{n \times n}$. The maps $X \mapsto S X S^{\top}$ and $X \mapsto(I-S) X(I-S)^{\top}$ are diagonal in the basis $\mathcal{S}$, since if $\lambda_{i}$ is the eigenvalue of $S$ corresponding to eigenvector $\widetilde{p}_{i}$ then

$$
\begin{align*}
S \widetilde{p}_{i} \widetilde{p}_{j}^{\top} S^{\top} & =\lambda_{i} \lambda_{j} \widetilde{p}_{i} \widetilde{p}_{j}^{\top}  \tag{A.3}\\
(I-S) \widetilde{p}_{i} \widetilde{p}_{j}^{\top}(I-S)^{\top} & =\left(1-\lambda_{i}\right)\left(1-\lambda_{j}\right) \widetilde{p}_{i} \widetilde{p}_{j}^{\top} . \tag{A.4}
\end{align*}
$$

The cocfficients $\widetilde{a}_{i j}$ are then the coordinates of $\widetilde{A}$ in the basis $\mathcal{S}$. That is,

$$
\begin{equation*}
\widetilde{A}=\sum_{i, j} \tilde{a}_{i j} \tilde{p}_{i} \tilde{p}_{j}^{\top} \quad \text { where } \quad \tilde{a}_{i j}=\left(\widetilde{P}^{-1} \tilde{A} \widetilde{P}^{-\top}\right)_{i j} . \tag{A.5}
\end{equation*}
$$

The formula follows from the computation

$$
\begin{align*}
\widetilde{P}^{-1} \widetilde{A} \widetilde{P}^{-\top} & =\sum_{i, j} \widetilde{a}_{i j} \widetilde{P}^{-1} \widetilde{p}_{i} \widetilde{p}_{j} \widetilde{P}^{-\top}  \tag{A.6}\\
& =\sum_{i, j} \widetilde{a}_{i j} e_{i} e_{j}^{\top} \tag{A.7}
\end{align*}
$$

where $e_{i}$ is the $i$ th standard basis vector with 1 in its $i$ th coordinate and 0 elsewhere.
With this setup, Eqs. (7.7.22) and (7.7.28) correspond to expanding Eqs. (7.7.21) and (7.7.20) in the $\mathcal{S}$ basis. Finally, note that

$$
\begin{equation*}
\|\widetilde{A}\|_{P, \text { Fro }} \triangleq\left\|P^{-1} \widetilde{A} P^{-\top}\right\|_{\mathrm{Fro}}=\left\|Q^{\top} P^{-1} \widetilde{A} P^{-\mathrm{T}} Q\right\|_{\mathrm{Fro}}=\sqrt{\sum_{i, j} \widetilde{a}_{i j}^{2}} \tag{A.8}
\end{equation*}
$$

## Appendix B

# Numerical Evaluation of HDP-HSMM Auxiliary Variable Sampler 

## B. 1 Overview

This appendix considers the problem of drawing samples from posterior distributions formed under a Dirichlet prior and a truncated multinomial likelihood, by which we mean a Multinomial likelihood function where we condition on one or more counts being zero a priori. An example is the distribution with density

$$
\begin{equation*}
p(\pi \mid m, \alpha) \propto \underbrace{\prod_{i} \pi_{i}^{\alpha_{i}-1}}_{\text {prior }} \cdot \underbrace{\left(\prod_{i \neq 1}\left(\frac{\pi_{i}}{1-\pi_{1}}\right)^{m_{1 i}}\right)\left(\prod_{i \neq 2}\left(\frac{\pi_{i}}{1-\pi_{2}}\right)^{m_{2 i}}\right)}_{\text {likelihood }} \tag{B.1}
\end{equation*}
$$

where $\pi \in \Delta:=\left\{x \in \mathbb{R}_{+}^{n}: \sum_{i} x_{i}=1\right\}, \alpha \in \mathbb{R}_{+}^{n}$, and $\mathbb{R}_{+}=\{x \in \mathbb{R}: x \geq 0\}$. We say the likelihood function has two truncated terms because each term corresponds to a multinomial likelihood defined on the full parameter $\pi$ but conditioned on the event that observations with a certain label are removed from the data.

Sampling this posterior distribution is of interest in inference algorithms for hierarchical Bayesian models based on the Dirichlet distribution or the Dirichlet Process, particularly the sampling algorithm for the Hierarchical Dirichlet Process Hidden SemiMarkov Model (HDP-HSMM) of Chapter 3, which must draw samples from such a distribution.

We provide an auxiliary variable (or data augmentation) [109] sampling algorithm that is casy to implement, fast both to mix and to execute, and easily scalable to high dimensions. This appendix will explicitly work with the finite Dirichlet distribution, but the sampler immediately generalizes to the Dirichlet Process case based on the Dirichlet

Process's definition in terms of the finite Dirichlet distribution and the Komolgorov extension theorem [87].

Section B. 2 explains the problem in greater detail. Section B. 3 provides a derivation of our sampling algorithm. Finally, Section B. 4 provides numerical experiments in which we demonstrate the algorithm's significant advantages over a gencric MetropolisHastings sampling algorithm.

Sampler code and functions to generate each plot in this appendix are available at https://github.com/mattjj/dirichlet-truncated-multinomial.

## ■ B. 2 Problem Description

We say a vector $\pi \in \Delta$ is Dirichlet-distributed with parameter vector $\alpha \in \mathbb{R}_{+}^{n}$ if it has a density

$$
\begin{align*}
p(\pi \mid \alpha) & =\frac{\Gamma\left(\sum_{i=1}^{n} \alpha_{i}\right)}{\prod_{i=1}^{n} \Gamma\left(\alpha_{i}\right)} \prod_{i=1}^{n} \pi_{i}^{\alpha_{i}-1}  \tag{B.1}\\
& =: \operatorname{Dir}(\pi \mid \alpha) \tag{B.2}
\end{align*}
$$

with respect to Lebesgue measure. The Dirichlet distribution and its generalization to arbitrary probability spaces, the Dirichlet Process, are common in Bayesian statistics and machine learning models. It is most often used as a prior over finite probability mass functions, such as the faccs of a die, and paired with the multinomial likelihood, to which it is conjugate, viz.

$$
\begin{align*}
\operatorname{Dir}(\pi \mid \alpha) \cdot \operatorname{Mult}(m \mid \pi) & \propto \prod_{i} \pi_{i}^{\alpha-1} \cdot \prod_{i} \pi_{i}^{m_{i}}  \tag{B.3}\\
& \propto \prod_{i} \pi_{i}^{\alpha_{i}+m_{i}-1}  \tag{B.4}\\
& \propto \operatorname{Dir}(\pi \mid \alpha+m) . \tag{B.5}
\end{align*}
$$

That is, given a count vector $m \in \mathbb{N}_{+}^{n}$, the posterior distribution is also Dirichlet, with an updated parameter vector and, therefore, it is easy to draw samples from the posterior.

However, we consider a modified likelihood function which does not maintain the convenient conjugacy property: the truncated multinomial likelihood, which corresponds to deleting a particular set of counts from the count vector $m$ or, equivalently, conditioning on the event that they are not observed. The truncated multinomial likelihood where the first component is truncated can be written

$$
\begin{align*}
\operatorname{TruncMult}_{\{1\}}(m \mid \pi) & :=\prod_{i \neq 1}\left(\frac{\pi_{i}}{1-\pi_{1}}\right)^{m_{i}}  \tag{B.6}\\
& =\operatorname{Mult}\left(m \mid \pi,\left\{m_{1}=0\right\}\right) . \tag{B.7}
\end{align*}
$$

In general, any subset of indices may be truncated; if a set $\mathcal{I} \subseteq\{1,2, \ldots, n\}$ is truncated, then we write

$$
\begin{equation*}
\operatorname{TruncMult}_{\mathcal{I}}(m \mid \pi):=\left(\frac{1}{1-\sum_{i \in \mathcal{I}} \pi_{i}}\right)^{m .} \prod_{i \notin \mathcal{I}} \pi_{i}^{m i_{i}} \tag{B.8}
\end{equation*}
$$

where $m .=\sum_{i} m_{i}$.
In the case where the posterior is proportional to a Dirichlet prior and a single truncated multinomial likelihood term, the posterior is still simple to write down and sample. In this case, we may split the Dirichlet prior over $\mathcal{I}$ and its complement $\overline{\mathcal{I}}:=\{1,2, \ldots, n\} \backslash \mathcal{I}$; the factor over $\overline{\mathcal{I}}$ is conjugate to the likelihood, and so the posterior can be written

$$
\begin{equation*}
\operatorname{Dir}(\pi \mid \alpha) \operatorname{TruncMult}_{\mathcal{I}}(m \mid \pi) \propto \operatorname{Dir}\left(\left.\frac{\pi_{\mathcal{I}}}{1-\sum_{i \in \mathcal{I}} \pi_{i}} \right\rvert\, \alpha_{\mathcal{I}}\right) \operatorname{Dir}\left(\left.\frac{\pi_{\overline{\mathcal{I}}}}{1-\sum_{i \in \mathcal{I}} \pi_{i}} \right\rvert\, \alpha_{\overline{\mathcal{I}}}+m_{\overline{\mathcal{I}}}\right) \tag{B.9}
\end{equation*}
$$

from which we can easily sample. However, given two or more truncated likelihood terms with different truncation patterns, no simple conjugacy property holds, and so it is no longer straightforward to construct samples from the posterior. For a visual comparison in the $n=3$ case, see Figure B.1.

For the remainder of this appendix, we deal with the case where there are two likelihood terms, each with one component truncated. The generalization of the equations and algorithms to the case where any set of components is truncated is immediate.

## - B. 3 An Auxiliary Variable Sampler

Data augmentation methods are auxiliary variable methods that often provide excellent sampling algorithms because they are easy to implement and the component stcps are simply conjugatc Gibbs sampling steps, resulting in fast mixing. For an overview, see the survey [109].

We can derive an auxiliary variable sampler for our problem by augmenting the distribution with geometric random variables $k=\left(k_{1}, k_{2}\right)=\left(\left\{k_{1 j}\right\},\left\{k_{2 j}\right\}\right)$. That is, we


Figure B.1: Projected visualizations of the prior distribution $\operatorname{Dir}(\pi \mid \alpha)$ for $n=3$ and $\alpha=(2,2,2)$ and the associated posterior distributions when paired with Mult $(m \mid \pi)$ and TruncMult ${ }_{\{1\}}(m \mid \pi)$ where $m=(0,2,0)$. In low dimensions, the posteriors can be computed via direct numerical integration over a discretized mesh.
define for $k_{i j}=\{0,1,2, \ldots\}$ a new distribution $q$ such that

$$
\begin{equation*}
q(\pi, m, k \mid \alpha) \propto\left(\prod_{i} \pi_{i}^{\alpha-1}\right)\left(\prod_{i \neq 1} \pi_{i}^{m_{1 i}}\right)\left(\prod_{i \neq 2} \pi_{i}^{m_{2 i}}\right)\left(\prod_{j=1}^{m_{1}} \pi_{1}^{k_{1 j}}\right)\left(\prod_{j=1}^{m_{2}} \pi_{2}^{k_{2 j}}\right) \tag{B.1}
\end{equation*}
$$

where $\left\{m_{1 i}\right\}$ and $\left\{m_{2 i}\right\}$ are sample counts corresponding to each likelihood, respectively, and $m_{i}$. $=\sum_{j} m_{i j}$. Note that if we sum over all the auxiliary variables $k$, we have

$$
\begin{align*}
& \sum_{k} q(\pi, m, k \mid \alpha) \propto\left(\prod_{i} \pi_{i}^{\alpha-1}\right)\left(\prod_{i \neq 1} \pi_{i}^{m_{1 i}}\right)\left(\prod_{i \neq 2} \pi_{i}^{m_{2 i}}\right)\left(\prod_{j} \sum_{k_{1 j}} \pi_{1}^{k_{1 j}}\right)\left(\prod_{j} \sum_{k_{2 j}} \pi_{2}^{k_{2 j}}\right)  \tag{B.2}\\
&=\prod_{(\mathrm{B} .2)} \pi_{i}^{\alpha-1}\left(\prod_{i \neq 1}\left(\frac{\pi_{i}}{1-\pi_{1}}\right)^{m_{1 i}}\right)\left(\prod_{i \neq 2}\left(\frac{\pi_{i}}{1-\pi_{2}}\right)^{m_{2 i}}\right)  \tag{B.3}\\
& \propto p(\pi, m \mid \alpha) \tag{B.4}
\end{align*}
$$

and so if we can construct samples of $\pi, k \mid m, \alpha$ from the distribution $q$ then we can form samples of $\pi \mid m, \alpha$ according to $p$ by simply ignoring the values sampled for $k$.

We construct samples of $\pi, k \mid m, \alpha$ by iterating Gibbs steps between $k \mid \pi, m, \alpha$ and $\pi \mid k, m, \alpha$. We see from (B.1) that each $k_{i j}$ in $k|\pi, m, \alpha=k| \pi, m$ is independent and distributed according to

$$
\begin{equation*}
q\left(k_{i j} \mid \pi, m\right)=\left(1-\pi_{i}\right) \pi_{i}^{k_{i j}} \tag{B.5}
\end{equation*}
$$

Therefore, cach $k_{i j}$ follows a geometric distribution with success parameter $\left(1-\pi_{i}\right)$.
The distribution of $\pi \mid k, m, \alpha$ in $q$ is also simple:

$$
\begin{align*}
& q(\pi \mid m, k, \alpha) \propto\left(\prod_{i} \pi_{i}^{\alpha_{i}-1}\right)\left(\prod_{i \neq 1}\left(\frac{\pi_{i}}{1-\pi_{1}}\right)^{m_{1 i}}\right)\left(\prod_{i \neq 2}\left(\frac{\pi_{i}}{1-\pi_{2}}\right)^{m_{2 i}}\right)  \tag{B.6}\\
& \cdot\left(\prod_{j=1}^{m_{1}}\left(1-\pi_{1}\right) \pi_{1}^{k_{1 j}}\right)\left(\prod_{j=1}^{m_{2}}\left(1-\pi_{2}\right) \pi_{2}^{k_{2 j}}\right)  \tag{B.7}\\
& \propto \operatorname{Dir}(\pi \mid \alpha+\tilde{m}) \tag{B.8}
\end{align*}
$$

where $\tilde{m}$ is a set of augmented counts including the values of $k$. In other words, the Dirichlet prior is conjugate to the angmented model. Therefore we can cycle through Gibbs steps in the augmented distribution and hence casily produce samples from the desired posterior. For a graphical model of the augmentation, see Figure B. 2.

## B. 4 Numerical Experiments

In this section we perform several numerical experiments to demonstrate the advantages provided by the auxiliary variable sampler. We compare to a generic MetropolisHastings sampling algorithm. For all experiments, when a statistic is computed in terms


Figure B.2: Graphical models for the un-augmented and augmented probability models.
of a sampler chain's samples up to sample index $t$, we discard the first $\left\lfloor\frac{t}{2}\right\rfloor$ samples and use the remaining samples to compute the statistic.

Metropolis-Hastings Sampler We construct an MH sampling algorithm by using the proposal distribution which proposes a new position $\pi^{\prime}$ given the current position $\pi$ via the proposal distribution

$$
\begin{equation*}
p\left(\pi^{\prime} \mid \pi ; \beta\right)=\operatorname{Dir}\left(\pi^{\prime} \mid \beta \cdot \pi\right) \tag{B.1}
\end{equation*}
$$

where $\beta>0$ is a tuning parameter. This proposal distribution has several valuable properties:

1. the mean and mode of the proposals are both $\pi$;
2. the parameter $\beta$ directly controls the concentration of the proposals, so that larger $\beta$ correspond to more local proposal samples;
3. the proposals are naturally confined to the support of the target distribution, while alternatives such as local Gaussian proposals would not satisfy the MH requirement that the normalization constant of the proposal kernel be constant for all starting points.

In our comparison experiments, we tune $\beta$ so that the acceptance probability is approximately 0.24 .

Sample Chain Autocorrelation In Figure B. 3 we compare the sample autocorrelation of the auxiliary variable sampler and the alternative MH sampler for several lags with $n=10$. The reduced autocorrelation that is typical in the auxiliary variable sampler chain is indicative of faster mixing.

(a) Autocorrelations in the first (truncated) component.

(b) Autocorrelations in the second component.

Figure B.3: Autocorrelations for the auxiliary variable sampler and MH sampler chains with $\alpha_{i}=2, n=10, \beta=160$. The solid lines show the mean autocorrelation over 50 randomly-initialized runs for each sampler, and the dashed lines show the 10th and 90 th percentile autocorrelation chains over those runs. These plots can be reproduced with the function autocorrelation in figures.py.

The $\widehat{R}$ Multivariate Potential Scale Reduction Factor The $\widehat{R}$ statistic, also called the Multivariate Potential Scale Reduction Factor (MPSRF), was introduced in [16] and is a natural gencralization of the scalar Scale Reduction Factor, introduced in [37] and discussed in [36, p. 296]. As a function of multiple independent sampler chains, the statistic compares the between-chain sample covariance matrix to the within-chain sample covariance matrix to measure mixing; good mixing is indicated by empirical convergence to the statistic's asymptotic value of unity.

Specifically, loosely following the notation of [16], with $\psi_{j t}^{(i)}$ for denoting the $i$ th clement of the parameter vector in chain $j$ at time $t$ (with $i=1, \ldots, n, j=1, \ldots, M$, and $t=1, \ldots, T$ ), to compute the $n$-dimensional MPSRF we form

$$
\begin{equation*}
\widehat{V}=\frac{T-1}{T} W+\left(1+\frac{1}{M}\right) B / T \tag{B.2}
\end{equation*}
$$

where

$$
\begin{align*}
W & =\frac{1}{M(T-1)} \sum_{j=1}^{M} \sum_{t=1}^{T}\left(\psi_{j t}-\bar{\psi}_{j}\right)\left(\psi_{j t}-\bar{\psi}_{j} .\right)^{\top}  \tag{B.3}\\
B / T & =\frac{1}{M-1} \sum_{j=1}^{M}\left(\bar{\psi}_{j .}-\bar{\psi}_{. .}\right)\left(\bar{\psi}_{j .}-\bar{\psi}_{. c .}\right)^{\top} . \tag{B.4}
\end{align*}
$$

The MPSRF itself is then defined when $W$ is full-rank as [16, Eq. 4.1 and Lemma 1]

$$
\begin{align*}
\widehat{R} & :=\sup _{v \in \mathbb{R}^{n}} \frac{v^{\top} \widehat{V} v}{v^{\top} W v}  \tag{B.5}\\
& =\lambda_{\max }\left(W^{-1} \widehat{V}\right)  \tag{B.6}\\
& =\lambda_{\max }\left(W^{-\frac{1}{2}} \widehat{V} W^{\frac{1}{2}}\right) \tag{B.7}
\end{align*}
$$

where $\lambda_{\max }(A)$ denotes the eigenvalue of largest modulus of the matrix $A$ and the last line follows bccause conjugating by $W^{\frac{1}{2}}$ is a similarity transformation. Equivalently (and usefully for computation), we must find the largest solution $\lambda$ to $\operatorname{det}(\lambda W-\widehat{V})=0$.

However, as noted in [16, p. 446], the measure is incalculable when $W$ is singular, and because our samples are constrained to lie in the simplex in $n$ dimensions, the matrices involved will have rank $n-1$. Therefore when computing the $\widehat{R}$ statistic, we simply perform the natural Euclidean orthogonal projection to the ( $n-1$ )-dimensional affine subspace on which our samples lie; specifically, we define the statistic in terms of
$Q^{\top} \widehat{V} Q$ and $Q^{\top} W Q$, where $Q$ is an $n \times(n-1)$ matrix such that $Q^{\top} Q=I_{(n-1)}$ and

$$
Q R=\left(\begin{array}{ccccc}
-(n-1) & 1 & \cdots & 1 & 1  \tag{B.8}\\
1 & -(n-1) & \cdots & 1 & 1 \\
& & \vdots & & \\
1 & 1 & \cdots & 1 & -(n-1) \\
1 & 1 & \cdots & 1 & 1
\end{array}\right)
$$

for upper-triangular $R$ of size $(n-1) \times(n-1)$.
Figure B. 4 shows the MPSRF of both samplers computed over 50 sample chains for $n=10$ dimensions, and Figure B.5 shows the even greater performance advantage of the auxiliary variable sampler in higher dimensions.

Statistic Convergence Finally, we show the convergence of the component-wise mean and variance statistics for the two samplers. We estimated the true statistics by forming estimates using samples from 50 independent chains each with 5000 samples, effectively using 250000 samples to form the estimates. Next, we plotted the $\ell_{2}$ distance between these "true" statistic vectors and those estimated at several sample indices along the 50 runs for cach of the sampling algorithms. See the plots in Figure B.6.

(a) The horizontal axis is the sample index.

(b) The horizontal axis is elapsed time.

Figure B.4: The $\widehat{R}$ Multivariate Potential Scale Reduction Factor [16] for the auxiliary variable sampler and MH sampler with $\alpha_{i}=2, n=10$, and $\beta=160$, with horizontal axes scaled by sample index and elapsed time. For each sampler, 5000 samples were drawn for each of 50 randomly-initialized runs, and the MPSRF was computed at 25 equally-spaced intervals. These plots can be reproduced with the function Rhatp in figures.py.

(a) The horizontal axis is the sample index.

(b) The horizontal axis is elapsed time.

Figure B.5: The $\widehat{R}$ Multivariate Potential Scale Reduction Factor [16] for the auxiliary variable sampler and MH sampler with $\alpha_{i}=2, n=20$, and $\beta=160$, with horizontal axes scaled by sample index and elapsed time. For each sampler, 5000 samples were drawn for each of 50 randomly-initialized runs, and the MPSRF was computed at 25 equally-spaced intervals. These plots can be reproduced with the function Rhatp in figures.py.

(a) $\ell_{2}$ error of component-wise mean estimate vs sample index.

(c) $\ell_{2}$ error of component-wise mean estimate vs elapsed time.

(b) $\ell_{2}$ error of component-wise variance estimate vs sample index.

(d) $\ell_{2}$ error of componentwise variance estimate vs elapsed time.

Figure B.6: Component-wise statistic convergence for the auxiliary variable sampler and MH sampler with $\alpha_{i}=2, n=10$, and $\beta=160$, with horizontal axes scaled by sample index and elapsed time. For each sampler, 5000 samples were drawn for each of 50 randomly-initialized runs. The $\ell_{2}$ distances from estimated "true" parameters are plotted, with the solid lines corresponding to the mean error and the dashed lines corresponding to 10 th and 90 th percentile errors. These plots can be reproduced with the function statistic_convergence in figures.py.

## Appendix C

## Spectral Learning of HMM Predictive State Representations

This appendix is a summary explanation of the algorithm in "A Spectral Algorithm for Loarning Hidden Markov Moodels" (COLT 2009), though there may be some slight notational inconsistencies with the original paper.

The idca is to maintain output predictions in a recursive inference algorithm, instead of the usual method of maintaining hidden state predictions, and to represent the HMM only in terms of the maps necessary to update output predictions given new data. This approach limits the inference computations the algorithm can perform (it, can't answer any queries about the hidden states since it doesn't explicitly deal with them at all), but it also reduces the complexity of the model parameters that are learned and thus makes learning easier. The learning algorithm uses an SVD and matrix operations, so it avoids the local-optima problems of EM or any other algorithms based on maximizing data likelihood over the usual HMM parameterization. The COLT paper includes error bounds and analysis.

Notation. For a vector $v$ in a subspace $\mathcal{V} \subseteq \mathbb{R}^{k}$ and a matrix $C$ with linearly independent columns and range $(C) \supseteq \mathcal{V}$ we use $[v]^{C}$ to denote the coordinate vector of $v$ relative to the ordered basis given by the columns of $C$, and $[v]$ or simply $v$ to denote the coordinate vector of $v$ relative to the standard basis of $\mathbb{R}^{k}$. Similarly, for a linear map $\mathcal{A}: \mathcal{V} \rightarrow \mathcal{V}$ we use $[\mathcal{A}]_{C}^{C}$ to denote the matrix of $\mathcal{A}$ relative to domain and codomain bases given by the columns of $C$, and $[\mathcal{A}]$ to indicate its matrix relative to standard bases. For a matrix $A$ we also use $[A]_{i j}$ to denote the $(i, j)$ th entry.


Definition C. 1 (Hidden Markov Model). A time-homogeneous, discrete Hidden Markov Model (HMM) is a probability distribution on random variables $\left\{\left(x_{t}, h_{t}\right)\right\}_{t \in \mathbb{N}}$ satisfying the conditional independences implied by the graphical model, where range $\left(h_{t}\right)=[m]:=$ $\{1,2, \ldots, m\}$ and range $\left(x_{t}\right)=[n]$ where $n \geq m$. The standard parametcrization is the triple $(T, O, \pi)$, where

$$
\begin{aligned}
T \in \mathbb{R}^{m \times m}, & {[T]_{i j}=\operatorname{Pr}\left[h_{t}=i \mid h_{t-1}=j\right] } \\
O \in \mathbb{R}^{n \times m}, & {[O]_{i j}=\operatorname{Pr}\left[x_{t}=i \mid h_{t}=j\right] } \\
\pi \in \mathbb{R}^{m}, & {[\pi]_{j}=\operatorname{Pr}\left[h_{1}=j\right] . }
\end{aligned}
$$

We assume $T$ and $O$ to have full column rank and $[\pi]_{j}>0 \forall j \in[m]$.
Definition C. 2 (Observation Prediction). An observation prediction for any time $t$ is a vector $\vec{x}_{\iota} \in \mathbb{R}^{n}$ defined in the standard basis by

$$
\begin{equation*}
\left[\vec{x}_{t}\right]_{i}:=\operatorname{Pr}\left[x_{t}=i \mid x_{1: t-1}=\bar{x}_{1: t-1}\right] \tag{C.1}
\end{equation*}
$$

for some fixed (implicit) sequence $\bar{x}_{1: t-1}$.
Claim C.1. Every observation prediction $\vec{x}_{t}$ lies in a subspace $\mathcal{U}:=\operatorname{range}(O) \subseteq \mathbb{R}^{n}$ with $\operatorname{dim}(\mathcal{U})=m$.

Proof. By the conditional independences of the HMM, for any $t$ we have

$$
\begin{align*}
\operatorname{Pr}\left[x_{t}=i \mid x_{1: t-1}=\bar{x}_{1: t-1}\right]= & \sum_{j \in[m]} \operatorname{Pr}\left[x_{t}=i \mid h_{t}=j\right] \\
& \cdot \operatorname{Pr}\left[h_{t}=j \mid x_{1: t-1}=\bar{x}_{1: t-1}\right] \tag{C.2}
\end{align*}
$$

so therefore we can write

$$
\begin{equation*}
\vec{x}_{t}=O \vec{h}_{t}, \quad\left[\vec{h}_{t}\right]_{j}:=\operatorname{Pr}\left[h_{l}=j \mid x_{1: t-1}=\bar{x}_{1: t-1}\right] . \tag{C.3}
\end{equation*}
$$

Equivalently, we can say $\left[\vec{x}_{t}\right]^{\circ}=\vec{h}_{l}$. See Figure C.1.

Claim C.2. The obscrvation prediction subspace $\mathcal{U}$ satisfies $\mathcal{U}=\operatorname{range}\left(P_{2,1}\right)$, where $\left[P_{2,1}\right]_{i j}:=\operatorname{Pr}\left[x_{2}=i, x_{1}=j\right]$

Proof. We can write the joint distribution over $\left(x_{1}, x_{2}\right)$ as


Figure C.1: We can view $O$ as (the matrix of) a map from hidden state beliefs to output predictions (with respect to the standard bases). Not shown is the fact that both $\vec{h}_{t}$ and $\vec{x}_{t}$ lie in the simplices of $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$, respectively, and that $O$ maps the simplex in $\mathbb{R}^{m}$ to (a subset of) the simplex in $\mathbb{R}^{n}$.

$$
\begin{align*}
\operatorname{Pr}\left[x_{2}=i, x_{1}=j\right]= & \sum_{\bar{h}_{1}} \sum_{h_{2}} \operatorname{Pr}\left[x_{2}=i, x_{1}=j, h_{1}=\bar{h}_{1}, h_{2}=\bar{h}_{2}\right]  \tag{C.4}\\
= & \sum_{\breve{h}_{1}} \operatorname{Pr}\left[h_{1}=\bar{h}_{1}\right] \operatorname{Pr}\left[x_{1}=j \mid h_{1}=\bar{h}_{1}\right] \\
& \cdot \sum_{\breve{h}_{2}} \operatorname{Pr}\left[h_{2}=\bar{h}_{2} \mid h_{1}=\bar{h}_{1}\right] \operatorname{Pr}\left[x_{2}=i \mid h_{2}=\bar{h}_{2}\right] \tag{C.5}
\end{align*}
$$

and we can write that sum as $P_{2,1}=O T \operatorname{diag}^{*}(\pi) O^{\top}$, where diag* $(\cdot)$ maps a vector to a diagonal matrix in the usual way. By our rank and positivity assumptions, we see that $P_{2,1}$ satisfies range $\left(P_{2,1}\right)=\operatorname{range}(O)=\mathcal{U}$.

We can directly estimate $P_{2,1}$ with empirical statistics, and as a consequence of Claim C. 2 we can then get a basis for $\mathcal{U}$ by using an SVD of $P_{2,1}$. Note that we aren't. getting an estimate of $O$ this way, but just its column space.

Claim C.3. Given an observation $x_{t}=\bar{x}_{t}$, there is a linear map $\mathcal{B}_{\bar{x}_{t}}: \mathcal{U} \rightarrow \mathcal{U}$ such that

$$
\begin{equation*}
\mathcal{B}_{\bar{x}_{t}}\left(\vec{x}_{t}\right)=\alpha \vec{x}_{t+1} \tag{C.6}
\end{equation*}
$$

for some $\alpha=\alpha\left(\bar{x}_{t}, \vec{x}_{t}\right)$, a scalar normalization factor chosen to ensure $1^{\top} \vec{x}_{t+1}=1$.


Figure C.2: The matrix $T \operatorname{diag}^{*}\left(O_{\bar{x}_{t}:}\right)$ is the matrix (relative to standard bases) of a linear map that updates hidden state beliefs given an observation $\bar{x}_{t}$, up to renormalization which the figure does not show. The linear map $\mathcal{B}_{\bar{x}_{t}}$ is the update for output predictions.

Proof. Following the usual recursive update for HMM forward messages, we have

$$
\begin{array}{r}
\operatorname{Pr}\left[h_{t+1}=i, x_{1: t}=\bar{x}_{1: t}\right]=\sum_{j \in[m]} \underbrace{\operatorname{Pr}\left[h_{t+1}=i \mid h_{t}=j\right]}_{[T]_{i j}} . \underbrace{\operatorname{Pr}\left[x_{t}=\bar{x}_{t} \mid h_{t}=j\right]}_{\left[O \bar{x}_{t} j\right.} \\
\cdot \underbrace{\operatorname{Pr}\left[h_{t}=j, x_{1: t-1}=\bar{x}_{1: t-1}\right]}_{\alpha\left[\bar{x}_{t}\right]_{j}^{O}} . \tag{C.7}
\end{array}
$$

Therefore we can write the map $\mathcal{B}_{\bar{x}_{t}}$ as an $m \times m$ matrix relative to the basis for $\mathcal{U}$ given by the columns of $O$ :

$$
\begin{equation*}
\left[\mathcal{B}_{\bar{x}_{t}}\right]_{O}^{O}=T \operatorname{diag}^{*}\left(O_{\bar{x}_{t}:}\right) \tag{C.8}
\end{equation*}
$$

where $O_{k}$ : denotes the vector formed by the $k$ th row of $O$. We require $1^{\top} \vec{x}_{t+1}=1$, so we have $\alpha=O_{\bar{x}_{t}:}^{\top} \vec{x}_{t}$.

See Figure C.2.

Note. Renormalization always works because $T \operatorname{diag}^{*}\left(O_{\bar{x}_{t}}\right)$ preserves the non-negative orthant of $\mathbb{R}^{m}$, and $O$ maps the simplex in $\mathbb{R}^{m}$ to (a subset of) the simplex in $\mathbb{R}^{n}$. The orthant preservation properties of these maps are an immediate consequence of the fact that the matrices (with respect to standard bases) are entry-wise non-negative. In fact,
instead of tracking vectors, we should be tracking rays in the non-negative orthant.
For any new observation $x$, the map $\mathcal{B}_{x}$ implements the "bclief update" on output predictions, up to a normalization factor which we can compute on the fly via $1^{\top} \vec{x}_{t}=1$. Note that we can also write $\mathcal{B}_{x}$ as an $n \times n$ matrix relative to the standard basis of $\mathbb{R}^{n}$ :

$$
\begin{equation*}
\left[\mathcal{B}_{x}\right]=O T \operatorname{diag}^{*}\left(O_{x:}\right) O^{\dagger} \tag{C.9}
\end{equation*}
$$

where $O^{\dagger}:=\left(O^{\top} O\right)^{-1} O^{\top}$ is the pseudoinverse of $O$. Recall $\vec{x}_{t}=O \vec{h}_{t}$ and hence $\vec{h}_{t}=O^{\dagger} \vec{x}_{t}$.

We would like to write $\mathcal{B}_{x}$ as a matrix without reference to the standard HMM parameters ( $T, O, \pi$ ), since we want to avoid learning them at all.

Claim C.4. Let $U \in \mathbb{R}^{n \times m}$ be a matrix whose columns form an orthonormal basis for $\mathcal{U}$. We can write $\mathcal{B}_{x}$ as a matrix relative to the standard basis of $\mathbb{R}^{n}$ as

$$
\begin{equation*}
\left[\mathcal{B}_{x}\right]=P_{3, x, 1} U\left(U^{\top} P_{2,1} U\right)^{-1} U^{\top} \tag{C.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[P_{3, x, 1}\right]_{i j}:=\operatorname{Pr}\left[x_{3}=i, x_{2}=x, x_{1}=j\right] \forall x \in[n] . \tag{C.11}
\end{equation*}
$$

Proof. We can express the matrix $P_{3, x, 1}$ in a form similar to that for the matrix $\left[\mathcal{B}_{x}\right]$ in Equation (C.9):

$$
\begin{equation*}
P_{3, x, 1}=\underbrace{O T \operatorname{diag}^{*}\left(O_{x:}\right) O^{\dagger}}_{\left[\mathcal{B}_{x}\right]} P_{2,1} \tag{C.12}
\end{equation*}
$$

Intuitively, we want to remove the $P_{2,1}$ on the right, since that would give us $\left[\mathcal{B}_{x}\right]$ in terms of quantities we can readily estimate, but we cannot form the inverse of $P_{2,1}$ because it is $n \times n$ and has rank $m \leq n$. However, $P_{2,1}$ has row and column space $\mathcal{U}$ (intuitively, its restriction to $\mathcal{U}$ is invertible), thus we can substitute

$$
\begin{equation*}
P_{2,1}=U\left(U^{\top} P_{2,1} U\right) U^{\top} \tag{C.13}
\end{equation*}
$$

to get

$$
\begin{equation*}
P_{3, x, 1}=O T \operatorname{diag}^{*}\left(O_{x:}\right) O^{\dagger} U\left(U^{\top} P_{2,1} U\right) U^{\top} \tag{C.14}
\end{equation*}
$$

and hence

$$
\begin{equation*}
P_{3, x, 1} U\left(U^{\top} P_{2,1} U\right)^{-1} U^{\top}=O T \operatorname{diag}^{*}\left(O_{x:}\right) O^{\dagger}=\left[\mathcal{B}_{x}\right] \tag{C.15}
\end{equation*}
$$

Because we can estimate cach $P_{3, x, 1}$ as well as $P_{2,1}$ from data by empirical statistics, and we can obtain a $U$ using an SVD, we can now estimate a representation of $\mathcal{B}_{x}$ from data using the expression in Claim C.4. We can also directly estimate $P_{1}$ from empirical statistics, where $\left[P_{1}\right]_{i}:=\operatorname{Pr}\left[x_{1}=i\right]$, and hence we can use these estimated quantities to recursively compute $\operatorname{Pr}\left[x_{t} \mid x_{1: t-1}\right]$ and $\operatorname{Pr}\left[x_{1: t-1}\right]$ given observations up to and including time $t-1$.

Since $\operatorname{dim}(U)=m \leq n$, we can use the columns of $U$ as our basis for $\mathcal{U}$ to get, a more economical coordinate representation of $\vec{x}_{t}$ and $\mathcal{B}_{x}$ than in the standard basis of $\mathbb{R}^{n}$ :

Definition C. 3 (HMM PSR Representation). For any fixed $U \in \mathbb{R}^{n \times m}$ with range $(U)=$ $\mathcal{U}$ and $U^{\top} U=I_{m \times m}$, we define the belief vector at time $t$ by

$$
\begin{equation*}
\vec{b}_{t}:=\left[\vec{x}_{t}\right]^{U}=U^{\top} \vec{x}_{t} \in \mathbb{R}^{m} \tag{C.16}
\end{equation*}
$$

and in particular for $t=1$ we have

$$
\begin{equation*}
\vec{b}_{1}=U^{\top} O \pi \tag{C.17}
\end{equation*}
$$

For each possible observation $x \in[n]$, we define the matrix $B_{x} \in \mathbb{R}^{m \times m}$ by

$$
\begin{equation*}
B_{x}:=\left[\mathcal{B}_{x}\right]_{U}^{U}=\left(U^{\top} O\right) T \operatorname{diag}^{*}\left(O_{x:}\right)\left(U^{\top} O\right)^{-1} . \tag{C.18}
\end{equation*}
$$

Finally, for normalization purposes, it is convenient to maintain the appropriate mapping of the ones (co-)vector, noting $1^{\top} O \vec{h}=1$ if and only if $1^{\top} \vec{h}=1$ because $1^{\top} O=1^{\top}$ :

$$
\begin{equation*}
\vec{b}_{\infty}:=[1]^{U}=U^{\top} 1 \in \mathbb{R}^{m} . \tag{C.19}
\end{equation*}
$$

The box below summarizes the method for learning an HMM PSR representation from data and how to use an HMM PSR representation to perform some recursive inference computations.

## Learning

$$
\begin{aligned}
\widehat{U} & =\operatorname{ThinSVD}\left(\widehat{P}_{2,1}\right) \\
\widehat{b}_{1} & =\widehat{U}^{\top} \widehat{P}_{1} \\
\widehat{B}_{x} & =\widehat{U}^{\top} \widehat{P}_{3, x, 1}\left(\widehat{U}^{\top} \widehat{P}_{2,1}\right)^{\dagger} \forall x \in[n] \\
\widehat{b}_{\infty} & =\widehat{U}^{\top} 1
\end{aligned}
$$

Inference

$$
\begin{aligned}
\operatorname{Pr}\left[x_{1: t}\right] & =\vec{b}_{\infty}^{\top} B_{x_{t: 3}} \vec{b}_{1} & \text { sequence probability } \\
\operatorname{Pr}\left[x_{t} \mid x_{1: t-1}\right] & =\vec{b}_{\infty}^{\top} B_{x_{t} \vec{b}_{t}} & \text { prediction } \\
\vec{b}_{t+1} & =\frac{B_{x_{t}} \vec{b}_{t}}{\vec{b}_{\infty}^{\top} B_{x_{t}} \vec{b}_{t}} & \text { recursive updatc }
\end{aligned}
$$
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[^1]:    ${ }^{1}$ We do not provide a precise definition of computational efficiency here. Common definitions often correspond to the complexity classes P or BPP $[3]$.

[^2]:    ${ }^{1}$ In Murphy $[i 8]$ and others, the symbols $\beta$ and $\beta^{*}$ are used for the messages, but to avoid confusion with our HDP parameter $\beta$, we use the symbols $B$ and $B^{*}$ for messages.

[^3]:    ${ }^{2}$ The indicator variables are present because the two transition probabilities are not independent but rather exchangeable.

[^4]:    ${ }^{1}$ While some definitions take the support of the negative binomial PMF to be $\{0,1,2, \ldots\}$, for duration modeling we shift the PMF to start at 1 because we do not want to include durations of 0 length.

[^5]:    ${ }^{2}$ We use $z_{t}$ to denote the system's intornal state and $w_{t}$ to denote its output to avoid confusion with the HSMM label and observation sequences $x_{1: T}$ and $y_{1: T}$, respectively.

[^6]:    ${ }^{3}$ While there is no finite LTI realization or HMM embedding for all possible sequence lengths $T$, the generic embedding of Example 4.3 .1 , in which the number of psoudostates must grow with $T$ and thus message passing complexity is quadratic in ' $T$ ', is always possible.

[^7]:    ${ }^{1}$ In a backtracking line search, for some fixed parameter $k_{i} \in(0,1)$, given an initial point $x$ and an increment $\Delta$, while $x+\Delta$ is infeasible we set $\Delta \leftarrow \kappa \Delta$.

[^8]:    ${ }^{1}$ We assume models are non-degenerate, i.c. that covariances are of full rank.

[^9]:    ${ }^{2}$ When $J$ is symmetric one can arrive at the same condition by applying a similarity transform as in Proposition 7.7.3. We use the lifting argument here because we extend the idea in our other proofs.

[^10]:    ${ }^{3}$ A symmetric bilinear form $R$ on a vector space $V$ is defined by the quadratic form $Q$ with $Q(u)=$ $R(u, u)$ for all $u \in V$ via the polarization identity $4 R(u, v)=Q(u+v)-Q(u-v)$. Thus to define the second derivative it suffices to define the corresponding quadratic form, as in (7.7.11). In our analysis based on Taylor series expansion, we only use the quadratic form.

