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Abstract

This thesis explores the economics of online labor markets. The first paper evaluates a market
intervention that sought to improve efficiency within the world's largest online labor market.
The second paper provides an illustration of how online labor markets can serve as a platform
for helping researchers study economic questions using natural field experiments. The third
paper examines the role of supervision within a firm using detailed productivity data.

In the first paper, we report the results of an experiment that increased job application costs
in an online labor market. More specifically, we made it costlier to apply to jobs by adding re-
quired questions to job applications that were designed to elicit high-bandwidth information
about workers. Our experimental design allows us to separate the effect of a costly ordeal vs.
the role of information by randomizing whether employers see workers' answers. We find that
our ordeal reduced the number of applicants by as much as 29% and reduced hires by as much
as 3.6%. Overall, the applicant pool that underwent the ordeal had higher earnings and hourly
wages, but not better past job performance. The ordeal also discouraged non-North American
workers. We find no evidence that employers spent more when vacancies were filled, but some
evidence that employer satisfaction improved. These improvements were the result of infor-
mation provision rather than selection. Finally, we did not find any heterogeneity in outcomes
across job category, contract types, or employer experience.

In the second paper, we conduct the first natural field experiment to explore the relation-
ship between the "meaningfulness" of a task and worker effort. We employed over 2,500 workers
from Amazon's Mechanical Turk (MTurk), an online labor market, to label medical images. Al-
though given an identical task, we experimentally manipulated how the task was framed. Sub-
jects in the meaningful treatment were told that they were labeling tumor cells in order to assist
medical researchers, subjects in the zero-context condition (the control group) were not told the
purpose of the task, and, in stark contrast, subjects in the shredded treatment were not given
context and were additionally told that their work would be discarded. We found that when
a task was framed more meaningfully, workers were more likely to participate. We also found
that the meaningful treatment increased the quantity of output (with an insignificant change in
quality) while the shredded treatment decreased the quality of output (with no change in quan-
tity). We believe these results will generalize to other short-term labor markets. Our study also
discusses MTurk as an exciting platform for running natural field experiments in economics.
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In the third paper, we investigate whether greater supervision translates into higher quality
work. We analyze data from a firm that supplies answers for one of the most popular question-
and-answer ("Q&A') websites in the world. As a result of the firm's staffing process, the assign-
ment of supervisors to workers is as good as random, and workers are exposed to supervisors
who put forth varying degrees of "effort" (a measure based on a supervisor's propensity to cor-
rect work). Using this exogenous variation, we estimate the net effect of greater supervision
and find that a one-standard-deviation increase in supervisor effort reduces the number of bad
answers by between four and six percent. By decomposing the total effect into the separate ef-
fects on corrected and uncorrected answers, we conclude that supervisor effort tends to lower
the number of good answers among uncorrected answers. Interestingly, observable worker be-
haviors (i.e., answer length and time to answer a question) seemed unaffected by supervision.
None of the results vary with worker experience.

Thesis Supervisor: David Autor
Title: Professor of Economics

Thesis Supervisor: Heidi Williams
Title: Assistant Professor

4



To my parents, for raising me in strict accordance with the principles of laissez-faire

parenting. While any parent can raise their children in their own image, you accom-

plished something much greater You gave me the character and chutzpah to envision

my own ideal and follow my own path. My individuality and perception of the world

is due entirely to you.

To the late Sheridan Wilson-Grenon, who I will always miss, for believing in me and

investing in my dreams.

5



6



Acknowledgments

Above all, I thank David Autor and Heidi Williams for their encouragement and guidance. Any-

time I radioed in and said, "Houston, we have a problem," they immediately made themselves

available and provided the exact support that I needed. David Autor is a true mensch. I am ex-

tremely grateful for David and Heidi's advising and will be forever indebted to them. They are

consummate academics and I deeply admire their dedication to doing impactful research on

society's most important topics. It was a privilege to have had them as advisers.

I thank my co-authors John Horton and Adam Kapelner without whom this dissertation

could not have been written. John possesses unbounded intellectual curiosity and is one of the

most creative people I have ever worked with. Our conversations throughout the years left an

indelible mark on how I think about economics and online labor markets. I am also grateful for

the doors he opened, for always having my best interests in mind, and for providing valuable

advice during my career as a researcher and grad student. Adam has been both a co-author

and a best friend. He is a kindred spirit and I am extremely fortunate to have had him as a

lifelong intellectual companion. I am continual amazed by his spirituality and NF worldview.

Additionally, he is a true wizard who possesses an extraordinary skill set and boldly applies it to

bring his ideas into the world.

I am extremely grateful for having been part of the MIT Economics environment - there

truly isn't a better place for graduate training. The skills I developed here will serve me for the

rest of my life. I was privileged to share the company of such amazingly talented classmates,

TAs, and professors who taught me. I especially thank David Jim nez-Gomez for being a great

friend and fellow student. He is a true philosopher/poet/scientist and I look forward to over-

coming my own cost of thinking in order to appreciate his research on the cost of thinking about

thinking and other topics.

Before MIT, there was the U of C. I first learned to love economics through the work of the

late Gary Becker and others from the Chicago school of economics. More than any other in-

tellectual approach, Chicago-style economics helps me see immense amounts of beauty in the

world and understand the forces that guide human action. As a lecturer at MIT, I felt compelled

to teach this perspective to my undergraduates and I hope that I inspired at least a few of them

to appreciate economics.

I thank Bob Gibbons for being the greatest thesis adviser I never had. He was a tremendous

teacher and enriched my understanding of incentives and organizations.

Additionally, I thank the many people from my personal life who supported me directly and

7



indirectly during grad school. I'm afraid to try to list them since I'll inevitably leave someone

out who is truly important. However, I especially thank Johana for all of her love and support.

I thank oDesk and the unnamed firm for their efforts to create online labor markets that

help make the world a more equitable place and unlock human potential. I am grateful to the

long list of people there who helped me accomplish this research.

I gratefully acknowledge financial support from the George and Obie Schultz Fund and the

NSF Graduate Research Fellowship Program. The NSF placed a great deal of faith in me and I

hope that my work outside of academia brings about the broader impacts for which they sup-

ported me.

Finally, I thank Steven Levitt who has, without a doubt, been the most positive and persis-

tent shock to my life. I will always remember the first day I started working for him and how he

told me to view my RAship as, beyond anything else, an investment in my own human capital. I

am honored that he saw potential within me and I appreciate all he has done to help me realize

it. He has been a kingmaker to countless people and I am just one of many people who have

benefited from his support. He is a model of what a mentor should be and he inspires me to

pay it forward and be a mentor to others. He is also a tremendous institution builder; creator

of human capital factories; and a wonderful asset to academia, the intelligent public, and the

economics profession.

8



Contents

1 Market Congestion and Application Costs

1.1 Introduction ......... .... .. ........ . ...... .....

1.2 Experimental setting and design .......................

1.2.1 The oDesk labor market ........................

1.2.2 Experimental design ..........................

1.2.3 Balance checks ................................

1.3 Evidence on applicant pool selection ......................

1.3.1 Size of the applicant pool .......................

1.3.2 Selection across applicant pools ......................

1.4 Evidence on hiring behavior and employment outcomes . . . . . . . .

1.4.1 Hiring behavior .................................

1.4.2 Employment outcomes ........................

1.4.3 Heterogeneity in ordeal and information effects . . . . . . . . . .

1.5 Conclusion . . . ... .. .. .... .. . .. .. . . . .. . . . . . . . .. .

2 Breaking Monotony with Meaning: Motivation in Crowdsourcing Markets

2.1 Introduction ............. .. ........ ....... .....

2.2 Mechanical Turk and its potential for field experimentation .......

2.2.1 General use by social scientists .......................

2.2.2 Suitability for natural field experiments in Economics . . . . . .

2.3 Experimental Design ...................................

2.3.1 Subject recruitment ..............................

2.3.2 Description of experimental conditions . . . . . . . . . . . . . . .

2.3.3 Task interface, incentive structure, and response variables ...

2.3.4 Hypotheses ...............................

2.4 Experimental Results and Discussion .......................

15

15

18

18

20

22

22

23

23

25

26

27

31

32

51

. . . . . . . 51

. . . . . . . 54

. . . . . . . 54

. . . . . . . 55

. . . . . . . 57

. . . . . . . 57

. . . . . . . 57

. . . . . . . 58

. . . . . . . 59

. . . . . . . 60

9



2.4.1 Labor Participation Results: "Induced to work" . . . . . . . . . . . . . . . . . 60

2.4.2 Quantity Results: Number of images labeled . . . . . . . . . . . . . . . . . . . 61

2.4.3 Quality Results: Accuracy of labeling . . . . . . . . . . . . . . . . . . . . . . . 62

2.4.4 Post Manipulation Check Results . . . . . . . . . . . . . . . . . . . . . . . . . 63

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

2.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

A Detailed Experimental Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3 Management and Measurement: Do More Attentive Supervisors Get Better Results? 75

3.1 Introduction .. .............. ......... .. ... .. . .. .. ... .. 75

3.2 Setting: The firm and production environment . . . . . . . . . . . . . . . . . . . . . 77

3.2.1 Company background and project description ................. 77

3.2.2 The production process and staffing ........................ 78

3.2.3 Supervisor effort and its effect on correction rates . . . . . . . . . . . . . . . . 79

3.3 Data and summary statistics ..... ................................ 80

3.3.1 The sam ple ...................................... 80

3.3.2 Sum m ary statistics .................................. 81

3.3.3 Effect of supervisor effort on correction rates for individual workers . . . . . 84

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.4.1 Results for worker behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.4.2 Results for answer quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.4.3 Mechanisms for how supervision affects quality . . . . . . . . . . . . . . . . . 89

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

10



List of Figures

1-1 Example job post: Interface workers see when deciding whether to apply to a job . 33

1-2 Example job application: Interface workers use to submit applications . . . . . . . 34

1-3 Experimental treatments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1-4 Flowchart of application process and the effect of the experiment . . . . . . . . . . 36

1-5 Flowchart of selection process and the effect of the experiment . . . . . . . . . . . . 37
1-6 Effect of treatment on number of applications . . . . . . . . . . . . . . . . . . . . . . 38

2-1 Main task portal for a subject in the meaningful treatment . . . . . . . . . . . . . . . 65

2-2 The HIT as initially encountered on MTurk . . . . . . . . . . . . . . . . . . . . . . . . 68

2-3 The colorblindness test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

2-4 Opening screen of training video . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

2-5 Examples of "cues of meaning" . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

2-6 Illustration of how to perform the task . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

2-7 Quiz after watching the training video (in the meaningful treatment) . . . . . . . . 72

2-8 Interface for labeling images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

2-9 Landing page after completing a task . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

2-10 Post-task survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3-1 Example question from a Q&A website . . . . . . . . . . . . . . . . . . . . . . . . . . 94

3-2 Flowchart of production process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3-3 Heterogeneity in supervisor effort and the average size their corrections . . . . . . 96

3-4 Visual IV: Supervisor effort, correction rate, and answer quality . . . . . . . . . . . . 97

11



12



List of Tables

1-1 List of questions used in treatment . . . . . . . . . . . . . . . . . . .

1-2 Summary statistics for workers . . . . . . . . . . . . . . . . . . . . .

1-3 Summary statistics for employers . . . . . . . . . . . . . . . . . . .

1-4 Covariate balance: Employer characteristics by treatment cell . .

1-5 Applicant pool selection by treatment . . . . . . . . . . . . . . . . .

1-6 Hiring outcomes . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1-7 Employment outcomes: Job performance . . . . . . . . . . . . . .

1-8 Employment outcomes: Contract spend . . . . . . . . . . . . . . .

1-9 Heterogeneity of ordeal and information effects: by job category,

and employer experience . . . . . . . . . . . . . . . . . . . . . . . .

1-10 Applicant pool selection by treatment (additional variables) . . . .

contract type,

1-11 Comparison of information effect controlling for worker quality index . . . . . .

2-1 Summary statistics for response variables and demographics by treatment and

country . . . . . . . . . . . . . . . . . . . . . . . . . . .

A heatmap illustration of our results . . . . . . . . . .

Main treatment effects on quantity of images . . . .

Main treatment effects on quality of images . . . . .

Summary statistics: Questions and answers . . . . .

Summary statistics: Worker behavior . . . . . . . . .

Summary statistics: Supervisor behavior . . . . . . .

Effect of predicted supervisor effort on corrections .

Effect of supervisor effort on worker behavior . . . .

Effect of supervisor effort on answer quality . . . . .

3-7 Effect of supervisor effort on additional measures of]

65

66

66

67

. . . . . . . . . . . . . . . . . . 98

. . . . . . . . . . . . . . . . . . 99

. . . . . . . . . . . . . . . . . . 100

. . . . . . . . . . . . . . . . . . 101

. . . . . . . . . . . . . . . . . . 102

. . . . . . . . . . . . . . . . . . 103

performance . . . . . . . . . . 104

3-8 Effect of supervisor effort on answer quality (by worker experience) . . . . . . 105

13

39

40

41

42

43

44

45

46

47

48

49

2-2

2-3

2-4

3-1

3-2

3-3

3-4

3-5

3-6



3-9 Decomposition of quality changes on corrected vs. uncorrected answers . . . . . . 106

3-10 IV estimates of the value of supervisor corrections . . . . . . . . . . . . . . . . . . . 107
3-11 Variability by shift: Number of questions, answers, workers, and supervisors . . . . 108

3-12 Propensity of reviewers to make corrections . . . . . . . . . . . . . . . . . . . . . . . 109

3-13 Worker exposure to supervisors: Fraction of question-answers reviewed by their

top-5 supervisors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

14



Chapter 1

Market Congestion and Application Costs

Abstract

We report the results of an experiment that increased job application costs in an online labor
market. More specifically, we made it costlier to apply to jobs by adding required questions to
job applications that were designed to elicit high-bandwidth information about workers. Our
experimental design allows us to separate the effect of a costly ordeal vs. the role of informa-
tion by randomizing whether employers see workers' answers. We find that our ordeal reduced
the number of applicants by as much as 29% and reduced hires by as much as 3.6%. Overall,
the applicant pool that underwent the ordeal had higher earnings and hourly wages, but not
better past job performance. The ordeal also discouraged non-North American workers. We
find no evidence that employers spent more when vacancies were filled, but some evidence
that employer satisfaction improved. These improvements were the result of information pro-
vision rather than selection. Finally, we did not find any heterogeneity in outcomes across job
category, contract types, or employer experience.

1.1 Introduction

Computer-mediation and digitization have dramatically lowered the cost of finding and ap-

plying to vacancies. Electronic job boards such as Monster.com and Careerbuilder.com have

proliferated and workers can now search through thousands of job openings and easily sub-

mit hundreds of applications. Consequently, employers have access to more job candidates.

However, it is not clear whether lower application costs have increased labor market efficiency

or resulted in better matches (Kuhn and Mansour, 2013; Kuhn and Skuterud, 2004; Stevenson,

2008).

Why is this? One explanation is that the availability of applicants may not be the constrain-
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ing factor. Rather, the true constraints may be high screening costs and the scarcity of "high-

bandwidth" information about job candidates (e.g., data that "can only be verified through di-

rect interactions such as interviews and repeated contact" (Autor, 2001).1 To provide an extreme

example, if firms had only ni interview slots and na applicants (na > ni), increasing na would

not help employers unless the candidates became more positively selected or employers could

better decide whom to interview.

Another possible explanation is that very low application costs could reduce the signaling

value of a job application. If employers have an imperfect screening technology and the appli-

cant pool becomes adversely selected, employers may be worse off even with a larger candidate

pool. In this situation, raising application costs could attract higher-quality candidates who are

more likely to be genuinely interested in the position. However, the direction of selection is

ultimately an empirical question.

In the simplest story, workers have priors on the expected match surplus and choose to

submit an application whenever the expected surplus exceeds the cost of an application. If the

expected match surplus correlates with the true match surplus, raising the application costs will

increase the applicant quality. However, selection could go the other way. For example, if higher

application costs took the form of a higher time cost, the best candidates may be discouraged if

they have a higher opportunity cost of time.2

In this paper, we experimentally increase the cost of applying to jobs in an online labor

market and examine the relationship between application costs and labor market outcomes.

Our first analysis examines to what extent adding questions induced applicant pool selec-

tion. Additionally, we designed the ordeal to elicit high-bandwidth information from the can-

didates: namely, by requiring candidates to answer questions that were added to randomly

selected job posts.3 In order for us to measure the effect of information, we created two treat-

ment arms with the same number of questions, but only in one of the arms did we show the

answers to employers. Thus, the value of information can be identified by comparing the two

treatments.

Our experimental sample includes oDesk employers who posted a job between November

'As noted by Autor (2001), the Internet does a good job transmitting low-bandwidth data (i.e., "objectively veri-
fiable information such as education, credentials, experience, and salaries,") and helps employers and workers find
each other more easily, but may fail to produce the kind of high-bandwidth data that facilitates better matching.

2As noted by (Alatas et al., 2012), the degree of selection doesn't have to be non-monotonic and the theoretical
relationship is ambiguous once plausible real-world features are added to the model. Therefore, it is essential to
treat the relationship between ordeal size and selection as an empirical question.

3 Example questions include: "Why are you a good fit for this job?" "What part of this project most appeals to
you?" table 1-1 shows the full list of questions.
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21, 2012, and May 1, 2013. Employers were assigned to the control group (72%) or one of four

treatments that required questions.4 In three of the treatments, candidates answered one (7%),

two (7%), or five (7%) questions and their answers were shown to employers. In the final treat-

ment (7%), candidates answered five questions, but their answers were not shown to employ-

ers. By comparing this last treatment to the other five-question treatment where employers saw

answers, we measure the effect of eliciting more information, which we call the "information

effect" and by comparing it with the control, we measure the effect of applicant pool selection,

which we call the "ordeal effect."

We find that the primary effect of the intervention was to reduce the size and change the

composition of the applicant pool. The applicant pool decreased by nearly thirty percent and

the workers who underwent the ordeal were more positively selected. Vacancies were 3.6% less

likely to fill, but this is a small decrease given the large overall reduction in candidates. The

matches that were formed did not have a higher wage bill and the candidates who were hired

did not differ on observable characteristics. However, we find some evidence that job perfor-

mance among the matches improved by 5.5% and that these effects were concentrated in the

treatments that acted through an information effect. Importantly, we caution that the results

for wage bill and job performance cannot be easily interpreted since they are conditional-on-

positive outcomes and may be biased if the types of vacancies filled or quality of workers differ

across treatment cells. Finally, we find no evidence of heterogeneous responses across job type,

contract type, or employer experience.

This experiment is motivated by several literatures. The first literature is that of ordeals

and self-targeting. Governments frequently face the problem of targeting transfer programs

to the neediest recipients. With imperfect information, governments may sacrifice productive

efficiency by imposing "tedious administrative procedures" and "ordeals" that result in dead-

weight loss in order to improve target efficiency (Nichols and Zeckhauser, 1982). Examples

include "workfare" programs that require recipients to perform (often unproductive) work in

order to receive benefits (Besley and Coate, 1992), conditional cash transfer programs that re-

quire recipients to travel greater distances (Alatas et al., 2012), and even food aid programs that

deliberately provide lower-quality goods that carry social stigma (Tuck and Lindert, 1996).

The second major literature is that of labor market congestion and preference signals. In

congested markets, low application costs encourage job seekers to apply to an "excessive" num-

ber of positions, including ones they likely would not accept. Employers are often faced with

4After being assigned to a group, all subsequent job posts by that employer were treated according to the initial
assignment.
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more candidates than they have interview slots and worry about wasting interview slots on

unattainable candidates (Coles et al., 2010a). As a result, truly interested candidates who appear

overqualified may not receive interviews even if firms would want to hire them. To overcome

congestion, several markets have implemented mechanisms that allow candidates to indicate

top choices (a.k.a., "preference signals"). For example, the AEA job market for new economists

gives participants a fixed number of signals that applicants can send to employers to indicate

special interest (Coles et al., 2010b).5 Similarly, a Korean online dating site allowed partici-

pants to send a limited number of virtual roses to indicate special interest (Lee et al., 2011). In

both cases, introducing preference signals improved matching, especially for candidates who

seemed overqualified.

This paper proceeds as follows. Section 1.2 describes the oDesk labor market and our exper-

imental design. Section 1.3 analyzes how the intervention influenced the size and composition

of the applicant pool. Section 1.4 examines hiring and employment outcomes and section 3.5

concludes.

1.2 Experimental setting and design

1.2.1 The oDesk labor market

During the last ten years, a number of online labor markets have emerged. We conducted our

experiment on the largest of these online labor markets, oDesk.

The processes on oDesk mirror those in traditional labor markets: employers post vacan-

cies, conduct recruitment, and screen workers, while Workers search through jobs and submit

applications. Figure 1-1 shows an example job application. As of October 2012, more than

495,000 employers and 2.5 million workers have created profiles on oDesk. In 2012, 1.5 million

jobs were posted, workers logged over 35 million hours, and employers paid more than $360

million in wages. 6

oDesk provides important services to the marketplace including: maintaining job listings,

arbitrating disputes, and creating reputation mechanisms. When a job is posted, oDesk also

uses a "recommender system" to algorithmically identify qualified workers and suggest them

5Avery and Levin (2010) study the effect of allowing candidates to indicate special preference for colleges by
applying through early admissions policies.

6Due to competitive concerns, we do not report overall marketplace statistics that are not publicly available.
We are able to report these statistics since they are derived from a press kit that was distributed to newspapers for
citation.
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to employers. Once workers are hired, oDesk handles payment processing and provides worker

management tools such as time-tracking software that helps employers monitor workers by

taking screenshots of their computer.7

Types of work

There are two main job categories: information technology (IT) and knowledge process out-

sourcing (KPO), and two main contract types: fixed-price (FP) and hourly (HR).

IT jobs generally require higher-skilled workers than KPO jobs. The most common IT jobs

are web programming and web design, while the most common KPO jobs are data entry and

web research. Although KPO jobs account for a larger number of hours, they are lower-paid and

the majority of total wages come from higher-skilled IT work.

In a fixed-price contract, employers pay based on a final deliverable, whereas in hourly con-

tracts workers are paid as they log hours. Hourly contracts tend to be longer duration and higher

billing. Although, ~ 60% of contracts are hourly, they make up nearly ~ 85% of total billings.

Worker and employer characteristics

The majority of workers and employers in our experiment were new to the oDesk platform.

58.5% of employers and 25.3% of workers had been on oDesk less than two weeks. Employers

and workers are predominantly male, 78.9% and 69.2%. The vast majority (83.1%) of employers

come from developed countries and the most represented regions are North America (57.5%),

Western Europe (15.8%), and Australasia (9.8%). Workers, on the other hand, are predominantly

drawn from South Asia (44.1%), East Asia (22.8%), and Western Europe (7.6%).

Only 40.1% of employers had posted a job in the past and only 30.6% of employers had made

past hires. Of those, the median employer hired 5 workers and the median total spend was $548

(the respective means are 11.0 hires and $2,764 past spending). For workers who had been hired

on oDesk, the median worker had been hired for 5 jobs, worked 155 hours, and earned $715.

The respective means are 12.5 jobs, 657 hours, and $4,537 in earnings. For hourly contracts,

workers earned a mean of $7.92/hr (median = $5.15/hr). For fixed-price contracts, the average

contract was $78.38 (median = 18.00).

Workers may also specify outside-of-oDesk characteristics such as education, years of work

history, and past employers. 56.0% of workers have more than 5 years of non-oDesk work expe-

rience and 75.3% of workers are college educated. Workers also specify a desired hourly wage

(their "profile wage"), which averages $7.92/hr. Although there are workers of all skill levels,
7This software, known as the "Work Diary," lowers monitoring costs and helps facilitate time-and-materials

contracts, which may be more efficient depending on the nature of the work.
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over a quarter of workers indicate in their profiles that they are willing to work for $2.22/hr or

less and the median worker only expects $5.15/hr.

Tables 1-2 and 1-3 provide further summary statistics for workers and employers, respec-

tively.8

1.2.2 Experimental design

This section is divided into two subsections. In the first, we describe the treatment cells and ran-

domization. In the second, we explain how the treatments identify the causal channels through

which the intervention may have operated.

Overview of treatments

Our experiment took place between November 21, 2012, until May 1, 2013, during which time

90,336 employers posted 239,009 job posts and received more than two million applications

from 222,671 workers.9

Randomization was done at the employer level. Upon posting a job, each employer was as-

signed either to the control or one of four treatment cells. Employers' assignments determined

the question requirements of the initial and all subsequent job posts. All workers who applied

to a given vacancy answered the same questions.

The four treatment cells varied along two dimensions:

" Number of required questions: Applicants have to answer one, two, or five questions

" Information provision: Employers were randomly shown answers

Prospective candidates who viewed treated jobs only saw the number of required questions

and were not told whether employers would see the answers.10 The job applications appeared

identical except that the treated posts had space for additional questions (see figure 1-2).

The three treatments where employers saw answers were denoted: Q1 -Ans, Q2-Ans, and Q5-

Ans. The fourth treatment, which contained five questions that were not shown to employers,

8Employers characteristics are measured at the time they post a job and enter our experiment. Worker charac-
teristics are measured at the time they first submit an application.

91n addition to the 239,009 jobs, which were publicly visible to the marketplace, there were "private" and "in-
valid" job posts, both of which we exclude. We exclude private job posts because they were not visible to the
marketplace and workers only found out about them if they were invited by the employer (who often already knew
the worker). Since our experiment is about applicant behavior, private posts are not informative. Invalid job posts
are excluded because they do not represent actual job posts; those posts were removed by oDesk moderators for
violating terms of service (e.g., spam, advertising).

'0 We expect that workers assumed that their answers would be seen by employers.
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was denoted Q5-NoAns. 28% of job posts were assigned to one of the four treatments (with an
equal 7% split). Figure 1-3 shows a matrix summarizing the treatments.

Figure 1-4 provides a flowchart of the stages of the experiment. The basic stages are: 1)
Workers find or are invited to a job post; 2) workers see the question requirement and decide
whether to apply; 3) if an applicant answered questions, employers are shown the questions
(depending on treatment); and 4) employers decide whether to make a hire.

Identifying causal channels: ordeal vs. information effect

This section describes how our test cells disentangle the effects of: (1) selection that was in-

duced by the ordeal and (2) revelation of high-bandwidth information that was elicited by the
required questions. Section 1.3 presents evidence on applicant pool selection and section 1.4
examines hiring and employment outcomes.

In particular, we analyze:

1. Applicant pool selection: how the questions changed the size and composition of the

applicant pool

2. Pure ordeal effect: how applicant pool selection affected hiring and employment out-

comes due to selection caused by the ordeal holding information constant

3. Pure information effect: how providing employers with answers affected hiring and em-

ployment outcomes holding applicant pool selection constant

Exercise 1 is descriptive and describes how the ordeal influenced workers' application de-

cisions and the resulting applicant pool selection. We accomplish this by comparing worker

characteristics for each ordeal size.

Exercise 2 measures the pure ordeal effect and how applicant pool selection affected hiring

and employment outcomes. More specifically, we identify this effect by comparing Q5-NoAns

to the control group. Both treatments provide identical (i.e., zero) information to employers,

but the candidates in Q5-NoAns are selected since they had to undergo the ordeal.

Exercise 3 measures the pure information effect and how providing answers to employers

affected hiring and employment outcomes. More specifically, we identify this effect by compar-

ing Q5-Ans to Q5-NoAns. Both treatments required candidates to undergo an identical ordeal

(answering five questions), but Q5-Ans showed information to employers.

The flowchart in figure 1-5 summarizes the stages of the application process and the points

at which the ordeal and information effects are identified.
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1.2.3 Balance checks

In order to ensure that our randomization was successful, we perform two balance checks: 1)

whether employer characteristics were balanced across experimental treatments, and 2) whether

worker characteristics were balanced in the Q5-Ans and Q5-NoAns treatments.

Table 1-4 tests balance by regressing each employer characteristic on indicators for treat-

ment cell. Additionally, the row "F-test (p-value)" tests the joint hypothesis that all treatment

dummies are equal to zero. We fail to reject the null for any variable. Of eight covariates and four

treatment dummies tested only one (total # of hires) is significantly different at the 5% level.

Next, we check whether worker characteristics are balanced in the Q5-Ans and Q5-NoAns

treatments. Since both treatments appeared identical to candidates (i.e., workers saw five ques-

tions, but didn't know whether the answers would be seen), we expect that worker characteris-

tics should be the same for both treatments. The row "Delta Q5" of table 1-5 reports p-values

from a test of whether the treatment effects for Q5-Ans and Q5-NoAns are equal; we fail to reject

equality for every worker characteristic. To further verify balance, we use data from Q5-Ans and

Q5-NoAns and regress an indicator for "in Q5-Ans" on all worker characteristics. The resulting

F-test has a p-value of 0.215, suggesting that we are balanced.

1.3 Evidence on applicant pool selection

This section examines the impact that the ordeal had on the applicant pool. In the first part, we

analyze the overall reduction in the size of the applicant pool. In the second part, we analyze

whether the ordeal induces selection among the applicant pool.

For the first analysis, where each unit of observation is a job opening (equivalently an em-

ployer), we do not cluster standard errors. For the second analysis, where the unit of observa-

tion is an individual job application, we cluster standard errors on the job opening. Throughout

our analyses, we estimate effects using only the first job opening posted by an employer after

being allocated to a treatment cell. This simplifies interpretation since we do not have to worry

about how the randomization may have affected the creation of future posts.
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1.3.1 Size of the applicant pool

We estimate changes in the size of the applicant pool with the following equations:

Ni = a + P -Q1-Ansi + y -Q2-Ansi + 6 -Q5-Ansi + q -Q5-NoAnsi + R.1
(1.1)

Ni = a+ i -ONEi+ P2 -TWOi + P5 -FIVEi + Ei

where Ni is the number of applications for opening i. In the first equation, we let P, y, 6, and j

represent the treatment effects. Additionally, we modify the first equation to estimate separate

coefficients based on the number of questions in each treatment.'" This eases discussion of

results and is justified since candidates responded identically to the two Q5 treatments (see

section 1.2.3).

The additional questions substantially reduced the number of applicants. Moreover, there

was a monotonic relationship between the size of the applicant pool and the size of the ordeal.

From a base of 25.7 applicants in the control group, adding just one question decreased the

pool by 1.7 applicants, adding two questions reduced it by 4.1 and adding five questions re-

duced it by 7.3, a nearly 30% decrease (see table 1-6). Additionally, these reductions occurred

across job categories and contract types. These results are all significant at the 1% level. Figure

1-6 graphs the mean and standard error of the number of applications across job categories and

contract types.

Holding the quality of the applicant pool constant, employers should be weakly worse off

with fewer candidates. Therefore, for the ordeal to help employers, it would need to induce

positive selection.

1.3.2 Selection across applicant pools

This subsection examines whether the ordeal induced positive selection and how worker char-

acteristics changed. Our goal is to determine whether the ordeal resulted in positive selection.

To do this, we examine the following worker characteristics: 1) demographics, experience, and

earnings; 2) past job performance; and 3) an overall worker quality index that combines all

characteristics.

"Thus, we replace 6 with P, and y with P2 to represent the one- and two-question treatments and combine
Q5-Ans and Q5-NoAns (the five-question treatments) to estimate P5.
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We estimate differences in applicant pool characteristics by the following equations:

X;} = a + P -Q1-Ansij + y -Q2-Ansij + 6 -Q5-Ansij + r -Q5-NoAnsij+ Ei(1.2)

X = a + / -ONEij + 2 -TWOij + 5 -FIVEii+ EIJ

where X is a vector of characteristics for worker i who applied to opening j. As was done in

Equation 1.1, the second line pools the two Q5 treatments. Additionally, we cluster standard

errors at the job opening level' 2 to avoid artificially inflating the size of our data set by using

individual job applications.

Demographics, experience, earnings, and past performance

We report our main applicant pool selection results in table 1-5. Each column shows a regres-

sion of a particular worker characteristic on dummies for the size of the ordeal (i.e., number of

questions). There was positive selection for most of these variables, although the effect was not

statistically significant in the one-question treatment. We also find that the larger, five-question

ordeals induced more selection (see the row "ordeal size"). Appendix table 1-10 present similar

results for additional characteristics.

Candidates who underwent the ordeal had substantially more experience. Candidates who

had answered two questions had been on oDesk 2.5% longer and candidates who had answered

five questions had been on oDesk 4.1% longer (column 2). They were slightly more likely to have

been hired in the past (between 1.2 and 3.6 percentage points), and, among those who had been

hired, candidates had between 3.5% and 6.0% more past hires (columns 4 and 5). Candidates

did not spend a significantly different number of hours working, but those who worked had

between 8.9% and 12.5% higher total earnings (column 7).

Workers' higher earnings in the ordeal treatments were driven by higher wages on both

hourly and FP contracts (columns 1 and 2 of 1-10), suggesting that they are more skilled. Ad-

ditionally, their salary expectations (as reported by their profile wage) were between 6.1% and

8.1% higher.

Column 9 of table 1-5 shows that the ordeal increased the proportion of North American

candidates in the two- and five-question ordeal groups by as much as 8.6%, perhaps because

workers outside of North America were more likely to be non-native English speakers and were

more deterred by the questions.

12 This is equivalent to the employer level since our analysis is restricted to an employer's first job post.
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Past job performance, gender, age, non-oDesk work experience, and educational attain-

ment were not different across treatments (see appendix table 1-10).

Overall quality index

Finally, rather than look at variable-by-variable differences in worker quality, we create a sin-

gle quality metric for each worker by estimating each worker's likelihood of being hired in the

marketplace. More specifically, we regress a dummy for "hired" on all worker characteristics for

all applicants in the control group.13 Using the estimated model, we calculate fitted values for

workers in all groups and report them in column 1 of table 1-5.

The average probability that an applicant from the control group was hired is 1.6%. Al-

though this probability did not increase substantially, it was approximately 1.6% higher in the

two- and five-question treatments relative to the control. This difference is much smaller than

the differences in the aforementioned characteristics. One explanation is that greater experi-

ence is not indicative of worker quality. Another explanation is that our worker quality index is

not a good proxy for quality (psuedo-R2 = 0.0258).

1.4 Evidence on hiring behavior and employment outcomes

The past section examined applicant pool selection, which only depended on workers' response

to the ordeal. This section analyzes outcomes that are also the result of employers' decisions,

namely: 1) hiring behavior (e.g., vacancy fill rate, number of interviews) and 2) employment

outcomes related to a hire (e.g., amount spent on a contract).

We use the following equation to estimate differences in these outcomes across treatments:

Yi = a + -Q1-Ans; + y -Q2-Ans; +6 -Q5-Ansi +,q -Q5-NoAnsi + ci
(1.3)

Note: Uses data from all treatments

where Yi measures a hiring or employment outcome for opening i and P, y, 77, and 6 measure

the treatment effects. Since our unit of observation is a job opening, we do not cluster standard

errors.

13To handle missing values, we use indicator variables to indicate missingness. For categorical variables like
gender, we create a dummy variable for "gender = missing". For quantitative variables such as log earnings, we
create a dummy variable for "log earnings = missing" and substitute the mean value of non-missing rows into the
missing rows.
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A key feature of our experimental design is that we can disentangle the effect of imposing

an ordeal (the pure ordeal effect) vs. the effect of providing information to employers (the pure

information effect). For clarity, the below equations show how we estimate these effects:' 4

Yi = a + ORD -Q5-NoAnsi +Ei (ordeal effect)

ORDEAL (1.4a)

Note: Uses data from control and Q5-NoAns

Yi = a + 6 I NFO- Q5-Ansi +,i (information effect)

INFORMATION (1.4b)
Note: Uses data from Q5-Ans and Q5-NoAns

Equation 1.4a estimates the pure ordeal effect (r1ORD) by measuring the difference between

Q5-NoAns and the control. Equation 1.4b estimates the pure information effect (SINFO) by

measuring the difference between Q5-Ans and Q5-NoAns.

1.4.1 Hiring behavior

This section examines how hiring and recruiting behavior were affected. The primary outcomes

we consider are: 1) the number of invitations employers send; 2) the fill rate of vacancies; 3)

whether vacancies were more likely to be filled from applicants vs. invitations; 4) the wage

candidates are hired at; and 5) the quality of applicants who are hired.

Employers primarily made hires from the unsolicited applicant pool. Although the overall

hire rate of unsolicited applicants was lower (3.8% vs. 12.7%), the unsolicited candidate pool

was larger, and 80.9% of positions were filled from there. Only 41.3% of employers made any

invitations and of those who made invitations, 79.9% made five or fewer and 43.0% made just

one invitation.

Despite the nearly thirty percent reduction in applicants, employers did not recruit more

heavily on either the intensive or extensive margins for any groups (see columns 3 and 4 of

table 1-6). We also fail to find any effects when estimating a quasi-maximum likelihood Poisson

model. 15 Even without additional recruiting, the probability of making a hire in the one- or

1
4 The coefficients 6 ORD and 6 INFO corresponds to 6 and 6 - i, respectively, from Equation 1.3.

1
5 Chapter 20 of Cameron and Trivedi (2005) provides a thorough discussion of Poisson regression models and

their use.

26



two-question treatment group remained constant and only decreased by 3.6% (a decrease of 1.4

percentage points from a base of 39.3, p < 0.05) among the five-question treatments (column 5
of table 1-6).16

Next, we analyze whether the quality of workers who were hired differed across treatments.

Table 1-6 shows that there were no differences according to the worker quality index (column

7) or profile wages (column 8). Additionally, the wages they received were not higher for fixed

or hourly workers (columns 9 and 10).

Finally, we test whether showing answers to employers affected hiring outcomes after con-

trolling for selection. To measure this effect, we report estimates of the difference in treatment

effects between Q5-Ans and Q5-NoAns (Q5-Ans minus the Q5-NoAns) and report results in row

"Information effect" of table 1-6. We find that not a single outcomes differed due to showing

information, which suggests that the changes in hiring outcomes was due to selection, rather

than information.

1.4.2 Employment outcomes

This section analyzes the success of a match once a worker was hired to a vacancy using: 1)

worker job performance and 2) wage bill (i.e., the amount spent on a contract).

Before proceeding to the results, we caution that both of these outcomes are "conditional-

on-positive" outcomes and may be hard to interpret. Outcomes for job performance are only

defined if a vacancy is filled and, if the types of vacancies that are filled or the quality of workers

hired differ among the treatments, our treatment effects would be confounded with selection.

Given that the fill rate of vacancies declined (see section 1-6), this is a genuine concern for how

we interpret the results. Likewise, the same conditional-on-positives applies for the wage bill.

Job performance

Overall, we find that the matches formed from workers who underwent the ordeal did not

perform better on contracts. However, when using our preferred metric for successful perfor-

mance, we find some evidence that showing employers answers results in better matches (i.e.,

that the effect occurs through information rather than selection).

Our primary metrics are: the rating an employer gave the worker and whether the employer

16Given the overall reduction, the probability that an opening was filled from the unsolicited applicant pool also
decreased (column 6 of table 1-6). As a necessary consequence, the hiring rate increased due to the fact that the
ordeal reduced the applicant pool by nearly thirty percent and the reduction in hiring was much smaller.

27



told oDesk that a contract ended successfully.'7

The first metric, the rating an employer gave the worker, is visible to the marketplace. oDesk

workers are rated on a five-point scale along six dimensions (e.g., communication, availability,

and work quality). However, this metric has very little variation and tends to be inflated because

employers are reluctant to give poor reviews out of sympathy towards the worker.' 8

The second metric, whether the employer said a contract ended successfully has much more

variation and, because it's reported privately, is less likely to suffer from bias. While workers

received perfect five-star ratings for 61.6% of contracts, only 50.6% of contracts were reported

as successful. After the time of this study, oDesk redesigned its feedback collection process to

rely more on privately reported feedback, which supports the notion that the second metric is

a better indicator of job performance.19

Table 1-7 reports results for job performance. The most notable result is that contracts in

the pure information treatment are more likely to be successful, but that contracts in the pure

selection treatment are not (column 1). In particular, Q5-Ans, contracts ended successfully 2.8

percentage points more often (a 5.5% increase) and the treatment effect of Q5-Ans minus Q5-

NoAns was 3.4% higher (p < 0.05). There was no corresponding increase in any of the one- or

two-question treatments.

This suggests that having access to the workers who were more positively selected (in the

Q5-NoAns treatment) was not enough to make contracts more successful and that outcomes

only improved when employers saw the answers.

Next, column 2 shows the treatment effects on five-star feedback (after normalizing by the

mean and standard deviation). None of the treatment effects are significant at the 5% level and

we can reject effects larger than approximately 0.1 standard deviations.

The remaining columns of table 1-7 analyze other measures of success including whether:

1) employers paid a bonus on an hourly contract20 , 2) employers paid more than the contracted

amount for a FP contract, or 3) employers requested a refund. We find no statistically significant

17The options were: "Job completed successfully," "Job completed unsuccessfully," and "Job cancelled or post-
poned").

18An oDesk survey of employers reported that many of them felt pressure to leave higher-than-desired ratings.

The primary reason employers reported leaving higher ratings was sympathy towards the worker. The next most
common reason was fear of retaliation from the worker (e.g., that the worker would rate them badly or potentially
sabotage work that had been done).

191n the redesign process, oDesk frequently used statistics like we report above as a rationale for increasing the
amount of privately collected feedback.

20We don't analyze bonuses on fixed-price contracts since oDesk does not distinguish well between a milestone
payment (representing ordinary payment) and a bonus (representing superior work). Instead, we proxy for success
of a FP contract by whether payments exceeded the budget (measure 2).
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differences in any of these additional measures.

Total wage bill of contracts

As a proxy for contract success, we examine the total amount spent (the wage bill) during the

first 15021 days. We conclude that there is very little evidence that the wage bill is higher in any

of our treatments. However, even if we did find differences, it's not clear that the total wage bill is

a good proxy for surplus except under very narrow assumptions. The wage bill would be a good

proxy if we assumed that: 1) firms use labor in fixed proportions, 2) each unit produced earns

positive per-unit profits for the firm, and 3) that workers' wages exceed their outside option.

However, under different assumptions, the wage bill would be a poor proxy for surplus. For

example, if there were perfect competition and if firms paid workers their marginal product,

a larger wage bill would not result in higher employer surplus since per-unit profits would be

zero.22

Even if we believed that the total wage bill were a good proxy for surplus, the distribution

of the variable would make it complicated to interpret. Namely, only about 40 percent of job

posts are filled and the majority of values are zero. Additionally, the variable is highly skewed,

which limits the ability to use the untransformed values.23 Consequently, we estimate our mod-

els using several specifications: 1) regressing a binary indicator for whether a job opening had

any spending, 2) an ordinary linear specification, 3) log and log(1+x) transformations of the de-

pendent variable, 4) quantile regressions, 5) regressing a binary indicator for an above-median

wage bill, 6) a quantile regression, and 7) a quasi-maximum likelihood Poisson regression.24 We

report all of these estimates in table 1-8.

Remarkably, we find no statistically significant treatment effects in any of these models.

In the simplest estimation strategy, we regress an indicator for whether an opening logs any

spending (column 1). All of these coefficients are negative, which is unsurprisingly given our

finding in section 1.3.1 that the probability of filling a position decreases by more than three

percent. Based on the confidence intervals for these estimates, we can generally reject that

reduction is larger than about two percent. We also fail to find significant differences in the

2 1The majority of contracts end much sooner than that and the results do not substantially change when using
30- or 90-day intervals.

22Likewise, if hours go up and wages remain constant, workers would not be better off and might simply end up
working greater hours.

23In other oDesk experiments, the most effective treatment would change if you excluded just a handful of the
largest employers.

24Chapter 20 of Cameron and Trivedi (2005) provides a thorough discussion of Poisson regression models and
their use.
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linear model (column 2).

Since our dependent variable is highly skilled, we estimate a log transformed model (column

3). In this model, the confidence intervals are much wider and, depending on the treatment,

we are unable to reject effects as large as an increase of about ten percent and as small as a

decrease of about ten percent. The coefficient that is closest to statistically significant (p =

0.111) indicates a 6.1% increase in spend for the Q5-Ans group. However, a major limitation

of the log specification is we are forced to drop the majority of observations (because they are

zeros). This introduces a potentially serious conditional-on-positive problem, especially since

the fill rate of vacancy declined by three to four percent and the composition of openings that

are filled may have changed as a result of the treatment.

Finally, we estimate additional specifications that are robust to missing values and skewed

dependent variables: an indicator for whether an opening had spend above the category-specific

median25 (column 5), a quantile regression model using log spend (column 6) and a quasi-

maximum likelihood Poisson regression (column 7). In none of these specifications do we find

any effects that are significant at the 5% level. One potentially noteworthy results, is that the

coefficient on the Q5-Ans treatment has a log quantile treatment effect (at the 90th quantile)

of 0.137, which would indicate that providing information improved outcomes at the higher

quantiles. However, the coefficient is not statistically significant (p = 0.082) and not robust to

other specifications. 26

Finally, we investigate whether the answers helped employers learn valuable information

about candidates beyond what was observable. In order to do this, we estimate the information

effect controllingfor the quality of the person hired, as measured by our quality index (see sec-

tion 1.3.2), and we compare the estimates of the information effect with and without controls.

In table 1-11, the "Unadjusted" row reports the ordinary information effect and the "Controlling

for quality index" row reports how the estimates change after controlling for worker quality. The

point estimates are virtually unchanged after adding controls, suggesting that employers do not

learn additional information from the answers; however, the difference between the estimates

is very imprecisely estimated. This is not surprising given that the quality index explains so lit-

tle variation in quality (psuedo-R2 = 0.0258). In conclusion, we consider this to be an extremely

25This strategy avoids an issue created by the heterogeneity in spending across different categories. For example,
if one category, such as software development, had substantially higher spend than all others and represented a
large portion of the marketplace, measuring a treatment effect at the upper tail would only be informative for the
software development category.

26Although not included, we perform sensitivity checks using log and levels specifications at other quantiles and
fail to find statistically significant effects. In almost all cases, when we graphed the quantile treatment effects for
different treatments, we can draw a zero-line that is fully contained within the 95% confidence interval.
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low-powered test and do not draw any conclusions from it.

1.4.3 Heterogeneity in ordeal and information effects

This section examines whether the ordeal effects or information effects differ across subsam-

ples of the data. We use data from the control, Q5-Ans, and Q5-NoAns treatment cells to exam-

ine whether there is heterogeneity across the following dimensions:

e Job category: IT vs. KPO

e Contract type: Fixed-price vs. hourly

* Employer experience: Zero hires, below-median # hires, and above-median # of hires

and we estimate heterogeneous treatment effects for the following outcomes: 1) whether a va-

cancy is filled, 2) job performance, and 3) log total spend.

Table 1-9 reports estimates of the ordeal effect and information effect for the entire sam-

ple and within different subsamples. The columns in the table report the coefficients for the

ordeal effect and information effect for each outcome. The first row presents estimates for the

entire sample. 27 The following three panels present results for job category, contract type, and

employer experience. Employer experience divides employers into three groups: 1) high expe-

rience, 2) low experience, and 3) no experience. Employers in groups one and two had made

past hires and are divided into those who made above or below the number of hires. Employers

in group three had never made a hire.

We find very little evidence of heterogeneous treatment effects for any of the outcomes. In

several cases, the coefficients for the ordeal or information effect are statistically significant

within one subsample, but not another. For example, the ordeal effect for fill rates (column 1)

is statistically significant at the 5% level within the KPO, but not the IT category. However, the

difference between these ordeal effects is not statistically significant.

Of the five cases where the ordeal or information effect is statistically significant in one

group, but not others, the only case where the difference between the effects is close to sta-

tistically significant is for the ordeal effect for fixed price vs. hourly (p = .060).28

27These are the same estimates as those reported in tables 1-6, 1-7, and 1-8. Each ordeal effect is equivalent
to the coefficient on Q5-NoAns and each information effect is the difference between the Q5-Ans and Q5-NoAns
treatments.

28 For fill rates, the ordeal effect lowered the fill rate by a statistically significant amount for KPO, but not IT jobs.
For the probability that a contract ended successfully, the information effect raised the fill rate by a statistically
significant amount for KPO jobs, hourly jobs, and for employers without experience. However, none of these were
significant.

31



1.5 Conclusion

Our paper analyzes an intervention in an online labor market where we increased the applica-

tion costs by designing an ordeal that required applicants to answer additional questions that

we added to their job applications. In our treatments, we also randomly showed their answers

to employers which allows us to measure the effect of the information on employers' decisions.

Consequently, we analyze the extent to which applicant pool selection vs. information provi-

sion affects outcomes.

We find that the primary impact of the intervention was to reduce the size of the applicant

pool and change its composition. The applicant pool decreased by nearly 30 percent and the

workers who underwent the ordeal were more positively selected. Vacancies were 3.6% less

likely to be fill, but this represents a relative small decrease given the large overall reduction in

candidates.

We find some evidence that the workers who filled positions had higher job performance,

although the total spending on contracts did not increase. We also find that the largest in-

creases in job performance occurred in Q5-Ans and that they were significantly different than

the treatment effect in Q5-NoAns, which suggests that the improvement was due to informa-

tion revelation rather than selection. However, as we cautioned before, job performance and

total spending are both conditional-on-positive outcomes and may be difficult to interpret. We

find no evidence of heterogeneous treatment effects for different employer types.

Given that there were only small improvements to outcomes, the intervention may have

been more costly to candidates relative to the improvements in terms of the improved hiring

and employment outcomes. Nevertheless, we caution that many of our outcomes are crude

and that future interventions may be more successful if they are able to elicit higher quality

information from candidates

32



Figure 1-1: Example job post: Interface workers see when deciding whether to apply to a job
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Fixed Price Project - Est Budget 5300 00 - Posted 1 hour ago

Job Description

Find Jobs ]

Flag as inappropriilTe

f----------------- I
~ ~

I.. .. ... - - - - - -------------

Job Overview

It is a ery simple task you will just fill some fields in the profiles of this site please check the site before
you bid to be sure you can do it
Happy Bidding

Preferred Qualifications

SIndependent

Contractors OnlY

Our treatment:
Adds 1, 2 or 5 questions

Client Activity on this Job

0

I

Number of questions to answer to apply: 5

Notes: Before applying to a job, subjects in QL-Ans, Q2-Ans, Q5-Ans, and Q5-NoAns see the number of questions

required to apply (at bottom left).
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Figure 1-2: Example job application: Interface workers use to submit applications

Apply to Ob

Job titi
Marketq Expert to look orvr Ou sit* and uGg99 a burwss

W/ rategy.

description
~A ~ -~ __

~ ~A*

Wage bid

Appears for
treatment
cells

Pa"toYewL5

Additional questions
(if applicable)

L -------------------------------- -- ---

~~~~v~~~ !A",~ 4~1 I~ ~

Submit
application

Notes: Each job application requires that workers submit a cover letter and propose a wage. Workers who are
assigned to the treatment cells with questions are also rg4uired to answer those questions.

Free-form
cover letter

* A- , f #- %, T C! - -vk



Figure 1-3: Experimental treatments

Expermental Treatments

Number of
questions

Employers don't
see answers

Employers
see answers

Control
(72%)

Control vs. Q5-NoAns
measures the

selection effect

QI-Ans
(7%)

Q2-Ans
(7%)

Q5-Ans vs. Q5-NoAns
measures the

information effect

Q5-NoAns Q5-Ans
(7%) (7%)

-------------------------------

Notes: In the above matrix, the rows indicate the number of questions required and the columns indicate whether

the question-answers were shown to employers. The most important comparisons are between the control group,

Q5-NoAns, and Q5-Ans. The information effect is identified by comparing Q5-Ans and Q5-NoAns. In these

treatments, the ordeal is held constant while information varies. The selection effect is identified by comparing

control with Q5-NoAns. In these treatments, the amount of information provided to employers is held constant

(at zero) while Q5-Ans imposes an ordeal.
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Figure 1-4: Flowchart of application process and the effect of the experiment

Overview of job application process

C!y D

Answer
T, I-, es, quesions)

Worker

1POW! Joh appI'Itbon
onpkete

Reec

Post a jobs app ns

to applycv n

Q ire.2 CArivelyACL
ecruit Action

Legend: ye Read ans ,

Node affected qson
by treatment

Notes: The above provides an overview of the job application process. Diamonds indicate decision points,

rectangles represent activities, and ovals indicate initial and terminal nodes. Parts of the process that are affected

by the randomization are indicated in yellow.
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Figure 1-5: Flowchart of selection process and the effect of the experiment

Causes of selection and heterogeneity

Are thee i7e of Selection
Start app usios applicant amon~g

poo candidates

no

Changed
No selection applicant

same as control poo
group

Selection due
to the ordeal:

The informational role of
questions depends on:

* informativeness of questions
* whether employer sees

question-answers
* if employer can effectively

use the information

Are
answers

informative?

Employers Only applicant

s a characteristics

y5

Applicant
Employers characteristics
able to use *and* employer
information? screening ability

matter

Notes: The above provides an overview of the causal mechanisms at work during the experiment. The blocks of

blue text describe the causal channels in terms of selection and information. Diamonds indicate decision points,

rectangles represent activities, and ovals indicate initial and terminal nodes. Parts of the process that are affected

by the randomization are indicated in yellow.
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Figure 1-6: Effect of treatment on number of applications

(a) Overall effect of treatment on job applications

Job applications in each treatment

L2
0

z

Traten

JobappictnInctreatment

(by job type and contract type)

Fixed Hourty

CL
0L

E
z

Treatment
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Table 1-1: List of questions used in treatment

Type of question Specific question
Fit Why do you think you are a good fit for this particular project?

Why did you apply to this particular job?
What part of this project most appeals to you?
What questions do you have about the project?

Skill/expertise What past project or job have you had that is most like this one
and why?
Which of the required job skills do you feel you are strongest at?
What challenging part of this job are you most experienced in?
Have you taken any oDesk tests and done well on them that you
think are relevant to this job?

Project-specific Do you have suggestions to make this project run successfully?
knowledge Which part of this project do you think will take the most time?

Notes: This is the full set of questions that were randomly chosen and shown to applicants. For vacancies assigned

to receive questions, all candidates to the vacancy were required to provide answers to the same set of questions.
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Table 1-2: Summary statistics for workers

Variable Mean SD 25th 50th 75th N

Male 0.692 169,987
Age 30.5 8.1 25 29 34 37,378
North America 0.132 222,671
East Asia 0.228 222,671
South Asia 0.441 222,671
Eastern Europe 0.042 222,671
Western Europe 0.076 222,671
Australasia 0.009 222,671
College educated 0.753 173,469
Experience (yrs) 5.92 4.58 3 5 7 153,138
>5 Years Experience (%) 0.56 153,138
Days on oDesk 368 448 14 191 578 222,671
New to oDesk 0.253 222,671
Profile Wage* 10.59 11.98 3 7 13.5 213,915
Avg Hourly Wage 7.92 8.13 2.22 5.15 10.79 69,127
Avg size of FP job 78.38 185.95 1.75 18 65.2 77,659
Any hires 0.435 222,671
Total hires (if > 0) 12.5 18.7 2 5 15 96,850
Any past earnings 0.388 222,671
Hours worked (if > 0) 657 1176 25 155 707 69,127
Total Earnings (if > 0) 4537 10399 80 620 3543 86,350
Earnings: Hourly (if > 0) 4854 10950 104 715 3925 69,969
Earnings: FP (if > 0) 853 1929 28 153 698 62,013
Average FB score 4.59 0.72 4.5 4.89 5 70,756
* Self-reported

Notes: This table describes characteristics for the 222,671 workers who applied or were invited to a job posted by
employers in our sample. All characteristics are measured at the time the worker was first invited or applied. New

to oDesk indicates that the contracted joined in the past two weeks. The profile wage (desired hourly wage) and
years of experience are self-reported by workers in their public profiles. Avg hourly wage and Avg FP earnings

represent the mean hourly wage and average earnings for each FP contract (for those who have worked). Any

hires and Any past earnings indicate whether a worker has been hired or earned wages. Since so many workers are

new to oDesk, we report conditional-on-positive summary statistics for earnings, hires, and hours worked.
Finally, Average FB score indicates mean feedback on a scale of 1 to 5.
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Table 1-3: Summary statistics for employers

Variable Mean SD 25th 50th 75th N
Male 0.789 90,336
North America 0.575 89,940
Western Europe 0.158 89,940
Australasia 0.098 89,940
East Asia 0.042 89,940
South Asia 0.047 89,940
Days on oDesk 126 202 0 1 202 89,940
New to oDesk 0.585 89,940
Any past posts 0.401 90,336
# Past posts (if > 0) 10.8 19.6 2 4 12 36,228
Any hires 0.306 90,336
Number of hires (if > 0) 11 19.6 2 5 12 27,674
Any spend 0.295 90,336
Total spend (if > 0) 2,764 7,226 140 548 2,036 26,651

Notes: This table describes characteristics for the 90,336 employers in our sample at the time of their first job post.

Geographic locations and the date a user joined is missing for 396 people, leaving only 89,940 observations for

those variables. New to oDesk indicates that the employer joined in the past two weeks. The profile wage is the

desired hourly wage stated by workers in their profile. Since so many employers are new to oDesk, we report

conditional-on-positive summary statistics for the number of past job posts, past hires, and total spending.
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Table 1-7: Employment outcomes: Job performance

Qi-Ans

Q2-Ans

Q5-Ans

Q5-NoAns

Control

Information
effect

N
R 2

(1)
Contract ended

successfully
0.017

(0.011)

0.011
(0.011)

0.028*
(0.011)

-0.006
(0.011)

0.506***
(0.003)

0.034*

(0.015)

29,543
0.000

Robust standard errors in parentheses. *

(2)

Std. oDesk
FB score

-0.033
(0.035)

-0.019
(0.033)

0.010
(0.034)

0.005
(0.035)

0.003***
(0.010)

0.0055
(0.047)

21,416
0.000

p<0.05, **

(3)
Employer

paid bonus

-0.001
(0.004)

-0.001
(0.004)

0.004
(0.004)

0.006
(0.004)

0.050***
(0.001)

-0.002
(0.005)

48,767
0.000

(4)
FP contract

over budget
0.017

(0.015)

0.025
(0.015)

0.030
(0.016)

0.014

(0.015)

0.380***
(0.004)

0.015
(0.021)

16,362
0.000

(5)
Employer asked

for refund
-0.004

(0.005)

0.002
(0.005)

-0.005
(0.005)

0.001
(0.005)

0.064***

(0.002)

-0.006
(0.007)

35,192

0.000

p < 0.01, *** p < 0.001
Notes: This table reports several measures of success for contracts that were formed from openings in our

experiment. Columns 1 and 2 are oDesk measures and columns 3-5 are measures that we constructed. "Std.

oDesk FB score" is the standardized 5-star feedback rating using the mean and standard deviation from the

control group. "Contract ended successfully" is an indicator for whether employers ended a contract and reported

a successful outcome. Column 3 reports whether a bonus was granted in an hourly contract and column 4 reports

whether a FP contract was over-budget. Both of these measures may indicate that the employer was satisfied

with work and expanded the scope of the project. Column 5 indicates whether employers were unhappy with a

contract and requested a refund. As described in table 1-6, we do not cluster standard errors.
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Table 1-8: Employment outcomes: Contract spend

(1) (2) (3) (4) (5) (6) (7)
Any Total Log Log(1+x) Above median Log spend at QMLE- Poisson

spend spend spend spend spend 90th quantile Net spend
Qi-Ans -0.006 -6.397 -0.056 -0.038 -0.006 -0.070 -0.047

(0.006) (11.262) (0.038) (0.031) (0.005) (0.079) (0.085)

Q2-Ans -0.003 6.450 0.014 -0.008 0.002 -0.003 0.045
(0.006) (12.165) (0.037) (0.031) (0.005) (0.077) (0.084)

Q5-Ans -0.009 -2.991 0.061 -0.010 -0.005 0.137 -0.022
(0.006) (10.701) (0.038) (0.031) (0.005) (0.079) NoAi: 0 7 9 )

Q5-NoAns -0.010 -7.939 0.003 -0.050 -0.005 0.048 -0.059
(0.006) (9.434) (0.038) (0.030) (0.005) (0.078) (0.071)

Control 0.345*** 138.713*** 4.576*** 1.519*** 0.195*** 6.742*** 4.932***
(0.002) (3.876) (0.011) (0.009) (0.002) (0.023) (0.028)

Information 0.001 4.949 0.058 0.040 0.001 0.090 0.037
effect (0.008) (13.171) (0.051) (0.042) (0.007) (0.110) (0.099)

N 90,336 90,336 29,617 90,336 90,336 29,617 90,336
R2 0.000 0.000 0.000 0.000 0.000

Robust standard errors in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001
This table reports the amount of money spent on contracts associated with each opening. Although an imperfect
proxy, we use the amount spend on a contract as a measure of success. Columns 1-4 are self-explanatory. Column
5 is an indicator for whether a contract had above median spend where the median is defined for each job
category and contract type. Column 6 reports a simple quantile regression of log spend measured at the 90th
quantile and Column 7 reports a QMLE Poisson estimator for spend using robust standard errors (i.e., it is robust
even when the mean is not equal to the variance). As described in table 1-6, we do not cluster standard errors.
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Table 1-9: Heterogeneity of ordeal and information effects: by job category, contract type, and
employer experience

"Fill rate" Contract ended Log total
(any hires) successfully spend

Ordeal Info Ordeal Info Ordeal Info

(1) (2) (3) (4) (5) (6)
Entire sample -0.014** -0.002 -0.006 0.034** 0.003 0.058

(0.006) (0.006) (0.011) (0.015) (0.038) (0.051)

Job category
IT -0.008 -0.007 0.002 0.024 -0.041 0.102

(0.008) (0.011) (0.014) (0.02) (0.048) (0.065)

KPO -0.023** 0.008 -0.019 0.051** 0.068 -0.003
(0.011) (0.014) (0.018) (0.024) (0.061) (0.082)

Contract type
Fixed -0.026*** 0.003 0.007 0.021 0 0.058

(0.009) (0.013) (0.016) (0.022) (0.049) (0.067)

Hourly -0.003 -0.006 -0.012 0.045** 0.005 0.031
(0.009) (0.012) (0.015) (0.02) (0.052) (0.07)

Employer experience
High experience -0.025 -0.018 -0.003 0.017 0.065 0.128
(above median hires) (0.018) (0.024) (0.025) (0.034) (0.084) (0.119)

Low experience -0.023 0.016 0.027 0.016 -0.083 0.072
(below median hires) (0.016) (0.022) (0.024) (0.032) (0.079) (0.105)

No experience -0.008 -0.004 -0.019 0.046** 0.012 0.029
(no hires) (0.007) (0.01) (0.015) (0.02) (0.05) (0.067)

Robust standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01

Notes: This table reports the ordeal effect and heterogeneity effect by various job categories, contract types, and
employer experiences. The odd columns show the ordeal effects and the even columns show the information

effects. As described in table 1-6, we do not cluster standard errors.
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Table 1-10: Applicant pool selection by treatment (additional variables)

(1)
Log average

(2)

Log average FP
(3) (4)

Log
(5)

College
(6)

Current
(7)

Over 5 years
hourly wage contract size Male age Graduate student work experience

One question 0.0225 0.00570 -0.000221 0.00125 -0.00177 0.000248 0.00852*
(0.0230) (0.0232) (0.00299) (0.00153) (0.00232) (0.00125) (0.00365)

Two questions 0.0691** 0.0623** 0.000771 0.00423* 0.00308 -0.00303* 0.0210***
(0.0221) (0.0228) (0.00309) (0.00170) (0.00227) (0.00120) (0.00374)

Five questions 0.0835*** 0.0917*** 0.00660** 0.000994 0.00608*** -0.00294** 0.0239***
(0.0164) (0.0167) (0.00211) (0.00125) (0.00172) (0.000946) (0.00266)

Control 1.544*** 3.447*** 0.744*** 3.362*** 0.792*** 0.0653*** 0.618***
(0.00704) (0.00684) (0.000883) (0.000461) (0.000684) (0.000375) (0.00113)

Tests (and p-values) for:
Delta Q5 (Q5-Ans .265 .116 .816 .618 .125 .757 .628
minus Q5-NoAns)

Ordeal size .069 .006 .076 .245 .015 .065 .001
N 1,181,267 1,044,605 1,483,572 581,143 1,535,206 1,535,206 1,584,856
Clusters 71,888 72,102 73,768 67,102 73,740 73,740 73,822
R2 0.000706 0.000344 0.0000223 0.0000223 0.0000259 0.0000211 0.000321
Robust clustered standard errors in parentheses. * p < 0.05, p <0.01, *** p < 0.001

Notes: This table shows applicant pool selection by number of questions. It has an identical format to table 1-5,

except that it shows additional, less-important variables. Rather than list results by treatment, we increase power

by grouping together the two five-question treatments since they appear identical to workers. The row "Delta Q5"
tests for equality between the two five-question treatments and the row "Ordeal size" tests for equality between the

one-, two-, and five-question treatments in order to measure whether more questions led to different amounts of

selection. Each observation is a job application to a publicly listed opening from experiment. Table 1-2 describes

each variable. Finally, we cluster standard errors at the level of job opening for reasons described in table 1-2.
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Table 1-11: Comparison of information effect controlling for worker quality index

(a) Performance outcomes

(1) (2) (3) (4) (5)
Contract ended Std. oDesk Employer FP contract Employer asked

successful FB score paid bonus over budget for refund
Information effect
Unadjusted 0.032 -0.004 -0.010 0.001 0.001

(0.020) (0.047) (0.016) (0.025) (0.008)

Controlling for 0.034 0.006 -0.009 0.002 0.000
quality index (0.020) (0.047) (0.016) (0.025) (0.008)
N 15,996 11,378 10,065 9,741 19,806

Robust standard errors in parentheses. * p < 0.05, ** p < 0.01,*** p < 0.001

(b) Spend outcomes

(1) (2) (3) (4) (5)
Any Total Log Log(1+x) Above median

billing billings billings billings billings
Information effect
Unadjusted 0.008 21.106 0.087 0.129 -0.000

(0.012) (41.547) (0.062) (0.079) (0.018)

Controlling for 0.009 19.202 0.086 0.133 0.002
quality index (0.012) (41.536) (0.062) (0.079) (0.018)
N 19,806 19,806 16,429 19,806 19,806

Robust standard errors in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001

Notes: This table reports the information effects for various outcomes along with estimates that adjust for the
worker quality index of each hire. By controlling for the worker quality index of the worker hired, we are able to
isolate the effect of information by controlling for the initial quality of workers. The worker quality index is as
defined in Section 1.3.2 and all outcomes are defined as in Table 1-7 and Table 1-8. The unadjusted information
effect estimates are slightly different from those in tables 1-7 and 1-8 since, in constructing our quality-index, we
are forced to use a slightly different sample.
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Chapter 2

Breaking Monotony with Meaning:

Motivation in Crowdsourcing Markets

Abstract

We conduct the first natural field experiment to explore the relationship between the "meaning-
fulness" of a task and worker effort. We employed about 2,500 workers from Amazon's Mechan-
ical Turk (MTurk), an online labor market, to label medical images. Although given an identical
task, we experimentally manipulated how the task was framed. Subjects in the meaningful
treatment were told that they were labeling tumor cells in order to assist medical researchers,
subjects in the zero-context condition (the control group) were not told the purpose of the task,
and, in stark contrast, subjects in the shredded treatment were not given context and were ad-
ditionally told that their work would be discarded. We found that when a task was framed more
meaningfully, workers were more likely to participate. We also found that the meaningful treat-
ment increased the quantity of output (with an insignificant change in quality) while the shred-
ded treatment decreased the quality of output (with no change in quantity). We believe these
results will generalize to other short-term labor markets. Our study also discusses MTurk as an
exciting platform for running natural field experiments in economics.

2.1 Introduction

Economists, philosophers, and social scientists have long recognized that non-pecuniary fac-

tors are powerful motivators that influence choice of occupation. For a multidisciplinary liter-

ature review on the role of meaning in the workplace, we recommend Rosso et al. (2010). Previ-

ous studies in this area have generally been based on ethnographies, observational studies, or

laboratory experiments. For instance, Wrzesniewski et al. (1997) used ethnographies to classify

work into jobs, careers, or callings. Using an observation study, Preston (1989) demonstrated
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that workers may accept lower wages in the non-profit sector in order to produce goods with

social externalities. Finally, Ariely et al. (2008) showed that labor had to be both recognizable

and purposeful to have meaning. In this paper, we limit our discussion to the role of mean-

ing in economics, particularly through the lens of competing differentials. We perform the first

naturalfield experiment (Harrison and List, 2004) in a real effort task that manipulates levels of

meaningfulness. This method overcomes a number of shortcomings of the previous literature,

including: interview bias, omitted variable bias, and concerns of external validity beyond the

laboratory.

We study whether employers can deliberately alter the perceived "meaningfulness" of a task

in order to induce people to do more and higher quality work and thereby work for a lower

wage. We chose a task that would appear meaningful for many people if given the right context

- helping cancer researchers mark tumor cells in medical images. Subjects in the meaning-

ful treatment were told the purpose of their task is to "help researchers identify tumor cells;"

subjects in our zero-context group were not given any reason for their work and the cells were

instead referred to as mere "objects of interest" and laborers in the shredded group were given

zero context but also explicitly told that their labelings would be discarded upon submission.

Hence, the pay structure, task requirements, and working conditions were identical, but we

added cues to alter the perceived meaningfulness of the task.

We recruited workers from the United States and India from Amazon's Mechanical Turk

(MTurk), an online labor market where people around the world complete short, "one-off" tasks

for pay. The MTurk environment is a spot market for labor characterized by relative anonymity

and a lack of strong reputational mechanisms. As a result, it is well-suited for an experiment

involving the meaningfulness of a task since the variation we introduce regarding a task's mean-

ingfulness is less affected by desires to exhibit pro-social behavior or an anticipation of future

work (career concerns). We ensured that our task appeared like any other task in the market-

place and was comparable in terms of difficulty, duration, and wage.

Our study is representative of the kinds of natural field experiments for which MTurk is par-

ticularly suited. Section 2.2.2 explores MTurk's potential as a platform for field experimentation

using the framework proposed in Levitt and List (2009, 2007).

We contribute to the literature on compensating wage differentials (Rosen, 1986) and the or-

ganizational behavioral literature on the role of meaning in the workplace (Rosso et al., 2010).

Within economics, Stern (2004) provides quasi-experimental evidence on compensating dif-

ferentials within the labor market for scientists by comparing wages for academic and private

sector job offers among recent Ph.D. graduates. He finds that "scientists pay to be scientists"
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and require higher wages in order to accept private sector research jobs because of the reduced

intellectual freedom and a reduced ability to interact with the scientific community and receive

social recognition. Ariely et al. (2008) use a laboratory experiment with undergraduates to vary

the meaningfulness of two separate tasks: (1) assembling Legos and (2) finding 10 instances of

consecutive letters from a sheet of random letters. Our experiment augments experiment 1 in

Ariely et al. (2008) by testing whether their results extend to the field. Additionally, we introduce

a richer measure of task effort, namely task quality. Where our experiments are comparable, we

find that our results parallel theirs.

We find that the main effects of making our task more meaningful is to induce a higher frac-

tion of workers to complete our task, hereafter dubbed as "induced to work." In the meaningful

treatment, 80.6% of people labeled at least one image compared with 76.2% in the zero-context

and 72.3% in the shredded treatments.

After labeling their first image, workers were given the opportunity to label additional im-

ages at a declining piecerate. We also measure whether the treatments increase the quantity of

images labeled. We classify participants as "high-output" workers if they label five or more im-

ages (an amount corresponding to roughly the top tercile of those who label) and we find that

workers are approximately 23% more likely to be high-output workers in the meaningful group.

We introduce a measure of task quality by telling workers the importance of accurately la-

beling each cell by clicking as close to the center as possible. We first note that MTurk labor is

high quality, with an average of 91% of cells found. The meaning treatment had an ambiguous

effect, but the shredded condition in both countries lowered the proportion of cells found by

about 7%.

By measuring both quantity and quality we are able to observe how task effort is appor-

tioned between these two "dimensions of effort." Do workers work "harder" or "longer" or both?

We found an interesting result: the meaningful condition seems to increase quantity without

a corresponding increase in quality and the shredded treatment decreases quality without a

corresponding decrease in quantity. Investigating whether this pattern generalizes to other do-

mains may be a fruitful future research avenue.

Finally, we calculate participants' average hourly waged based on how long they spent on

the task. We find that subjects in the meaningful group work for $1.34 per hour, which is 6 cents

less per hour than zero context participants and 14 cents less per hour than shredded condition

participants.

We expect our findings to generalize to other short-term work environments such as tem-

porary employment or piecework. In these environments, employers may not consider that
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non-pecuniary incentives of meaningfulness matter; we argue that these incentives do matter,

and to a significant degree.

Section 2.2 provides background on MTurk and discusses its use as a platform for conduct-

ing economic field experiments. Section 2.3 describes our experimental design. Section 2.4

presents our results and discussion and Section 2.5 concludes. Appendices A provides full de-

tails on our experimental design.

2.2 Mechanical Turk and its potential for field experimentation

Amazon's Mechanical Turk (MTurk) is the largest online, task-based labor market and is used by

hundreds of thousands of people worldwide. Individuals and companies can post tasks (known

as Human Intelligence Tasks, or "HITs") and have them completed by an on-demand labor

force. Typical tasks include image labeling, audio transcription, and basic internet research.

Academics also use MTurk to outsource low-skilled resource tasks such as identifying linguistic

patterns in text (Sprouse, 2011) and labeling medical images (Holmes and Kapelner, 2010). The

image labeling system from the latter study, known as "DistributeEyes", was originally used by

breast cancer researchers and was modified for our experiment.

Beyond simply using MTurk as a source of labor, academics have also began using MTurk as

a way to conduct online experiments. The remainder of the section highlights some of the ways

this subject pool is used and places special emphasis on the suitability of the environment for

natural field experiments in economics.

2.2.1 General use by social scientists

As Henrich et al. (2010) argue, many findings from social science are disproportionately based

on what he calls "W.E.I.R.D." subject pools (Western, Educated, Industrialized, Rich, and Democratic)

and as a result it is inappropriate to believe the results generalize to larger populations. Since

MTurk has users from around the world, it is also possible to conduct research across cul-

tures. For example, Eriksson and Simpson (2010) use a cross-national sample from MTurk to

test whether differential preferences for competitive environments are explained by females'

stronger emotional reaction to losing, hypothesized by Croson and Gneezy (2009).

It is natural to ask whether results from MTurk generalize to other populations. Paolacci et

al. (2010) assuage these concerns by replicating three classic framing experiments on MTurk:

The Asian Disease Problem, the Linda Problem and the Physician Problem; Horton et al. (2011)
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provide additional replication evidence for experiments related to framing, social preferences,

and priming. Berinsky et al. (2012) argues that the MTurk population has "attractive charac-

teristics" because it approximates gold-standard probability samples of the US population. All

three studies find that the direction and magnitude of the effects line up well compared with

those found in the laboratory.

An advantage of MTurk relative to the laboratory is that the researcher can rapidly scale

experiments and recruit hundreds of subjects within only a few days and at substantially lower

costs.1

2.2.2 Suitability for natural field experiments in Economics

Apart from general usage by academics, the MTurk environment offers additional benefits for

experimental economists and researchers conducting natural field experiments. We analyze

the MTurk environment within the framework laid out in Levitt and List (2009, 2007).

In the ideal natural field experiment, "the environment is such that the subjects naturally

undertake these tasks and [do not know] that they are participants in an experiment." Addi-

tionally, the experimenter must exert a high degree of control over the environment without

attracting attention or causing participants to behave unnaturally. MTurk's power comes from

the ability to construct customized and highly-tailored environments related to the question

being studied. It is possible to collect very detailed measures of user behavior such as precise

time spent on a webpage, mouse movements, and positions of clicks. In our experiment, we

use such data to construct a precise quality measure.

MTurk is particularly well-suited to using experimenter-as-employer designs (Gneezy and

List, 2006) as a way to study worker incentives and the employment relationship without having

to rely on cooperation of private sector firms.2 For example, Barankay (2010) posted identical

image labeling tasks and varied whether workers were given feedback on their relative perfor-

mance (i.e., ranking) in order to study whether providing rank-order feedback led workers to

return for a subsequent work opportunity. For a more detailed overview of how online labor

markets can be used in experiments, see Horton et al. (2011).

Levitt and List (2007) enumerate possible complications that arise when experimental find-

ings are extrapolated outside the lab: scrutiny, anonymity, stakes, selection, and artificial re-

'For example, in our study we paid 2,471 subjects $789 total and they worked 701 hours (equating to 31 cents

per observation). This includes 60 subjects whose data were not usable.
2Barankay (2010) remarks that "the experimenter [posing] as the firm [gives] substantial control about the pro-

tocol and thereby eliminates many project risks related to field experiments.
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strictions. We analyze each complication in the context of our experiment and in the context of

experimentation using MTurk in general.

Scrutiny and anonymity. In the lab, experimenter effects can be powerful; subjects behave

differently if they are aware their behavior is being watched. Relatedly, subjects frequently lack

anonymity and believe their choices will be scrutinized after the experiment. In MTurk, interac-

tion between workers and employers is almost non-existent; most tasks are completed without

any communication and workers are only identifiable by a numeric identifier. Consequently,

we believe that MTurk experiments are less likely to be biased by these complications.

Stakes. In the lab or field, it's essential to "account properly for the differences in stakes

across settings" (Levitt and List, 2007). We believe that our results would generalize to other

short-term work environments, but would not expect them to be generalizable to long-term

employment decisions such as occupational choice. Stakes must also be chosen adequately for

the environment and so we were careful to match wages to the market average.

Selection. Experiments fail to be generalizable when "participants in the study differ in sys-

tematic ways from the actors engaged in the targeted real-world setting." We know that within

MTurk, it is unlikely that there is selection into our experiment since our task was designed sim-

ilar in appearance to real tasks. The MTurk population also seems representative along a num-

ber of observable demographic characteristics (Berinsky et al., 2012); however, we acknowledge

that there are potentially unobservable differences between our subject pool and the broader

population. Still, we believe that MTurk subject behavior would generalize to workers' behavior

in other short-term labor markets.

Artificial restrictions. Lab experiments place unusual and artificial restrictions on the ac-

tions available to subjects and they examine only small, non-representative windows of time

because the experimenter typically doesn't have subjects and time horizons for an experiment.

In structuring our experiment, workers had substantial latitude in how they performed their

task. In contrast with the lab, subjects could "show-up" to our task whenever they wanted,

leave at will, and were not time-constrained. Nevertheless, we acknowledge that while our ex-

periment succeeded in matching short-term labor environments like MTurk, that our results do

not easily generalize to longer-term employment relationships.

Levitt and List (2009) highlight two limitations of field experiments vis-a-vis laboratory ex-

periments: the need for cooperation with third parties and the difficulty of replication. MTurk

does not suffer from these limitations. Work environments can be created by researchers with-

out the need of a private sector partner, whose interests may diverge substantially from that of

the researcher. Further, MTurk experiments can be replicated simply by downloading source
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code and re-running the experiment. In many ways, this allows a push-button replication that

is far better than that offered in the lab.

2.3 Experimental Design

2.3.1 Subject recruitment

In running our randomized natural field experiment, we posted our experimental task so that

it would appear like any other task (image labeling tasks are among the most commonly per-

formed tasks on MTurk). Subjects had no indication they were participating in an experiment.

Moreover, since MTurk is a market where people ordinarily perform one-off tasks, our experi-

ment could be listed inconspicuously.

We hired a total of 2,471 workers (1,318 from the US and 1,153 from India). Although we tried

to recruit equally from both countries, there were fewer Indians in our sample since attrition in

India was higher. We collected each worker's age and gender during a "colorblindness" test that

we administered as part of the task. These and other summary statistics can be found in Table

2-1. By contracting workers from the US and India, we can also test whether workers from each

country respond differentially to the meaningfulness of a task.

Our task was presented so that it appeared like a one-time work opportunity (subjects were

barred from doing the experiment more than once) and our design sought to maximize the

amount of work we could extract during this short interaction. The first image labeling paid

$0.10, the next paid $0.09, etc, leveling off at $0.02 per image. This wage structure was also used

in Ariely et al. (2008) and has the benefit of preventing people from working too long.

2.3.2 Description of experimental conditions

Upon accepting our task, workers provided basic demographic information and passed a color-

blindness test. Next, they were randomized into either the meaningful, the zero-context, or the

shredded condition. Those in the shredded condition were shown a warning message stating

that their labeling will not be recorded and we gave them the option to leave. Then, all partic-

ipants were forced to watch an instructional video which they could not fast-forward. See the

online supplement for the full script of the video as well as screenshots.

The video for the meaningful treatment began immediately with cues of meaning. We adopt

a similar working definition of "meaningfulness" as used in Ariely et al. (2008): "Labor [or a task]

is meaningful to the extent that (a) it is recognized and/or (b) has some point or purpose."
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We varied the levels of meaningfulness by altering the degree of recognition and the detail

used to explain the purpose of our task. In our meaningful group, we provided "recognition"

by thanking the laborers for working on our task. We then explained the "purpose" of the task

by creating a narrative explaining how researchers were inundated with more medical images

than they could possibly label and that they needed the help of ordinary people. In contrast,

the zero-context and shredded groups were not given recognition, told the purpose of the task,

or thanked for participating; they were only given basic instructions. Analyzing the results from

a post-manipulation check (see section 2.4.4), we are confident that these cues of meaning in-

duced the desired affect.

Both videos identically described the wage structure and the mechanics of how to label cells

and properly use the task interface (including zooming in/out and deleting points, which are

metrics we analyze). However, in the meaningful treatment, cells were referred to as "cancer-

ous tumor cells" whereas in the zero-context and shredded treatments, they were referred to

as nondescript "objects of interest." Except for this phrase change, both scripts were identical

during the instructional sections of the videos. To emphasize these cues, workers in the mean-

ingful group heard the words "tumor," "tumor cells," "cells," etc. 16 times before labeling their

first image and similar cues on the task interface reminded them of the purpose of the task as

they labeled.

2.3.3 Task interface, incentive structure, and response variables

After the video, we administered a short multiple-choice quiz testing workers' comprehension

of the task and user interface. In the shredded condition, we gave a final question asking work-

ers to again acknowledge that their work will not be recorded.

Upon passing the quiz, workers were directed to a task interface which displayed the im-

age to be labeled and allowed users to mark cancerous tumor cells (or "objects of interest")

by clicking (see figure 2-1). The image shown was one of ten look-alike photoshopped images

displayed randomly. We also provide the workers with controls - zoom functionality and the

ability to delete points - whose proper use would allow them to produce high-quality labelings.

During the experiment, we measured three response variables: (1) induced to work, (2)

quantity of image labelings, and (3) quality of image labelings.

Many subjects can - and - do stop performing a task even after agreeing to complete it.

While submitting bad work on MTurk is penalized, workers can abandon a task with only nom-

inal penalty. Hence, we measure attrition with the response variable induced to work. Workers

were only counted as induced to work if they watched the video, passed the quiz, and completed
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one image labeling. Our experimental design deliberately encourages attrition by imposing an

upfront and unpaid cost of watching a three-minute instructional video and passing a quiz be-

fore moving on to the actual task.

Workers were paid $0.10 for the first image labeling. They were then given an option to label

another image for $0.09, and then another image for $0.08, and so on.3 At $0.02, we stopped

decreasing the wage and the worker was allowed to label images at this pay rate indefinitely.

After each image, the worker could either collect what they had earned thus far, or label more

images. We used the quantity of image labelings for our second response variable.

In our instructional video, we emphasized the importance of marking the exact center of

each cell. When a worker labeled a cell by clicking on the image, we measured that click location

to the nearest pixel. Thus, we were able to detect if the click came "close" to the actual cell. Our

third response variable, quality of image labelings is the proportion of objects identified based

on whether a worker's click fell within a pixel radius from the object's true center. We will discuss

the radii we picked in the following section.

After workers chose to stop labeling images and collect their earnings, they were given a

five-question PMC survey which asked whether they thought the task (a) was enjoyable (b) had

purpose (c) gave them a sense of accomplishment (d) was meaningful (e) made their efforts

recognized. Responses were collected on a five-point Likert scale. We also provided a text box

to elicit free-response comments.4

2.3.4 Hypotheses

Hypothesis 1 We hypothesize that at equal wages, the meaningful treatment will have the

highest proportion of workers induced to work and the shredded condition will have the lowest

proportion. In the following section, we provide theoretical justification for this prediction.

Hypothesis 2 As in Ariely et al. (2008), we hypothesize that quantity of images labeled will be

increasing in the level of meaningfulness.

Hypothesis 3 In addition to quantity, we measure the quality of image labelings and hypoth-

esize that this is increasing in the level of meaningfulness.

3Each image was randomly picked from a pool of ten look-alike images.
4About 24% of respondents left comments (no difference across treatments).
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Hypothesis 4 Based upon prior survey research on MTurk populations, we hypothesize that

Indian workers are less responsive to meaning. Ipeirotis (2010) finds that Indians are more likely

to have MTurk as a primary source of income (27% vs. 14% in the US). Likewise, people in the

US are nearly twice as likely to report doing tasks because they are fun (41% vs. 20%). Therefore,

one might expect financial motivations to be more important for Indian workers.5

2.4 Experimental Results and Discussion

We ran the experiment on N = 2,471 subjects (1,318 from the United States and 1,153 from

India). Table 2-1 shows summary statistics for our response variables (induced to work, number

of images, and quality), demographic variables, and hourly wage.

Broadly speaking, as the level of meaning increases, subjects are more likely to participate

and they label more images and with higher quality. Across all treatments, US workers partic-

ipate more often, label more images, and mark points with greater accuracy. Table 2-2 uses a

heatmap to illustrate our main effect sizes and their significance levels by treatment, country,

and response variable. Each cell indicates the size of a treatment effect relative to the control

(i.e., zero context condition). Statistically significant positive effects are indicated using green

fill where darker green indicates higher levels of significance. Statistically significant negative

effects are indicated using red fill where darker red indicates higher levels of significance. Black

text without fill indicates effects that are marginally significant (p < 0.10). Light gray text indi-

cates significance levels above 0.10.

Overall, we observe that the meaningful condition induces an increase in quantity without

significantly increasing quality, and the shredded condition induces a quality decrease with

quantity remaining constant. This "checkerboard effect" may indicate that meaning plays a

role in moderating how workers trade quantity for quality i.e. how their energy is channeled in

the task.

We now investigate each response variable individually.

2.4.1 Labor Participation Results: "Induced to work"

We investigate how treatment and country affects whether or not subjects chose to do our task.

Unlike in a laboratory environment, our subjects were workers in a relatively anonymous labor

market and were not paid a "show-up fee." On MTurk, workers frequently start but do not finish

5 Although Horton et al. (2011) find that workers of both types are strongly motivated by money.
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tasks; attrition is therefore a practical concern for employers who hire from this market. In our
experiment, on average, 25% of subjects began, but did not follow-through by completing one
full labeling.

Even in this difficult environment, we were able to increase participation among workers by
roughly 4.6% by framing the task as more meaningful (see columns 1 and 2 of table 2-3). The
effect is robust to including various controls for age, gender, and time of day effects. As a subject
in the meaningful treatment told us, "It's always nice to have [HITs] that take some thought
and mean something to complete. Thank you for bringing them to MTurk." The shredded
treatment discouraged workers and caused them to work 4.0% less often but the effect was less
significant (p = 0.057 without controls and p = 0.082 with controls). Thus, hypothesis 1 seems
to be correct.

Irrespective of treatment, subjects from India completed an image 18.5% less often (p <
0.00 1) than subjects from the US. We were interested in interactions between country and treat-
ment, so we ran the separate induced-to-work regression results by country (unshown). We did
not find significant effects within the individual countries because we were underpowered to
detect this effect when the sample size was halved. We find no difference in the treatment ef-
fect for induced to work between India and the United States (p = 0.97). This is inconsistent
with hypothesis 4 where we predicted Indian subjects to respond more strongly to pecuniary
incentives.

It is also possible that the effects for induced to work were weak because subjects could have
still attributed meaning to the zero context and shredded conditions, a problem that will affect
our results for quantiy and quality as well. This serves to bias our treatment effects downward
suggesting that the true effect of meaning would be larger. For instance, one zero-context sub-
ject told us, "I assumed the 'objects' were cells so I guess that was kind of interesting." Another
subject in the zero-context treatment advised us, "you could put MTurkers to good use doing
similar work with images, e.g. in dosimetry or pathology ... and it would free up medical pro-
fessionals to do the heftier work."

2.4.2 Quantity Results: Number of images labeled

Table 2-1 shows that the number of images increased with meaning. However, this result is con-
ditional on being induced to work and is therefore contaminated with selection bias. We follow
Angrist (2001) and handle selection by creating a dummy variable for "did two or more label-
ings" and a dummy for "did five or more labelings" and use them as responses (other cutoffs
produced similar results).
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We find mixed results regarding whether the the level of meaningfulness affects the quantity

of output. Being assigned to the meaningful treatment group did have a positive effect, but

assignment to the shredded treatment did not result in a corresponding decrease in output.

Analyzing the outcome "two or more labelings," column 3 of table 2-3 shows that the mean-

ingful treatment induced 4.7% more subjects to label two or more images (p < 0.05). The shred-

ded treatment had no effect. Analyzing the outcome "five or more labelings" (column 5), which

we denote as "high-output workers," 6 the meaningful treatment was highly significant and in-

duced 8.5% more workers (p < 0.001 with and without controls), an increase of nearly 23 per-

cent, and the shredded treatment again has no effect.

Hypothesis 2 (quantity increases with meaningfulness) seems to be correct only when com-

paring the meaningful treatment to the zero-context treatment. An ambiguous effect of the

shredded treatment on quantity is also reported by Ariely et al. (2008).

We didn't find differential effects between the United States and India. In an unshown re-

gression, we found that Americans were 9.5% more likely to label five or more images (p < 0.01)

and Indians were 8.4% more likely to label five or more (p < 0.05). These two effects were not

found to be different (p = 0.84) which is inconsistent with hypothesis 4 that Indians are more

motivated by pecuniary incentives than Americans.

Interestingly, we also observed a number of "target-earners" who stopped upon reaching

exactly one dollar in earnings. A mass of 16 participants stopped at one dollar, while one par-

ticipant stopped at $1.02 and not one stopped at $0.98, an effect also observed by Horton and

Chilton (2010). The worker who labored longest spent 2 hours and 35 minutes and labeled 77

images.

2.4.3 Quality Results: Accuracy of labeling

Quality was measured by the fraction of cells labeled at a distance of five pixels ("coarse quality")

and two pixels ("fine quality") from their true centers. In presenting our results (see table 3-6),

we analyze the treatment effects using our fine quality measure. The coarse quality regression

results were similar, but the fine quality had a much more dispersed distribution.7

Our main result is that fine quality was 7.2% lower in the shredded treatment, but there

wasn't a large corresponding increase in the meaningful treatment.8 This makes sense; if the

6Labeling five or more images corresponds to the top tercile of quantity among people who were induced to
work.

7The inter-quartile range of coarse quality overall was [93.3%, 97.2%] whereas the IQR of fine quality was overall
[54.7%, 80.0%].

8One caveat with our quality results is that we only observe quality for people who were induced to work and
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workers knew their labelings weren't going to be checked, there is no incentive to mark points

carefully. This result was not different across countries (regression unshown). The meaning-

ful treatment has a marginally significant effect only in the United States, where fine quality

increased by 3.9% (p = 0.092 without controls and p = 0.044 with controls), but there was no

effect in India. Thus, hypothesis 3 (quality increases with meaningfulness) seems to be correct

only when comparing the shredded to the zero context treatment which is surprising.

Although Indian workers were less accurate than United States workers and had 5.3% lower

quality (p < 0.001 and robust to controls), United States and Indian workers did not respond

differentially to the shredded treatment (p = 0.53). This again is inconsistent with hypothesis 4.

Experience matters. Once subjects had between 6 and 10 labelings under their belt, they

were 1.8% less accurate (p < 0.01), and if they had done more than 10 labelings, they were 14%

less accurate (p < 0.001). This result may reflect negative selection - subjects who labeled a

very high number of images were probably working too fast or not carefully enough.9 Finally,

we found that some of the ten images were substantial harder to label accurately than others (a

partial F-test for equality of fixed effects results in p < 0.001).

2.4.4 Post Manipulation Check Results

In order to understand how our treatments affected the perceived meaningfulness of the task,

we gave a post manipulation check to all subjects who completed at least one image and did

not abandon the task before payment. This data should be interpreted cautiously given that

subjects who completed the tasks and our survey are not representative of all subjects in our

experiment.10

We found that those in the meaningful treatment rated significantly higher in the post ma-

nipulation check in both the United States and India. Using a five-point Likert scale, we asked

workers to rate the perceived level of meaningfulness, purpose, enjoyment, accomplishment,

and recognition. In the meaningful treatment, subjective ratings were higher in all categories

but the self-rated level of meaningfulness and purpose were the highest. The level of meaning-

selected into our experiment (we have "attrition bias"). Attrition was 4% higher in the shredded treatment and we
presume that the people who opted out of labeling images would have labeled them with far worse quality had
they remained in the experiment.

9Anecdotally, subjects from the shredded condition who submitted comments regarding the task were less likely
to have expressed concerns about their accuracy. One subject from the meaningful group remarked that "[his]
mouse was too sensitive to click accurately, even all the way zoomed in," but we found no such apologies or com-
ments from people in the shredded group.

10 Ideally, we would have collected this information immediately after introducing the treatment condition. How-
ever, doing so would have compromised the credibility of our natural field experiment.
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fulness was 1.3 points higher in the US and 0.6 points higher in the India; the level of perceived

porposefulness was 1.2 points higher in America and 0.5 points higher in India. In the United

States, the level of accomplishment only increased by 0.8 and the level of enjoyment and recog-

nition increased by 0.3 and 0.5 respectively with a marginal increase in India. As a US partic-

ipant told us, "I felt it was a privilege to work on something so important and I would like to

thank you for the opportunity."

We conclude that the meaningful frames accomplished their goal. Remarkably, those in the

shredded treatment in either country did not report significantly lower ratings on any of the

items in the post manipulation check. Thus, the shredded treatment may not have had the

desired effect.

2.5 Conclusion

Our experiment is the first that uses a natural field experiment in a real labor market to examine

how a task's meaningfulness influences labor supply.

Overall, we found that the greater the amount of meaning, the more likely a subject is to

participate, the more output they produce, the higher quality output they produce, and the less

compensation they require for their time. We also observe an interesting effect: high meaning

increases quantity of output (with an insignificant increase in quality) and low meaning de-

creases quality of output (with no change in quantity). It is possible that the level of perceived

meaning affects how workers substitute their efforts between task quantity and task quality.

The effect sizes were found to be the same in the US and India.

Our finding has important implications for those who employ labor in any short-term ca-

pacity besides crowdsourcing, such as temp-work or piecework. As the world begins to out-

source more of its work to anonymous pools of labor, it is vital to understand the dynamics of

this labor market and the degree to which non-pecuniary incentives matter. This study demon-

strates that they do matter, and they matter to a significant degree.

This study also serves as an example of what MTurk offers economists: an excellent platform

for high internal validity natural field experiments while evading the external validity problems

that may occur in laboratory environments.
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Figure 2-1: Main task portal for a subject in the meaningful treatment
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Table 2-1: Summary statistics for response variables and demographics by treatment and coun-
try

Shredded Zero
Context

Meaningful US
only

India
only

% Induced to Work .723 .762 .806 .85 .666
# Images (if 1) 5.94 ± 6.8 6.11 ± 6.9 7.12 ± 7.6 5.86 ± 6.1 7.17 ± 8.3

Did : 2 labelings .696 .706 .75 .797 .627
Did 5 labelings .343 .371 .456 .406 .373
Avg Hourly Wage $1.49 $1.41 $1.34 $1.50 $1.29

% Male .616 .615 .58 .483 .743
Age 29.6 ± 9.3 29.6 ± 9.5 29.3 ± 9.1 31.8 ± 10.5 26.9 ± 6.8

N 828 798 845 1318 1153
Coarse quality .883 ±.21 .904 ±.18 .930 ±.14 .924 ± .15 .881 ±.21

Fine quality .614 ±.22 .651 ±.21 .676 ±.18 .668 ±.19 .621 ±.26
PMC Meaning 3.44 ± 1.3 3.54 ± 1.2 4.37 ± 0.9 3.67 ± 1.3 3.98 ± 1.1

Notes: The statistics for the quality metrics are computed by averaging each worker's average quality (only for
workers who labeled one or more images). The statistics for the PMC meaning question only include workers who
finished the task and survey.
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Table 2-2: A heatmap illustration of our results

Induced Did 5 Fine
to work labelings Quality

Average Hourly
Wage

Meaningful
Meaningful (US)

Meaningful (India)
Shredded

Shredded (US)
Shredded (India)

1 3.9% 1 7.7%

4 4.0%

T 9.5%
1 6.8%

* p < .05, ** p < .01, *** p < .001, black text indicates p < .10 and grey text indicates

p > 0 .10

Notes: Rows 1 and 4 consider data from both America and India combined. Columns 1, 2, 3 show the results of

regressions and column 4 shows the result of two-sample t-tests. Results reported are from regressions without

demographic controls.

Table 2-3: Main treatment effects on quantity of images

Meaningful

Shredded

Induced

0.046*
(0.020)
-0.040
(0.021)

Induced

0.046*
(0.020)
-0.037
(0.021)

Did 2

0.047*
(0.022)
-0.012
(0.022)

Did 2

0.050*
(0.022)
-0.005
(0.022)

Did 2 5
0.085***
(0.024)
-0.028
(0.024)

Did 5
0.088***
(0.024)
-0.023
(0.024)

India -0.185*** -0.183*** -0.170*** -0.156*** -0.035 -0.003
(0.017) (0.018) (0.018) (0.019) (0.019) (0.021)

Male 0.006 -0.029 -0.081***
(0.018) (0.019) (0.021)

Constant 0.848*** 0.907*** 0.785*** 0.873*** 0.387*** 0.460***

Controls
Age 0.23 0.29 0.92
Time of Day 0.16 0.06 0.46

Day of Week 0.08 0.00** 0.55

R2 0.05 0.06 0.04 0.05 0.01 0.02

N 2471 2471 2471 2471 2471 2471
* p <.05, **p <.01, *** p <.001

Notes: Columns 1, 3 and 5 only include treatments and country. Columns 2, 4, and 6 control for gender, age

categories, time of day, and day of week. Rows 6-8 show p-values for the partial F-test for sets of different types of

control variables.
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Table 2-4: Main treatment effects on quality of images

Fine Quality
Both Countries United States India

Meaningful 0.007 0.014 0.039 0.039* -0.031 -0.013
(0.017) (0.014) (0.023) (0.019) (0.025) (0.021)

Shredded -0.072*** -0.074*** -0.061* -0.066** -0.087** -0.073**
(0.021) (0.017) (0.027) (0.023) (0.031) (0.023)

India -0.053*** -0.057***
(0.015) (0.013)

Male 0.053*** 0.014 0.100***
(0.013) (0.017) (0.021)

Labelings 6-10 -0.018** -0.024** -0.016*
(0.006) (0.008) (0.008)

Labelings > 11 -0.140*** -0.116*** -0.148***
(0.017) (0.029) (0.020)

Constant 0.666*** 0.645*** 0.651*** 0.625*** 0.634*** 0.588***
Controls
Image 0.00*** 0.00*** 0.00***
Age 0.10 0.01** 0.25
Time of Day 0.33 0.29 0.78
Day of Week 0.12 0.46 0.26

R2 0.04 0.15 0.04 0.12 0.02 0.20
N 12724 12724 6777 6777 5947 5947
*p<.05, **p<.01, ***p<.001

Notes: Robust linear regression clustered by subject for country and treatment on fine quality as measured by the
number of cells found two pixels from their exact centers. Columns 1, 3 and 5 include only treatments and
country. Columns 2, 4, and 6 control for number of images, the particular image (of the ten images), gender, age
categories, time of day, and day of week.
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2.6 Appendix

A Detailed Experimental Design

This section details exact screens shown to users in the experimental groups. The worker begins

by encountering the HIT on the MTurk platform.

Figure 2-2: The HIT as initially encountered on MTurk

amazonmechanical turk

HITs 0. 00- - $

SCr by: ieT Ceain ate (newset f, $ t .d an eteds -es ll diias (i 3 D ia a tL

Fnd Obi af t In Im .aan f..datadi -- .smO +aitad bn0i, 19

Requester: trt Snimmers HIII Expration Date: 'ar 23, 2010 (3 hours 55 minutes) Reward. $0.10
Time Alatted: 4 hours ts Available: 1

Pesriptiow you -11l be given an iege and *oogects of tinterest* to fied. Your task is to dick on the "objects of isnereee. 5efore
beinig, therne will be a brief tutorial. After comiptleting the hint iage, there will be a potential opportunity toi cottille

"onti mted"** similar HtiTs The hit a now updated.

Keywords f ed k m. magu. dais at garg, ga ntlrca, 2 iL e ibeled. come n
Qualidfatosx Reqired: Your Value
Location a US US You meet is qualitication requirement Contait dhe Rtocest r of this tiT

The worker can then click on the HIT and they see the "preview screen" which describes the

HIT (not shown) with text. In retrospect, a flashy image enticing the worker into the HIT would

most likely have increased throughput. If the worker chooses to accept, they are immediately

directed to a multi-purpose page which hosts a colorblindness test, demographic survey, and

an audio test for functioning speakers (see Figure 2-3). Although many tasks require workers to

answer questions before working, we avoided asking too many survey-like questions to avoid

appearing as an experiment.

At this point, the worker is randomized into one of the three treatments and transitioned

to the "qualification test." The page displays an instructional video varying by treatment which

they cannot fast-forward. Screenshots of the video are shown in Figures 2-4, 2-5, and 2-6.11

We include the verbatim script for the videos below. Text that differs between treatments is

typeset in square brackets separated by a slash. The text before the slash in red belongs to the

meaningful treatment and the text following the slash in blue belongs to both the zero-context

and shredded treatments.

Thanks for participating in this task. [Your job will be to help identify tumor cells in images and we appreciate your help. / In

this task, you'll look at images and find objects of interest.]

In this video tutorial, we'll explain [three / two] things:

'We thank Rob Cohen who did an excellent job narrating both scripts.
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Figure 2-3: The colorblindness test

Since the tasks you will perform require you to be able to
differentiate color, we have to ask you a few questions that
will determine if you may be colorblud.

1 Look at the below iage.

Do you see a nbnber? If so, enter it into this box

2 Are you male or female
CMale C Female

3 Have you ever had trouble differentiating between reds and greens?
CYes C No

4. Have you ever had trouble dilfereating between blues and yelows?
( Yes C No

5 How old are you?

I-

6 Listen to the folowig sound chp (U0) and enter the word below-
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[First, why you're labeling the images, which is to help researchers identify tumorous cancer cells. Next, we'll show you how to

identify those tumor cells. / First, we'll show you how to identify objects of interest in itages.! lFinally, / Then,! we'll explain

how after labeling your first image you'll have a chance to label some more.

Figure 2-4: Opening screen of training video

(a) Zero-context / Shredded treatments

Identifying Objects of Interesi in
Images

(b) Meaningful treatment

Identifytng Tumor Cells in Images

t -o d-tf tun -Iti.

F eEpportuiigo to labuo more uageo e

Figure 2-5: Examples of "cues of meaning"

Scientists constantly producing
images that need to be analyzed

Well train you to identify tumor
cells in images

Notes: These cues, which are present in the meaningful treatment, are not shown in the Zero-context or Shredded

treatments.

Now we're ready to learn how to identify [tumor cells / objects of interest in images. Some example pictures of the [ttumor

cells / objects of interesti you'll be identifying can be found at the bottom left. Each [tumor cell / object of interest] is blue

and circular and surrounded by a red border.

When you begin each image, the magnification will be set to the lowest resolution This gives you an overview of all points

on the image, but you'll need to zoom in and out in order to make the most precise clicks in the center of the [tumor cells /

objects of interest!.

Let's scroll through the image and find some [tumor cells / objects of interest to identify.

Here's a large cluster of [ttmor cells / objects of interest!. To identify them, it is very important to click as closely to the center

as possible on each [cell / object! . If I make a mistake and don't click in the center, I can undo the point by right-clicking.

Notice that this leell / point! isn't entirely surrounded by red, [probably because the cell broke off!. Even though it's not

entirely surrounded by red, we still want to identify it as a [tumor cell / object of interest!.

In order to ensure that you've located all (tumor cells / objects of interest!, you should use the thumbnail view in the top right.

You can also use the magnification buttons to zoom out.

It looks like we missed a cluster of [tumor cells / objects of interest at the bottom. Let's go identify those points.

Remember once again, that if you click on something that is not a tunor cell / object of interest!, you can unclick by right-

clicking.
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Figure 2-6: Illustration of how to perform the task

(a) Zero-context / Shredded treatments (b) Meaningful treatment

all points, let's zoom out to he sure and scroll around.

Before submitting, we should he sure of three things: (1) That we've identified all [tumor cells / ohjects of interesti (2) That
we've clicked in the center of each one (3) That we haven't clicked on anything that's not a [tumor cell / object of interesti.

Once we've done that, we're ready to submit.

Finally, after you complete your first image, you'll have an opportunity to label additional images as part of this HIT.

The first images you label will pay more to compensate for training.

After that, as part of this HIT you'll have the chance to identify as many additional images as you like as long as you aren't
taking more than 15 minutes per image.

Although you can label unlimited images in this H IT, you won't be able to accept more H ITs. This is to give a variety of turkers
an opportunity to identify the images.

iThank you for your time and effort. Advances in the field of cancer and treatment prevention rely on the selfless contribu-
tions of countless individuals such as yourself.]

Then, workers must take a quiz (see Figure 2-7). During the quiz, they can watch the video
freely (which was rarely done).

Upon passing, they began labeling their first image (see Figure 2-8). The training interface
includes the master training window where workers can create and delete points and scroll
across the entire image. To the left, there is a small image displaying example tumor cells. Above
the master window, they have zoom in I out buttons. And on the top right there is a thumbnail
view of the overall image.

Participants were given 15 minutes to mark an image. Above the training window, we dis-
played a countdown timer that indicated the amount of time left. The participant's total earn-
ings was also prominently displayed atop. On the very top, we provided a submit button that
allowed the worker to submit results at any time.

Each image had the same 90 cells from various-sized clusters. The cell clusters were se-
lected for their unambiguous examples of cells, thereby eliminating the difficulty of training
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Figure 2-7: Quiz after watching the training video (in the meaningful treatment)

Please answer the below questions- Once you answer these questions, you will be qualified to help identify tumor cells

1 - You should adjust the magnicatn in order to.

C Make a prettier picture

C Make the tumors exactly 10 pixels across

SFind-turnors and make clicks as close to the center as possible

2 - When you are clcking on tumor cells, how many times do you cEck on the tumor?

C Once

C As many dots as you can fit inside the tumor

3 - When you incorrectly click on an area, you shouk.

C Give up the HIT

C Reload the page

C Use the right mouse button

4 - What wil happen if you don't accurately click on the tumor?

C Scientists who are depending on you to identify tumors will not have accurate results

C Your HIT may be rejected

C You will not be allowed to do additional HITs with us

C Al of the above.

5 - Your HIT will be rejected if

C You do not click on a the tumors

C You don't cick in the center of the tumor

C You click multiple times on the same tumor or on things that are NOT tumors

' Al of the above.

6 - As part of this HIT, how many images wil you have the chance to identify assuming you correctly label the tumors?

C As many as you want within a 4hr period (as long as you complete each image within 15 minutes)

O You can label up to 4 more iages

C You must submit since you can only label one image

Begin T ask I
Notes: In the zero-context and shredded treatments, all mentions of "tumor cells" are replaced by "objects of

interest." The shredded treatment has an additional question asking them to acknowledge that they are working

on a test system and their work will be discarded. Green indicates a correct response; red indicates an incorrect

response.
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Figure 2-8: Interface for labeling images

(a) Meaningful treatment (b) Zero-context / Shredded treatments

Notes: The meaningful interface reminds the subjects in 8 places that they are identifying tumor cells. The
zero-context interface only says "objects of interest" and the shredded condition in addition has a message in red
indicating that their points will not be saved (unshown). The circles around each point were not visible to
participants. We display them to illustrate the size of a 10-pixel radius.

the difficult-to-identify tumor cells. In each image, the same clusters were arranged and ro-
tated haphazardly, then pasted on one of five different believable backgrounds using Adobe
Photoshop. Those clusters were then further rotated to create a set of ten images. This setup
guarantees that the difficulty was relatively the same image-image. Images were displayed in
random order for each worker, repeating after each set of ten (repetition was not an issue since
it was rare for a participant to label more than ten).

After the worker is finished labeling, the worker presses submit and they are led to an inter-
mediate page which asks if they would like to label another image and the new wage is promi-
nently displayed (see Figure 2-9). In the meaningful treatment, we add one last cue of meaning
- a stock photo of a researcher to emphasize the purpose of the task. In the shredded treat-
ment, we append the text "NONE of your points will be saved because we are testing our sys-
tem, but you will still be paid." If the worker wishes to continue, they are led to another labeling
task; otherwise, they are directed to the post manipulation check survey shown in figure 2-10.

The program ensures that the worker is being honest. We require them to find more than
20% of the cells (the workers were unaware that we were able to monitor their accuracy). If they
are found cheating on three images, they are deemed fraudulent and not allowed to train more
images. Since payment is automatic, this is to protect us from a worker depleting our research
account. In practice, this happened rarely and was not correlated with treatment.
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Figure 2-9: Landing page after completing a task

(a) Zero-context / Shredded treatments

SThanks for helpig to kcate the objects of interest in this
image! We realy appreciate your help

Your work wil be riewed in die next 15-30 mmutes and
vou will be paid.

You may do anodter image of siiibr difficuly especiall for
vo. Click on the button below:

Note: You do not have to go through training again

If aou are finished. aou can clik beoy

No Won tasks I am hamhePd Pymie W 10

(b) Meaningful treatment

Thanks for help" to locate the tumor 4
cells in this age! We really apprecate
vour help

Yor work il be reviwed in the ne

15-30 minutes and vou will be paid-

You may do another image of similar
difficuhy especially for yoa Click on
the button belwi

Note: You do not have to go through training again

If yo are tinied, vau can chek below

No W staslamInni d Pay " SO 0 I

Notes: At this point, workers are asked if they'd like to label another image or quit.

Figure 2-10: Post-task survey

Thanks for all of your work. In order to improve our HIT, please complete the following OPTIONAL feedback form-

If you do not want to fi in the stavey, please click here:

Submit to MTurk I

Please rate how much you agree disagree with the following statements (wiere 1 -strongly disagree, 5-strongly agree):

The task was fun enjoyable

I liked that the task seemed to be useful and had a good pmpose

C 1 2 C 3 C 4 r 5

I felt good completing the task

(- I (- - ( 3 r 4 (_ 5

The task seemed a lot more meaningful than the average MTurk HITs

r 1 ( 2 r 3 r 4 r 5

The task was well-designed and respected my efforts and work more than the average MTurk HITs

Any other comments:

Submit my survey
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Chapter 3

Management and Measurement: Do More

Attentive Supervisors Get Better Results?

Abstract

This paper investigates whether greater supervision translates into higher quality work. We an-
alyze data from a firm that supplies answers for one of the most popular question-and-answer
("Q&A") websites in the world. As a result of the firm's staffing process, the assignment of su-
pervisors to workers is as good as random, and workers are exposed to supervisors who put
forth varying degrees of "effort" (a measure based on a supervisor's propensity to correct work).
Using this exogenous variation, we estimate the net effect of greater supervision and find that
a one-standard-deviation increase in supervisor effort reduces the number of bad answers by
between four and six percent. By decomposing the total effect into the separate effects on cor-
rected and uncorrected answers, we conclude that supervisor effort tends to lower the number
of good answers among uncorrected answers. Interestingly, observable worker behaviors (i.e.,
answer length and time to answer a question) seemed unaffected by supervision. None of the
results vary with worker experience.

3.1 Introduction

Most production depends upon the combined efforts of workers and supervisors. Despite the

large body of theoretical literature on team production, economists generally lack firm-level

data on worker-supervisor interactions. Without such data, we only observe the production

output, but we are unable to disentangle the relative contribution of the workers' "work" and

the supervisors' "supervision."

Increasingly computer-mediated (Varian, 2010) production environments have made it eas-
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ier for economists to observe these interactions, as has the widespread adoption of IT systems

that collect detailed, time-stamped metrics for individual workers throughout the production

process. Lazear et al. (2011) provides common examples of such jobs - call center workers,

technical repair workers, and cashiers. The availability of such data has enabled researchers to

answer a variety of questions regarding behavior within the firm.1

In this paper, we examine how increased supervision affects employee behavior and whether

it improves the overall quality of output. More specifically, we measure the effect of being as-

signed to supervisors who exert greater supervisory "effort", a measure that is related to each

supervisor's average propensity to correct answers. 2 Due to the firm's staffing process, the as-

signment of supervisors to workers is as good as random and provides exogenous variation in

supervisor effort, which allows us to estimate the causal impact of exposure to more proactive

supervisors (i.e., ones who exert more effort).

Our study uses production data from an outsourcing company that supplies answers for one

of the most popular question-and-answer ("Q&A") websites in the world. Although these Q&A

sites depend on users to answer one another's questions, the demand for answers routinely

exceeds the supply that volunteers provide. To fill this gap, Q&A sites often hire web researchers

through outsourcing firms such as the one our study examined.

We observe the "answer production" for over 293,000 questions from July 28th, 2011, until

January 23rd, 2012. This entire process takes place on a web-based portal that keeps track of

completion times, supervisor's ratings, and the full text of answers before and after supervisor

corrections. Additionally, we observe a quality measure for answers - the number of "thumbs-

up" each answer receives from the website's users. From this we define a "good" answer as one

that receives one or more thumbs-up and a "bad" answer as one that receives no thumbs-up

while a competing answer submitted by the website's users does.

We find that primary effect of greater supervision was to reduce low-quality answers. A

one-standard-deviation increase in supervisor effort reduced the number of bad answers by

between four and six percent. We also find weak evidence that more proactive supervisors re-

duce the number of good answers. 3 Observable worker behaviors, however, did not substan-

tially change; workers did not spend more time answering each question and the length of their

answers declined by only one to two percent, an economically insignificant amount. Finally,

1 Lazear (2000)'s analysis of piece-rate and hourly contracts at the SafeLite glass company is a canonical example.
More recently, Mas and Moretti (2009) use data from grocery store checkout lines to measure peer effects, Maggio
and Alstyne (2011) examine whether access to an information sharing system increased productivity, and Nagin et
al. (2002) use a natural field experiment to study opportunistic cheating behavior in call centers.

2See section 3.2.3 for a full definition
3This finding is not robust to the inclusion of worker fixed effects.
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these results did not differ across new and more experienced workers.

We also attempt to disentangle the mechanisms by decomposing the net effect of supervisor

effort into the separate effects for corrected and uncorrected answers. The main conclusion we

draw from this analysis is that supervisor effort tends to lower the number of good answers

among uncorrected answers. We speculate that this may be a result of workers: 1) "cracking"

under pressure, 2) becoming demotivated by having their answers corrected more frequently, or

3) reducing their effort if they expect supervisors will make corrections anyway. No other clear-

cut conclusions came out of the analysis and further assumptions would need to be made to

place bounds on the magnitude of other effects.

This paper proceeds as follows. Section 3.2 describes the setting of our project and the pro-

duction process. It also provides a formal definition of supervisor effort and describes it in

greater detail. Section 3.3 provides an overview and summary statistics of our data. Section 3.4

describes our empirical strategy and presents results, and Section 3.5 concludes.

3.2 Setting: The firm and production environment

3.2.1 Company background and project description

Our data come from the personnel and productivity records of an outsourcing company that

provides services such as transcription, data entry, and web research. We refer to the question-

and-answer website as the "client" or "Q&A site" and refer to the outsourcing company as the

"firm."4

On the Q&A site, users can ask questions about a wide range of topics. Of more than 20

categories, the most popular are: Science (10%); Computers (8%); Entertainment (7%); and

Business, finance, and law (7%).

Figure 3-1 shows an example question from a Q&A site about employment law and whether

employers can deduct job expenses from a worker's paycheck. Answers to the question appear

below and, for each answer, website users can write comments and give thumbs-up to helpful

answers. We use these thumbs-up as the primary measure of answer quality.

Finally, to the right of each question are sponsored links. Q&A sites receive revenue based

on the amount of traffic they generate, not necessarily on the quality of answers. Hopefully, in

the case of the legal question, the lawyers who sponsored the links can provide better advice

than the users.
4At the request of the firm, we do not disclose the name of the Q&A site or firm.
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3.2.2 The production process and staffing

The outsourcing firm has several hundred full-time employees who are assigned to one or more

projects at a time based on need. The employees who review questions are referred to as "su-

pervisors" or "reviewers" and the employees who answer - but do not review - questions, are

referred to as "workers". Note that supervisors can also answer questions, but their answers still

need to be reviewed by different supervisor.

Figure 3-2 shows the production process from when a question is asked until the question

is"Removed," "Expired," or "Answered/Delivered."5

After a user posts a question, it is sent to the firm. Once it arrives, the question is moderated

by a worker who marks it as "valid" or "invalid." Examples of invalid questions include: adver-

tisements, adult or other inappropriate content, or questions that require extensive research

(e.g., "List all colleges on the east coast that offer a music major.")

Next, valid questions are sent to an answering queue where they are researched by the next

available worker. Workers also provide a second pass at moderation and can mark questions as

invalid.

Once the worker answers a question, it is reviewed by a supervisor who reviews and rates it.

The supervisor may then make a final correction to the answer before sending it to the website.

Questions can also "expire" if they are not answered within a specific time frame. 6 The Q&A

website values timely answers and incentivizes the firm to answer them quickly by only paying

for on-time answers.

Employees are often assigned to a particular project for the entire shift they work (there is a

day shift between 8am and 8pm and a night shift between 8pm and 8am). However, employees

may move between the Q&A project and other projects and, in that case, are staffed in half-hour

intervals (1:00pm to 1:30pm, etc). Although we do not have precise data on staffing, we impute

this and consider an employee to be on duty whenever she answers or reviews a question that

was created during that period.7

The arrival rate of questions fluctuates unpredictably throughout the day and, since the firm

has high-powered incentives to answer questions on time, the firm continually rotates supervi-

sors and workers onto and off of the project in a way that is as good as random. As a result, this

provides us with a large amount of exogenous variation in workers' exposure to supervisors and

5Before a question is answered, the website can also "cancel" a question if it's flagged by users or moderated by
the website's staff; we exclude cancelled questions from our analysis.

6From July 28th, 2011 questions expired after eight hours and from November 3rd, 2011, until January 23rd,
2012 (the end of the sample), they expired after one hour.

7Given that the intra-day staffing was ad-hoc, this information may never have been recorded.
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levels of supervisor effort.

3.2.3 Supervisor effort and its effect on correction rates

This section provides an explicit definition of supervisor effort and describes the assumptions

needed for our empirical strategy. Namely, the assignment of supervisors to workers needs to

be as good as random and lead to exogenous variation in supervisor effort. Additionally, for
supervisor effort to have an effect, workers need to know which supervisors are likely to review

their work, and finally, the predicted amount of supervisor effort should correlate with whether

a particular worker's answer is corrected.

Definition of supervisor effort

Our measure of supervisor effort, Et is defined at the worker-shift level based on the ag-

gregate effort put forth by supervisors who are on duty during a shift.

We calculate Ewt in two steps. First, we define the supervisor effort Ew,, for each supervisor

s relative to a worker w during a shift t. This is done by using each supervisor s's correction rate

for answers submitted by all other workers during all shifts exceptfor shift t. Second, we obtain

Ewt by averaging the effort of each supervisor on-duty.

Assignment of supervisors to workers

The rotational assignment staffing process leads us to believe that the assignment of super-

visors to workers and is essentially random. However, our empirical strategy would be com-

promised if there were a correlation between supervisor effort and other factors that affect the

quality of answers. For example, if supervisors exerted more effort during night shifts and the

difficulty of questions varied by shift, our estimates would be biased.

In order to account for this correlation, we add fixed effects for dates and night shift, which

weakens the requirement that supervisor effort be exogenous across all periods and only re-

quires that supervisor effort be exogenous within specific periods of time. Given that our sam-

ple of supervisors and workers is small, these controls are likely to be important.8

Since the firm encourages communication between workers and supervisors, workers gen-

erally have an idea of which supervisors are on duty. Supervisors are supposed to answer work-

ers' questions and provide guidance and feedback on their answers. To facilitate this, the firm's

8 Although the differences in our point estimates with and without controls are not statistically significant in any
models, the coefficients sometimes change substantially (see columns 1 and 2 of tables 3-5a, 3-5b, 3-6a, and 3-6b).
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IT system provides workers with a screen that shows supervisor ratings9 and corrections for

each answer along with comments from the particular supervisor who reviewed the answer.

Additionally, supervisors and workers are often co-located during a shift.10

Additionally, the production process ensures that supervisors do not choose which ques-

tions they review. After workers answer questions, they go into a queue where they are answered

in a first-in, first-out (FIFO) manner by whichever supervisors are on-duty.

3.3 Data and summary statistics

3.3.1 The sample

In our study, we analyze 293,147 questions asked during the period spanning July 28th, 2011,

and January 23rd, 2012. Of all questions asked, 56.7% were answered, 32.7% were removed

for being invalid,", and 10.6% expired because they were not answered on-time. In total, we

observe answers for 166,246 questions. Although for most analyses, we exclude answers given

by supervisors and are left with a sample of 129,874.

The project had two phases: from July 28th, 2011, until November 3rd, 2011, questions ex-

pired after eight hours and from November 3rd, 2011, until January 23rd, 2012, questions ex-

pired after one hour. During the second period, the Q&A site decided to send a greater volume

of questions to the outsourcing firm (2,221 vs. 1,144 per day). We combine these samples since

the questions from the site were for all intents and purposes the same.' 2

There were a total of 46 workers who answered 2,811 questions on average and 16 super-

visors who reviewed 10,349 answers on average. In table 3-2 and 3-3, we report statistics for

workers and supervisors, respectively.

In the average shift, there were 45.5 questions asked, which were answered and reviewed

9 These ratings were highly compressed and the firm did not consider them to be reliable indicators of quality;
instead of using these to measure quality, we use our external quality metric (i.e., thumbs-up from website users).
On a five-point rating scale, 80.7% of answers received a three and 13.8% of answers received a four. Ratings of
one, two, and five ratings were only used for 0.7% of answers.

10 Our measure of supervisor effort would be improved if it incorporated more granular data on the frequency
of communication between workers and particular supervisors (i.e., direct conversations, seating arrangements).
With this data, we could determine the true amount of supervisor effort each worker faced (by identifying the
supervisors to whom they were particular exposed). In addition to increasing precision, this may help our instru-
mental variables estimation strategy, which we discuss in section 3.2.3.

1Of these, 69.9% were removed because they required extensive research and 9.8% were removed because they
asked for "sensitive" information (e.g., religious beliefs, medical advice, questions of an adult nature).

1
2Additionally, we include time fixed effects for each date to control for variation between the periods.
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by an average of 8.9 workers and 2.8 supervisors who were on-duty.'3 However, the number of
questions in a shift was highly variable since the volume depended on the number of website
users who asked questions. For example, during the second period, the 25th and 75th percentile
shifts had 31 and 82 questions, respectively. The 25th and 75th percentile ranges were 7 and 17
for workers and 2 and 4 for supervisors. Table 3-11 shows further detail on the variability of
questions, answers, workers, and supervisors during shifts.

3.3.2 Summary statistics

This section reports summary statistics for our sample. We use separate tables to present sum-
mary statistics depending on the levels at which they are defined:

" Question and answer level (table 3-1): Fraction of all answers that are corrected

" Worker level (table 3-2): Fraction of Worker X's answers that are corrected

" Supervisor level (table 3-3): Fraction of answers that Supervisor X corrects

" Shift level (table 3-11): Average number of questions asked during a particular shift

We organize our discussion of summary statistics into the following topics: 1) characteristics of

answers, reviews, and corrections; 2) supervisor effort and supervisor behavior; and 3) external

quality measures.

Answers, reviews, and corrections

Each answer took an average of 6.5 minutes to answer and had a length of 258 characters,

while the median answer took 5.9 minutes and had a length of 245 characters (see table 3-1).14

Although these answers seem short (as a reference, this paragraph is only 475 characters), many
answers only require short, factual answers or links to other websites and, therefore the bulk of
time is spent researching, not writing. Therefore, an answer may be high quality even if it is

short.

There was substantial variability in the total number of answers produced by each worker
during the entire project. The average worker submitted 2,811 answers with a large standard

deviation of 1,928 (the interquartile range was 1,359 and 4,766). However, this statistic is not
13These totals are for both periods. In period one, there was an average of 31.9 questions, 6.2 workers and 2.6

supervisors. In period two, there was an average of 62.3 questions, 12.3 workers and 3.1 supervisors.
"There are not be practically significant differences in answer lengths across categories. Although there are

statistically significant differences in answer length by category (p <.001 for an F-test that all differences are zero),
the average difference between question categories was less than 25 characters for 26 of the 28 categories (when
omitting the category whose average length was closest to the mean).
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indicative of productivity per unit of time since employees worker on the project for different

lengths of time. Productivity metrics are better analyzed using the amount of time workers

took to answer a question. The average worker took 6.8 minutes (sd = 1.3) and the interquartile

range was 6.1 minutes and 7.7 minutes. If we translate this into answers per 40-hour workweek,

the 75th percentile most productive worker produced 393 answers vs. the 25th percentile most

productive worker who produced 311 answers. 15 Finally, the average length of an answer for

workers did not vary substantially - the average worker's answer length was 257 characters (sd

= 27) and the median was 251. See table 3-2 for more details.

The average question was reviewed by supervisors for 56 seconds and the median review

took 30 seconds (table 3-3). Answers that were corrected took more than twice as much time to

review as uncorrected ones (88 vs. 42 seconds).

Workers also had their answers corrected at very different rates. The average fraction of

a worker's answers that were corrected was 32.2% with a standard deviation of 8.9% (the in-

terquartile range was 27.3% and 37.0%. The 90th percentile worker had 45.0% of her answers

corrected as compared with the median worker whose answers were corrected 31.5% of the

time. These and other worker statistics are in table 3-2.

Supervisors corrected 30.9% of answers and, when they corrected an answer, supervisors

increased the answer's length 59.6% of the time (see table 3-1). We also measure how much

an answer was changed by its "edit distance" (also known as a Levenshtein distance), which is

equal to the number of additions, deletions, or substitutions of characters between the original

answer and the corrected answer.16 The edit distance for corrected answers was just five char-

acters, suggesting that most corrections were superficial spelling or grammatical changes. The

average edit distance of corrected answers was somewhat higher, 19.9, and the most-corrected

10 percent of answers had an edit distance of 53 or greater (see table 3-1).

Supervisor effort and supervisor behavior

The number of reviews made by each supervisor varied widely. Although the average su-

pervisor reviewed 10,349 questions, there was large variability in the number of reviews they

performed. While the top five supervisors reviewed an average of about 24,000 answers, the

bottom five reviewed an average of about 1,000; these "light reviewers" were employees who

15 Of course, this doesn't take into account that workers who answered questions faster may have sacrificed

quality and done less well of a job.
16For example, changing "The Spring flowers will have five petals" to "The Spring flowers have five petals" rep-

resents an edit distance of five since "will" and a space is removed.
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primarily answered questions, but were sometimes given supervisory duties.' 7

At the question level, there was substantial variability in the amount of supervisor effort

a worker experienced while answering each question. For the 129,874 questions the average

supervisor effort was 0.312 (sd = 0.084) and the interquartile range of supervisor effort was 0.237

and 0.359 (see table 3-1). Additionally, there was substantial heterogeneity in supervisor effort

among supervisors.

The most lenient supervisor corrected only 15.5% of answers, while the most proactive su-

pervisor corrected 49.6% of answers. In terms of edit distance (i.e., the extent of changes), the

five most proactive reviewers changed answers by a mean edit distance of 40.3, compared to

15.1 for the five most lenient reviewers. Figure 3-3 illustrates this by plotting each supervisor's

average edit distance against the fraction of answers she corrected.

External quality measures (thumbs-up)

To measure the quality of an answer, we collect data on the number of thumbs-up received

by each answer - for both our workers and website volunteers. We use these data to define two

quality measures: "good" answers and "bad" answers, which we also refer to as high- and low-

quality answers. We summarize the overall, question-level quality measures in table 3-1 and the

quality statistics for individual workers in table 3-2.

We define a good answer as one that received one or more thumbs-up. Workers provided

good answers for 27.1% of questions' 8 and volunteers, collectively, provided good answers for

19.9% of all questions that were answered by the firm's workers.

Unlike our workers, volunteers were not required to answer every question that our workers

answered and only answered 51.4% of them. When a question was answered by volunteers,

at least one volunteer submitted a good answer 38.3% of the time. However, when just one

volunteer submitted an answer, the volunteer's answer was less likely to be good relative to our

worker's answer (23.5% vs. 27.1%).

Workers provided bad answers for 8.5% of questions. We define a bad answer as one where

the worker's answer received zero thumbs-up, but at least one website user received one or

more thumbs-up. This definition captures the idea that the worker could not provide a high-

quality answer, but that website users could.

' 7 Table 3-12 provides more detail on each supervisor and the extent to which they reviewed or answered ques-
tions.

' 8 The vast majority of these, 94.7%, received just one or two thumbs-up; 23.3% received one, 3.9% received two,
and only 1.5% received three or more.
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At the worker level, the average worker received good answers 27.6% of the time (sd = 3.7%)

and the interquartile range was 25.3% and 30.4%. The average worker received bad answers

8.3% of the time (sd = 1.9%) and the interquartile range was 6.8% and 9.5%.

We caution that thumbs-up is not the ideal quality measure since the website values answers

based on the revenue they generate, not its users subjective quality rating. However, we use

thumbs-up as a proxy since the Q&A site has not given us data on ad revenue and it cannot be

collected externally.

3.3.3 Effect of supervisor effort on correction rates for individual workers

In order to ensure that our predicted value of supervisor effort (as defined above) actually influ-

ences the amount of supervisory effort faced by each individual worker, we regress an indicator

for whether a worker's answer is corrected on the amount of supervision that worker faces dur-

ing a particular shift. 19

Table 3-4 summarizes the results for this regression and shows that it is robust to the inclu-

sion of dummy variables for dates and night shift, the category of the particular question, and

each worker. In all specifications, the relationship is highly significant (p < 0.001). We find that

a one-standard-deviation increase in supervisor effort causes between a seven and nine per-

centage point increase in the probability that an answer is corrected (on a base of 30.9%). We

also run a balance test by regressing worker experience (i.e., days of work on the project), on

supervisor effort (clustering on worker) and find no such correlation (p = 0.704).

Finally, we illustrate the strength of this relationship by binning our data and graphing a

scatter plot of the probability of correction on supervisor effort (see top panel of figure 3-4).

More specifically, we bin supervisor effort into percentiles and calculate the correction rate

within each percentile and the average supervisor effort level within each percentile. Finally,

we graph the scatterplot of the correction rate vs. the average supervisor effort. 20

3.4 Results

This section describes how supervisor effort affected worker behavior and the final quality of

answers. Additionally, we break our results down by the experience level of workers.

19We cluster standard errors on each worker.
20Figure 3-4 shows this scatterplot in the context of illustrating the existence of a first-stage for an instrumental

variable regression of answer quality on corrections using supervisor effort as an instrument. However, the same
graph also illustrates that predicted supervisor effort correlates with correction rates.
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Throughout our analysis, we exclude all employees who, at some point, had reviewed an-
other worker's answers. 21

3.4.1 Results for worker behavior

Although the most important outcome is the final quality, we are also interested in how greater
supervision changes the way workers answer questions.

For each answer, we observe the time workers spend answering a question and the length
of their answer. We estimate how this behavior changes as follows

Bqwt= a+- 6Ewt +pXq +yXt +iPXwt +Cqwt (3.1)
effort

where Bqwt is the behavior of worker w in answering question q during shift t, which de-
pends on the characteristics of the question Xq, the average supervisor effort a worker experi-
ences during a shift Ewt, and worker characteristics Xwt. Finally, we cluster at the worker level.

Of the controls, Xq includes dummies for the category of a question, Xt includes dummies
for the date that a shift occurred and whether it was a night shift, and Xwt includes time-varying

worker covariates such as experience or time-invariant worker fixed effects.

There are two motivations for using controls. First, given our small data set, they may sub-
stantially increase precision. Second, although we argue that the production process results in
as-good-as-random assignment, this may be true to a greater extent after controlling for covari-
ates. For example, if night shifts have more proactive supervisors on average and if the difficulty
of answers also varies, these controls would be necessary.

Table 3-5a reports a regression of the log time to answer a question on the standardized
value of supervisor effort 22 and table 3-5b reports the same regression for the log length of an

answer. Rather than levels, we use a log specification since, as shown in table 3-1, both of these

variables are highly skewed.

For tables 3-5a and 3-5b, column 1 estimates a model without any controls, column 2 in-

cludes dummies for each individual date and whether a shift takes place in the evening (i.e., a

2'Although several employees could potentially be classified as a worker or supervisor, any employee who made
a review is not counted as a worker. Table 3-12 lists all reviewers and classifies them as either "heavy" or "light"
supervisors depending on whether they reviewed more answers than they answered questions. We report our
results excluding both types, but including the light reviewers doesn't change results.

2 2 We standardize supervisor effort using the mean (31.2%) and the standard deviation (9.0%) of supervisor effort
defined at the worker-shift level for all workers and shifts.
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night shift), column 3 adds controls for the type of question, and column 4 contains all of the

aforementioned controls, plus fixed effects for each worker.

Under none of the specifications do we find any relationship between effort and time to an-

swer a question. We do see, however, that including dummies for date and night shift increase

the R2 from practically zero to just above 0.05, suggesting that there are important differences

over time and between categories. Not surprisingly, including fixed effects for each worker im-

proves the R2 to 0.153, which emphasizes the importance of worker heterogeneity. The results

for answer length follow the same pattern.

Although the time to answer a question was unchanged, workers produce shorter answers

when under greater supervision. A one-standard-deviation increase in supervisor effort leads

to an approximately two percent decrease in the length of answers with and without controls

for date, night shift, and category. After adding fixed effects, the effect is reduced to about a one

percent decrease.

Although these results are significant at the 1 percent level, they are probably too small to

be economically meaningful - the reduction is only about five characters.23

3.4.2 Results for answer quality

Although worker behaviors (i.e., time to answer a question and answer length) did not substan-

tially change, the quality of answers still could. For example, if more proactive supervisors made

improvements to work, quality would go up even if workers did not change their behavior. It is

also possible that worker effort increased, but that our observables serve as poor proxies.

As before, we use the below equation to estimate the effect of supervision on two measures

of quality: "good" answers and "bad" answers.24

Yqwt = a + 6. wt +pXq +yXt + PXwt + Eqwt (3.2)

effort

where Yq w t is a quality of a question answer by worker w during shift t, which depends on

the characteristics of the question Xq, the average supervisor effort a worker experiences during

a shift Pw,, and worker characteristics Xwt. Notably, even though answers may be corrected by

2 3 Based on a two percent reduction on an average answer length of 258 characters.
2 4As described in section 3.3, a good answer is one where the firm's worker provided an answer that received

one or more thumbs-up from website users. A bad answer is one where the worker's answer did not receive any
thumbs-up, but where one or more volunteers received one or more thumbs-up.
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supervisors, we do not index questions by supervisors since we are estimating the net effect of

the average supervisor effort faced during a shift.25 As before, we cluster at the worker level.

Table 3-6 reports estimates for how supervisor effort affects quality. We find strong evidence

that greater supervision reduced the number of bad answers and mixed evidence that it in-

creased the number of good answers.

A one-standard-deviation increase in supervisor effort increased the number of good an-

swers by 0.84 percentage points in the specification without any controls. Adding controls

for date, night shift, and question category yielded smaller estimates closer to one-half of a

percentage point, which represents a decrease in high-quality answers of about two percent

(p < 0.05).26 However, after adding fixed effects for each worker, there is no statistically signif-

icant effect of supervision on high-quality answers and, with 95% confidence, we can rule out

effects as larger than a one percent increase or a two percent decrease. 2 7

Unlike the results for high-quality answers, the reduction in low-quality answers is larger

and more robust. Specifications with and without controls yield point estimates around -0.005,

suggesting that one-standard-deviation more supervision reduces the number of bad answers

by 6.0%.28 After adding fixed effects for workers, the coefficient declines to -0.0033, which still

represents about a four percent reduction in bad answers. All of these estimates are significant

at the 1% level.

These results suggest that supervisor effort weeds out bad answers, but has less of an effect

on improving already-acceptable answers.

Additional measures of performance

We consider two additional outcomes that relate to performance, but have more ambiguous

interpretations than the quality measures: namely, the probability that no volunteers answer

the question and the probability that a question expires. Table 3-7 reports estimates of the

effect of supervisor effort on both of these outcomes.

Volunteers' may decide to answer a question for a variety of reasons. What can we infer

about the quality of a worker's answer if, after the worker submits a response, no one volunteers

to provide another answer?29

On the one hand, it could be a positive signal if the worker's answer was high quality and it
25And, the average supervisor effort depends on the effort of all supervisors on a shift.
26A 0.5 percentage point decrease on a base of 27.1% ; a 1.8 percent decrease in good answers.
27With p = -0.00140 and a standard error of 0.00224, the confidence interval is (-0.0214,0.0110), which, on a

base of 10.6% corresponds to an increase of 1.1% and a decrease of 2.1%.
2 8A 0.5 percentage point decrease on a base of 8.4% : 6.0 percent decrease in good answers.
29We only observe volunteer answers for questions where our workers submitted answers
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fully answered the question or crowded out other answers from volunteers. On the other hand,

it would be a neutral signal if the question was not interesting, poorly specified, or otherwise

undesirable to answer. If supervisor effort were uncorrelated with question characteristics, the

lack of volunteer answers may indicate a good worker response. However, the interpretation

would be complicated if supervisor effort also affected which questions were moderated and

marked as invalid.

Table 3-7a we present results of a regression of volunteer non-response on supervisor effort.

In all specifications, there is a significant effect at the 1% level. For the unadjusted regression

and those with dummies for date, night shift, and question category, a one-standard-deviation

increase in supervisor effort increased non-response by approximately two percentage points,

which represents about a four percent increase in volunteer non-response (on a base of 48.6%).

After adding worker fixed effects, the effect drops to about one percentage point (an approx-

imately two percent increase in volunteer non-response). If we choose to interpret this as a

positive signal, this provides some evidence that supervisor effort improves answer quality.

Finally, table 3-7b examines whether the probability that an answer expires depends on the

overall supervisor effort during a shift. For example, supervisors who exert more effort may

cause workers to answer questions more quickly. This would be consistent with the finding that

workers answers become shorter while working for more proactive supervisors. Our regression

uses all questions that were answered, expired, or marked as invalid and includes dummies

for date and night shift. We cannot include worker fixed effects since expired or moderated

questions are not always assigned to workers and, because our variation in supervisor effort

occurs at the shift level and is not specific to any workers, we cluster on shifts.

In none of these specifications to we find a statistically significant effect of supervisor effort

on whether a question expires. However, these estimates are extremely imprecise.

Heterogeneity by experience

Finally, we test for heterogeneous effects on quality depending on a worker's experience. We

classify a worker as "new" if she answered fewer than 500 questions at the time she submitted

an answer.30 Under this definition, 16.4% of questions were answered by new workers.

It is not clear how supervisor effort should interact with experience. New workers may al-

ready be under greater supervision than would be suggested by the supervisor effort variable,

30500 questions corresponds to a little more than 50 hours of work. Other cutoffs such as 250 or 1,000 questions

were considered and did not substantially change results. As the experience threshold is lowered, the effect of

inexperience may be higher, but becomes difficult to detect due to the small sample size. As the threshold is raised,
there is less reason to expect experience effects to be important and there will be fewer workers in our sample.

88



which would mute any effect. On the other hand, if more proactive supervisors were more likely

to give feedback to new workers, the quality of new workers' answers would be very responsive

to supervisor effort. Another consideration is that if workers learn how to game the system over

time, the quality of their answers would be more responsive to supervision if they shirk more

when they aren't being observed.

In table 3-8, we estimate whether worker experience interacts with supervisor effort by

adding interaction terms and dummies for whether a worker is new. All specifications include

controls for date, night shift, and question category, while some specifications also include

worker fixed effects.

Columns 2 and 3 and columns 5 and 6 include a dummy for whether a worker is new and in-

teracts that dummy with supervisor effort. The coefficient on the new worker dummy identifies

whether new workers are more likely to provide better answers. The coefficient on New worker

x Supervisor effort (std) tests whether inexperienced workers respond differently to supervi-

sion. In none of these specifications do we find a differential effect of supervisor effort.3 ' How-

ever, the estimates are imprecise and we may be underpowered given our sample size. Inter-

estingly, none of the coefficients on New worker are significant at the 5 percent level, indicating

that experience has no effect on quality.32

In summary, we find little evidence that supervision has a different effect on more experi-

enced workers.

3.4.3 Mechanisms for how supervision affects quality

The estimates presented thus far show the net impact of supervision. However, they are not

informative about the channels through which supervisors might improve output. In particular,

we consider the following two channels:

1. Monitoring effect: how increased supervision affects the quality of a worker's answer

2. Correction effect: how supervisor corrections change the quality of a corrected answer

To try to disentangle these effects, we use two strategies. First, we decompose the total

quality effect into separate quality effects for corrected and uncorrected answers. Second, we

estimate the causal effect of a supervisor's corrections on quality using supervisor effort as an

instrument for whether a correction is made. However, we view these results skeptically since

31 The lowest p-value is p = .495
32The coefficient in column 6 is the closest one to statistical significance (p = 0.110). Again, this may be a result

of being underpowered rather than the absence of an effect.
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the exclusion restriction is probably not satisfied since it would require that worker effort be

unaffected by supervisor effort, which seems unlikely.

Decomposition of quality effects

In order to understand the mechanisms through which supervisor effort affects quality, we

decompose the causal effect of supervisor effort on the quality of an answer.3 3 More specifically,

we estimate the following equations

QUALITYqwt = a, + P1EFFORTwt + Eqwt (3.3a)

QUALITYC =a 2 +pi2EFFORTwt+Eqwt (3.3b)

QUALITY NC - a, + P3EFFORTwt+ Eqwt (3.3c)

where QUALIT YC,,34 represents an indicator for whether an answer was good or bad times an

indicator for whether an answer was corrected and where QUALIT yNC represents an indicatorqwt
for whether an answer was good times an indicator for whether an answer was not corrected.

Definitionally, it must be true that P/I = P2 + p3-

We report the results of these regressions in table 3-9. In the Outcomes panel, we list es-

timates for il, P2, and D3 are shown in columns 1, 2, and 3, respectively. Separate estimates

are reported for the outcomes of good answer and bad answer. In the second panel, we show

how the magnitude of the quality change compares to the fraction of corrections that are made.

More specifically, we divide each coefficient in the Outcomes panel by the coefficient in the

Regression of Corrected on Effort row.

Before moving to interpretation, we highlight the existence of a mechanical effect - i.e.,

more effortful supervisors mechanically raise the average quality of corrected and uncorrected

answers. This is because higher-effort supervisors begin making corrections by drawing from

the lowest-quality answers from the previously uncorrected answers, which will raise the qual-

ity of both the corrected and uncorrected answers.35 This fact is important since it helps us sign

and interpret the coefficients on our decomposition.

33One caveat regarding this decomposition is that the supervisor's correction is endogenous.
34Subscripts are defined as follows: q is a question answer, w is a worker, and t is a particular shift. As described

in section 3.2.3, the supervisor effort variable lives at the worker-shift level.
35This phenomena is known as the "Will Rogers effect" based on a joke he told, "When the Okies left Oklahoma

and moved to California, they raised the average intelligence level in both states." In this case, the phenomena
occurs because the Okies are below average intelligence within Oklahoma, but above average intelligence within
California.
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First, we consider the effect on good answers. Column 3 of the "Good answer" row from the

Outcomes panel in table 3-9 shows that the coefficient on uncorrected answers (D3) is negative

(-0.0245) indicating that uncorrected answers actually got worse. This means that the effect on

the quality of uncorrected answers was sufficiently negative that it reversed the mechanical ef-

fect, which would have lead to a positive coefficients. There are two possible explanations: 1)

supervisors tended to improve answers that were already good, or 2) workers provided worse

answers under greater supervision. We consider it more likely that supervisors triaged bad an-

swers than tried to further improve already good answers, therefore this suggests that the qual-

ity of workers' answers decreased under greater supervision. Some possible explanations for

this are that workers: 1) "crack" under pressure, 2) become demotivated by having their an-

swers corrected more frequently, or 3) reduce effort if they expect their supervisors will make

corrections anyway.

From the positive coefficient on the corrected answers, .0231, we are unable to make any

firm conclusions. The mechanical effect would also make this coefficient positive; however, we

don't know whether it is more positive than it otherwise would have otherwise been and would

need to make further assumptions in order to put bounds on the effects.

For the bad answers, the mechanical effect works in the opposite direction and tends to

lower the quality of both corrected and uncorrected answers. Column 3 of the "Bad answer"

row indicates the coefficient on uncorrected bad answers is -0.0111, which suggests that uncor-

rected answers became less "bad" (i.e., they improved). However, the mechanical effect would

have made the coefficient negative absent any effect. Therefore, as in the case of corrected good

answers, we cannot draw any conclusions without further assumptions.

The second panel of table 3-9 shows the size of quality changes relative to the reduced form

effect of supervisor effort on the fraction of answers that were corrected - the RF effect is 0.0895

and the "reduction in badness" is -0.0034. Since this reduction in badness is so small relative to

the fraction of corrections made (0.038 = ~0-%04 ), we see that, even in the best case, corrections

only serve to make the answers less bad and cannot have that large of an effect. The remaining

ratios in panel 2 can be used to perform other bounding exercises.

Instrumental variables estimation

We could potentially estimate the causal effect of a supervisor's correction on quality if we

had an instrument that affected whether a correction is made. One possible instrument is to

use the propensity of a supervisor to make corrections to other people's work (i.e., supervisor
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effort) as an instrument for whether a particular worker's answers are corrected.36 However,

since workers probably adjust effort depending on supervisor effort, the exclusion restriction

is likely to be violated. Moreover, the direction of bias is non-obvious. On the one hand, effort

may increase if more proactive supervisors penalize workers. On the other hand, worker effort

could decrease if workers expect supervisors will correct their answers.

In table 3-10, we demonstrate the existence of a strong first stage and also present the IV and

reduced form estimates. Figure 3-4 presents these results in the form of a visual IV. Although

there is a strong first stage (p < 0.001), we remain skeptical of the IV results since the exclusion

restriction is probably violated.

The instrumental variable estimate for the effect of corrections on good answers is not sta-

tistically significant after including worker fixed effects (column 4 of table 3-10).37 On the

other hand, the IV estimates for the probability of having a bad answer are all highly signifi-

cant (p < 0.01) and suggest that a supervisor who corrects all answers vs. one who corrects no

answers reduces the probability of a bad answer by approximately four percentage points in the

specification with worker fixed effects (column 4), a reduction of 48 percent (on a base of 8.4%).

Finally, we consider how a violation of the exclusion restriction would bias our estimates.

The most likely source of bias is that increased supervision raises worker effort, which would

reduce the number of bad answers. If this were true, the effect of higher worker effort would

load onto the IV estimates and make them larger (in absolute value) than they should be. Ad-
ditionally, column 3 of table 3-9 (in the first panel) shows that the coefficients on uncorrected

answers are strongly significant. This suggests that supervisor effort affected the behavior of

workers, which lends further support to the idea that the exclusion restriction has been vio-

lated. To summarize, although we report the IV estimates, we hesitate to draw any conclusions

from them.

3.5 Conclusion

Our paper analyzes whether increased supervisor effort achieves better results. We use data

from an outsourcing firm whose staffing process resulted in as-good-as-random assignment of
36 Similar instruments are used by Doyle (2007), who use the propensity of child protection investigators to place

children in foster care in order to measure the effect of placement and by Kling (2006), who uses judges' propensity
to deliver harsher sentences in order to measure the effect of incarceration length.

3 Under other specifications (columns 1 to 3), the coefficient on the IV estimates suggests that a supervisor who
corrects all answers vs. one who corrects no answers decreases the probability of having a good by approximately
6 to 10 percentage points (p < 0.05), a reduction of between 21 and 28 percent (on a base of 28.7%). However, given
the amount of heterogeneity of workers, we do not believe that models without worker fixed effects are credible.
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supervisors to workers. As a result, this created exogenous changes in supervisors (and levels

of supervision) and allowed us to observe how workers responded to different levels of supervi-

sion.

The net effect of greater supervision was to reduce the number of low-quality answers; a

one-standard-deviation change in supervisor effort reduced bad answers by between four and

six percent. There was also limited evidence that more supervision reduced the number of good

answers, but this was not robust to the inclusion of worker fixed effects. Additionally, increased

supervision did not have a significant effect on observable worker behavior (i.e., answer length

and time to answer a question). Finally, the impact of greater supervision seemed the same

irrespective of worker experience.

We attempt to disentangle the mechanisms by decomposing the net effect of supervisor

effort into the effect on corrected and uncorrected answers. The main conclusion we draw

from this analysis is that supervisor effort tends to lower the number of good answers among

uncorrected answers.3 8 We speculate that this may be a result of workers: 1) "cracking" under

pressure, 2) becoming demotivated by having their answers corrected more frequently, or 3)

reducing their effort if they expect supervisors will make corrections anyway.

The most severe limitation of our study is that cannot precisely identify the channels through

which supervision matters. In future research, one could run an experiment that exogenously

varies whether supervisors correct work and whether workers believe their work will be re-

viewed. Such a design would help distinguish among the different theories that could explain

our results.

3 8 In general, we are unable to separately identify the correction effect, the monitoring effect, and the mechanical

effect.
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Figure 3-1: Example question from a Q&A website

Popular Searches

lorentoiaure: 10 hours ag vi in

Can my employer deduct money from
my check for gas if he provides
transportation to a far away jobsite?
The jobsite is focated more than 100 miles from our town. We re required to be at a
certain place every momiNg where a company vehicle pick us up and take us to the
workplace. The employer has been taking money out d our checks to account for
gas .

a Reportas -t W Twe

Tatorbu:
That doesn't sound right. Contact your state's labor board.

HKlpful ( ;; Fe un Comments (0)

Florida Labor Laws
Salaned Employee Rules
Unlawful Deduction from Wages

Can My Employer WMod Money from
My Paycheck?

Can , My Employer Chage My Pay?
Employer Deductions from Pay
Can. an Emnpioyer'Take Money froim Your
Check?
Oio Labor Laws
Employee Rights Terminat on
Employee Rights

Links to advertising
Report as -

medicSt4: 9 t ura ago

I wouldn t think so; but if it is, you should get a receipt so you can deduct it on
your income taxes.

Hoiplul (4) Z Fun Comments (0) + Report as -

B foa5400: 9 h ago

That absolutely sounds wrong, you probably shouid not ask your employer, or.
if you do, go through your Human Relations Dept.

Heipful e Fun Comments (0) + Reporl as

Notes: This figure shows an example question posted to a Q&A site along with several answers.
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Figure 3-3: Heterogeneity in supervisor effort and the average size their corrections

Edit distance and fraction of corrections made by supervisors
1 0

I
295

a -

0

0

0

0
0

0 0

0

0

0

0

0

0

0

0

.2 .3 .4 .5
Fraction corrected

.6

Notes: Each point represents a supervisor. The x-axis shows supervisor effort (i.e., the fraction of answers each

supervisor corrected) and the y-axis show the "edit distance" (i.e., size of a change) for when the supervisor

corrected an answer. Edit distance is defined as the number of additions, deletions, or substitutions of characters

between an initial answer and the corrected answer.
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Figure 3-4: Visual IV: Supervisor effort, correction rate, and answer quality

(a) First stage of correction rate and supervisor effort

First stage of workers' correction rates
and supervisor harshness

C%1 %

0 %

.2 .3 .4 .5 .6
Harshness of supervisors

Note: Supervisor Harshness Is the average correction rate of supervisors on-duty during a shift. The
correction rate is calculated based on al other workers during all other shifts nd Is binned by percentile
Percent Corrected is the average correction rate for workers during a shift

(b) Reduced form of answer quality and supervisor effort

Reduced form of answer quality
and supervisor harshness

rcy

.2 .3 .4 .5 .6
Harshness of supervisors

Note: Answer quality is the fraction of answers rec one or more thumbs-up by webelte users dudng
ashHt. The correction rate is calculated based on alother workers during al Other shifts and is binned
by percenties. Percent Corrected is the average correction rate for workers during a shift.

Notes: The upper figure shows the first-stage relationship for the fraction of a worker's question-answers that are

corrected (during a shift) on supervisor effort. The lower figure shows the reduced form relationship for the

fraction of high-quality (e.g., "good") answers on supervisor effort.
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Table 3-1: Summary statistics: Questions and answers

Variable Mean SD 25th 50th 75th 90th N
Questions & answers

Answered
Removed
Expired

Supervisor effort

Answer length
Time to answer (mins)
Time to review (secs)

Corrections
Fraction corrected
Fraction lengthened (all)
Fraction lengthened (if corrected)

Edit distance (all)
Edit distance (if corrected)

Quality measures (thumbs-up)
Workers
Good answers
Bad answers
Number of thumbs-up (if > 0)

Volunteers
% Answered by volunteer
% Good answer (if answered)
Number of volunteers (if > 0)

0.567
0.106
0.327

293,147
293,147
293,147

.312 .084 .237 .307 .359 .412 129,874

258
6.5
56

75

3.3
78

207
4.2
18

0.309
0.184
0.596

6.1 24.5 0
19.9 40.9 2

0.271
0.085

1.2

0.514
0.383

2.2

245
5.9
30

0
5

296
8.2
62

2
15

356
11.1
125

10
53

129,874
129,874
129,874

129,874
129,874
40,102

129,874
40,102

129,327
129,327

0.6 1 1 1 2 35,056

129,327

66,487
2.2 1 2 3 4 66,487

Notes: This table presents summary statistics for the 293,147 questions that were asked and the 129,874 answers
provided by 46 workers. Although we observe 166,246 answers, we exclude 36,372 answers that came from 16
supervisors (leaving 129,874 answers). All answers were also reviewed. Supervisor effort is the average effort level
of all supervisors on duty while a worker answered each question. Fraction lengthened is an indicator variable for
whether a worker's answer was lengthened by a supervisor's correction. Fraction lengthened and Edit distance are
reported separately both for the full sample and for corrected answers only. When these statistics are calculated
only on corrected answers, the un-corrected answers have missing values; when calculated on all answers, the
non-corrected answers have zero values. All variable definitions are in section 3.3. See tables table 3-2, table 3-3,
and table 3-11 for additional statistics at the worker, supervisor, and shift level.
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Table 3-2: Summary statistics: Worker behavior

Variable Mean SD 25th 50th 75th 90th N

Answers
Avg. number of answers 2,811 1,928 1,359 2,428 4,766 5,776 46

Avg. time to answer (mins) 6.8 1.3 6.1 6.7 7.7 8.5 46
Avg. answer length 257 27 238 251 267 307 46

Corrections received
Avg. fraction corrected 0.322 0.089 0.273 0.314 0.37 0.45 46

Stats if corrected
Avg. % of answers lengthened 0.593 0.064 0.549 0.597 0.629 0.662 46

Avg. edit distance 20.3 6.5 15.1 21.1 23.8 26.4 46

Stats if uncorrected
Avg. % of answers lengthened 0.192 0.058 0.143 0.191 0.225 0.274 46

Avg. edit distance 6.8 3.4 4.3 6.4 9.1 11.3 46

Quality of answers submitted
Avg. % good answers 0.276 0.037 0.253 0.271 0.304 0.318 46

Avg. % bad answers 0.083 0.019 0.068 0.08 0.095 0.105 46

Notes: This table provides summary statistics for the 46 workers who answered 129,327 questions. Unlike

table 3-1, which describes statistics for all questions and answers, this table describes the distribution of each

supervisor's answering behavior. For example, the row Avg. number ofanswers says that the median worker (of 46

workers) answered 2,428 questions. All variable are defined in section 3.3.
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Table 3-3: Summary statistics: Supervisor behavior

Variable Mean SD 25th 50th 75th 90th N
Reviews

Avg. number of reviews 10,349 9,585 1,093 8,721 16,766 26,999 16

Avg. time to review (secs) 66 21 49 62 86 99 16

Corrections given
Supervisor effort (avg. 0.348 0.134 0.267 0.308 0.437 0.497 16
fraction of answers corrected)

Stats if corrected
Avg. % of answers lengthened 0.582 0.086 0.503 0.563 0.645 0.715 16
Avg. edit distance 24.9 12.9 18.5 21.8 27.3 39.1 16

Stats if uncorrected
Avg. % of answers lengthened 0.203 0.094 0.15 0.169 0.235 0.31 16
Avg. edit distance 8.8 5.5 5.1 7.3 10.8 17.2 16

Quality of answers reviewed
Avg. good answers 0.292 0.019 0.282 0.289 0.302 0.323 16
Avg. bad answers 0.077 0.018 0.065 0.071 0.093 0.104 16

Notes: This table provides summary statistics for the 129,327 answers that were reviewed by all 16 supervisors.

Unlike table 3-1, which describes statistics for all questions and answers, this table describes the distribution of

each supervisor's reviewing behavior. The Quality of answers reviewed panel evaluates the average quality of

answers For example, the row Avg. number of review says that the average supervisor (of 16 supervisors) reviewed

10,349 questions. Table 3-12 shows a list of all reviewers and their number of reviews and supervisor effort. All

variable are defined in section 3.3.
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Table 3-4: Effect of predicted supervisor effort on corrections

Outcome = Answer is corrected
(1) (2) (3) (4)

% Answers corrected 0.309

Supervisor 0.0818*** 0.0724*** 0.0727*** 0.0895***
effort (std) (0.00890) (0.00895) (0.00893) (0.00712)

Fixed effects
Date and nightshift x x x

Question category x x

Workers x

N 129,327 129,327 129,327 129,327

# Workers 46 46 46 46

# Shifts 6,283 6,283 6,283 6,283
R2 0.0274 0.0451 0.0461 0.0855

11 -- A 1 * -- ** -~f(1 *** AI 1

Robust stanuard errors ciusereU Dyworker. p < 0.03, p <U

Notes: This table tests whether the predicted amount of supervisor harshness that a worker faces during a shift is
correlated with whether that worker's answer is corrected. The unit of observation is one of 129,327 answers that
were provided by 46 workers during 6,283 shifts. The row Supervisor effort (std) reports the coefficient from a
regression of whether a worker's answer is corrected and the standardized amount of supervisor effort faced by
the worker during the shift. Column 1 reports the unadjusted regression and columns 2-4 include various
controls for time, type of question, and individual workers. We standardize supervisor effort based on the average
supervisor effort faced by all workers during all of their shifts.
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Table 3-5: Effect of supervisor effort on worker behavior

(a) Time workers take to answer a question

Outcome = Log time to answer

(1) (2) (3) (4)
Supervisor 0.00468 -0.0236 -0.0244 -0.00128
Effort (std) (0.0161) (0.0160) (0.0159) (0.00542)

Fixed effects
Date and nightshift x x x
Question category x x
Workers x
N 129,327 129,327 129,327 129,327
R2 0.0000468 0.0523 0.0546 0.153

Robust standard errors clustered by worker. * p < 0.05, ** p < 0.01, *** p < 0.001

(b) Length of a worker answers

Outcome = Log character length of answer
(1) (2) (3) (4)

Supervisor -0.0209*** -0.0199** -0.0195** -0.00835**
effort (std) (0.00529) (0.00657) (0.00647) (0.00303)

Fixed effects
Date and nightshift x x x
Question category x x
Workers x
N 129,327 129,327 129,327 129,327
R2 0.00458 0.0345 0.0437 0.151

Robust standard errors clustered by worker. * p < 0.05, ** p < 0.01,* p < 0.001

Notes: This table reports the effect of supervisor effort on worker behavior. Each observation represents an

answer to one of 129,327 questions answered by 46 workers during 6,283 shifts. The upper panel shows the effect

of supervisor effort on the amount of time workers spend answering a question and the lower panel shows the

effect of supervisor effort on the length of an answer.
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Table 3-6: Effect of supervisor effort on answer quality

(a) Probability that answer is high quality

Supervisor
effort (std)

Outcome = "Good" answer (mean = 0.271)

(1) (2) (3) (4)

-0.00844** -0.00591** -0.00485* -0.00140
(0.00267) (0.00219) (0.00210) (0.00224)

Fixed effects
Date and nightshift x x x
Question category x x

Workers x

N 129,327 129,327 129,327 129,327
R2 0.000316 0.0130 0.0229 0.0254

Robust standard errors clustered by worker. * p < 0.05, ** p < 0.01, *** p < 0.001

(b) Probability that answer is low quality

Supervisor
effort (std)

Outcome = "Bad" answer (mean =

(1) (2) (3)
-0.00556*** -0.00502*** -0.00459***

(0.00124) (0.00137) (0.00129)

0.085)
(4)

-0.00338**
(0.00103)

Fixed effects
Date and nightshift x x x

Question category x x

Workers x

N 129,327 129,327 129,327 129,327
R2 0.000348 0.00630 0.0142 0.0156

Robust standard errors clustered by worker. * p < 0.05, ** p < 0.01, *** p < 0.001

Notes: This table reports the effect of supervisor effort on the quality of answers. The upper panel shows the effect

on high-quality ("good") answers and the lower panel shows the effect on low-quality ("bad") answers. Each
observation represents an answer to one of 129,327 questions answered by 46 workers during 6,283 shifts.
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Table 3-7: Effect of supervisor effort on additional measures of performance

(a) Probability that no volunteer leaves an answer

(1)

Outcome = No volunteer answers

(mean = 0.486)

(2) (3) (4)
Supervisor 0.0224*** 0.0194*** 0.0177*** 0.0109***
effort (std) (0.00255) (0.00295) (0.00249) (0.00178)

Fixed effects

Date and nightshift x x x

Question category x x

Workers x

N 129,327 129,327 129,327 129,327
R2 0.00176 0.0166 0.0490 0.0534

Robust standard errors clustered by worker. * p < 0.05, ** p < 0.01, *** p < 0.001

(b) Probability that a question expires

Outcome = A question expires
(mean = 0.106)

(1) (2) (3)
Average supervisor -0.00890 -0.0277 -0.0284
effort (in shift) (0.0408) (0.0348) (0.0348)

Fixed effects
Date and nightshift x x

Question category x

N 291,473 291,473 291,473
R2 0.00000396 0.139 0.140

Robust standard errors clustered by shift. * p < 0.05, ** p< 0.01, *** p < 0.001

Notes: These tables report the effect of supervisor effort on the probability a volunteer answers a question and the
probability that a question expires before being answered. For the upper panel, each observation represents one
of 129,327 answers provided by workers. Of those questions, 48.6% were not answered by volunteers. For the
lower panel, each observation represents one of 291,473 questions that either are answered, marked as invalid, or
expired. We do not include worker fixed effects in this model since many questions expired before being picked
up by a worker or after being completed by a worker and awaiting review by a supervisor. The variable Average
supervisor effort (in shift) is an average of the on-duty supervisors' overall correction rate for answers. This
variable is defined at the shift level and, therefore, we cluster standard errors at that same level. Relative to the
sample presented in table 3-1, there are fewer observations because supervisor effort was not defined in shifts
where reviews were not performed.
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Table 3-9: Decomposition of quality changes on corrected vs. uncorrected answers

Was question corrected?
All Corrected Uncorrected

answers answers answers

(1) (2) (3)
Outcomes
Good answer -. 0014 .0231*** -. 0245***
Bad answer -. 0034** .0077*** -. 0111***

Size of quality change
relative to fraction of corrections made

Good answers -. 016 .272 -. 288
Bad answers -. 040' .091 -. 130

RF effect of .0895
Effort on Corrected

Summary statistics
Outcome

Good Answer Bad answer
Uncorrected 0.2726 0.0847
Corrected 0.2676 0.0856
All answers 0.2711 0.0850
1. Size of quality change relative to change in corrections = Reduction in badness - 0.0034 -.040RFeffect of Effort on Corrected - 0.089 5
p<0.05, ** p<0.01, *** p<0.001

Notes: This table reports estimates for a decomposition of the total changes in quality for corrected vs.
uncorrected answers (refer also to section 3.4.3). The Outcomes panel decomposes the total regression effect into
the effect on corrected vs. uncorrected answers and the columns report the estimates from equations 3.3a, 3.3b,
and 3.3c. Column 1 shows a regression of a quality outcome on supervisor effort. Column 2 shows a regression of
the quality outcome times whether the answer was corrected and Column 3 shows a regression of the quality
outcome times whether the answer was not corrected. The coefficients in columns 2 and 3 necessarily add to the
coefficient in column 1. The second panel divides each coefficient in the Outcomes panel by the coefficient in the
RF effect ofEffort on Corrected row in order to show the magnitude of the change in quality relative to the change

in corrections made. Footnote 1 provides an example that relates the reduction in badness to the fraction of
corrections made. Finally, the third panel expresses the fraction of questions that were good and bad tabulated by
whether they were corrected.
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Table 3-10: IV estimates of the value of supervisor corrections

Date and Date, nightshift All controls and
No controls nightshift and categories Worker FE

(1) (2) (3) (4)

% "Good" answers 0.271
% "Bad" answers 0.085

Instrumental variable
"Good" answer -0.103** -0.0816* -0.0667* -0.0156

(0.0359) (0.0355) (0.0325) (0.0251)

"Bad" answer -0.0680*** -0.0693** -0.0631** -0.0377**
(0.0185) (0.0230) (0.0211) (0.0124)

Reduced form
"Good answer" -0.00844** -0.00591** -0.00485* -0.00140

(0.00267) (0.00219) (0.00210) (0.00224)

"Bad answer" -0.00556* * -0.00502*** -0.00459*** -0.00338**
(0.00124) (0.00137) (0.00129) (0.00103)

First stage
Pr(correction) 0.0818*** 0.0724*** 0.0727*** 0.0895***

on effort (0.00890) (0.00895) (0.00893) (0.00712)

Fixed effects
Date and nightshifts X X X

Question categories X X

Workers X

N 129,327 129,327 129,327 129,327

Robust standard errors clustered by worker. * p < 0.05, ** p < 0.01, * * * p < 0.001
Notes: The row "First stage" shows a regression of the probability that a question was corrected on supervisor
harshness, "Reduced form" shows a regression of the probability that an answer was "good" (i.e., received one or

more thumbs-up) on supervisor harshness, and "Instrumental variable" show the IV estimate of the effect of a

question correction on the probability that an answer was good. The first column doesn't include any controls,
the second column includes fixed effects for each date and whether a shift was a night-shift, the third column

adds additional fixed effects for the category of a question. Finally, column 4 includes all the controls as column 3,
but adds fixed effects for each worker. In our sample, we exclude workers who also acted as supervisors and

observe a total of 46 workers during 6,283 shifts.
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Table 3-11: Variability by shift: Number of questions, answers, workers, and supervisors

Mean SD 10th 25th 50th 75th 90th
Questions per shift

Period One 31.9 25.5 7 13 25 43 67
Period Two 62.3 40.6 18 31 54 82 124
Both periods 45.5 36.4 10 18 36 62 95

Answers per shift
Period One 17.4 15.3 3 6 13 24 37
Period Two 36.2 26.7 9 16 29 50 71
Both periods 25.8 23.2 5 9 19 35 57

Workers per shift
Period One 6.2 2.8 3 4 6 8 10
Period Two 12.3 7 5 7 10 17 24
Both periods 8.9 5.9 4 5 7 11 18

Supervisors per shift
Period One 2.6 0.8 2 2 2 3 4
Period Two 3.1 1 2 2 3 4 4
Both periods 2.8 0.9 2 2 3 3 4

Notes: This table summarizes the variability in questions, answers, workers, and supervisors during each shift.
Shifts are defined based on half-hour periods when questions arrive to be answered. Period one lasted 99 days

and received 113,236 questions, of which 61,756 were answered, during 3,555 shifts. Period two lasted 81 days and
received 179,911 questions, of which 104,490 were answered during 2,888 shifts. For each panel, the row Both

periods is less informative for the quantile statistics because it combines periods one and two, which had very
different levels of output. To best understand fluctuations during each period,
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