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ABSTRACT

Studying biophysical properties of cells can provide insight into the metabolic
mechanisms and regulation of cell cycle processes. Though size is considered to be
a fundamental property of cell state, its measurement on a single-cell basis with
high-resolution has been elusive primarily due to enormous experimental barriers.
This thesis discusses the use of a cantilever based suspended microchannel
resonator (SMR) to measure mass, and resistive pulse based Coulter counter to
measure volume.

First, we discuss the implementation of several engineering principles that
have enabled the SMR to measure size with a high precision and temporal
resolution. As a result, growth rates can now be estimated at a single-cell basis with
unprecedented precision of -170 fg.hr 1 .

Second, we employ the SMR to investigate the coordination between the
fundamental processes of cell growth and cell division cycle. Contrary to the
reigning 60-yr old hypothesis of a deterministic size-control of the cell cycle, it is
observed that cells display significant size variability at the Start checkpoint of the
cell cycle. Furthermore, the measurements find only a weak size-control on the
time spent in G1. Remarkably, it is observed that the cell's initial growth rate is a
significantly better predictor of G1 duration than its initial size.

Third, we develop a method to enable continuous, long-term volume
measurement. Based on a commercial Coulter counter device, it provides a
complementary technique for high-throughput measurement and continuous
sampling of cell volume, as well volumetric growth rate on a population-scale.

Thesis Supervisor: Scott Manalis
Title: Professor of Biological and Mechanical Engineering
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1 Introduction

1.1 Background

1.1.1 Principles in cell growth and size homeostasis

Size is a fundamental attribute impacting cellular design, fitness and function. Size

homeostasis, on average, requires doubling of cell mass with each division event.

How cells convert steady increases in size into a switch-like decision to enter the

mitotic cycle has been an intriguing question in biological engineering. Despite

extensive study of cell proliferation in the field of oncology, little is known about

how cells couple cell growth and cell division cycle. The postulated answers to it

remain contentious at best, as there exist formidable experimental barriers that

make studying this coupling very difficult.

Building upon the expertise that exists in our lab for real-time mass sensing,

I have established a method to monitor the time-dependent changes in cell mass as

a single yeast cell progresses through its cell cycle. This has allowed us insight into

cellular growth and division that are distinct but coupled processes. Understanding

the pathways that coordinate these two processes is essential to understanding the

principles that underlie oncogenesis. In tumor cells, the coordination of cell growth

and the cell division cycle frequently appears to be altered due to deregulation of

pathways controlling the two processes. The far-reaching goal of this project is to

deconvolve these two processes to understand the how cell proliferation is altered

in cancer. Budding yeast is one of the premier model systems to study the basic

principles of eukaryotic cell physiology. Cell growth and division machinery is

highly conserved from yeast to humans.

Here we focus on the problem of how size homeostasis is achieved in

proliferating cells, that is, the coordination of cell growth and division. This
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coordination has to be an active process that integrates feedback from specific

regulatory networks dedicated to converting the accrual of sufficient biomass into

a stimulus for cell-cycle progression [1]. Early studies have presented a compelling

case for the existence of critical size control in yeast [2-5].

Conceptually, imposing a critical size threshold is an effective and efficient

way for a cell to coordinate growth and division [6]. It has been observed in many

cell types that smaller cells delay cell-cycle progression until they have grown to a

certain size. Conversely, size thresholds also help correct for overgrowth in the

previous cell cycle by accelerating division relative to growth in the subsequent cell

cycle. Oversized daughter cells often arise in proliferating populations owing to cell

cycle delays (such as a checkpoint activation in the case of DNA damage,

pheromonal arrests, etc.) and disproportionate segregation of mass upon

cytokinesis. This especially holds true in the case of budding yeast cells that

undergo asymmetrical division that yields larger mother cells and smaller daughter

cells at the end of the mitotic cycle.

The coordination of the two processes of growth and division are thought to

occur at Start, a short interval in late Gi-phase of the cell cycle during which the

yeast cell commits to division [7]. Passing Start requires that the cell first attain a

critical size. This theory depends on the existence of a 'sizer' molecule(s) whose

activity correlates with cell size. Nevertheless, the sizer is only one component that

determines when the cell division occurs; in addition the extracellular environment

influences the timing of the response to the changing activity of the sizer [8, 9].

Specifically, this size control mechanism has been observed to be dynamic in

nature, such that larger-than-critical-size mother cells arrest prior to Start in

response to nutrient starvation, mating pheromones or translation deficiencies.

Following Start, the cell cycle progresses until the subsequent Gi-phase is reached,

even if cells are subjected to nutrient starvation, mating pheromones or signals that

initiate meiosis [4, 10]. In addition to maintaining the average size over
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generations, the size requirement at Start ensures that the cell possesses enough

resources to complete the crucial processes of genome duplication and segregation.

In this thesis, I have examined the proposed models in literature that

postulate the coordination of cell growth and division. High-resolution single-cell

growth data will be collected using the SMR platform to assess which parameters

are best predictive of the cell's decision to enter a division cycle.

1.1.2 Methods to measure cell growth

With the emergence of novel techniques that provide more precision and

resolution, the interest in studying the fundamentals of cellular growth on a single-

cell basis has been recently revived. Traditionally, cell growth has been studied on

a population level by measuring the size distribution and doubling time of the

culture that ensemble averages out individual growth rates. Single-cell studies, on

the other hand, preserve the heterogeneity of the population, and yield cell-specific

growth rates. Conventionally, cellular growth has been measured using various

techniques that quantify the physical parameters of the cell such as length, surface

area, volume, dry mass and buoyant mass.

Microscopy methods measure the surface area of cells and extrapolate to

calculate volume, and phase microscopy has been employed to estimate the dry

mass of the cell [11, 12]. Though tremendous efforts in image processing have

enabled the study of cell size dynamics, these methods remain limited by optical

resolution, prone to artifacts for non-spherical cells, and relatively low-throughput.

On the other hand, Coulter counter and forward-scatter measurements offer high-

throughput measurement of the volume distributions of cell populations [13, 14].

However, it is very difficult to monitor the size of a single cell as it progresses

through the cell cycle using these techniques. In addition, these measurements are

of often low in accuracy and are prone to osmotic swelling due to subtle changes in

the ionic strength of the cell suspension. Mass measurement, on the other hand, is

advantageous as it provides a measure of the biomass of the cell such as proteins,

membrane lipids, nucleic acids and cytoskeletal elements.
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In the most comprehensive single cell study yet to examine the

interrelationship of cell growth and division, studied single yeast cells

microscopically using a fluorescent reporter protein as a proxy for cell size [15]. By

correlating cell size to specific cell cycle events, a size threshold for entry into the

division cycle was observed. Though, protein content of a cell by account for a

dominant portion of its mass, it does not guarantee a precise readout of a cell's

biomass. By contrast, advanced forms of microscopy for measuring cell's dry mass

have been applied to cell growth but they have generally suffered from limited

precision [16].

Our lab has developed a microfluidic tool to measure the mass of single cells in

real-time with unprecedented precision. Since the SMR has a volumetric capacity of

-5OnL, it can handle rare and limited cell samples with relative ease compared to

other flow cytometric methods that need either concentrated or large volumes of

sample. The SMR is ideal in that it measures the mass of the cell directly, and the

shape of the cells does not compromise the precision. Our aim is to measure

biophysical growth characteristics at a single-cell level to determine the growth

pattern, and understand how accumulation of biomass affects cell cycle

progression in yeast.

1.2 SMR description and measurement

1.2.1 Device concept and basic operation

The suspended microchannel resonator (SMR) is a microfabricated cantilever-

based mass sensor (Figure 1-1) developed in the Manalis laboratory [17, 18].

Label-free biological sensing with unprecedented mass resolution was recently

enabled using the SMR [17]. The measurement principle is based on the

determination of shifts in the resonant frequency of the resonating structure by the

addition of a target mass. These resonators have opened up the possibility of

achieving vacuum level precision for samples in the aqueous environment by
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flowing samples through a hollowed cantilever beam maintained in a vacuum

cavity. Such an advancement prevents significant energy losses from viscous

damping, while improving the frequency resolution of the cantilever - typically

indicated by its quality factor, Q. The quality factor is defined as &f/Au, where (of is

the cantilever resonant frequency and Ao is the bandwidth at FWHM. The SMR is

capable of weighing sub-monolayers of adsorbed proteins [18], nanoparticles [19]

as well as cells ranging from bacteria to yeast to mammalian cells [20] with sub-

femtogram level resolution (in a 1 Hz bandwidth).

A cantilever with h height, w width and L length has a natural frequency or first

mode frequency that is given by:

1 k h
f =- ; oc -22r m*

where k is the spring constant of the cantilevered structure and m* is the effective

mass (m* = 33 m), with m being the mass of the structure [17, 21]. The mass
140

sensitivity for a small mass Am is given by:

Af 1 f 1
-=-- c

Am 2m wI)

Figure 1-1: A planar view of the SMR. (a) A rendering depicting part of the suspended

microchannel resonator (SMR) with its flanking bypasses. Electrostatic actuation (gold

electrode) drives the cantilever, which is housed in an on-chip vacuum chamber, and its

resonant frequency s measured with an optical lever using a red (632nm) laser beam

(image credit: F. Delgado). (b) An SEM image of the buried channel of the cantilever during

fabrication (image credit: K Payer).
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The SMRs are produced using a microfabrication process that was

previously described [17]. The devices consist of buried channels in a silicon-on-

insulator wafers, followed by wafer thinning and dry etching to form suspended

microchannels with 2-3ptm thin walls and a 15pim tall fluid layer. Nearly two

hundred devices are fabricated and vacuum-packaged on a six-inch wafer, with

yields exceeding 80%. A getter layer prevents slow degradation of the on-chip

vacuum due to outgassing. Integrated under each cantilever is an electrostatic drive

electrode, and the cantilever vibration is detected optically. There are four fluidic

ports drilled on the top glass wafer to access the two bypass channels (30x7Oipm)

on either side of the cantilever. Microfluidic access for sample delivery is achieved

through a clamp that holds tubing in place with a gasket and o-rings at the interface

(Figure 1-2). The cell sample is typically delivered from and drained to pressurized

glass vials using computer-controlled pressure regulators. The temperature of the

chip is regulated using a circulating water bath feeding into a hollowed copper

piece that holds the SMR chip. Further detail on device operation is provided in

Chapter 2.

Figure 1-2: SMR interfaced with a fluidic system. (a) The SMR chip is affixed to a PCB to
provide interfacing to the electrostatic drive circuit. An arrow indicates one of the eight
microfluidic ports for sample delivery. (b) Tubing is interfaced with the SMR chip using a
clamp and gasket. This clamp sits atop a hollowed copper piece that maintains
temperature-controlled environment on-chip.

19



As an individual particle or cell transits the cantilever microchannel, a

transient shift in the resonant frequency of the SMR is observed that corresponds

to the mass change of the resonant structure. The cantilever can be operated in

different vibrational modes. In the first mode, the apex of the beam offers the most

sensitive measurement of the particle, while higher vibrational modes offer

sensitivity various positions along the length of the cantilever (Figure 1-3). These

higher modes have the advantage of making the detection insensitive to flow path,

unlike in the first mode, where the frequency shift is dependent on whether the

particle transits on the outer or inner edge of the cantilever. This can add a source

of error to the measurement of particle mass - termed position-dependent error.

To enable operation in higher modes of sensing a number of technical and

engineering advances had to be made, as will be described in Section 2.3.

0 0

-5-

10- -10.

15-1

-20- -20-

1s' mode 2nd mode
-25 -25

Time (a.u.) Time (a.u.)

Figure 1-3: Resonant frequency shift as a function of time as a point mas transits through
the SMR channel. First mode exhibits one antinode (left) and the second mode exhibits
three antinodes (right).

1.2.2 Buoyant mass as a parameter to characterize cell growth

When a particle in suspension transits through the cantilever, the quantity

measured by the SMR is its buoyant mass. If the particle were to have the same

density as that of the surrounding fluid no additional shift in frequency would be

detected. This is because buoyant mass is defined as the difference in the mass of

the particle and mass of the displaced volume of fluid:
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Mb = Vparticie (Pparticle - Pfluid)

where Vparticle is the volume of the particle, and Pparticle and pfluid are the densities of

the particle and the suspension fluid, respectively (Figure 1-4).

V

CO

Pfluid Pparticle

Density

Figure 1-4: Buoyant mass (mb) of the particle (mass, m and density, Pparticle) as a function of
the fluid density (Pfluid). The slope of the line is the volume of the particle (V).

It is important that we discuss the significance of buoyant mass with respect to

biological samples, especially since we are interested in studying physical

properties of single cells. Buoyant mass of a cell can be written in terms of the mass

of the cell, mce,1, as follows:

Pflid
mb,cell Vceii (Pceii - Pfluid) = mcec - )

Pceni

The cell is a bag of phospholipid membrane that encloses water-based

organelles, proteins, nucleic acids and many other molecules that constitute its dry

content (with a mass, mdry and a bulk density, pdry). Since the suspension for a cell is

typically culture medium, or a buffer solution such as phosphate buffered saline

(PBS), which have densities close to that of water (pPBS z 1.005 g.cm- 3, Pwater '

1.000 g.cm-3, at room temperature), the aqueous part of the cell only contributes to

-5% of the buoyant mass. As such, the buoyant mass of the cell suspended in a
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water-based solution is analogous to considering only the buoyant mass of the

cell's non-aqueous content:

mb,cell - mdry l - Pfluid
Pary

Therefore, buoyant mass can be taken to be a good measure for the biomass of cell,

and is more directly related to anabolic processes such as protein synthesis than

conventional methods that employ volume as metric.

The buoyant mass of a cell is measured by scaling the amplitude of the

frequency shifts with respect to a calibration factor. The calibration factor is

calculated based on the measurement of a monodisperse population of NIST size

standard polystyrene beads with a known density (Ppolystyrene = 1.05 g.cm- 3).

Additionally, the fact that a flowing particle causes a transient change in the

resonant frequency allows for the determination of the baseline immediately prior

to and after the measurement, and this differential measurement can be used to

eliminate errors such as a drifting baseline often caused by temperature

fluctuations.
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2 Long-term measurement of single-cell yeast growth

Previously, the SMR has been demonstrated to measure buoyant mass with a

precision of 0.01% [17]. By repeatedly measuring the buoyant mass of the same

cell one can estimate its instantaneous growth rate. Here we describe the

limitations of the current system as well as discuss the various technical

advancements and engineering solutions that were implemented to enable high-

precision, long-term growth measurements of single yeast cells.

2.1 Device optimization for yeast cell measurement

To accommodate yeast cells, the SMR was scaled up from cross-sectional

dimensions of 3 x 8 [m 2 to 8 x 8 [rM2, and then subsequently to 15 x 20 prM2 as is

discussed in Section 2.2. Design of the device was constrained by the following

considerations:

" maximizing mass sensitivity;

- minimizing detection noise;

- maximizing long-term trap stability.

Mass sensitivity of the cantilever is determined by:

Af 1Am
f 2 m

where f is the resonant frequency and m is the mass of the cantilever, and Af is the

incremental frequency shift observed when an added target mass of Am transits the

apex of the cantilever. To maximize sensitivity, the mass of the cantilever needs to

be minimized. Since the cross-section of the cantilever is set to accommodate yeast

cells, the length is the only free parameter to optimize for. The resonant frequency

gets higher as the cantilever gets shorter. However, the amplitude of the cantilever

decreases proportional to length, leading to increased baseline frequency noise, as
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is determined by the following relationship:

0 Q
an ~ _fnEI

where an is the amplitude of oscillation in the nth vibrational mode of a cantilever of

length L, quality factor Q, Young's modulus E, and second moment of inertia I that

has a resonant frequency of fn in the nth vibrational mode. Based on the simulation

of oscillation amplitude and the empirically determined baseline noise of existing

cantilever, the length was optimized to be 204ptm for 8 x 8 Im 2 devices and 320pm

for 15 x 20 Im 2 devices to achieve maximal mass resolution.

2.2 Implementation of long-term dynamic trap

To measure the growth pattern of a given cell, one has to measure its mass

repeatedly. In recent years, our lab introduced a snapshot mode of measuring

cellular growth [20] for a variety of non-adherent cell samples that include mouse

lymphocytes, yeast and bacteria. In the snapshot mode, a cell is trapped just long

enough (typically a few minutes) to obtain its instantaneous growth rate. When

snapshot mode is used on a population of cells, the growth rate can be measured as

these cells progress through the cell cycle. This mode of trapping was not

particularly stable and could not be sustained for prolonged periods to obtain long-

term growth measurements on single cells.

To monitor the growth during the entirety of the cell-cycle of the budding

yeast, there was a need to develop a continuous mode to measure growth rate of a

cell over an extended period (of the order of a few hours), and potentially even

over generations. The implementation of long-term dynamic trapping consists of a

high-precision computer controlled fluidic system that is capable, through a

feedback algorithm, of detecting a transient cell and subsequently reversing the

fluid flow, to redirect the cell back into the cantilever. The periodic flow reversal

creates a dynamic trap allowing for consecutive measurements of the buoyant

mass of an individual cell. There are four major requirements to be able to
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implement a long-term dynamic trap:

(i) Precise control of fluid flow;

(ii) Removal of extraneous cells to prevent trap interruption;

(iii) Replenishment of cell medium to maintain environmental equilibrium;

(iv) Reliable retrieval of the original cell

2.2.1 Precise control of fluid flow

Firstly, the current fluidic scheme for the SMR system suffered from a leakage flow,

often large enough to cause the cell to drift and escape the dynamic trap. The drift

against the flow direction was due to a mismatch in the fluid levels in the upstream

and downstream sample vials - giving rise to a hydrostatic pressure-driven flow

(Figure 2-1). To address this issue, the sample vials were mounted on a manually

adjustable translation stage, and the heights of the fluid levels were closely

matched until the flow in the bypass was completely stopped in the absence of

externally applied pressure (further discussed in Section 2.4). This helped enhance

the stability of the dynamic trap.

gravityI

Figure 2-1: Leakage flow induced by the hydrostatic pressure (image credit: S. Son).
Regardless of constant gauge pressure (3 psi) maintained on all three fluid vials, the
difference in heights of the fluid across the vials induces a leakage flow in the SMR
channels. Qualitatively, the nature of the flow is depicted with thick (high flow rate) and
thin (low flow rate). As such, the leakage flow resulting from the mismatch of the net
fluidic resistance along each of the two bypass channels and the connected tubing can be
balanced.
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2.2.2 Removal of extraneous cells to prevent trap interruption

Secondly, to prevent stray cells from interfering with the trap of the original cell, an

innovative sample-loading scheme was implemented. The cell sample was loaded

from the downstream port using a pinched-flow, such that the sample plug does

not flow past the SMR device into the upstream bypass. This ensured that upon

trapping when the flow direction was reversed that these extraneous cells didn't

flow down into the vicinity of the SMR and interrupt the trap. Once the desired cell

passed through the SMR, the rest of the sample plug was washed away while

sequestering the desired cell in the opposite bypass (Figure 2-2).

(b)
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"d * oil
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i dMM3-

Ip I

Figure 2-2: Single cell loading in the SMR for long-term growth measurement (image
credit: S. Son). (A) One upstream and two downstream vials are pressurized by
independent pressure regulators. The system is primed with medium (blue) before a cell is
loaded. During cell loading, only the downstream vial on the right is pressurized (6 psi)
and the sample plug (red) flows into the device channels. The flow rate is qualitatively
indicated with thick (high) and thin (low) arrows. (B) As the sample plug moves towards
the cantilever buried channel, an equal pressure (3 psi) is applied to both the upstream
and downstream vials. By balancing the pressure applied across the bypass, fluid from
both the upstream and downstream directions enter the SMR. As a result, the flow path of
the cell is confined to either the inner or outer region of the channel, which minimizes the
position dependent error. (C) After the sample has been completely loaded, all pressure
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sources are turned off and the sample vial is exchanged for one containing fresh medium.
The downstream vial is hten pressurized again to keep the cell in transit. (D) As soon as a
cell of a desirable size transits the cantilever buried channel, the flow direction is reversed
and the flow rate is reduced by setting the downstream pressure to 2.9 psi. The sample
plug on the right bypass channels is rinsed away by incoming flow from upstream. The
fluid level in all three vials is matched to eliminate any leakage flow.

2.2.3 Replenishment of cell medium to maintain environmental equilibrium

Thirdly, to grow the cell in the device over extended periods, one has to consider

replenishing nutrients to be able to sustain steady-state growth conditions.

Typically, microfluidic cell culture systems suffer from change in cell medium

properties due to dehydration and acidification. This is largely attributable to the

gas permeability of polydimethylsiloxane (PDMS) material that is often employed

in the fabrication of these devices. The SMR, on the other hand, is not prone to such

drawbacks since it is a silicon-glass device, making it impermeable to air. However,

the SMR has a volumetric capacity of tens of nanoliters, and can be prone to

acidification of the medium upon release of carbon dioxide during aerobic

respiration. Incidentally, the flow configuration for the sample loading (described

above) also ensures that medium is replenished on every passage of the cell

through the SMR. The volume of the new medium introduced is dependent on how

far out from the SMR the cell travels in the bypass, and the frequency of

replenishment depends on how often the measurement is made and the cell

transits the SMR. These two factors were optimized to minimize the shear stress on

the cell (Figure 2-3).
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step2

Figure 2-3: The schematic of dynamic trapping (image credit: S. Son). Depicted above is
half of a full trap cycle that is composed of two reciprocal fluidic configurations. In step 1,
the cell rests in the bypass channel for 5 seconds. IN step 2, the cell slowly travels towards
the upstream direction at a speed of -150im/s. This step can take up to 2 seconds (varies
based on the initial position of the cell in the bypass). Simultaneously, fresh medium is
replenished in the opposite bypass channel at the flow rate of several nanoliters per
second. In step 3, the cell transits through the buried channel and stops at a precisely
controlled position in the bypass channel; this takes approximately 1 second.

2.2.4 Reliable retrieval of the original cell
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Figure 2-4: Dynamic trapping in an 8x8Im 2 SMR. (A) A representative mass trajectory for a
haploid yeast cell at 300C. (B) Histogram of the trapping events recorded using the 8x8Rm 2

SMR, with an average trapping period of -43 minutes.

The current design for the 8 x 8 pm 2 yeast devices only allows for shorter

period traps due to instabilities in flow that are exacerbated due to the mismatch in

the fluidic resistances of the cantilever channel and the sample bypass (Figure 2-4).

As a comparison, the 15x20pm 2 mammalian device has a cross-sectional ratio of

cantilever to bypass channels of 1:7, and that for a yeast device is 1:33 (Figure 2-5),

as the bypass cross-sections were maintained across both these devices
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(30x7ORm 2) while only modifying internal cantilever dimensions. This design

choice was made due to the fact that the second-generation of SMR devices were

designed in consideration of measuring population distributions, and not single-

cell growth. As a result, for a given flow velocity in the driving bypass, the

corresponding flow velocity through both the cantilever and the receiving bypass

are about four times faster in the 8 x 8 Iim2 than for the 15 x 20 urM2 device, as is

demonstrated in the computational fluid dynamics (CFD) simulation (Figure 2-5).

This leads to two issues: (i) the cell goes too far out into the receiving bypass and

takes too long to return to allow for a reliable retrieval of the same cell; (ii) the flow

through the cantilever is exceedingly fast, leading to suboptimal frequency

response acquisition that leads to a much reduced mass resolution and impairs the

pressure feedback required to maintain the cell in dynamic trap. Thus, the resulting

dynamic trapping is unstable and prone to sporadic cell loss.
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Figure 2-5: Computational fluid dynamics simulation of the 15x20 [m
2 and 8x8 pm 2

devices shows the flow velocity profile. In this simulation, the velocity in the driving bypass
is set to be equal in the two devices, and the difference in the flow profiles in the cantilever
and the receiving bypass for the two devices becomes apparent.
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To prevent extremely fast transits, decreasing the pressure differential across

the cantilever can slow down the flow in the driving bypass. However, there is a

limit on how much the flow can be slowed down in the 8x8 pm 2 SMRs. Due to

mismatched resistances, slow enough transit through the cantilever translates into

extremely low flow rates (-3x slower than in the 15 x20 pm 2 devices) in the bypass

that lead to a greater probability of the cell settling out and interacting with the

floor of the bypass that often promote cell adhesion to the surface, thus hindering

its retrieval for repeated measurement. Another major downside to slowing down

the flow is that the resulting velocity in both bypasses is so small that excess cells

that are remnants from the sample loading step do not get cleared out as quickly in

the 8 x 8 pm 2 (of the order of an hour or so) as they do in 15 x 20 pIm 2 (of the order

of a few minutes). The consequence of this is that straggling cells are more likely to

disrupt the trap to obtain prolonged growth measurements in the 8 x 8 pm 2 yeast

devices.

Since the fabrication turnaround on these devices is of the order of a year, we opted

to use the 15 x 20 ptm 2 devices that offered extremely stable trapping conditions,

and were capable of measuring growth across 100 hours (or several cell

doublings). Since these devices have lower mass resolution when employed for

yeast cell measurements, we chose to implement two solutions:

- Employed the use diploid yeast to explore cell growth regulation. These are

nearly twice as heavy as the haploids - resulting in a -2-fold increase in the

signal-to-noise ratio;

" Operated cantilever in a higher vibrational mode - resulting in >3-fold

increase in mass sensitivity (see Section 2.3).

2.3 Enhancement of measurement sensitivity with higher vibration

mode

Yeast cells are significantly smaller than mammalian cells. Typical yeast cells

weighs -10pg (for a diploid), and a mammalian cell weighs -75pg. Although the
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current mass precision of the 15x20 prM2 cantilevers is high (-200fg), the absolute

mass resolution within a cell doubling is relatively low for yeast cell measurements.

In addition to measuring the mass of a cell in real-time we were also interested in

measuring its instantaneous growth rate. Instantaneous growth rate is essentially

the time derivative of the mass curve, and consequently had higher noise than the

mass measurement.

In order to derive meaningful growth rate information, smoothing the mass

trajectories was necessary. However, since we were interested in calculating the

growth rate of nascent cells, the first few minutes of the mass trajectory were

essential, and also the most prone to edge artifacts from the smoothing filter. Since

filtering was not a viable option to estimate nascent growth rates, the

measurement precision needed to be increased.

Precision is defined as the mass equivalent of Allan deviation that

characterizes the noise level of the system. The SMR's precision depends on a

number of factors - the frequency noise, the sensitivity of the system, and position

dependent noise based on particle flow path. By harnessing higher modes of

sensing, one can increase the sensitivity of the cantilever, and overcome the

position dependent error. The position dependent error arises from the cell

transiting the cantilever following a range of possible streamlines - some closer to

the inner and some to the outer wall at the tip of the cantilever. This results in a

variation in frequency shift due to the difference in the distance of the particle

away from the clamped end of the cantilever (Figure 2-6). When a particle transits

a cantilever operating in the second vibrational mode it exhibits 3 antinodes - a

global maximum in the frequency shift induced at the tip similar to the first mode,

as well as two additional local maxima along the length of the cantilever. These

secondary antinodes are nearly insensitive to the lateral position of the particle in

the channel as seen in Figure 2-6, and therefore mass sensing in the second mode is

largely limited by the system frequency resolution. Another benefit is enhanced

sensitivity since for a given particle mass, both the primary antinode (-2.7 times
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greater) and the secondary antinodes (-1.7 times greater) exhibit higher

frequency shift than that for first mode detection.

1St mode

2nd mode

Figure 2-6: A particle in laminar flow can the transit the SMR in a streamline that lies
anywhere between the inner and outer edge of the channel. The frequency shift measured
is larger for a particle that travels close to the outer edge (blue line) than if the particle
travels close to the inner edge (red line). The resulting frequency shift observed in first
mode is sensitive to the lateral displacement along the channel resulting in position-
dependent error, however the secondary antinodes in the second mode are relatively
insensitive to the lateral displacement.

2.3.1 Piezoelectric Actuation

The 15x20 prm2 devices that have relatively high stiffness (k = 348 N/m) compared

to smaller bacterial SMR devices (k = 52 N/m, for a 3x8%m2 device). Devices with

low stiffness have higher Qs and signal-to-background ratios, and can be easily

driven into second vibrational mode. However, the 15x20 pm 2 devices have a Q
-400 (at resonance frequency -1.3MHz), that is about 4-fold lower than that for

the first mode -1300 (at resonance frequency -220kHz) (Figure 2-7). It has been
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previously demonstrated that these devices were not operable in the second mode

using electrostatic actuation. The actuation amplitude was not high enough to

generate self-sustaining oscillations in feedback at the instantaneous resonant

frequency [19] , according to the Barkhausen criteria. To achieve higher actuation

amplitudes and to simultaneously decrease oscillator frequency noise, we replaced

the electrostatic actuation with an external piezoelectric crystal affixed under the

SMR device. The frequency stability improves with increasing amplitude until

Duffing type mechanical non-linearity is observed. The cantilever actuation

amplitude is optimized to increase frequency stability and reduce the probability of

inertial trapping of the particle at the tip (for more details see Section 2.3.3).

219 220 221 222
Frequency (kHz)
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Figure 2-7: Q measurement of the 15x20um2 SMR device. (A) Measurements are made

near the first vibrational mode (fl = 220.89 kHz) in a device filled with water. (B)
Measurements are made near the second vibrational mode (f2 = 1347.85 kHz). (C)
Comparison of the Q-factor in the first two vibrational modes - 1st mode in blue (Q-400),
and 2nd mode in red (Q -1300). The Q curve in the 2nd mode widens due to the increased
stiffness of the cantilever in higher modes.
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2.3.2 Device operation

The SMR device is operated in a positive feedback loop. The cantilever motion is

detected using an optical lever (Figure 2-8), phase-shifted using a user adjustable

delay on a field programmable gate array (FPGA), amplified and then fed to a high-

current amplifier driving the piezoelectric crystal. The frequency of oscillation of

the cantilever is measured by the FPGA by digitally mixing down the cantilever

deflection signal to a 1kHz, and period counting using a 100MHz clock [22].

Polarizing
beam splitter

Quarter-wave
plate

Susnended Nanochannel Resonator

High-cufrent
ampliffer

Photodetector
Instrumentation
amplifier

Transimpedance AGC
amplifiers

Figure 2-8: Schematic of the SMR oscillator system. The SMR measurement system
consists of an optical lever to detect the cantilever position, a photodetector to convert the
position to a voltage, an FPGA to phase-shift the photodetector signal and simultaneously
measure the frequency, and a high-current amplifier to drive the piezo crystal actuator
underneath the SMR.
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2.3.3 Noise characterization

To estimate the stability of the system due to noise processes, the Allan deviation

was calculated (Figure 2-9). First, we measured to see if the noise was limited by

thermomechanical fluctuations of the cantilever, using the network analyzer.

However, the noise spectrum did not exhibit the enhancement of any particular

frequency - likely due to the high stiffness of the cantilever. Instead, we

hypothesize that the frequency noise of our system is dominated by the Johnson

noise of the detector that is much larger than the thermomechanical noise of a stiff

cantilever. We see in Figure 2-9 that the optimal gate time lies around 10-100ms.

The smoothing filter for data processing was conservatively chosen with respect to

this gate time to be a 3rd order Savitsky-Golay with 15 points (3dB cutoff -140 Hz).

10*
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Figure 2-9: Frequency noise, quantified by the Allan variance. The noise spectrum is
measured at different acquisition frequencies, as indicated by the legend. Noise is observed
to be minimal around -30ms gate time.

There is also a positive correlation between the acquisition and RMS

frequency noise as is seen in (Figure 2-10A), and thus the acquisition rate for our

system was set at 1000 kHz. Additionally, the frequency RMS noise rapidly

decreases with increasing actuation amplitude as seen in (Figure 2-10B); however

there is a tradeoff to be considered here. As the actuation amplitude of the crystal

increases the inertial force exerted on the transiting particle, causing it to get
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sequestered at the apex of the cantilever, unless the fluid convection rate is fast

enough. Thus, there is a tradeoff between achieving low frequency noise, and

preventing the particle from getting inertially sequestered.
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Figure 2-10: RMS frequency noise measurement. (A) RMS noise as a function of piezo
crystal's actuation amplitude, with the acquisition frequency set at 1kHz. (B) RMS noise as
a function of acquisition frequency with the actuation amplitude set to 1V.

To optimize these parameters, a fixed yeast cell (of buoyant mass in the 4th

quartile) was dynamically trapped in the SMR, and the actuation amplitude was

varied (Figure 2-11). For a given actuation amplitude, the minimum flow rate that

prevents inertial sequestration was maintained. For higher actuation amplitudes

faster flow rates are favorable, with the caveat that for a given acquisition

frequency, there need to be an adequate number of data points in the frequency

response to perform robust peak fitting for the estimation of the buoyant mass of

the particle.

The precision of the system was estimated using a dynamically trapped

NIST standard polystyrene bead, both in the first mode and the second mode. The

precision of the second mode is four times higher than the first mode - 1st mode

precision is -200fg, and 2nd mode precision is -45fg (Figure 2-12). Similarly, the

sensitivity of the system is calculated by measuring the calibration factor from a

mass distribution of a population of NIST standard polystyrene particles with a

known density. It is seen that the 2nd mode sensitivity is about three times higher -

1st mode sensitivity is 0.6Hz/pg, whereas the 2nd mode's is 2Hz/pg.
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Figure 2-11: Optimization of actuation amplitude, flow rates and measurement noise. (A) A
fixed cell was dynamically trapped and the actuation amplitude of the piezo crystal was
varied; concurrently the pressure differential applied across the cantilever was set such
that the flow rate was just enough to overcome the inertial trapping forces at the tip. (B)
Observed relationship of measurement error - standard deviation of the mass of the fixed
cell. (C) Observed relationship of the requisite flow rate, and consequently the FWHM of
the frequency shift observed when the particle transits the cantilever.
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Figure 2-12: Measurement of a single polystyrene bead dynamically trapped and its
buoyant mass measured in the 1st mode (blue) and 2nd mode (red). The precision of the
system in each mode is estimated by the standard deviations of the distributions - 201.2 fg
(N = 1000) and 44.7 fg (N = 1000), respectively for the 1st and 2nd mode. The shape of the
1st mode measurement histogram does not follow a normal distribution due to the
technique of hydrodynamic focusing that allows for greater precision.

To measure the effect of improved device sensitivity and reduced frequency

noise, the mass trajectory of a newly born diploid yeast cell was measured in the

2nd mode SMR system (Figure 2-13). An improvement of nearly 4-fold was

observed in RMS frequency noise over the previous 1st mode system.
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Figure 2-13: Improvement in measurement noise to measure single-cell mass trajectories.

(A) Dynmically trapped measurement of a diploid yeast cell at 30oC in 1st mode (grey) and

2nd mode (black). (B) The residuals resulting from an exponential fit of these trajectories

are shown. The standard deviation of the residuals resulting from a 2nd mode measurement

(4.5 fg) is three times smaller than that resulting from a 1st mode measurement (17.2 fg).
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2.4 Integration of Imaging

To approximate the cell cycle phase of a cell under dynamic trap, we need to

optically monitor it to mark events such as budding and cytokinesis. For this

purpose, it is necessary that imaging be integrated into the dynamic trapping

scheme. In order to obtain high-resolution images, an upright modular Nikon

microscope with a 20x objective lens (Nikon-CFI LU Plan ELWD N.A. 0.40, WD 13

mm) was integrated into the SMR system (Figure 2-14).

Mass Readout

Figure 2-14: Integrated SMR system for single-cell growth studies. Schematic shows the
simultaneous buoyant mass measurement and bright-field imaging of a single cell as it
progresses through its cell cycle. Pressure-driven flow repeatedly shuttles the cell to
cantilever and back to the bypass, where it is bathed in fresh medium and imaged to
determine cell cycle stage. The dotted pink line shows the flow path a cell takes from one
bypass channel through the cantilever to the opposite bypass, upon which the direction of
flow is reversed and it traverses back through the cantilever. Every time a cell transits the
cantilever, a transient downward shift in frequency of the SMR is observed, the minimum
of which yields the cell's buoyant mass. This is repeated for an extended period of time to
monitor single cell growth.

However, it was not sufficient to image the cell in flow especially since we

are interested in observing the emergence of a diminutive bud at the beginning of

S-phase. We have, therefore, implemented a stopped-flow condition for a fraction

of the time the cell is in dynamic trap. This is achieved by hydrodynamic focusing,

as discussed below. In addition, imaging the cell requires that we bring the cell out

into the bypass during dynamic trapping, since the cantilever is not optically

transparent.
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Hydrodynamic focusing the cell into the cantilever involves achieving perfectly

pinched-flow at the T-junction of the bypass and the buried channel. This can be

realized by delicately balancing the flows at both the upstream and downstream

ends of the driving bypass, such that the volumetric ratio of the flow entering the

cantilever from the two ends is 1:1 (Figure 2-15). Despite the fact that the pressure

differential applied at the upstream and downstream ports of the driving bypass is

the same, the flows are not necessarily balanced. This is because there are

differences in the resistances of both the channels and the tubing connecting the

sample vials to the respective ports (often due to the difference in lengths and

rarely because of minor occlusions from cell debris). These small yet significant

differences in flow velocities can be balanced by taking advantage of the

gravitationally driven component of the flow that is dependent on the difference in

the height of the fluid column at the respective ports and the plane of the chip. The

relationship of these variables to the effective flow-rate is described by the

following equation: Q = pg . By finely adjusting the heights of the vials
Rchannel + Rtubing

feeding the ports, one can implement perfectly pinched-flow.

2.5 Overcoming cellular adhesion and aggregation

In addition to the problem of yeast cells settling out of flow in low velocity fields

and sticking to the surface of the channel as discussed previously, another

challenge that yeast pose is the incomplete detachment of the mother and daughter

cells post-cytokinesis. Therefore, at the end of the cell cycle the daughter remains

adhered to the mother, and while the mother and daughter undergo consecutive

budding events leading to the measurement of a cluster of cells rather an individual

cell of interest. Additionally, this can lead to ambiguity of the growth rate

measurement in early G1 and end of M phase in the cell cycle.

Cell adhesion can cause flow occlusions in microfluidic channels that

comparable to the size of the cell, prevent recovery of the cell of interest and

disrupt the dynamic trapping scheme. To reduce cell adhesion, PLL-g-PEG polymer
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was used for surface passivation. PEG polymer chains are known to prevent surface

biofouling and significantly reduce the non-specific interaction of cell-surface

proteins; poly-L-lysine (PLL) electrostatically binds to glass, and helps tether the

PLL-g-PEG molecule onto the channel surfaces. This helped considerably reduce,

though not completely eliminate, the issues of cells sticking to the channels.

Following PEG passivation, when the microchannels are incubated overnight with

sterile cell culture medium to further block surfaces, it completely prevents cell

adhesion.

P+ANP P+AP

P+AP P

Figure 2-15: Schemicatic showing 1:1 pinched flow in the driving bypass (left). Streamlines
are shown in blue, the red arrows qualitiatvely indicate flow rates.

Typically yeast form flocs during continued growth in log-phase culture. Since, cell

aggregates are too large in size to enter the channel, they initially posed a problem

in sample loading. To overcome this issue, an aliquot of flask-grown culture was

ultrasonicated at low power, before loading the sample SMR. Ultrasonication

resulted in singly suspended cells that allowed for the capture and measurement of
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single cells, including newborns that we were especially interested in studying for

the elucidation of size regulation in the Gi-phase.

2.6 Contributions

Gulati, Amneet designed, conceived and built the system. Olcum, Selim and Cermak,
Nathan assisted in development of 2nd mode actuation and detection. Son, Sungmin
assisted in development of fluidic configuration for trapping. Manalis, Scott
contributed materials, reagents and analysis tools.

44



3 Growth regulation of G1 in budding yeast

3.1 Cell growth principles

Determining cell fate is essential to understanding the molecular mechanisms that

are responsible for various physiological cell phenotypes observed such as

proliferation, differentiation, secretion and apoptosis among others. Although

much is known about the cell cycle events that control proliferation, the processes

that coordinate cell growth (as defined by increase in biomass) with cell cycle

events and cell size homeostasis remain poorly understood. This is in part due to

the obscurity of size metrics that cells use for gating cell cycle progression and

maintaining size homeostasis, and in part due to the lack of techniques for

measuring various size metrics with sufficient precision. For almost four decades,

the deterministic critical size (or 'sizer') hypothesis has been widely used to

explain how size homeostasis is maintained in yeast and other cell types despite

variation in birth sizes [2-4, 10, 23-25]. The sizer hypothesis posits that in order to

reach a critical size before they enter the cell cycle, smaller newborns spend longer

in the growth (Gi) phase than larger ones [4, 26, 27]. Under ideal deterministic size

control, size increase during G1 could be perfectly predicted from newborn cell

size.

However, the sizer model is unable to account for the large variation observed

in G1 duration. A seminal single-cell study in S. cerevisiae by Cross and colleagues

showed that the deterministic size control could account for less than one third of

the variation observed in the mass accumulated during G1 [15]. We used a high

precision, single cell mass sensor known as the suspended microchannel resonator

(SMR) to determine: (i) whether a significant improvement in the precision of size

measurements would reduce size-independent noise, such that birth size would be

able to account for more variation in G1 duration; and (ii) whether cells directly
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monitor their size or instead regulate G1 duration based on the rate at which

newborn cells accumulate biomass.

3.2 Measurement of single-cell trajectories of nascent cells

The SMR is a micromechanical device that can measure the buoyant mass of cells in

medium. Suspended cells pass through a microfluidic channel embedded inside a

cantilever. A cell that is denser than the medium causes an increase in the total

mass of the cantilever by an amount equal to the cell's buoyant mass. The mass

increase causes the cantilever's resonant frequency to drop [17, 20]. To measure

growth, the SMR in concert with a fluidic control system periodically reverses the

flow direction. Cells can be repeatedly passed through the sensor, providing a

direct measure of growth [28].

Newly born cells were selected from an asynchronous culture passing

through the SMR. Each cell transiting the SMR with a mass below a threshold value

triggered a reversal in the direction of fluid flow, confining the selected cell in the

vicinity of the mass sensor. The cell's mass at capture is a close approximation of

the newborn mass (Figure 3-1). After capturing a cell, a fluid control system

periodically alternated the direction of flow to cause the cell to pass through the

cantilever at 10 sec intervals. Between measurements, the cell rested in an adjacent

bypass channel. The bypass channel was replenished with fresh medium after each

transit to ensure that constant nutrient conditions were maintained. The process

continued through the G1/S transition, providing a growth trajectory for the cell.

To detect the emergence of a bud as a marker for the G1/S transition, a bright-field

microscope integrated with the SMR imaged the cell in the bypass channel.

Representative mass and image data is shown in Figure 3-2.
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Figure 3-1: Distribution of cells captured by size-screening based on buoyant mass. The
green curve represents the distribution of all cells in the population (N = 1666); the red
curve represents unbudded cells (N = 106); and the black crosshatch region represents the
cutoff for unbudded cells captured as a result of size-screening for newborns.

47



(1) (2) (3) (4)

()(3) ()

Nt

0

-5

0.2 0.4 0.6 '.8 1 :0 2:
(S)

Time (hr)
Figure 3-2: Analyzing brightfield images (scale bar: 10im) acquired every 2s reveals the
time of budding that is also annotated (black dotted line) on the real-time mass trajectory.
Blue represents the unbudded stage of the cell (Gi); red represents the budded phase.
Frequency readout (in black) of the resonance of the SMR as the cell grows. Buoyant mass
of the cell is proportional to the frequency shift, and is measured every 10s. The dashed
gray box (on right) shows an enlarged view of the mass measurement recorded in a
representative 2s period of the measurement of a single cell. The frequency response to a

cell transiting the cantilever operated in the second vibrational mode results in three
peaks, and the outer two are used to estimate the buoyant mass of the cell as described in
Lee et al. [19].
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Figure 3-3: Single-cell growth measured by the SMR. (A) Mass accumulation trajectories
(black lines) annotated with their respective times of bud emergence (green circles) for 50
individual cells. Budding is monitored by simultaneous bright-field microscopy. (B)
Heatmap representation of buoyant mass as a function of time. The colorbar represents
frequency of the population of cells traversing the mass-time matrix.
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Using this technique, approximately 3-4 trajectories could be measured per

day. 50 single cell trajectories were measured for this study as shown in Figure 3-3.

Buoyant mass measurements were averaged over a three-minute time window,

and the corresponding root-mean-square (RMS) instrument error is determined to

be 16 fg of buoyant mass, or about 1.5% of the average cell size at budding. The

corresponding error in growth rate measurement is 0.18 pg/hr, which is less than

4% of the average growth rate at budding (Figure 3-4).

Since we are interested in studying G1 regulation, it is necessary to follow a

given cell's growth trajectory from birth to division. Commonly employed

techniques to acquire newborn cells include chemical (e.g. inhibition of DNA

synthesis, Mg exhaustion), biochemical (e.g. pheromone arrests, cdc mutants) or

physical (e.g. elutriation fractionation, chemostatic growth) synchronization.

Albeit, cells treated by these methods are largely prone to biological perturbations,

such as being oversized or quiescent upon release from synchrony, and undergo

reacclimatization from the induced stress of the method. As such cell's growth

characteristics can potentially be masked by artifacts and can cause the very

processes of interest - cell division and cell growth - to be uncoupled. The SMR size

screening approach is equivalent to a synchronized culture by elutriation, but with

two significant advantages. Centrifugal separation requires culturing cells in a

carbon-poor medium and maintaining cultures on ice prior to and during

processing. These factors typically lead to much longer doubling times than

asynchronous cultures [29]. Using SMR size screening, cells remain in normal

culture conditions throughout. The doubling time of the cells grown in the

microfluidic channels of the SMR

There are various models proposed in literature to elucidate eukaryotic cell

growth and its regulation at the G1/S transition [23, 30]. These models can be fit to

the cell growth data obtained as described above, to uncover biologically relevant

mechanisms that coordinate cell growth and cell division cycle. The following are

some of the commonly proposed mathematical models in literature that the SMR

data was queried against:
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Figure 3-4: Measurement error analysis. (A) Live cell's mass accumulation trajectory is
shown in red. Fixed (4% paraformaldehyde) cell measurement is shown in gray. Data is
smoothed using a boxcar filter with a 3-min span. (B) Raw data from the measurement
of both the live and fixed cell is shown. (C) To extract size metrics, piece-wise linear fits
are performed on 3-min sliding window of raw data in (B), with one minute intervals
(e.g. 0-3min, 1-4min, 2-5min...). The fit mean yields instantaneous mass and its slope
yields the instantaneous growth rate. (D) Quantification of errors in the measurement
based on fixed cell control (N = 45).
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Figure 3-5: Comparison of doubling time for cells grown in bulk culture with those grown

in the SMR. (A) Growth of the bulk culture as measured by the optical density at 600nm.

The growth follows an exponential trend with a doubling time of 1.5 hr (fit: mo = .003; a =
0.46). (B) Distribution of doubling rates of single cells grown in the SMR (N = 50, Mean =
1.6 hr).
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(i) The cell growth is linear i.e., smaller cells will grow proportionately more

than large cells over a cell cycle. This model does not require strict

mechanisms that couple growth and division, and attributes cellular

concentration of growth factors as limiting rather than the biosynthetic

capacity of the cell [31, 32].

(ii) The cell growth is exponential, i.e., growth rate is proportional to cell size.

This model requires mechanisms that correct for cell size; otherwise cell

size would become heritable. In addition, it provides for the dependence of

growth on ribosomal biogenesis [1, 31, 33, 34].

(iii) The cell growth is bilinear, i.e. the cells accumulate mass with a certain rate

in G1, and then increases its rate of accumulation post the budding event

[13, 35, 36]. This is an intermediate model between a linear and

exponential model and does not necessitate a size control in G1.

With the unprecedented high precision and high-temporal resolution growth data

accessible with the SMR long-term single cell measurements, we wanted to discern

the difference between the linear, bilinear and exponential models of growth. Over

the two-fold size range that most proliferating cells exhibit, linear and exponential

curves differ only by at most 6% [37].

Upon performing a detailed curve fitting analysis on these high-precision growth

trajectories we learned that the exponential model and bilinear models performed

similarly well - 54% of the trajectories most favored a simple exponential model and

46% most favored a bilinear model. Our findings are in agreement with Cross and

colleagues' that also observed that the bilinear and exponential models performed

similarly well {Di Talia, 2007 #187}. An instance of curve fitting is shown in Figure

3-6. However, when the residuals from the exponential fit and bilinear fits were

examined, systematic deviations were revealed (Appendix). Adding a constant offset to

the simple exponential model served to remove any systematic deviations and the

resulting residuals exhibited a normal distribution. It was found that 90% of the

trajectories favored with exponential offset model over both simple exponential and

bilinear. The resulting BIC from the exponential offset was on average significantly
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lower than the BICs resulting from simple exponential (ABIC = 177) and bilinear models

(ABIC = 60).

Growth trajectory pattern for a single diploid S. cerevisiae cell (Figure 3-7),

G1 time (Figure 3-8), and doubling time (Figure 3-5A) agreed with measurements

made by Di Talia et al using time-lapse microscopy and a fluorescent reporter of

protein content as a proxy for cell mass [15, 38]. As seen in Figure 3-9, the mean

deviation of the mass trajectory from the simple exponential model measured by

the SMR was <0.3% (average absolute deviation from the exponential fit with

respect to newborn size). The deviation was about 20 times lower than the time-

lapse fluorescence microscopy technique (<6%, [15]), and about 44 times lower

than microscopic measurements of cell surface area or volume [39].

12.5 - 1 11 1 1 1 1 1
1 raw data

12- linear fit
-- bilinear fit

11.5- exponential fit
exponential fit with offset
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(n 10.5-
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Time (hr)

Figure 3-7: Fit analysis on single-cell mass trajectory. Raw data of mass accumulation with

respect to time of a single diploid S. cerevisiae cell (acquired with sampling frequency of

-10s) is fit to various models; three of the best models are shown in the figure above:

linear, bilinear, simple exponential and exponential with an offset. To determine the

goodness of fit, Bayesian information criteria (BIC) and X2is calculated as shown in Table

3-1.
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3.3 Growth parameters predict the regulation of G1 time

For exponential growth, the critical size hypothesis suggests that fractional growth

during G1 depends on newborn cell size. Fractional growth in G1 is equal to the

ratio of size at budding to size at birth:

M(t) = Mbirth.eat

At the G1/S transition, t = TG1 and M(t)= Mbud. Therefore,

Mbud = Mbirth.-eaTG1

In ( Mbud = aTG1,
\Mbirth

or ln(Mbud) - In(Mbirth) = aTG1.

10i.
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Figure 3-8: G1 times estimated from the emergence of budding. Histogram of G1 duration
(Mean = 26.5 min, C.V. = 0.38).
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Figure 3-9: Single-cell growth trajectories measured by the SMR. In red, a growth

trajectory measured with the SMR. In black, an instance of a growth trajectory measured

with fluorescence microscopy (quantifying total GFP protein content); data reprinted from

Di Talia S, Nature, 2007. The SMR system yields <0.3% deviation from an exponential fit

(average absolute deviation from the exponential fit with respect to newborn size), versus

<6% deviation for that of the fluorescence-based system [15]. Since the fluorescence data

is collected with a 3-min sampling frequency, the SMR data (collected with 10s sampling

frequency) is averaged and downsampled to match this sampling frequency.

A plot of fractional growth versus newborn size for a population of ideal

sizers would have a slope of -1. This is because the mass of small newborn cells

must increase by a proportionally greater fraction than the mass of larger

newborns in order to reach the posited critical size threshold. At the other extreme,

the plot would have a slope of 0 for ideal timers, in which G1 size increase depends

on time alone [25, 40]. Measurement of 50 cells gave a slope of -0.59 ± 0.13, p =

1.5e-5 (Figure 3-10), implying that G1 growth follows neither of the ideal models.

This finding is in agreement with the imperfect size control observed by Di Talia et

al. [15]. As expected, smaller newborns tended to spend longer in G1 than larger

ones (Figure 3-11A). The strength of the correlation as given by the coefficient of

determination (R2) is 0.35 ± 0.11, which implies that the birth size only accounts

for about 35% of the variability observed in G1 size increase. This is also consistent

with the findings of Di Talia et al. that newborn cell size contributed to 30-40% of

overall G1 variability [15]. Although mass measurement with the SMR is 20 times

more precise than the microscopy system used by Di Talia et al., the ability to
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predict G1 duration from newborn cell size is not improved. This suggests that the

variation in G1 time is attributable to intrinsic biological variation rather than noise

in cell size measurement.

Because neither the newborn size nor the fractional mass increase in G1

correlate strongly with G1 duration, we investigated whether newborn growth rate

is a significant predictor. Newborn growth rate is difficult to measure by

microscopy since measurements generally must be separated by a few minutes to

limit phototoxicity [41]. The SMR weighs cells every 10 seconds from the time a cell

is captured, which facilitates precise measurement of the instantaneous growth

rate. Piecewise linear fits of mass versus time (Figure 3-11B) demonstrate a

negative correlation between G1 duration and the newborn growth rate. Newborn

growth rate was calculated over a 3-minute window immediately following cell

capture. The correlation strength was considerably higher than newborn size or

fractional mass increase (R2=0.60 ± 0.08). The covariance between newborn

growth rate and newborn mass was weak (a = 0.13), with a similarly weak

correlation (slope = 0.40 ± 0.18, p = 0.032, R2 = 0.09) as shown in Figure 3-12.

Multiple linear regression with both newborn mass and newborn growth rate

explained 74% of the variation in G1 duration (Figure 3-13).
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Figure 3-10: Fractional growth in G1 as function of birth mass, calculated two ways. (A)
The fractional growth here was obtained by estimating the log of the ratio of budding and

birth size (N = 50, slope = -0.59 ± 0.016, p = 1.28e-4, R2 = 0.31). (B) Alternatively, the

fractional growth can be estimated by performing exponential fits on individual

trajectories and extracting the growth constant (a), to calculate alpha aTG1 (equivalent to

ln(Mbud).- ln(Mi r th) or ln(Mbud/Mbirth), as shown in the plot above), used in Di Talia et al.
[15]. Fitting mass curves obtained from the SMR to an exponential model yields similar

results as well (N = 50, slope = -0.63 ± 0.016, p = 2.64e-4, R2 = 0.33).
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Figure 3-11: Correlation of G1 time with respect to birth mass and birth growth rate. (A)

Duration of Gi-phase as a function of birth mass (N=50, slope = -10.6 ± 2.1 p = 6.8e-6, R2 =

0.35 ± 0.11). (B) Duration of Gi-phase as a function of birth growth rate (N=50, slope = -

10.6 ± 1.3, p = 4.9e-11, R2 = 0.60 ± 0.08). Errors in measurement are shown in the top right

corner of the plot. X error bars are determined by the measurement of a fixed cell, and its

mass and growth rate error are determined to be 1 S.D. from the average mass and zero

growth rate, respectively, for details refer to supplementary information (Fig. S2); Y error

bars are determined based on the uncertainty (typically -2 minutes or 50 frames) to

determine an emerging bud.
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Figure 3-12: Relationship between the birth size-dependent metrics. Correlation between

birth growth rate and birth mass (N = 50, slope = 0.40 0.18, p = 0.032, R2 = 0.09 ±0.07).
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Figure 3-13: Two predictors of the G1 duration. The plane described by birth mass

and birth growth rate accounts for 74% (R2 = 0.74 +/- 0.08) of the variance in the

duration of the G1 period. This model yields an F-statistic (2, 47) = 65.2 with a p-
value = 2.7e-14 (N = 50).
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Analysis of variance demonstrated that although newborn mass has a lower

coefficient of determination than newborn growth rate in predicting G1 duration,

newborn mass is not redundant, and is indeed a highly significant contributor to

the model (see Table 3-2 and Section 3.6.7). Bayesian Information Criterion (BIC)

values calculated for the mass only, growth-rate only, and combined mass and

growth rate models indicate that the combined model is favored (Table 3-2C).

The strong correlation between nascent growth rate and G1 time is seen to

rapidly decline, as the cell approaches the Gl/S transition for subsequent three-

minute windows (Figure 3-14). We hypothesize that this phenomenon is observed

for two major reasons. Firstly, G1 phase can be decomposed into two temporally

uncorrelated and functionally distinct steps, according to Cross and colleagues [15].

The first step, which depends on the G1 cyclin gene CLN3, corresponds to noisy size

control that extends G1 in small daughters, but is of negligible duration in mothers.

The second step, whose variability decreases with increasing CLN2 gene dosage, is

similar in mothers and daughters and is not size-dependent. Since we have

exclusively constrained our measurements to daughter cells, we are likely

observing the exit from T1 and onset of the T2 after a few minutes of capture that

leads to the correlation weakening significantly. Secondly, the cells are generally

captured a few minutes following their birth, which causes lack of perfect

synchrony in the cell-cycle time among the population. As such the correlation

between growth rate and G1 time weakens rapidly following time of capture.

G1 phase is the most variable of the cell cycle stages. Prevailing models of

cell cycle control invoke a critical size threshold to explain G1 variation [4, 42, 43].

Our results demonstrate that initial cell mass is a weak predictor of both fractional

growth in G1 and time spent in G1. The growth rate at the beginning of G1 was

more highly correlated with the length of G1 than birth size. Cells in unfavorable

conditions are known to extend their G1 phase and delay the initiation of DNA

synthesis [4, 43]. One possibility is that biosynthetic capacity at the end of the cell

cycle determines how long the cell will spend in G1. Though we do not yet
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understand the mechanistic basis for this observation, a previous study has found

TORC1 activity to regulate the exit from mitosis in yeast [44].

(A) -
0.61

C 0.5-
0

0.4-

0
0 0.3.

0 0.2

0.1

0 1
0 1 2 3 5 6
Sliding time window since capture (min)

(B). .

2.

0.

- -2 -

0
0 -4.

4-6

0

Fn

-12
S 1 2 3 4 5 6

Sliding time window since capture (min)
Figure 3-14: Correlation of instantaneous mass and growth rate evaluated with respect to
G1 duration. The instantaneous parameters are calculated by a piecewise linear regression
performed on a sliding 3-min window since the time of capture. The correlations for mass
are indicated in green and that for growth rate are indicated in red. The slope and the
coefficient of determination (R2) of the resulting correlation are shown in (A) and (B),
respectively.

62



(A) 11.5r

10.5.
CL

101

C 9.51.

8.5

8
1 2 3 4 5

Average GR in G1 (pg/hr)

11 .5() 115. -

10%10.5 C

9.5 -

8
2 2.5 3 3.5 4 4.5 5

Birth GR (pg/hr)
Figure 3-15: Relationship between budding size and growth rate. For the purpose of
comparison, we calculate growth rate two ways - the average growth rate in G1 and the
growth rate upon capture of newly born cells. (A) Correlation of mass at budding and
average growth rate in G1 (N = 50, slope = 0.57, R2 = 0.27); analogous to correlation
reported in Ferrezuelo et al., 2012. (B) Correlation of mass at budding and newborn
growth rate (N = 50, slope = -0.43, R2 = 0.24).
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A recent study by Ferrezuelo et al. reported that G1 growth rate sets a critical

size in yeast cells [35]. There are important distinctions between our observations

and the aforementioned study. First, Ferrezuelo et al. observe a strong positive

correlation between size at START and average growth rate in G1. Our data does

not support this finding (Figure 3-15). The second difference is that our data

exhibits a correlation between newborn growth rate and G1 duration (Figure

3-11B). The data reported by Ferrezuelo et al. shows no correlation [35]. One

possible explanation for these two discrepancies is that the fundamental measure

of size is different. Ferrezuelo, et. al. measured volume by segmentation of DIC

images. Our study measured buoyant mass, which is equal to the product of cell

volume times the density difference between the cell and surrounding medium. It is

known that density of budding yeast cells does not remain constant throughout the

cell cycle and has been observed to increase around the time of budding [11, 45].

3.4 Maintenance of size homeostasis

The mechanism by which cells measure their size is not known. Cells could possibly

measure their size directly or derive it from other inputs such as growth rate. This

distinction is important because existing models for size control postulate a size

checkpoint. If a size control mechanism exists, there would likely be a decrease in

size variance around the time of budding relative to other points in the cell cycle,

such as birth. We did not find evidence that mass variation decreases at budding

(Levene's test, p = 0.65; Figure 3-16A). Growth rate at budding showed significantly

less variation than newborn growth rate (Levene's test, p = 0.0002; Figure 3-16B).

It is conceivable that regulation of homeostatic size distribution occurs through the

modulation of growth rates, which in turn could govern the length of the G1 phase

of the cell.

The corollary to the size control hypothesis is that given an exponential

growth, the variance in sizes at budding (and consequently at division) should

increase with every cell cycle, in the absence of a perfect sizer model. This becomes
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especially important in light of asymmetric division in yeast. Say the cells spent a

given period of time in G1 regardless of their birth size, smaller cells would on

average give rise to even smaller cells, and their larger counterparts would become

bigger with every subsequent division. However, we find that the coefficient of

variance of the cells at budding does not show any significant increase (Figure

3-17), despite the imperfect sizer at play (Figure 3-10). As seen in Figure 3-17 that

in the absence of growth regulation, theoretically the cell size at budding would

exhibit a significant increase in the coefficient of variance.
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Figure 3-16: Examining the difference in the variance of mass and growth rate at two distinct

points in the cell-cycle. The values in the mass and growth rates are normalized relative to their

means and Levene's test is performed to assess the equality of the variances. Shown here are the

median (red line), interquartile range (blue box and whiskers) and the outliers (red cross hairs).

(A) Variances in mass are not significantly different; p = 0.65. (B) Variances in growth rate are

significantly different; p = 2.0e-4.
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Figure 3-17: Maintenance of size homeostasis. (A) Distribution of the cell's buoyant mass

both at initial capture (Mean = 8.24 pg, C.V. = 0.068, N = 50) in red, and at budding (Mean =

9.82 pg, C.V. = 0.080, N = 50) in blue. (B) Examining the coefficient of variance of measured

initial masses, measured budding masses and theoretically calculated budding masses. The

theoretical mass is calculated using a model that assumes exponential growth without

regulation of G1 time. The difference in the C.V.s of measured values compared to the

theoretical budding mass value is significant (p<0.001).
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Size homeostasis is essentially the result of the coordination of cell growth and

cell division processes. This coordination has to be an active process that integrates

feedback from specific regulatory networks dedicated to converting the accrual of

sufficient biomass or sufficient concentration of key transcription factors into a

stimulus for cell cycle progression. One of the more popular models for size

threshold is based on one of the G1 cyclins- Cln3. Cln3 lies upstream of the pathway

that regulates the transcription of G1/S genes, and is thought to be a 'sizer'

molecule. This model is based on the assumption that the cell needs to attain a

certain translational rate to pass Start. Since Cln3 is an unstable protein, its relative

nuclear abundance can be a proxy for the translation rate. Therefore the abundance

of Cln3 can be indicative of not only the translation rate per ribosome but also the

number of ribosomes, and a proxy for the cell instantaneous growth rate [5, 46]. As

such, the variability in G1 that Cross and colleagues attribute to transcription noise

of cycling expression [15], may very well be a result of the difference in nascent

growth rates that we observe.

3.5 Conclusion

Five decades ago, a relationship between cell size and G1 duration was described

based on the finding that daughter cells that are smaller than mother cells spent

longer in the G1 phase [10], leading to the hypothesis that differences in G1

duration are attributable to differences in birth sizes, perhaps because cell size is

an easy biophysical parameter to measure. In this study, we revisited the

deterministic size model of cell cycle regulation. Our results support the existence

of only a sloppy size control. When we closely examined the variability among the

newly born cells, we found that growth rate in early G1 was a more significant

contributor to variability in G1 duration.

Our data supports the hypothesis that growth rate is a closer proxy to the

pathway that controls the onset of START. These findings are in agreement with a

recent genetic screening study by Hoose et al. who reported that most of the gene
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deletions that altered the G1 length did not significantly change cell size, but were

instead strongly linked to ribosomal biogenesis and protein synthesis [47].

Additionally, a number of qualitative biochemical studies that altered growth rates

using cycloheximide or titrating Cln levels, have similarly alluded to the hypothesis

that biosynthetic capacity modulates the onset of the cell-cycle [48, 49]. There is

strong evidence in literature that supports the role of Cln3-CDK to trigger

transcription of Cln1/2 that in turn activates the transcription of START genes [7,

50-55]. Since Cln3 is an unstable protein molecule, its steady state concentration is

dependent on the translation rate [5, 46]. Furthermore, translational capacity is

dependent on ribosome biogenesis. Sfpl and Sch9 were recently discovered in a

genetic screen for small mutants [56]. These proteins are intimately tied to

ribosome biogenesis and are downstream of the TOR and PKA pathways [56-60],

linking growth rate and size regulation at the G1/S transition. In mammalian cells,

S6K1 and Akt/PKB (Sch9 homolog) are downstream of mTOR and have been

similarly found to be important regulators of cell growth and cell size [61].

3.6 Materials and Methods

3.6.1 Strain and growth conditions

Diploid S. cerevisiae strain (W303, MATa/MATalpha) was used in this study. Cells

were grown and maintained at OD 6oo <0.7 in YEPD supplemented with 2% glucose

at 300C. For fixed cell measurements, cells were spun down, washed with PBS,

treated with 4% paraformaldehyde for 24h, and resuspended in PBS.

3.6.2 Single-cell mass trajectories

Experimental Setup for SMR Measurement

Prior to loading the cell sample into the SMR system for growth measurement, an

aliquot of the cell culture was sonicated for 15s to separate clumped cells. Cell

sample is introduced into the SMR channels using pressure-driven flow, and the

population of cells is screened until a cell within a predetermined newborn
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buoyant mass range (7pg to 9.5pg) is encountered. Once the cell is weighed, the

flow is reversed the remaining cells downstream are flushed out and fresh medium

is introduced into the channels. The target cell is now dynamically trapped and its

buoyant mass is measured every 10-15s using the procedure described in [28]. The

cell is also imaged as it transits back into the cantilevered channel as shown in Fig.

1A with a frame rate of 2s in order to determine its budding time point. All

measurements were performed at 300C. We find that the shear stress on cells

transiting the SMR channels is minimal since cells maintain growth rates in the

SMR that agree well with those in bulk culture (Figure 3-5).

SMR Device Operation

The mass measurements were performed in a SMR device with a 315gm-long

cantilever of with internal cross-sectional area of 15x20p m (channel height x

width). The device was operated in the second vibrational mode as described in

[19]. Frequency is measured by tracking the motion of the cantilever in feedback

with a laser beam, mixing down the signal to 1KHz and period counting. Buoyant

mass measurements were calibrated using 8pm polystyrene particles (NIST

Traceable Particle Size Standards, NT25N).

3.6.3 Time-lapse microscopy

A modular microscope (Nikon) mounted on the SMR, and a 20x objective lens

(Nikon-CFI LU Plan ELWD N.A. 0.40, WD 13 mm) was used to image the cells during

their transit through the bypass. Images were acquired every 2s with a cooled CCD

(Roper Scientific, Photometric CoolSNAP HQ). ImageJ was used for both image

acquisition and analysis, with custom software integrated to automate camera

operation. Resulting time-lapse movies were visually scored for budding to

determine G1 time, with an accuracy of about two minutes (or 50 frames).

3.6.4 Determination of cell growth parameters

Mass and growth rate are determined from the raw mass versus time trajectories

by performing a piece-wise linear fit with a 3-min window sliding at 1-min

intervals (Figure 3-4). The fit's average value yields the instantaneous mass and its
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slope yields the instantaneous growth rate. The 3-min window was chosen to

maximize the confidence of the piece-wise fits as well to be congruent with optimal

imaging frequency of 3 min in several recent studies [15, 35]. The system's error in

the measurement of mass and growth is estimated from a fixed cell control, as

shown in Figure 3-4. The errors in estimating newborn mass and growth rate for

each individual trajectory is shown in Figure 3-18 below, unless the error in an

individual cell's parameter is less than that of the system, then the error of the

system is used instead.
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Figure 3-18: Error in the estimation of size metrics for individual trajectories. (A) Standard
error in the determination of initial mass for each trajectory. (B) Standard error in the
determination of initial growth rate for each trajectory. In the case that the standard error
of the system (calculated from a fixed cell measurement) is greater than that of the
individual cell measurement, the standard error of the system (calculated from
measurement of a fixed cell) prevails.
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3.6.5 Approximation of error in the coefficient of determination

The following formulae were employed to calculate standard error and confidence

intervals for the coefficient of determination (or R2) values [62, 63]:

1

SE 2 (4R2 (1-R2)
2 (n-k-1)

2 2
(i) R S(2 n2-1)(3+n)

where k is the number of predictors in the model and n is the total

sample size.

(ii) CI = R2 g t _-a SER2

where a is the desired confidence interval percentage, SER2 is the

standard error for R2, t is the value of the t-distribution, k is the number

of predictors in the model and n is the total sample size.
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Figure 3-19: Approximation of the standard error (in red) and 90% confidence intervals
for the coefficient of determination for the correlation of G1 time vs. initial mass (0.347+/-
0.105) and of G1 time vs. initial growth rate (0.597+/-0.082), using the formulae from [62,
63].

3.6.6 Curve fitting and model selection criteria

The mass trajectories were fit using non-linear leas squares curve fitting function

in MATLAB called lsqcurvefit. To analyze the growth pattern of the single budding

yeast cells, the following models were applied:
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Linear:

m = at + b

Bilinear:

t a1 t +b 1, for t < t*
m = a2 t + b2, for t > t* where t* is the rate change point.

Simple exponential:

m = aebt

Exponential with an offset:

m = aebt + c

These models have 2, 4, 2 and 3 parameters, respectively. As such we need a model

selection criteria that takes into account the model complexity as well as the

goodness-of-fit. The selection criteria employed to evaluate the best model that

describes the mass versus time trajectory are shown below. The comparison of

different curve fits for a representative trajectory shown in Table 3-1.

Coefficient of determination:

R 2 1 _RSS

Reduced Chi squared:

x = 1 - RSS

Bayesian information criterion:

BIC = nln () +plnn

where RSS = Zi (yi-fi) is the residual sum of squares, yi is the ith data point, fi is

the ith point predicted by the fit function, y the mean of the data, n the number of

data points and p the number of parameters in the model. Perfectly fit data will

have R2 =1, and the lower the x2 and BIC values are the better the model describes

the data.
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3.6.7 Note: Model selection for the multiple linear regression

For the multiple regression of G1 time over nascent mass and nascent growth rate

(Figure 3-13), we sought to determine the significance and the strength of the two

predictors (Table 3-2). Though birth mass has a lower coefficient of determination

than birth growth rate in describing G1 duration, it is not redundant, and is a highly

significant contributor to the model as evaluated by the F-statistic in the analysis of

variance (ANOVA).

Next, we explored the strength of the contribution of these predictors by

calculating standardized coefficients calculated from the multiple linear regression.

This metric indicates that one standard deviation change in birth growth rate can

explain 0.7 standard deviation of change in G1 time, whereas one standard

deviation change in birth mass can explain only 0.4 standard deviations of change

in G1 time.

Furthermore, we look at the relevance of the 3 possible models that emerge

as a result of these two predictors: (1) model with both Mbirth and GRbirth, (2) model

with GRbirth only, or (3) model with Mbirth only. Using the BIC as an approximation

of the integrated likelihood [64], we calculate that model (2) with GRbirth is

-170,000 times is a more probable model for describing G1 time than model (1)

with Mbirth, and that the combined model (1) with both GRbirth and Mbirth is the most

likely model (-5000 times more likely than model (2)).

In conclusion, while we find both predictors to be significant contributors to

describing the variation in G1 time, growth rate provides a closer proxy than mass

for the mechanism that is underlying the regulation of G1 duration.
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3.7 Tables

Table 1 Goodness-of-fit for a single-cell mass trajectory

Linear -1763 17.25e-4

Bilinear -2528 2.87e-4

Exponential

Exponential with offset

-2587

-2689

4.16e-4

4.17e-4

Table 3-1: Evaluating the goodness-of-fit using Bayesian information criteria and

Chi-sqaured values for model selection. The values above are calculated for data

shown in Figure 3-7.
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Table 2 Summary of Multiple Linear Regression on G1 time with respect to
birth mass and birth growth rate

Initial GR -8.9 1.1 -8.3 9.2e-11 -0.7

(BI Analysis of Variance (ANOVA)

fir MndP1 Slectinn

R2 0.74 0.60 0.35 0

Posterior
probability

1 0

Table 3-2: (A) Summary of multiple linear regression on G1 time with respect to birth mass

and birth growth rate. (B) Summary of the analysis of variance of stepwise regression to

examine the contribution of each of the independent variables. (C) BIC, R2, and posterior

probabilities (calculated BIC, see [64])

75

0 0



3.9 Contributions

Gulati, Amneet and Manalis, Scott designed and conceived experiments. Gulati,
Amneet performed experiments and analyzed data. Cermak, Nathan assisted in
data analysis. Manalis, Scott contributed materials, reagents and analysis tools.
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4 Continuous and long-term volume measurements

4.1 Introduction

In this chapter we demonstrate a method to enhance the time resolution of a

commercial Coulter counter and enable continuous and long-term cell size

measurements for growth rate analyses essential to understanding basic cellular

processes, such as cell size regulation and cell cycle progression. Our simple

modifications to a commercial Coulter counter create controllable cell culture

conditions within the sample compartment and combine temperature control with

necessary adaptations to achieve measurement stability over several hours. We

also wrote custom software, to analyze instrument data files collected by either this

continuous method or standard, periodic sampling. We use the continuous method

to measure the growth rate of yeast in G1 during a prolonged arrest and, in

different samples, the dependency of growth rate on cell size and cell cycle position

in arrested and proliferating cells. We also quantify with high time resolution the

response of mouse lymphoblast cell culture to drug treatment. This method

provides a technique for continuous measurement of cell size that is applicable to a

large variety of cell types and greatly expands the set of analysis tools available for

the Coulter counter.

4.2 Methods for cell-sizing

Cell size is a fundamental property of all organisms and tissues. Size is coupled to

cell cycle progression and is affected by both internal and external cues, as well as

characteristic of certain disease states. The measurement of cell size over time

offers insight into the rate at which cells transduce energy derived from nutrients

into cellular biomass, and this information can be applied to molecular-level

knowledge to further understanding of cell size regulation and predict cell fate.

Size measurements by single cell tracking provide the highest level of detail, but

are low throughput and face technical challenges because cells move or drift and

require a steady nutrient supply [12, 36, 65]. Population-scale measurements at
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fixed time intervals evaluate a large number of cells, but are often collapsed into

qualitative descriptions or a single data point, such as a change in population mode

or average [14, 32]. Moreover, population-scale data frequently lack the time

resolution necessary to quantify any fast kinetics during a culture's response. A

large-scale continuous size measurement captures with high time resolution

valuable statistics about the population's size heterogeneity, describes how the

average cell of any given size behaves, and more precisely identifies the dynamic of

response of a population distribution to environmental perturbations.

Continuous population-scale volume measurements have not been achieved,

mainly due to the lack of appropriate instruments and analysis tools. In addition to

the requirement that cells be kept in culture conditions for the entirety of the

timecourse, this style measurement must be ultra-high throughput without

sacrificing precision. Tools for measuring cell volume are mostly limited to image

analysis, light scatter, and the resistive-pulse (Coulter) technique. Image analysis

enables relatively high resolution in a focused horizontal plane, but non-spherical

cells larger than the objective's depth of field necessitate z-stack imaging and a

computationally slow reconstruction process [66, 67]. Image acquisition may be as

fast as 30 cells per second if cells are imaged in parallel, but the necessary

processing to calculate volume can be slow and constitute a major source of error.

Forward scatter (FSC) measurements can achieve rates exceeding 10,000 cells per

second, but FSC is more closely related to cross-sectional area than volume, and it

assumes all cells are spherical and have identical optical properties [68, 69].

Deviations in cell shape and content introduce error to FSC measurements and this

error has been reported as being instrument-dependent [70], which makes it

difficult to compare results across studies.

The commercial Coulter counter is also high-speed (-2000 cells per second)

but, in contrast to FSC, its output is directly proportional to cell volume. The

Coulter principle states that a cell transiting an aperture decreases the aperture's

electrical conductivity in proportion to the volume of the cell [71]. The commercial
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instrument's aperture is on a test tube-like structure that is directly immersed in a

sample beaker (Figure 4-1), and cells are driven via negative pressure from the

beaker into the tube by way of the aperture. The commercial version is designed

for "instantaneous" volume profiling of large cell populations at discrete time

points; however, many biological studies require dynamic measurements over an

extended timecourse with quantitative analysis of how cells change with time. To

address this, we present modifications and analysis tools for a commercial Coulter

counter to continuously acquire population data from active cell culture and

quantitatively describe cell response as a function of both volume and time.

Multisizer Software
Waste out & Pulse Processi

Elecroye in

Heating
Tube Volume

Custom Do Extraction

Aperture

400 L Stirrer
Beaker

Figure 4-1: Schematic of setup within the sample compartment of a Beckman-Coulter

Multisizer 4. The instrument electrolyte is exchanged for cell medium and 400 mL of cell

culture is in a beaker on the sample platform. A heating tube and the Multisizer stirrer

maintain culture temperature and a homogeneous suspension. The heating tube is

connected to a temperature-controlled recirculating waterbath filled with deionized water,

which minimizes electrical interference. Each 150 s file is stored by the Multisizer

software and custom software reads the single-particle data from multiple files to plot

volume for the timecourse.

4.3 Instrument modifications for measurement of culture volume

response

The basic requirement for a large-scale continuous cell volume measurement is the

ability to maintain cell cultures in temperature-controlled medium and

homogeneous suspension during sampling. If the Coulter counter's sample beaker
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is filled with cell medium and the electrolyte inside the aperture tube is commercial

solution (Isoton II), there is a gradient of electrical conductivity through the

aperture sensing zone that causes the initial volume measurements to be unreliable

(Figure 4-2). We found volume measurements in medium are stable only when the

instrument electrolyte closely matches that of the sample. Thus, we replaced the

Isoton contents of the instrument with 0.2 Mm filtered cell medium matched to

each culture protocol (Figure 4-1). Additionally, we used the Multisizer 4 accessory

stirrer to maintain a homogeneous cell suspension. In order to achieve

temperature-controlled conditions within the commercial instrument, we passed

into the sample compartment polyurethane tubing connected to a temperature-

controlled recirculating bath (Figure 4-1). The recirculating bath must be filled

with nonconductive liquid (e.g., deionized water, oil) to shield the instrument from

catastrophic electrical noise in the external environment. Even weak conductive

paths between the environment and sample compartment interfere with the

Coulter counter's electrical measurement. Although the ideal method for

controlling culture temperature is a fluid-jacketed beaker and temperature

feedback with a recirculating bath, we observed temperature stability to be within

10C using our system (Figure 4-1). Temperature sensing methods should not

electrically connect the external environment to the sample compartment, in the

same way that fluid paths for temperature control must not interfere with the

measurement. Temperature may be monitored either between file recordings with

an external thermocouple or continuously by a thermocouple entirely contained

within the sample compartment.

4.4 Commercial software set-up and description of custom data

processing

In addition to establishing cell culture conditions, there are critical settings in the

Multisizer software that allow for stable long-term measurements. One limitation

of the commercial software is the 525 000 cell limit for each data file written. By

recording a new data file every 150 s interspersed with aperture tube flushes,
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millions of single-cell measurements for a culture may be collected over several

hours. Regular flushing of the aperture tube reduces continuity (data are collected

during -75% of the measurement), but ultimately results in higher quality data.

By this method, for instance a typical two-hour timecourse produces several

million volume measurements distributed across -40 raw Multisizer data files that

are batch-processed by our custom software. Details for the extraction of time data

from Multisizer files are provided in the Materials and Methods and MATLAB

(Mathworks, Inc.) code is provided in the supplementary information. The

fundamentals of the volume extraction are as follows:

(i) Cell diameter is calculated from each peak height, according to Beckman-

Coulter, as:

diameter = Kd height
countspervolt. 25. gain. current

where Kd, gain, and current are constants reported in the header of each file;

height is the sum of a correction factor and the first of five hexadecimal-

encoded values recorded for each cell measurement; and countspervolt is

838 870 V-.

(ii) Particle volume is calculated as:
iT

volume = - diameter3
6

The Coulter principle measures volume, but the traditional output

parameter for the commercial instrument is the spherical equivalent diameter, or

Heywood diameter, given by Equation 1. Errors in the volume measurement result

from elongated particles that widen the size distribution as a result of the

instrument's orientation-dependent measurement [72-74] and particles that travel

near the outer edges of the aperture [75]. Since particle path is related to pulse

width, or time the particle spends in the aperture, pulse width could be used to

exclude many of these erroneous measurements. Multiple particles within the

aperture are also a source of measurement error and increased pulse width.

82



300. Is tfn 300 M ia

200 -- - 200.,-

100 -- 100

0 0
0 1 2 0 Tme1(mn) 2

300 1 t n - 300.

200 st200

0 - 0
0 1 2 1 2

Time (min) Time (min)

Figure 4-2: Volume measurements are unreliable (up to 20% error) for mismatched

electrolyte and diluent conditions. (A, B) For a mismatched system electrolyte (inside

aperture tube) and sample solution (beaker) there is a -30s period required for the

measurement to stabilize. During this period the sample solution fills the inside of the

aperture tube and finally creates matched solution conditions across the aperture sensing

zone. During a continuous measurement, thisdrift would be observed after every

instrument flush, or between each recorded file (every 150s). (C,D) Volume measurements

are stable through the entire measurement if the system electrolyte and sample solution

are identical.

4.5 Assessment of error during long-term volume measurements

In order to investigate the stability of continuous and long-term data acquisition,

we measured beads and Gi-arrested yeast (cdc28-4) over a 2-hour timecourse

(Figure 4-3AB). These data are represented by a colormap in which the number of

cells located in a small area is designated by a color. Any deviation in the bead

volume distribution is entirely due to measurement error. Gi-arrested yeast data

provide an example of a biological sample actively maintained and measured

within the instrument. The G1 arrest is achieved by a temperature-sensitive allele

of Cdc28, a protein kinase in yeast required for passage through Start [76]. At high

temperature (>342C) the protein is inactivated and cells arrest in G1. Colormaps of

volume timecourses are drawn directly from single-particle data rather than
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exported histograms and may be constructed with any time and volume resolution

dependent on the analysis parameters. Occasionally, debris partially occludes the

aperture and introduces an error that is resolved by a flush or unblock of the

aperture tube and subsequently the start of a new file (Figure 4-4). The

commercial software does not save data if there is a flush or unblock before the end

of the file and the number of automatic unblocks is limited by the commercial

software to 9. Data skewed by debris were identified as those files in which a

specific feature of the size distribution was greater than that of the two neighboring

files (further details in Materials and Methods), and these were replaced by data

interpolated from the neighboring files. This interpolation criterion removes short

timescale fluctuations (-150s), which are not biologically relevant for the samples

we measured. Faster events may require alternative constraints. Volume

timecourse colormaps without interpolation are provided in Figure 4-5AB for

comparison. As an alternative to data interpolation, spiking each cell sample with a

large and small internal bead standard could be used to correct data during partial

occlusions by imposing the constraint that bead volume distributions do not

change during the experiment's timecourse. Ideally, a weak and rapid pressure

reversal that does not interrupt data collection would eliminate the need for

interpolation.

Continuous data collection enables growth rates to be reported with high

frequency and nearly any averaging or smoothing window size. The calculated

growth rates for beads (Figure 4-3C, blue) establish the method's growth rate

resolution to be as low as 0.111 [jm 3/min (three standard deviations, 60 minute

averaging window) and significantly smaller than the growth rates observed for G1

arrested cells (Figure 4-3C, red). The arrested cell sample's growth rate remains

elevated (Figure 4-3C), which is supported by previous results in which G1-

arrested cells maintain growth over several hours [14]. As the averaging window

sizes increases, the calculated rates converge to the average. For some samples,

smaller averaging windows may reveal features that correlate with specific

biological events.
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Figure 4-3: High resolution volume timecourse and growth rates of particles and cells. (A)
4.000 ± 0.033 [tm diameter beads (Duke Scientific) and (B) cdc28-4 Gi-arrested yeast

volume measurements over a 2 hour timecourse. Color designates the relative fraction of

particles in each 150s measurement with the indicated volume (colorbar at right). Black

lines designate the exclusion bounds used for growth rate calculations. (C) Growth rates

for bead (blue, A) and yeast (red, B) data calculated by linear regression on a 60 min

window shifted every 3 min. Bead data growth rates are 0.004 ± 0.037 gm 3/min (mean ±

SD) and provide an estimate of measurement error. Additional error estimates were
performed on 7.979 ± 0.075 jim diameter beads (Duke Scientific) (growth rates: 0.013 ±

0.169 [tm 3/min) and formaldehyde-fixed cells (growth rates: -0.022 ± 0.118 pLm 3/min).
Continuous sampling and single particle data increases statistical significance for growth.
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Figure 4-4: Examples of interference. In general, interference is identified by an

instantaneous increase in the population's volume. A flush or unblock procedure at

the end of the recorded file almost always resolves the problem. (A) "Small" and

"large" particle count spontaneously increases. (B) "Large" particle count

temporarily increases and then decreases, presumably when the aperture is

cleared. (C) Same as B except erroneously measured volume steadily increases

through the remainder of the measurement.
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Figure 4-5: Volume timecourse colormaps before interpolation. (A) Figure 4-3A(B) Figure
4-3B (C) Figure 4-6B.
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4.6 Rapid detection of growth rate perturbations in mammalian cell

culture

In order to determine the time resolution at which cell response may be detected

and demonstrate the method for mammalian cells, we continuously measured the

volume of a mouse lymphoblast leukemia (L1210) cell line before and after

treatment with staurosporine. Staurosporine is an inducer of the intrinsic

apoptotic pathway, for which the first stage is apoptotic volume decrease (AVD)

[77]. AVD is clearly detected within 30 minutes by standard protocols that track the

mode of a volume distribution measured at fixed time intervals (Figure 4-6A), but a

general and quantitative method for determining how early this change occurs

could provide insight into the time required by certain pathways to induce changes

to a cell's biophysical properties, such as size. During the initial stages of AVD, ion

pumps that maintain homeostatic ion balance across the cell membrane shut down

[77, 78], thus changes to cell size in response to staurosporine are similar to those

during osmotic shock. The time for a change in cell size to occur consists of the

time needed for the cells to respond and the system to detect the change. In order

to determine this time, L1210 cells were measured for 1 hour, treated with 0.5 WM

staurosporine, and measured for an additional hour (Figure 4-6B, upper panel).

These data were analyzed with a bilinear model (similar to [79]) in which

the entire dataset is broken in two and a linear regression is performed on each

part. The location of the separation is varied across the timecourse and the

goodness of fit was measured by the sum of squared errors from both regressions.

A decrease in the sum of squared errors indicates an improvement in the bilinear

fit (Figure 4-6B, lower panel). A mock-treated sample (equal volume DMSO)

demonstrates no improvement in the fit because its measured volume is constant

and there is no optimal point for the separation. Cells treated with staurosporine

show a dramatic fit improvement at -9.7 min. This analysis highlights the

continuous method's ability to precisely identify a population's response to

changes in environmental conditions without prior knowledge of the timing or
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timescale of this change. The brevity of this time indicates that the size changes

must occur by fast-acting pathways, such as those reported in previous literature.
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Figure 4-6: Timing of drug response by continuous volume data. After exposure to 0.50M
staurosporine (STS), mouse lymphoblast leukemia cells (L12 10) exhibit an average volume
decrease, likely associated with the early stages of apoptosis. (A) In a standard protocol,
volume measurements are recorded and a histogram mode is reported (stars) every 30
minutes. With these data, the time at which cells respond to environmental perturbations
can be determined with -30 minute precision. (B) Continuous volume data for the same
sample (colormap) provides a more complete description of the treatment's effect. For
example, not only does a volume decrease occur following STS treatment, but there is a
decrease in the population's variation. These data are then quantitatively analyzed to
determine the time at which the measurement detects the culture response. Black lines
designate the exclusion bounds (B, colormap black lines), or data removed from analysis.
A linear regression is calculated for data before and after a breakpoint varied across the
entire timecourse. For each of these points, the goodness of fit is measured by the sum of
squared errors (SSE) and the minimum SSE indicates the time at which a change in volume
growth rate is detected-the rate change point. L1210 cells treated with equal volume
DMSO exhibit no significant rate change point, and a response in staurosporine-treated
cells was detected at -9.7 min after drug exposure.
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4.7 Growth rate calculations for size-based subpopulations

We next used this method to track populations of cells other than those

represented by the mode of a histogram. We first investigated yeast growing at

room temperature and arrested by a kinase inhibitor (1-NM-PP1) that inactivates

Cdc28 (cdc28-asl). For single-peaked histograms, which we observed for

timecourses measured at room temperature, small and large cells may be

separately tracked by specific histogram features, such as bound pairs. Bound

pairs are defined as the volume for which the count is X% of the mode (Figure

4-7A) and consist of one bound on each side of the mode. Bound pairs ease the

tracking of changes in histogram shape over large datasets (Figure 4-71B). Although

the result is similar to the volume timecourse colormaps shown in Figure 4-3 and

Figure 4-6, this information enables growth rate data to be calculated

independently for subpopulations of the culture measured together. In arrested

cells and other samples in which cells do not divide, these growth rates are

correlated to cells of a specific size and cell cycle phase (Figure 4-7C). Yeast

arrested in the cell cycle have a growth rate dependent on cell size, similar to

observations in cycling populations [20], but within a given size class the growth of

arrested cells is relatively constant throughout the timecourse. Thus, Cdc28-

inactivated yeast appear to have a diminished capacity to accelerate growth even

as cells increase in size.

For samples with emerging subpopulations, the modes of each can be

identified as local peaks and tracked individually (Figure 4-7D). We observed

multi-peaked distributions to occur in cells with Cdc28 inactivation and grown at

the optimal temperature for yeast (302C). During the first hour of arrest the

distribution is single-peaked and analysis is as described previously, but

subpopulations later appear as a result of elevated growth rates (Figure 4-7EF).

The Gi-labeled population closely correlates with a population grown in parallel

culture and maintained in an incubated shaker (302C, 300 RPM). Although Cdc28

inactivation by 1-NM-PP1 arrests most cells in G1, a significant fraction of the

population arrests as large budded cells. This is in agreement with work by Bishop
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et al. [80], which reports an arrest with both unbudded GI cells and large budded

G2/M cells at the same inhibitor concentration (5km). The M-labeled population

likely represents the metaphase-arrested cells we observed in parallel culture.

These G1- and metaphase-arrested populations are also present in the cultures

grown at room temperature, but their size distributions are indistinguishable. The

SG-labeled population represents a population of slow-growing cells that are not

present in a flask-grown culture and are not altered by sonication. This

subpopulation may be sensitive to reduced aeration in the sample compartment

and result from cdc28-asl cells' deficient growth [80]. The proportion of cells in

each subpopulation is color-coded for reference (Figure 4-7E). The widening of the

distribution (Figure 4-7BE, distance between bound pairs) is a result of the size-

dependent growth rates and diverging subpopulations that likely reflect cell cycle

position.

We next wanted to compare results for arrested cells to measurements for a

population of synchronously proliferating cells. To accomplish this, we isolated G1-

phase cells (Table 4-1) by centrifugal elutriation and resuspended the population

in YEPD for synchronous cell cycle progression. The elutriated cells (Figure 4-8A)

have a prolonged G1 due to their initial small size and overnight growth in

raffinose, and these cells begin to bud, or enter S-phase, near 200 min (Fig 5B).

Bud calculations were recorded from a parallel flask-grown culture, and the

volume distributions' mode from these aliquots closely match those of the

continuously measured population (Figure 4-9). The Gi-phase growth of elutriated

cells (Figure 4-8A) is better fit to an exponential rather than a linear function

(Table 4-2), which is in contrast to the more linear growth pattern of Gi-arrested

cells (Figure 4-3B and Figure 4-7B). The growth rate continues to increase as cells

progress through S-phase, and subpopulations emerge concurrently with the

appearance of a second generation of cells in the parallel culture (Figure 4-8AB,

225 min). As expected, the population begins to lose synchrony over time and the

calculated bounds diverge.
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Figure 4-7: Subpopulation tracking by volume histograms. Continuous volume

measurements of an arrest in cdc28-asl yeast over a 3-hour timecourse show cells

arrested at various points in the cell cycle. (A) Histogram features, such as bounds, on

single-mode volume distributions separately analyze large and small cells. (B) At room

temperature (~22oC), cell volume steadily increases with a single population mode, and

(C) the arrested cells' volume growth rates increase with cell size. Error bars on cdc28-asl

data indicate the 95% confidence interval for the linear regression. The growth rate

average (n=6) and measured standard deviation (error bar) for formaldehyde-fixed cells

with a 60 min window are shown for comparison to measurement error. (D)

Subpopulations emerge at the optimal temperature for yeast (~30oC) and a later timepoint

(-120min), and the mode of each subpopulation is identified and tracked. These

subpopulations likely represent slow-growing (SG), Gi-arrested (GI), and metaphase-

arrested (M) cells. (E) Histogram features are determined for each 150 s file, similar to

those in B. The color of the solid circles indicates the fraction of cells in each

subpopulation. Growth rates calculated with data in B and E are by linear regression on a

60 or 180 min window, as indicated. (F) Growth rates are separately calculated for a one

hour window before and after the emergence of subpopulations. Fixed cell data is identical

to that in C. As observed for room temperature measurements, growth rates are related to

cell size and likely a result of the multi-phase arrest.
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Figure 4-8: Continuous volume measurements of cells synchronized by elutriation (A) A
population of Gi-phase yeast were collected via centrifugal elutriation and volume was
continuously measured as cells synchronously progressed through the cell cycle. Size
classes are indicated by the calculated bound pairs and the rate of growth for all size
classes increases throughout the timecourse, even with the prolonged Gi-phase. As the
timecourse progresses, the cells lose synchrony and a bimodal population emerges. After
240 min, the mode of each subpopulation is tracked and bound pairs are omitted. (B)
Fraction of budded cells budded in the population measured in Fig 5A.
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Figure 4-9: Culture condition comparison. The modes of volume distributions were
recorded from live Multisizer chamber-grown and fixed aliquots of flask-grown parallel
cultures used to produce Figure 4-8. In order to provide a more direct comparison
between live and fixed cells, the percent change in volume from the timecourse's start is
reported. In elutriated wild-type yeast, the culture conditions in a Multisizer sample
compartment and a standard flask produce similar results.
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4.8 Conclusion

Analysis of changes to cell size distribution provides fundamental insight into cell

size regulation. Although there are well established cell size measurement tools,

each have a fundamental tradeoff between throughput and time resolution. The

method described here enhances the time resolution of a commercial Coulter

counter's rapid, single-cell volume measurement by creating cell culture conditions

within the sample compartment and improving long-term measurement stability.

We also detail the requirements for extraction of volume and corresponding time

data for timecourse analyses longer than a single file's measurement time, which is

applicable to data collected by standard periodic sampling and the continuous

method presented here. These methods for the extended analysis of cell size

distributions are readily accessible to all users of a Beckman-Coulter Multisizer.

We employ this method to describe cell growth as a function of size and cell cycle

position in yeast and identify the response time for a mouse lymphoblast cell

culture after drug treatment, but it may be applied to a variety of suspension cell

systems and biological questions that could benefit from a dynamical cell size

measurements.

4.9 Materials and Methods

4.9.1 Multisizer 4 measurements

The system electrolyte was replaced with medium closely matched to the cells'

growth medium. A 400mL Multisizer beaker with pre-warmed growth medium

was equilibrated to a sample-appropriate temperature by a polyurethane heating

tube connected to a temperature-controlled recirculating bath (NESLAB RTE-111)

and integrated stirrer (speed for yeast: 15, L1210: 5). Cells were added to the

prepared beaker for a final concentration of -7500 mL 1 (5-7% coincidence

correction). Back-to-back 150 s measurements with a 100 ptm aperture tube and

intermediate flushes were recorded for the duration of the timecourse.

Occasionally, debris remained on the aperture after a flush, and an unblock
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operation was initiated by the user if a sharp increase in aperture resistance

occurred during the first half of a measurement. For long timecourses, the sample

beaker volume was replenished with pre-warmed (if necessary, pre-treated)

growth medium to maintain sample temperature and sufficient volume for

measurement. Alternatively, a basic pump system may be implemented to

continuously exchange medium during the measurement.

4.9.2 Yeast strains, growth conditions and sample preparation

Cells were grown to OD 600<0.7 in YEP supplemented with 2% glucose (YEPD) at

room temperature (-212C). For cdc28-asl, cells were arrested with 1-NM-PP1 (5

pM) at either room temperature or 30 2C, and for cdc28-4, cells were arrested by

temperature shift (34 2C). After lh at arrest conditions, yeast were washed via

vacuum filtration, resuspended in 0.2 pim filtered YEPD, sonicated, and transferred

to a measurement beaker with identical arrest conditions (cdc28-asl: YEPD with 5

pM 1-NM-PP1 at 212C or 30"C, cdc28-4: YEPD at 34 2 C). The Multisizer system

electrolyte was 0.2 im-filtered YEP. Additional pre-warmed growth medium was

added after 2h of measurement to better maintain sample temperature and

increase sample volume. The first hour of arrest conditions was not measured

because it mostly consists of the population collecting into the arrested phase and

does not accurately portray an arrested population.

4.9.3 Elutriation

Cells were grown overnight in YEP + 2% raffinose at 300C, synchronized by

centrifugal elutriation [81], and resuspended in YEP + 2% glucose at 300C. Aliquots

from a parallel flask-grown culture were collected into 3.7% paraformaldehyde at

indicated timepoints for quantifying the presence of buds. The Multisizer system

was prepared and maintained as described above.

4.9.4 L1210 growth conditions and sample preparation

Cells were grown at 37 *C in L-15 medium (Gibco/Invitrogen, Carlsbad, CA)

supplemented with 0.4% (w/v) glucose, 10% (v/v) fetal bovine serum, 100 I.U.
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penicillin, and 100 [g/mL streptomycin. Cells were passaged every 2-3 days to

maintain a cell concentration of -100,000 mL-1. For measurement, cells were

transferred to the Multisizer beaker with pre-warmed medium identical to growth

medium and allowed to equilibrate for 30 min before measurement. After -1 hour

of measurement, cells were treated with 0.5 [tM staurosporine or an equal volume

of dimethyl sulfoxide (DMSO; mock-treated control) and measured for an

additional hour. The Multisizer system electrolyte was L-15 medium.

4.9.5 Data extraction, interpolation, and analysis

Raw Multisizer files were batch-processed with custom MATLAB software. This

software is necessary for timecourses longer than a single file because combining

files within the commercial software resets the start time of each file to zero and

makes rate analysis for cell cycle progression or drug response impractical.

Furthermore, data exported from the commercial software are limited to 5 010

pulses per file and files must be handled individually. The custom software batch-

processes raw Multisizer data files to acquire time and volume data for all

measurements and extend the time axis beyond that of a single file. The method for

volume data extraction is described in the main text. The corresponding time data

are provided in two sections of the raw Multisizer file. Every 200 ms the

instrument records the time passed and the number of measurements that have

occurred since the measurement began. Volume measurements are linearly

distributed across each 200 ms time step such that each cell measurement has at

least 200 ms time resolution.

For each file, the lowest 2% of data by volume were excluded from analysis as

instrument noise. Bound pairs were determined for each file and data outside of a

certain bound pair (exclusion bounds), typically the 10% bound pair, were

excluded from rate analysis. Extreme size measurements skew the rate analysis

and typically represent instrument noise and culture debris.

Large and instantaneous changes in the size distribution were interpreted as a

partial occlusion of the instrument aperture or some other instrument error. The
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files identified as "debris" files contained a 25% bound pair that was greater than

1.025 times the corresponding bound pair in either of the neighboring files. These

files were replaced with data interpolated from the two neighboring files and

linearly spaced across the entire 150s measurement. Interpolated data were

written as a new Multisizer file and used for subsequent analysis.
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4.10 Tables

A4370 MA Ta, cdc2d-asl (w3U3J

A17132 MATa, cdc28-4 (w303)

A702 (WT) MA Ta/MATalpha, ade2-1/ade2-1, leu2-3/leu2-3, ura3/ura3,

trpl-1/trpl-1, his3-11/his3-11,15, cani-100/can1-100 (w303)

Table 4-1: Yeast strains used in this study

Table 2 Goodness of fit for exponential and linear growth patterns

Table 4-2: Linear (y=ax+b) and exponential (y=Aebx) functions were fit to the bound and

mode data of Figure 5A. Analysis was limited to data between 0 and 240 min, after which

the population loses synchrony and is bimodal. The goodness of fit is determined by R2 , or

the coefficient of determination, which measures scatter surrounding a fitted function.

Higher R2 values indicate a better fit and all populations from Figure 5A are better fit by

the exponential function.

4.11 Contributions

Bryan, Andrea designed and conceived experiments. Gulati, Amneet and Engler,

Alex performed experiments and analyzed data. Manalis, Scott contributed
materials, reagents and analysis tools.
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5 Final considerations

5.1 Technical advancements

Besides the technical advancements that have been elucidated in this thesis, there

are additional innovations that could make the SMR platform a more robust, high-

precision system for measuring multi-parametric data for yeast and other cells.

5.1.1 Fluorescent cell cycle reporters

To mark the cell-cycle transitions with even higher resolution that the bright-field

microscopy (discussed in Section 2.4), we can study yeast strains that carry

fluorescent reporters whose concentrations can be monitored using fluorescence

microscopy. Instances of such reporters include the degradation of the cyclin

dependent kinase inhibitior Sici indicating S-phase entry, degradation of Securin

indicating entry into anaphase, and degradation of Clb cyclins indicating exit from

mitosis.

5.1.2 Ultrasonic separation of cells

Another improvement that could be integrated into the SMR system is affixing a

piezoelectric crystal to the underside of the chip that emits ultrasonic frequencies

(-25kHz), analogous to sonication performed on the cell-culture to disperse cell

aggregates prior to sample loading. This could aid in separating the mother and

daughter cells while held in dynamic trap in the microfluidic chip, enabling

multigenerational growth curves to be measured. In the same vein, following a cell

division event one of the two cells is retained in dynamic trap as a result of a

random choice by the trapping algorithm. However, we could in the future

implement an automated routine that selectively captures only the mother cells

(i.e. cells that are bigger in size than daughters) based on mass. This would enable

us to study the effects aging and bud scars have on the growth rate and doubling

time of the mother cells, which has been a topic of tremendous interest to me, and

the scientific community at large.
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5.1.3 Higher throughput measurement

The current SMR performs reliably with high-precision, however one of the major

limitations of the system is its limited throughput as it can monitor only one cell at

a time. This can be extremely time consuming if we want to study various nutrient

conditions or mutational variants. There are ongoing efforts in our lab to increase

throughput. One of the developments that hold promise is the SMR device with an

extended buried channel with multiple trap-and-release structures that can hold

and measure several cells at a time in serial. As such, one can measure not only the

primary cell captured but also its progeny for several generations. Another effort in

lab is to fabricate a chip with nearly 100 SMR devices that will be operated in

parallel.

5.2 Biological studies

We have discovered in our studies that the processes of cell growth and cell

division are correlated. However, the mechanism(s) underlying this correlation of

nascent growth rate and nascent size are not understood. There are several studies

that indicate that nutrient availability also alters growth rate. This growth rate in

turn controls the set point of the critical cell size threshold by some unknown

mechanism [24]. That is, in poorer nutrient sources, and hence at slower growth

rates, yeast pass the critical size threshold at a smaller size. Previously, only

indirect evidence has alluded to this nutrient-driven size-regulation mechanism on

a population-level study. However, with the mass resolution of the SMR, and the

time resolution of dynamic trapping, we should be able to directly observe the

existence or lack thereof when and how coordination of growth and division is

implemented at a single-cell level.

To study the implementation of this mechanism, one could measure the

growth curves of various yeast cells and their descendants. If the size threshold

were executed at Start, then we would expect to observe a convergence of the

various growth curves of both mothers and daughters at a specific mass at the time

of budding as will be monitored by integrated optical imaging.
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5.2.1 Nutrient modulation of growth and critical cell size

It has been observed that in rich media cells take a much shorter time to pass Start

and longer in poor media a much longer time. The 'Cln3 abundance' model

rationalizes this observation by the claim that the synthesis of Cln3 must take a lot

longer in dearth of nutrients and low ribosomal capacity. To test this hypothesis, in

this experiment one can measure the inter-divisionary period, length of the G1-

phase and critical size of cells growing wild-type yeast in a poorer carbon source,

such as raffinose, and comparing it with the parameters obtained for cells cultured

in glucose supplemented media, a rich carbon source.

5.2.2 Examine the dependence of growth rate on Cln3 expression

Similarly, the key to testing the 'Cln3 abundance' model would be to study the

direct effects of Cln3 mutants on the growth of the cells. Cln3A mutant yeast can be

studied using the SMR-based dynamic trapping. It is expected that if Cln3 is a major

player in the G1-S transition, then the cells will have an extended G1 to accumulate

the required Cln3 concentration to push forward into the S phase, and on the other

hand, WHI-1 mutants that encode stabilized forms of Cln3 are found to have a

shortened G1. These mutants will be obtained from the Amon laboratory.

5.2.3 Cell growth as a function of biosynthetic capacity

Biosynthetic capacity obviously drives an increase in cell size, and is in a way an

integrator of past cell growth. This parameter can be interpreted as a rate of

protein synthesis. It is possible that the rate of protein synthesis maybe a proxy for

the upstream events, including nutrient status and growth factor signaling, thereby

integrating many disparate signals into the size threshold. Protein synthesis rate is

thought to be relayed to the cell cycle by unstable 'translational sizers', whose

abundance reports translation rates and whose activity is rate-limiting for cell-

cycle transitions [24, 33].

One experiment that could help separate the effect nutrient quality has on

both the translational rate, and hence critical size threshold is by growing cells in

sub-lethal concentrations of cycloheximide. Cycloheximide is a known inhibitor of
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translational elongation. It would be interesting to note if the effects of

cycloheximide on cells grown in a rich carbon source, would cause either a

lengthening of the Gi-phase, or decrease the critical size threshold for entering

Start, or conceivably both. This would help us allude to the possibility of separate

pathways for nutrient modulation and translational control of cell-cycle progress

and critical size.

Ribosome biogenesis is a chief occupation of growing cells, accounting for

about 60% of the total transcription in yeast cells [82, 83]. This rate of ribosome

synthesis is dictated by the rate of transcription of the RNA and protein subunits of

the ribosome. Therefore, another interesting study would involve cells that have a

mutation that has impairs RNA Pol I activity.

RNA Pol I is responsible for the transcription of rRNA that constitutes the

ribosomal complex. Of the groups of subunits of RNA Pol 1, A14 is essential for the

viability of the cell and the second group consisting of A49/A34.5/A12.2

contributes to the stability of the structure [84]. The depletion of one of these

subunits will make the RNA Pol I less processive, but still a functional enzyme [85].

Thus, a yeast strain with a mutant A49 gene will be studied to examine the

dependence of the G1-S cell cycle transition on ribosomal concentration. If the

hypothesis suggested by this model is correct, we would expect to see a longer

delay to the S phase in this mutant strain, as compared to wild-type yeast growth.

5.2.4 Sfpl and Sch9 - downstream effectors of TOR

Additionally, remarkable advances in genetic screening have identified Sfp1 (a zinc-

finger transcription factor) and Sch9 (an Akt-like kinase) as effectors of nutrient

modulation downstream of TOR. Significantly, Sfpl and Sch9 have been found to

activate the transcription of ribosomal protein and ribosome biogenesis genes in

response to nutrient signals.

An interesting study could involve examining the effect the deletion of Sfpl

or Sch9 has on the size regulation. If one or both of these genes are involved

upstream of the pathway that is responsible for nutritional modulation of critical
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size, then cell size should lose dependence on nutrient dependence conditions in

the sfp1A and/or sch9A deletion mutants. An SMR trapping measurement of cell

buoyant mass in real-time could easily provide such data.

Additionally, one would expect that the effects seen in the experiment above

would be similar to cells treated with known inhibitors of TOR complex, such as

rapamycin and caffeine. Although, if different results are obtained, one has reason

to suspect other parallel pathways such as that Ras/PKA may be responsible for

nutritional regulation of size.

These and possibly more avenues can be explored with the SMR system that

will give us more clues into the regulatory pathways that control feedback between

cell growth, size homeostasis and cell division.
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6 Appendix

Raw data
cell #1

16-

14-

8-

6
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Time (hr)

Residuals from 'simple exponential' model
ceii #1

0.2-

- 0.1 * . . .- . I

0- -

32

-0.2
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Time (hr)

Residuals from 'bilinear' model
cell #1

0.2

-0.2'
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Time (hr)

112



Residuals from 'exponential with an offset' model
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