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ABSTRACT

Hydraulic fracturing involves the injection of a fluid
to fracture oil and gas reservoirs, and thus increase
their permeability. The process creates numerous mi-
croseismic events, which can be used to monitor sub-
surface operations. In this study we introduce a novel
microearthquake relocation workflow based on cross-
well seismic observations and in-situ velocity measure-
ments, and then apply it to data from two hydraulic
fracture stages conducted at the Jonah field (Wyo-
ming). The relocation is carried out by global op-
timization of a probability density function including
P- and S-wave traveltimes, as well as source-receiver
azimuths. By averaging multiple cross-well observa-
tions, we reorient the three component receivers and
reduce the scatter of measured azimuth values by 50-
60%. By simultaneously relocating the observed micro-
earthquake ensemble for one fracture stage, we derive a
more reliable image of the average fracture orientation
and reduce the scatter of microearthquake locations by
20-40% as compared to conventional approaches. For
the two stages of fracturing investigated, the micro-
earthquakes are found to follow a NW-SE trend that
places constraints on the local stress field and on the
newly created fluid paths.

INTRODUCTION

The Jonah field in the Rocky Mountain region of Wy-
oming is one of the largest natural gas discoveries in the
onshore United States (Robinson and Shanley, 2004). The
principal reservoir rocks of the Jonah field are productive
lenticular fluvial sandstones from the Lance Formation
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(Hanson et al., 2004). The Lance formation, of late Cre-
taceous age, contains fluvial sandstones intercalated with
overbank siltstones and mudstones (DuBois et al., 2004).
The trap at Jonah is described as structural-stratigraphic.
Gas entrapment is enabled by two bounding faults (Han-
son et al., 2004) and a top seal (DuBois et al., 2004; John-
son et al., 2004).

The reservoir’s poor connectivity and complex struc-
ture pose a challenge for the gas-recovery process, and for
this reason the reservoir was not exploited commercially
for many years (DuBois et al., 2004). This challenge has
been overcome in recent years thanks to the development
of modern completion technologies that enhance the gas
recovery in tight reservoirs and have thus made the ex-
ploitation of the Jonah field viable. One such completion
technique, hydraulic fracturing of the rock matrix, is com-
monly used to enhance production from oil and gas fields
(Phillips et al., 1998). During hydraulic fracturing, fluid
and proppants are injected into the reservoir to increase
the connectivity of the pore space, and thereby the per-
meability of the host rocks. During one fracture stage in
the Jonah field, 300,000 1 of fluid and 68,000 kg of sand
are typically injected into the reservoir at a pressure of
41 MPa (House and Shemeta, 2008).

Fluid injection and pore-pressure perturbation can
modify the effective normal stress and lead to the trig-
gering of microearthquakes (MEQ) (Shapiro et al., 1997,
1999). These MEQs can thus be used to monitor hydraulic
fracturing. In particular, the location of MEQs induced
by hydraulic fracturing can be used to characterize the
activation of fracture systems (Maxwell et al., 2010; Li
et al., 2011), to constrain fluid displacement in the sub-
surface (House, 1987; Phillips et al., 1998; Rutledge and
Phillips, 2003; Maxwell et al., 2004), and to determine how
the reservoir rocks are responding to production activity
(Eisner et al., 2009).

Given the high cost of completion techniques in reser-
voir engineering and the possible environmental impacts
of hydraulic fracturing, the monitoring of subsurface op-
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erations is extremely important. MEQ observations allow
monitoring of the stimulation procedure and fluid prop-
agation in the subsurface, but interpreting MEQ obser-
vations is challenging due to location uncertainties. The
main challenge stems from the fact that all receivers are
typically located within a single receiver well and differ-
ent observables (P- & S-wave traveltimes and P-wave az-
imuths) with different uncertainties are used for MEQ lo-
cation.

In this paper, we conduct a systematic study of the dif-
ferent causes for MEQ location uncertainty to improve the
precision of standard MEQ relocation procedures. The
standard procedures relocate all MEQs individually. By
simultaneously relocating all MEQ observations for one
fracture stage, we derive a more reliable image of the sub-
surface distribution of seismicity. The integration of the
MEQ data with coincident active source data allows us to
improve the sensor orientation, which reduces the MEQ
scatter. However, the active source data cannot be used
to refine the velocity model.

The rest of the article is organized as follows. First,
we will describe the Jonah field experiment and our data
processing approach. In particular, we will demonstrate
how multiple perforation shots can be used to improve the
azimuth measurements for MEQ observations. Next, we
develop a novel method to reduce the MEQ scatter and
derive an average fracture orientation from an ensemble
of MEQ measurements. Lastly, we relocate the MEQs
linked to hydraulic fracturing for two fracture stages in
the Jonah field.

JONAH FIELD EXPERIMENT

Microseismic monitoring of hydraulic fracturing usually
involves two or more boreholes. First, perforation shots
(i.e., active, explosive sources) break the wall of the first
borehole, the treatment well. This well is subsequently
used to hydraulically fracture the surrounding
rock through the injection of pressurized fluids, giving
rise to multiple MEQs. The second borehole, the mon-
itoring well, houses the seismic receiver array, which reg-
isters both the perforation shots and the MEQs. Normal
reservoir operations are interrupted during hydraulic frac-
turing.

The Jonah Field experiment was a test study to develop
new seismic techniques for hydraulic fracture monitoring
carried out between July and September 2004. The exper-
iment combined a time lapse vertical seismic profile exper-
iment and a microseismic momnitoring study. While the
time lapse vertical seismic profile experiment gave images
of the subsurface reflectivity before and after hydraulic
fracturing, the microseismic study observed the subsur-
face changes in real time. Here, we focus on the second
part of the experiment.
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Figure 1: Sketch showing the experiment geometry. The
white circles mark the perforation shots that are used to
break the wall of the treatment well prior to fluid injec-
tion. The white triangles mark the locations of the re-
ceivers, that measure the seismic arrivals linked to both
perforation shots and MEQs.

Acquisition geometry and setting

In this study we analyze active and passive seismic data
from two separate hydraulic fracture stages using one
treatment and one monitoring well (figure 1). During each
fracture stage, the treatment well was subjected to six per-
foration shots and the second borehole housed a seismic
receiver array, which consisted of eleven three-component
receivers deployed with an 11-12 m receiver spacing. The
two boreholes were ~140 m apart and the center of the re-
ceiver array was located at approximately the same depth
as the explosive sources (figure 1). The seismic receivers
were sampled every 0.25 ms (4 kHz) and the recordlength
was 0.5 s. A single record ideally contains the seismic
waves caused by a single perforation shot or MEQ. The
usable frequency bandwidth of the perforation shot data
is ~0.1-1 kHz.

Data Processing

For single receiver wells, a standard MEQ relocation work-
flow usually includes the following processing steps. (1)
Waveform data corresponding to the perforation shots
are extracted, and used to estimate P-wave traveltimes
and azimuths (figure 2)). (2) An initial velocity model
is derived from well log measurements. (3) The velocity
model is updated using the perforation shot traveltimes
to account for possible lateral variations. (4) The per-
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foration shot data are used to orient the receivers into
a North-South / East-West (NS/EW) reference frame.
(5) The waveform data corresponding to MEQ events are
extracted and rotated into a North-South / East-West
(NS/EW) reference frame. P-wave traveltimes and az-
imuth, as well as S-wave traveltimes, are measured (figure
3). (6) The MEQ are relocated using both traveltime and
azimuth data.

Here, we adapt this standard workflow by altering or
refining three of its processing steps. In step (3), we choose
not to update the well log velocity model using perforation
shot traveltimes as these may suffer from significant source
location and origin time uncertainties. Then, in step (4),
we improve the receiver orientation by averaging azimuth
measurements for multiple perforation shots. Lastly, in
step (6), we refine the relocation procedure by processing
all MEQs simultaneously. These three modifications to
the standard workflow are described in details in the next
sections.

As part of our processing, synthetic traveltimes and az-
imuths are computed by seismic raytracing (Zelt and Bar-
ton, 1998), for a velocity model parameterized using a 10
m grid spacing in all spatial directions. Comparison with
an analytic solution shows that the uncertainty related
to the forward calculation is <0.1 ms. Moreover, for the
well log derived velocity model, we find that the benefit of
taking into account ray curvature is <0.1 ms (i.e., straight
ray versus ray bending). While the benefit for this study
is small, we use raytracing for generality of the method.

The seismic traveltimes used in this study were picked
manually by industry analysts. Quality control of the
traveltime picks indicates that P-wave and S-wave data
quality is consistently high (figure 4). The misfit for a
constant velocity model (i.e., the standard deviation after
removal of a linear trend) is <1 ms. In constrast with the
perforation shot data (figure 2), the MEQ data show pro-
nounced S-wave arrivals (figure 3). The absence of strong
S-wave energy for perforation shots is due to the impulsive
nature of the explosive sources. On the contrary, MEQs
can usually be described as double-couple sources, which
explains the emitted S-wave energy.

PRIOR INFORMATION ASSESSMENT
Velocity model estimation

We construct an initial velocity model from a well log
located 240 m south of the survey area (step 2 of the
standard processing sequence; see log 1 in figure 5). Since
the well log measurements are highly variable we applied
a 100 m moving average filter to both the P-wave and
S-wave slowness measurements.

Well logs directly within the survey area were not avail-
able. To assess the lateral variability of well log veloci-
ties we applied the same processing to a second well log
(log 2 in figure 5) located 470 m south-west of the survey
area and 640 m west of log 1. The difference between the
smoothed velocity measurements is generally <0.1 km/s.
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Figure 2: Seismic data for a typical perforation shot. The
black circles mark the traveltime of P-waves. The seismic
data were band-pass filtered between 100 Hz and 1 kHz.
Single traces were normalized using pre-arrival noise en-
ergy. This assumes that the noise is homogeneous and
has equal amplitude for the EW (X), NS (Y) and verti-
cal components (Z). Next, the traces within each receiver
gather were normalized to unit amplitude.
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Figure 3: Seismic data for a typical MEQ. The black cir-
cles mark the traveltime of P-waves (first arrival) and S-
waves (second arrival). We applied the same processing
as in figure 2.
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Figure 4: Comparison of traveltimes for MEQs and perfo-
ration shots for stages 5 and 6. The white and grey circles
mark the P-&S-wave traveltimes for MEQs, respectively.
The black circles the P-wave traveltime for perforation
shots. The traveltime for the MEQs was estimated after
the estimation of the origin time in the relocation process.

The small difference between the two observed well logs
gives us confidence in the well log velocity model, but the
uncertainty of in-situ velocities contributes to the overall
traveltime uncertainty.

Recently traveltime tomography using perforation shots
has been applied to calibrate the well log velocity model
(Warpinski et al., 2005; Pei et al., 2009; Bardainne and
Gaucher, 2010) (step 3 of the standard processing se-
quence). We attempted to refine the velocity model by
using traveltime tomography and incorporating the well
log velocities as a starting model. Traveltime tomography
yielded velocities that explained the observed traveltimes,
but were systematically faster than the well log velocities.

Possible causes for the mismatch between the velocity
estimates and the well log velocity are a wrong source
depth, a wrong origin time or a systematic bias in the
velocity model. (1) A mislocation of the perforation shot
may lead to a systematic misfit between observed and cal-
culated traveltimes. (2) The origin time may be incorrect,
which has a direct effect on the measured traveltimes. (3)
A systematic bias in the velocity model caused by seis-
mic anisotropy or a lateral change in velocity (the well
log was recorded ~240 m south of the survey area) may
explain the difference between the predicted and observed
perforation shot traveltimes.

To differentiate between these three causes for this mis-
match, we estimate the seismic velocity from the per-
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Figure 5: P-wave and S-wave velocity profiles based on
well logs. The grey points and solid black line give the
velocities for log 1 located ~200 m south of the receiver
well. For comparison the dashed line gives the average
velocities for log 2 located in the South-West of the study
area. The measured slowness values were smoothed using
a 100 m moving average filter. The grey boxes mark the
depth of the two fracture stages analyzed in this study.

foration shot traveltimes using two complementary ap-
proaches. (1) We derive average velocities by dividing
the observed traveltimes by the source-receiver distance.
A mean velocity and uncertainty can be derived by aver-
aging the velocity measurements on different receivers for
all perforation shots triggered during one fracture stage.
This method requires knowledge of the origin time and
source depth. (2) We derive a velocity and uncertainty
estimate from the traveltime-distance gradient using lin-
ear regression and averaged the velocity measurements for
all perforation shots triggered during one fracture stage.
This method only requires knowledge of the source depth
but not the origin time.

We apply these two methods to a total of 95 perfora-
tion shots, which were triggered during 25 fracture stages
in 5 different treatment wells and observed using the same
receiver well. All treatment wells were located less than
~300 m from the monitoring well. While velocity esti-
mates using the first method yielded velocities, that are
faster than the well log measurements, velocity estimates
using the second method gave velocities that are slower
than the well log measurements (figure 6(a)). Since both
methods used the same receiver and shot location, this
discrepancy indicates a problem with the origin time.

We use the well log velocity information to calibrate
the shot location and origin time. This allows us to test
whether the perforation shot traveltimes are consistent
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Figure 6: Comparison of smoothed well log velocities (fig-
ure 5) and perforation shot based velocity estimates be-
fore and after relocation of the perforation shots. Method
1 estimates the velocity using the traveltime and distance
between the perforation shot and the receiver. Method
2 estimates the velocity using the local traveltime gradi-
ent. We only show velocity estimates with an uncertainty
smaller than 10%.
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with the well log assuming a reasonable error of the shot
depth and origin time. We estimate synthetic traveltimes
for all possible source locations within the treatment wells
by tracing seismic rays through the smoothed velocity
model. Since the well trajectories are known from well
deviation surveys (Bulant et al., 2007), the only unknown
is the shot depth; the horizontal position depends on the
receiver depth. By comparing the calculated traveltimes
with the measured traveltimes, we then select the source
location and origin time that best fits the traveltimes ob-
servations.

Calibrating the perforation shot depth and origin time
can resolve the discrepancy between the two methods (fig-
ure 6(b)). Shifting the shot depth by 22 m on average and
correcting the origin time by 7 ms on average, brings the
two methods in reasonable agreement with the well log
velocities. The two fracture stage chosen for further anal-
ysis in this study require a depth shift of ~10 m and a
origin time correction of ~7 ms.

In conclusion, we choose to use the well log derived
velocity model in our further analysis to avoid problems
related to the calibration of the velocity model. The ob-
served traveltimes can be explained by the well log veloci-
ties to within the experiment uncertainties, which include
the origin time and the source depth. Therefore, perfora-
tion shot tomography is not feasible for this experiment,
because the traveltime variations are smaller than the ex-
periment uncertainties.

Polarization calibration

To extract useful information from the azimuth measure-
ments, the receivers need to be oriented in a known ref-
erence frame. If the source and receiver location as well
as the velocity structure are known, the orientation of the
receivers can be recovered from measurements of the po-
larization of an incoming seismic wave (step 4 of the stan-
dard processing sequence). In this study, we assume the
vertical component to be aligned with the vertical bore-
hole axis and use perforation shots to reorient the two
horizontal receiver components.

To reorient the receivers, we first calculate the true
source-receiver azimuth from the kown borehole geome-
try (~344°). Next, we apply a zero-phase band-pass filter
between 100 Hz and 1 kHz to the perforation shot data to
increase the signal-to-noise ratio and measure the azimuth
of the incoming seismic wave in a 1.5 ms time window af-
ter the traveltime pick, which encompasses the first wiggle
of the seismic wave. The azimuth is determined by iter-
atively rotating the seismic data around the vertical axis
and selecting the rotation angle that maximizes the en-
ergy on the first horizontal component (see appendix for
more details). To obtain a more reliable measurement we
average azimuth measurements for six perforation shots.

This approach allows us to rotate the receivers into
NS/EW reference frame and reduce the scatter of az-
imuth measurements (figure 7). After sensor reorientation

the measured azimuth values agree with the true values.
Furthermore, the scatter of measured azimuth values de-
creases by 50-60%. Prior to sensor rotation the orientation
of the X-component was unknown; in hindsight we real-
ized that the X-component was pointing approximately
North. After rotation the X-component points approxi-
mately East.

Using the rotation angles from step 4 of the standard
processing sequence, we can rotate the MEQ observations
to a known reference frame (step 5 of the standard pro-
cessing sequence). We apply a zero-phase band-pass filter
and estimate the azimuth. To validate the sensor rotation,
we cannot use the source-receiver azimuth is unknown,
because the source location is unknown. However, after
sensor rotation, all receivers should measure the same az-
imuth. We can average the azimuth measurements and
calculate the azimuth misfit for the different receivers (fig-
ure 8).

While the standard deviation of azimuth residuals is ap-
proximately equal for the perforation shots and MEQ ob-
servations, the two measurements cannot be directly com-
pared, because the MEQ azimuths show a 180°-ambiguity
that is caused by the radiation pattern of the MEQ source
mechanism. The standard deviation was measured using
azimuths between 0° and 360° for the perforation shots
and azimuths between 0° and 180° for the MEQs.

Recent studies have applied a reorientation of the third
sensor component to assure that the vertical component
is precisely vertical (Greenhalgh et al., 2005; Armstrong,
2009). This is particularly important, if the borehole axis
and/or the Z-component of the receiver are not vertical.
In this study we chose not to reorient the third component.
Full reorientation of the sensor requires precise knowledge
of the velocity structure and shot depth to be able to cor-
rectly calculate the colatitude of the incoming wavefield.
Furthermore, we found that the uncertainty of colatitude
measurements is typically ~10° larger than the azimuth
uncertainty. Reorientation of the third sensor is not vital
for MEQ relocation, if the borehole axis is approximately
vertical.

MICROSEISMIC EVENT LOCALIZATION
METHODOLOGY

Data and model parameters

To relocate the MEQs we use P-wave traveltimes and
azimuths as well as S-wave traveltimes. The traveltime
uncertainty for P- and S-waves is ~6 ms and takes into
account the pick uncertainty (~1 ms), the uncertainty re-
lated to the forward calculation (<0.2 ms), the location
uncertainty of the receivers (10 m = 2.5 ms at ~ 4 km/s)
(Eisner et al., 2009) and the uncertainties related to the
velocity model (£ 0.2 km/s & £5 ms). The total un-
certainty is estimated using the square root of the sum
of the individual squared uncertainties. After sensor ro-
tation all receivers should measure the same azimuth and
the azimuth uncertainty can be derived from the standard
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Figure 7: Statistical distribution of measured azimuth
values for six shots and eleven receivers during fracture
stages 5 and 6. The sensor rotation transforms the data
to a NS/EW reference frame. We determine the azimuth
of the incoming wavefield by maximizing the energy on
one of the horizontal components. After sensor rotation
the true source-receiver azimuth (~343°) agrees with the
measured azimuth and the scatter of measured azimuth
values is reduced.
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Figure 8: Difference between the measured azimuth and
the average azimuth (based on all receivers for one MEQ)
for all observed MEQs recorded during fracture stages 5
and 6. After relocation of the MEQs, we estimated the
misfit between the calculated and measured azimuth. The
180°-symmetry of residuals illustrates the ambiguity in
measured azimuth values, that is caused by the radiation
pattern of the MEQ source.
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deviation of all azimuth measurements for one MEQ. The
overall azimuth uncertainty is ~20° (figure 8).

We need to constrain four different model parameters,
the origin time, the easting, the northing and the depth
of the microseismic event. These model parameters are
linked to the observables. If two different seismic phases
have been observed, a reliable estimate of the origin time
can be derived from the difference between the calculated
and observed arrival times for those two different seismic
phases. If the velocity structure is known, the distance
to the microseismic source can be calculated from the S-
P differential traveltime. The depth of the microseismic
event is linked to the vertical slowness of the seismic wave.
Last, the measured azimuth depends on the azimuth of the
seismic event.

Optimization problem resolution

For locating a seismic event we apply a global search tech-
nique, that determines the maximum of the probability
density oy for a Gaussian model (Tarantola and Valette,
1982; Billings, 1994; Djikpéssé and Tarantola, 1999; Ta-
rantola, 2005; Djikpesse et al., 2010)

oy (m) o< exp(—S(m)) (1)

where m stands for the model parameter, i.e. the MEQ
location. We expand the cost function S to include terms
for P- and S-wave traveltimes as well as S-P differential
traveltimes and azimuths:

N
calc meas 2 2
S E (tp,i - tp,i - to) /ap,i (2)
i=1
P—wave traveltime misfit
M
calc meas 2 2
+ E (ts,i - ts,i - to) /Us,i
i=1
S—wave traveltime misfit
L
calc calc meas meas\2 2 2
+ E (ts;i - tp,i - ts,i + tp,i ) /(Up,i + Os,i)
i=1
S—P differential traveltime misfit
N
calc meas\2 / 2 rior
+ E (057 — 0"**)* Jog; + A L(m, mP™")
; S———
=1

Prior information

Azimuth misfit

where, ¢, and ts denote the P- and S-wave traveltimes,
to the origin time of the MEQ and 6 the source-receiver
azimuth of the seismic event. o stands for the uncertainty
of an observation. N and M and give the number of
P- and S-wave observations and L the number of P- and
S-waves that were observed on the same receiver. L rep-
resents a function that links the model parameter m to
prior information mP"*°" about these model parameters.
The parameter A controls the trade-off between the data
misfit and the prior information.

In this study we apply the grid search method to eval-
uate the cost function. We estimate traveltimes and az-
imuths for sources spaced 4 m apart using raytracing (Zelt
and Barton, 1998). Comparing the calculated and the
measured traveltimes and azimuths allows us to determine
the value of the cost function in the whole model domain.
The solution to the optimization problem is simply the
source location that corresponds to the maximum of the
probability density function.

Prior information

The last term in the cost function allows us to introduce
prior information into the relocation problem. This is a
powerful way of reducing the ambiguity of the solution
of the optimization problem. In particular we decided
to couple the relocation problems for the different MEQs
observed in this study.

To introduce knowledge about the other MEQs we ap-
plied two different types of prior information. (1) We re-
quire the MEQs to be close to the center of mass of the
MEQ cloud by including a term that penalizes the dis-
tance from the center of mass. The center of the MEQ
cloud is determined by averaging the locations of all MEQs
during one fracture stage. The location of the treatment
well is used as an initial guess for the center of the MEQ
cloud. This location is then updated iteratively until the
change of the average distance from the center of mass is
smaller than a given threshold. This approach is similar
to the collapsing method (Jones and Stewart, 1997; Fehler
et al., 2000, 2001). (2) We require the MEQs to be close to
a plane through the MEQ cloud. The plane runs through
the center of the MEQ cloud and the plane’s normal is de-
termined by applying singular value decomposition. The
smallest eigenvector is orthogonal to the fracture plane
and the two largest eigenvectors lie within the fracture
plane. We use the plane defined by the treatment and
monitoring wells as an initial guess and then iteratively
update this plane until the change of the average distance
from the plane is smaller than a given threshold.

When using prior information in the solution of an op-
timization problem, the prior information and the data
misfit need to be balanced. In this study we chose to
first weight the the prior information by dividing through
the distance between the treatment and monitoring well.
Next, we use the parameter A to scale the different parts
of the cost function. To determine the parameter A\ we
first relocate the MEQs without including any prior in-
formation. This solution shows a large spread of MEQs.
Next, we slowly increase A, until the data misfit exceeds a
threshold. Increasing A increases the data misfit, but re-
duces the misfit with respect to the prior constraint. We
selected a 5% increase of the data misfit as a threshold to
terminate the search.
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RESULTS
Event relocation

To validate our MEQ relocation procedure, we first locate
a perforation shot as a ground truth test. We treat the
event relocation as an unknown and test whether the re-
covered location agreed with the known location of the
perforation shot within the borehole. Since the perfora-
tion shots used in this study do not show clear S-wave ar-
rivals, we cannot determine the origin time based on the
seismic data and we have to use the known origin time in
the relocation process.

By using our relocation procedure (equation 2), we can
locate the perforation shot (figure 2). The minimum of
the cost function, the maximum of the probability density
function, coincides with the known location of the perfora-
tion shot (figure 9(e)&(f)). P-wave traveltimes constrain
the distance and to a lesser extent the depth of the seismic
event (figure 9(a)&(b)). The direction of the seismic event
is determined using the azimuth of the seismic event (fig-
ure 9(c)&(d)). In addition to locating the seismic source
we can characterize the location uncertainty and geom-
etry of the solution to the optimization problem (figure
9(e)&(f)). We observe that the horizontal uncertainty is
smaller than the vertical uncertainty.

To illustrate our MEQ relocation procedure, we exam-
ine the different contributions to the cost function for a
single MEQ (figure 3). We included P-wave and S-wave
traveltimes, S-P differential traveltimes and the P-wave
azimuth in the cost function (equation 2).

By using the combined P-wave and S-wave observations,
we can relocate a MEQ. The S-P differential traveltimes
allow us to estimate the distance and depth of the seis-
mic event (figure 10(a)&(b)), but contain no information
about the azimuth of the event. The azimuth measure-
ment allows us again to estimate the direction to the seis-
mic event (figure 10(c)&(d)). The contributions of P-wave
and S-wave traveltimes to the cost function have the same
geometry as for the perforation shot (figure 9(a)&(b)) and
are not shown here. They constrain the depth and dis-
tance of the event, but not the azimuth. Finally, the cost
function (figure 10(e)&(f)) shows a symmetry about the
receiver array and has two distinct minima. The mini-
mum closer to the injection point is chosen as solution to
the relocation problem.

Hydraulic fracture monitoring

The cost function defined in equation 2 allows us to intro-
duce constraints in our relocation algorithm. In partic-
ular, it permits us to introduce information about other
MEQs. This is justified, since the MEQs caused by hy-
draulic fracturing are not isolated events, occur in the
same part of the subsurface and are caused by the same
physical process.

We study the effect of two different constraints on the
MEQ locations, proximity to the center of mass and prox-
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Figure 11: Comparison of MEQ relocation approaches for
stages 5 (figures (a)&(b)) and 6 (figures (c)&(d)). The
grey circles mark the MEQs located following the standard
approach (House and Shemeta, 2008). In figures (a)&(b)
the black circles mark the MEQ locations using the center
of mass of the MEQ cloud as prior information. In figures
(c)&(d) the black circles mark the MEQ locations using
the best fitting plane through the MEQ cloud as prior
information. The triangle marks the receiver location and
the square the treatment well.

imity to a plane through the center of mass. To under-
stand the effect of these constraints we compare our MEQ
locations with the MEQ locations by House and Shemeta
(2008).

Our MEQ locations show significantly less scattering
for fracture stages 5&6. The average distance from the
center of mass is reduced by ~33-34% as compared to the
unconstrained locations (figure 11(a)&(b)) and the aver-
age distance from the best fitting plane is reduced by 38%
and 22%, respectively (figure 11(c)&(d)).

For each fracture stage the MEQs are spatially corre-
lated and follow a NW-SE trend (308° for stage 5 and
312° for stage 6) away from the injection well (figure 11).
The best fitting planes are approximately vertical for both
fracture stages (figure 12).
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Figure 9: Relocation problem for perforation shots. The white circle marks the known location of the perforation shot
and the white triangles mark the location of the receiver groups. (a)&(b) P-wave traveltime misfit. (c¢)&(d) Azimuth

misfit. (e)&(f) Cost function. The top rows show a vertical slice in the source-receiver plane. The bottom row show a
horizontal slice at the source depth.
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Figure 10: Location problem for MEQs. Unlike for perforation shots the origin time is unknown. However, the presence
of P- and S-wave arrivals allows the estimation of the distance to the event. Combined with an estimate of the azimuth
to the event, the unknown MEQ location (white circle) can be located using a single receiver well (white triangles).
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Figure 12: Three-dimensional view of all MEQs located
in this study (white circles). The grey surface show the
best fitting plane through the MEQ cloud.

DISCUSSION AND CONCLUSIONS

In this paper we developed a novel MEQ relocation work-
flow that integrates multiple perforation shots and multi-
ple MEQs to reduce the uncertainties of MEQ relocation.
This novel workflow allowed us to reduce the scatter of
MEQ locations by 20-40%, while keeping the increase in
data misfit smaller than 5%.

The largest source of uncertainty in this study is the
underlying velocity model, which has a significant impact
on the location and spread of the MEQ cloud. To over-
come the limitations of our velocity model a tomography
approach seems promising. However, for this study travel-
time tomography (Warpinski et al., 2005; Pei et al., 2009;
Bardainne and Gaucher, 2010) using the perforation shots
is not feasible, because the number of observations for
each depth range is small and the traveltime uncertainty
is larger than the differential moveout between traveltime
observations. A possible approach to reduce the veloc-
ity uncertainty and improve the MEQ location would be
to add additional receiver wells or surface receivers. Fur-
thermore, one may attempt to extract the MEQ hypocen-
ter and the velocity structure from the MEQ observations
(Block et al., 1994). This seems particularly important,
since changes in the velocity model due to hydraulic frac-
turing were ignored in this study.

The integration of active source and passive seismic
data improves the MEQ relocation. The perforation shots
measurements allowed us to reorient the seismic receivers.
By averaging azimuth measurements for multiple perfo-
ration shots we reduced the scatter of azimuth measure-
ments measurements by 50-60%. These more precise az-

imuth measurements alone allowed a reduction of the
spread of the MEQ cloud of 10-20%.

Our novel relocation procedure integrates information
about other MEQs to better image the distribution of
seismicity. The information about other nearby MEQs
reduces the ambiguity inherent to the solution of the op-
timization problem for a single MEQ. Integrating prior
constraints about the proximity to the center of mass or
to a pre-defined fracture effectively reduces the spread of
the MEQ cloud. In our relocation procedure, we do not
assume that all observed MEQs lie on a single fracture
plane. This is unlikely as the fluid penetrates the medium
surrounding the treatment well. However, the existence
of a dominant fracture direction is likely. Similarly, the
occurrence of one earthquake influences the probability of
the occurrence of the next earthquake. Integration of this
information would require more rigorous analysis.

The relocation procedure developed in this study allows
us to extract specific information from the data. By iter-
atively updating the MEQ cloud with respect to a prior
constraint, we can find the most likely center of mass or
dominant fracture direction of one MEQ cluster. The ex-
tension of this method to testing more complex fracture
growth models seems promising. Integrating additional
constraints as prior information effectively allows testing,
whether certain models are consistent with the observed
seismic data.

We have demonstrated that we can derive significant
trends from a cloud of MEQ locations. For this study the
MEQs follow approximatelly NW-SE trend. MEQs re-
lated to hydraulic fracturing commonly appear aligned in
bands parallel to the maximum horizontal stress direction
and reactivate pre-existing fractures (Willis et al., 2007).
This implies that trends in the distribution of MEQ al-
low the characterization of the local stress field. Further-
more, the zone of seismicity is commonly associated with
the zone of major fluid paths (House, 1987). Thereby,
the MEQ cloud allows us to characterize the direction of
newly created permeability.

ACKNOWLEDGEMENTS

This work was made possible by funding from MIT’s Earth
Resources Laboratory and Schlumberger-Doll-Research.
We would like to thank Julie Shemata and Nancy House
for sharing their results and giving us access to their seis-
mic data. We greatly profited from discussions with Mark
Willis, Elizabeth LaBarre and Francois Auzerais.



12 Seher, Rondenay & Djikpesse

APPENDIX POLARIZATION ANALYSIS

Polarization analysis of the incoming wavefield is an im-
portant technique used for sensor reorientation (see Mac-
Beth, 2002, chapter 4) and MEQ relocation. Since many
different algorithm for polarization analysis exist, we com-
pare the behavior of three simple algorithms to select one
suitable to our problem. To determine the direction of
the incoming seismic wave, we have explored three differ-
ent approaches based on singular value decomposition of
the covariance matrix for each receiver gather (CSVD),
singular value decomposition of the complete three com-
ponent recordings for each receiver gather (SVD) and en-
ergy maximization on one of the recorded components by
rotation of the sensor using a grid search method (GS).

In the CSVD approach, we first carry out covariance
analysis for every receiver gather in a time window after
the picked P-wave arrival (Montalbetti and Kanasewich,
1970; Perelberg and Hornbostel, 1994). The length time
window comprises the first wiggle. The components of
the covariance matrix are given by P;; = Cov(X;, X;),
where X; , X5 and X3 represent the measured seismic
data on the three receiver components, respectively. Next,
we apply singular value decomposition P = USVT to the
covariance matrix. The eigenvector e corresponding to
the largest eigenvalue is either parallel or anti-parallel to
the propagation of motion of the incoming P-wave (Ju-
rkevics, 1988; Greenhalgh and Mason, 1995; Greenhalgh
et al., 2005). The azimuth 6 and colatitude ¢ can be es-
timated from the components of the eigenvector e using
the following trigonometric relationships 6 = arctan (Z—;
and ¢ = arccos (e3).

The SVD approach determines the directionality of the
incoming P-wave using singular value decomposition of
the three component recordings for each receiver X =
USVT (de Franco and Musacchio, 2001). This very sim-
ilar to the approach described above, except that we do
not first apply covariance analysis. Instead the singular
value decomposition is applied directly to the data in a
time window after the P-wave pick. We use the same
time window as for the CSVD approach.

The GS approach searches azimuth 6 and colatitude ¢
of the incoming wave by maximizing the energy on one
of the receiver components with respect to the other two
components. We apply the time window after the first
arrival as before. Using the following equations we itera-
tively rotate the seismic traces and retain those values of
0 and ¢, that maximize the following equation:

N . 2
; 0-x1;—sind-xy;
argmax Zﬁl (cosf-xq; —sinh - xg, )2 3)
ocfo.2n] \ > ;_q (sin@-x1,; +cosb - xa;)
N - . 2
argmax ZNizl (CO.SQZ) . x}l +sing - x3;) ! @
geforl \Doimq (—sing - Ty +cosd-x3,)

We first maximize the energy on one of the horizontal
components using equation 3. The numerator and de-
nominator in equation 3 measure the energy in the X;-
and Xo-component after rotation about the angle 6. By
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Figure 13: Comparison of different methods for the esti-
mation of the direction of the incoming wavefield. The
signal-to-noise ratio gives the ratio between the synthetic
signal and noise. The average difference between the true
direction and the calculated direction is estimated by aver-
aging over all possible directions. Here, direction includes
both azimuth and colatitude.

maximizing equation 3 with respect to 6 we maximize
the energy on the X;-component with respect to the Xs-
component. The value 6 that maximizes equation 3 is the
azimuth of the incoming wavefield. We rotate the hori-
zontal traces about 6 to concentrate the seismic energy on
the X -component and then apply the same technique to
the rotated Xj-component and the Xs-component. The
value ¢ that maximizes equation 4 is the colatitude of the
incoming wavefield.

A comparison of the three approaches (CSVD, SVD and
GS) is provided in figure 13, that shows the mean misfit
between the calculated and the measured direction of a
synthetic P-wave arrival. We calculated synthetic data
for seismic sources distributed regularly around a receiver
in a constant velocity medium. The synthetic data had
a central frequency of 30 Hz and were contaminated with
Gaussian noise having a signal-to-noise ratio between 1
and 100. After applying a time window of 6 ms after the P-
wave arrival (the first wiggle), we measured the direction
of the incoming wave. The mean misfit is obtained by
averaging the misfit for all seismic events surrounding the
receiver. While the three methods give similar misfits at
the low and high signal-to-noise ratio (figure 13), the SVD
and the GS approach yield better results for intermediate
signal-to-noise ratios.
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